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Abstract

Background: Overweight and obesity have now reached a state of a pandemic despite the clinical and commercial programs
available. Artificial intelligence (AI) chatbots have a strong potential in optimizing such programs for weight loss.

Objective: This study aimed to review AI chatbot use cases for weight loss and to identify the essential components for prolonging
user engagement.

Methods: A scoping review was conducted using the 5-stage framework by Arksey and O’Malley. Articles were searched
across nine electronic databases (ACM Digital Library, CINAHL, Cochrane Central, Embase, IEEE Xplore, PsycINFO, PubMed,
Scopus, and Web of Science) until July 9, 2021. Gray literature, reference lists, and Google Scholar were also searched.

Results: A total of 23 studies with 2231 participants were included and evaluated in this review. Most studies (8/23, 35%)
focused on using AI chatbots to promote both a healthy diet and exercise, 13% (3/23) of the studies used AI chatbots solely for
lifestyle data collection and obesity risk assessment whereas only 4% (1/23) of the studies focused on promoting a combination
of a healthy diet, exercise, and stress management. In total, 48% (11/23) of the studies used only text-based AI chatbots, 52%
(12/23) operationalized AI chatbots through smartphones, and 39% (9/23) integrated data collected through fitness wearables or
Internet of Things appliances. The core functions of AI chatbots were to provide personalized recommendations (20/23, 87%),
motivational messages (18/23, 78%), gamification (6/23, 26%), and emotional support (6/23, 26%). Study participants who
experienced speech- and augmented reality–based chatbot interactions in addition to text-based chatbot interactions reported
higher user engagement because of the convenience of hands-free interactions. Enabling conversations through multiple platforms
(eg, SMS text messaging, Slack, Telegram, Signal, WhatsApp, or Facebook Messenger) and devices (eg, laptops, Google Home,
and Amazon Alexa) was reported to increase user engagement. The human semblance of chatbots through verbal and nonverbal
cues improved user engagement through interactivity and empathy. Other techniques used in text-based chatbots included
personally and culturally appropriate colloquial tones and content; emojis that emulate human emotional expressions; positively
framed words; citations of credible information sources; personification; validation; and the provision of real-time, fast, and
reliable recommendations. Prevailing issues included privacy; accountability; user burden; and interoperability with other databases,
third-party applications, social media platforms, devices, and appliances.

Conclusions: AI chatbots should be designed to be human-like, personalized, contextualized, immersive, and enjoyable to
enhance user experience, engagement, behavior change, and weight loss. These require the integration of health metrics (eg,
based on self-reports and wearable trackers), personality and preferences (eg, based on goal achievements), circumstantial
behaviors (eg, trigger-based overconsumption), and emotional states (eg, chatbot conversations and wearable stress detectors) to
deliver personalized and effective recommendations for weight loss.
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Introduction

Background
The global prevalence of obesity has risen dramatically over
the past 50 years and has now reached a state of a pandemic
[1]. It was estimated that approximately 39% of the global adult
population and more than 18% of the younger population were
overweight in 2016 [2]. This creates a pressing public health
concern because overweight and obesity increase one’s risk of
disabilities, morbidities, and mortality from cardiometabolic
diseases (eg, coronary artery disease and diabetes mellitus) [3],
musculoskeletal disorders [4], cancers [5], and communicable
diseases [6]. Having a high BMI have also been associated with
a 32% increase in the likelihood of developing depression than
having a normal weight, lowering one’s quality of life [7,8].
Although the prevalence of overweight and obesity is higher in
adults, a meta-analysis reported that children and adolescents
with obesity had a 5 times higher risk of transitioning to
adulthood with obesity [9]. This highlights the importance of
targeting both the adult and younger population in global weight
management efforts.

Besides the minority cases where overweight and obesity are
caused by pharmacological, metabolic, or genetic etiologies,
people enrolled in weight loss programs are often prescribe diet
(that reduces calorie intake) and exercise (that increases calorie
expenditure) plans that create a state of prolonged calorie deficit.
However, a major challenge of such interventions is the lack of
adherence to restrictive lifestyle plans, often due to a lack of
motivation and self-control (ie, cognitive inhibition: ability to
control impulses) [10]. To overcome such challenges, health
coaching has been shown to enhance the initiation and
sustainability of weight loss efforts through nutrition and
exercise education, goal setting, periodic progress monitoring,
and positive encouragement [11]. However, such programs are
labor intensive and resource inefficient [11,12]. Brief counseling
techniques such as motivational interviewing have also been
shown to improve one’s lifestyle behaviors but multiple
empirical studies and systematic reviews have reported no
significant superiority in interventional effectiveness when
compared with other active comparators such as health coaching
[13,14]. The findings were regardless of age and the mode of
delivery [13-16], suggesting that current interventions are
effective but impeded by their resource intensiveness (eg, time,
manpower, and infrastructure) for coach training, program
implementation, coordination, maintenance, and sustenance.

Recent technological advancements have enabled the use of
computerized chatbots, also known as conversational agents
(CAs), to mimic the role of human health coaches. Although
terms such as chatbots, conversational artificial intelligence
(AI), intelligence chatbots, and CAs are often used
interchangeably, chatbots can be distinguished as those with
and without AI [17]. In this paper, chatbots refer to computer

software that is capable of having a conversation with someone
and AI refers to the machinery mimicry of human intelligence
to perform human tasks such as decision-making and problem
solving, largely using machine learning [18]. Traditional
rule-based chatbots without AI are only capable of identifying
a limited number of client intents based on utterance
interpretation of specific keywords [17]. This limits the degree
of human conversation mimicry and hence the number of
meaningful conversational turns to establish a motivational
human-chatbot rapport. In contrast, AI chatbots are capable of
machine learning to understand human intents and sentiments,
thereby conversing with human-like demeanors to enhance
human-chatbot interactions. This requires the use of natural
language processing (NLP) for use cases such as natural
language inference, sentiment analysis, and questioning and
answering. In recent years, NLP has advanced from using
traditional recurrent neural network models that analyze short
texts for tasks such as summarization, translation, and
abstraction to pretrained transformer models that analyze long
texts as a whole to perform higher-level tasks of understanding
and contextualization. Recent transformer models include
Bidirectional Encoder Representations from Transformers by
Google [19], Generative Pretrained Transformer (GPT-2 [20]
and GPT-3 [21]) by Open AI, XLNet [22], and Turing Natural
Language Generation by Microsoft [23]. The use of such
technology in chatbots is more intuitive and able to express
human emotions or cognitive responses such as empathy to
enhance social presence, human-machine trust, emotional bond,
user acceptability, and engagement [24]. A popular NLP
platform used to develop and deploy such chatbots is
Dialogflow, a user-friendly Google cloud-based platform
capable of deploying text- and speech-based chatbots on various
smartphone apps, websites, and Internet of Things (IoT) devices
and appliances.

The use of AI in weight loss has been widely studied for its
ability to efficiently and intuitively track diet, exercise, and
energy balance. However, less is known about its ability to
provide effective recommendations and behavioral nudges to
enhance weight loss success [18]. Chatbots possess great
potential as a communication vector for behavioral nudges
through a sustained period of health coaching, thereby
supplementing the role of a human health care professional in
monitoring and counseling for weight loss. In addition, chatbots
can provide 24/7 real-time monitoring, on-demand counseling,
and personalized recommendation services conveniently through
one’s preferred device and social communication platform (eg,
WhatsApp, Telegram, and Facebook Messenger). Such functions
have been shown to increase usability, user acceptability,
engagement, and potential weight loss success because of their
convenience and instantaneousness [25]. However, this is
contingent upon the ability to forge a human-like rapport with
users, which is one of the largest challenges in chatbot
development. Moreover, little is known about the chatbots that

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e32578 | p.5https://medinform.jmir.org/2022/4/e32578
(page number not for citation purposes)

ChewJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.2196/32578
http://www.w3.org/Style/XSL
http://www.renderx.com/


have been developed to address health issues that require
multiple long-term behavior changes such as for overweight
and obesity [26].

Objectives
This study aims to provide an overview of the potential use of
AI chatbots for weight loss in people with overweight and
obesity, and identify the essential components to prolong user
engagement in AI chatbot–delivered weight loss programs. The
term chatbot will hitherto refer to AI chatbots unless otherwise
stated.

Methods

This scoping review was performed according to the 5-stage
framework by Arksey and O’Malley [27] and reported according
to the PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews)
checklist (Multimedia Appendix 1) [28].

Stage 1: Identifying the Research Question
The research question for this study was developed based on
the population, intervention, comparison, and outcomes
framework, What is known about the potential use of AI chatbots
for weight loss in people with overweight and obesity and how
can we prolong user engagement in AI chatbot–delivered weight
loss programs?

Stage 2: Identifying Relevant Studies
The Cochrane Database of Systematic Reviews and PROSPERO
databases were first searched to confirm that there was no
previous systematic review on this topic. All studies published
until July 9, 2021, were searched across nine databases: ACM

Digital Library, CINAHL, Cochrane Central, Embase, IEEE
Xplore, PsycINFO, PubMed, Scopus, and Web of Science.
Keywords were permuted by iterative searching of PubMed and
Medical Subject Headings terms using initial terms such as
chatbot and obesity. The final search terms used were
overweight, obes*, chatbot*, conversational agent*, virtual
coach*, artificial intelligence, machine learning, and health
coach*. The search strings connected using the Boolean
operators are detailed in Multimedia Appendix 2. To ensure a
comprehensive and extensive search on this topic, gray databases
such as arXIV, Mednar, ProQuest Dissertation and Theses
Global, and Science.gov were searched. Additional articles were
also hand-searched from the reference lists of the included
studies and the first 10 pages of Google Scholar.

Stage 3: Study Selection
The eligibility criteria for article inclusion were decided post
hoc after an iterative screening of the resultant titles and
abstracts and deeper familiarity with the topic. Articles that
focused on the use of AI-based chatbots for weight loss were
included. Given the lack of studies that focused on the use of
AI chatbots for weight loss, population-based eligibility criteria
such as age and weight status were not imposed to allow a
discussion on the different needs of an AI chatbot tailored for
populations with different demographics. Articles were excluded
if they (1) used chatbots that did not incorporate AI (eg, chatbots
and computerized coaches that were not conversational and
without machine learning capabilities), (2) used human health
coaches conversing with users through messaging platforms,
(3) did not focus on weight loss or weight loss–related behavior
change (eg, diet and exercise), and (4) were on virtual reality
or simulation-based conversations and not real-life coaching.
The search process and outcomes are shown in Figure 1.
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Figure 1. Flow diagram of the search strategy and search outcomes. AI: artificial intelligence.

Stage 4: Charting the Data
Data extraction using Microsoft Excel was first pilot-tested for
3 studies and revised with additional headings before performing
data extraction on all the included studies. The headings were
author; year; country; type of publication; study design;
participant characteristics; sample size; average age; proportion
of male participants; baseline BMI; aims; name of the chatbot;
delivery mode; use case; architecture; guiding framework;
parameters collected; wearables or IoT; availability in
multi-language; strategies used to improve user trust, rapport,
or emotional connection with the chatbot; device for which the
chatbot was deployed; machine learning algorithm or techniques;
duration of weight loss program; outcome evaluation;
engagement; acceptability; usability or usefulness; user
suggestions; and key findings.

Results

Stage 5: Collating, Summarizing, and Reporting the
Results
A total of 20 studies were included in this review, of which 1
study comprised 4 separate studies [29], resulting in 23 studies
(representing 2231 participants) evaluated in this review. A
summary and detailed description of the study characteristics
are shown in Table 1 and Multimedia Appendix 3 [25,26,29-47]
and Multimedia Appendix 4 [25,26,29-37,39-47]. The chatbot
programs included Wakamola [30-32], WaznApp [33],
WeightMentor [25], SWITCHes [34], MobileCoach [35],
PathMate2 [36], and Lark Weight Loss Health Coach AI [37].

Most (8/23, 35%) of the studies focused on promoting a healthy
diet and exercise, whereas only 4% (1/23) studies focused on a
healthy diet, exercise, and stress management (Figure 2 and
Multimedia Appendix 4). In all, 11 out of the 14 (79%) planned
or trialed experimental studies [26,29-33,35-37,40,43-45]
reported program durations that ranged from 1 hour to 12
months [30-32]. Only 1 study mentioned the intention of
comparing algorithms to yield accurate behavioral predictions
[43]. In total, 12 studies mentioned the use of a behavior change
framework to guide AI chatbot development (Multimedia
Appendix 4). A total of 3 studies used motivational interviewing
[26,43,45]; 2 studies used cognitive behavioral therapy [37,45];
and others used mindfulness-based stress reduction [26],
dialectic behavior therapy [41], efficiency model of support
[39], and control theory by Carver and Scheier [34]. Moreover,
5 studies [29,33] referenced the use of taxonomy of behavior
change techniques, whereas the remaining (9/23, 39%) studies
did not specify the use of a structured behavior change
framework (ie, briefly mentioned the incorporation of behavior
change techniques such as goal setting, problem solving, and
self-monitoring). Although the value of using a behavior
framework to guide the development of weight loss chatbots
remains unclear because of the limited number of publications
derived from rigorous experimental studies, it could enhance
the comprehensiveness of the developed programs and hence,
the effectiveness of chatbots in addressing behavior change
processes [48]. None of the studies explained the validation
process such as using testing or training set splits or k-fold
cross-validation.
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Table 1. Summary of study characteristics (N=23).

Studies, n (%)Characteristics

Country

1 (4)Ireland [38]

1 (4)Italy [39]

1 (4)Lebanon [33]

3 (13)Spain [30-32]

7 (30)Switzerland [29,35,36,40]

1 (4)Taiwan [34]

1 (4)The Netherlands [41]

2 (9)United Kingdom [25,42]

6 (26)United States [26,37,43-46]

Types of publication

9 (39)Conference [25,34,35,38-40,42-44]

14 (61)Internationally peer-reviewed journal articles [29-33,36,37,41,45,46]

Study designs

6 (26)Developmental [25,34,35,38,39,43]

3 (13)Feasibility or pilot [26,30,31]

1 (4)N-of-1 longitudinal [29]

3 (13)Observational [32,37,45]

2 (9)Position or opinion paper [42,46]

1 (4)Protocol [33]

3 (13)Qualitative [29,41]

3 (13)Randomized controlled trials [36,40,44]

1 (4)Within-subject experiment [29]

Participant characteristics

5 (22)Adults with a high BMI [26,37,41,42,44]

3 (13)Children and adolescents with a high BMI [35,36,45]

9 (39)General adults [25,29-33]

3 (13)General children and adolescents [39,40,43]

3 (13)NSa [34,38,46]

Sample sizes

15 (65)1-100 [25,26,29,31,35-37,40,41,43-45]

2 (9)100-800 [30,32]

6 (26)NS [33,34,36,38,39,42,46]

Age (years)

5 (22)<18 [35-37,40,43]

7 (30)18-40 [26,29-32]

4 (17)41-65 [25,37,41,44]

7 (30)NS [29,33,34,38,39,42,46]

Gender (male; %)

2 (9)0 [26,41]

11 (48)<50 [25,29-32,35,37,43-45]

3 (13)>50 [37,40,43]
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Studies, n (%)Characteristics

7 (30)NS [29,33,34,38,39,42,46]

Baseline BMI

2 (9)<25 kg/m2 [31,32]

3 (13)25-30 kg/m2 [25,26,30]

3 (13)>30 kg/m2 [41,44]

2 (9)>2 BMI-SDSb (remaining studies on children and adolescents did not report BMI) [36,40]

13 (57)NS [29,33-35,38,39,42,43,45,46]

Mode of delivery

2 (9)Speech [43,44]

11 (48)Text [25,30-33,35-37,39,40,42]

3 (13)Speech and text [34,45,46]

1 (4)Text and embodied conversational agent [26]

4 (17)Speech, text, and ARc-embodied conversational agent [29]

2 (9)NS [38,41]

Multi-language

4 (17)Yes [30-32,34]

19 (83)NS [25,26,29,33,35-46]

Incorporation of wearables or Internet of Things

9 (39)Yes [29,33,37,38,40,43]

14 (61)NS [25,26,30-32,34-36,39,41,42,44-46]

Device used to operationalize chatbots

1 (4)Humanoid robot [43]

12 (52)Smartphone [25,29-31,33,34,36,40,42]

1 (4)Web browser [26]

9 (39)NS [32,35,37,38,41,44-46]

Mention of machine learning techniques

4 (17)Yes [34,42,43,45]

19 (83)NS [25,26,29-33,35-41,44,46]

Mention of behavior change framework

3 (13)Motivational interviewing [26,43,45]

2 (9)Cognitive behavioral therapy [37,45]

1 (4)Mindfulness-based stress reduction [26]

1 (4)Dialectic behavior therapy [41]

1 (4)Efficiency model of support [39]

1 (4)Control theory by Carver and Scheier [34]

5 (22)Taxonomy of behavior change techniques [29,33]

aNS: nonspecified.
bSDS: SD score.
cAR: augmented reality.
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Figure 2. Summary of chatbot use cases for weight loss.

Functions and Architecture
Core functions of the chatbot were to provide personalized
weight loss recommendations (20/23, 87%)
[25,26,29-34,37-39,41-46] and motivational messages (18/23,
78%) [25,26,29-33,37-39,41-43,45,46] (Multimedia Appendix
5 [25,26,29-37,39-47]). Only 26% (6/23) studies
[30-32,36,40,43] mentioned the use of gamification to enhance
user engagement, and 26% (6/23) studies [37,39,40,42,43,45]
mentioned the use of sentiment analysis to provide emotional
support through emotionally appropriate messages (Multimedia
Appendix 5). These functions were generally achieved by (1)
collecting various user-centric data through chatbot-based
self-reports or device-detected metrics, (2) integrating collected
parameters using machine learning techniques (including NLP
to convert chatbot-collected information for prediction
modeling) to predict and generate weight-related
recommendations, (3) profiling users according to needs and
preferences, and (4) providing personalized chatbot-delivered
recommendations. The parameters collected included
sociodemographic profiles (eg, age, race, ethnicity, education,
work status, and income), food consumption, physical activity
(eg, intensity, duration, frequency, and type), stress level, sleep
(ie, duration), and clinical profiles (eg, presence of specific
chronic diseases, medication use, smoking status, heart rate,
and blood pressure; Multimedia Appendix 6
[25,26,29-37,39-47]). Majority of the parameters were collected
through chatbots, except in 3 studies that estimated food
consumption using smart refrigerator appliances [30] and
nutritional information provided by retailers (scanning bar
codes) [38,42]; 5 that estimated physical exercise type, intensity,
and frequency wearable or smartphone sensors [33,37,38,42,43];
2 that estimated stress levels using plasma cortisol and skin
conductance response [36] and phone detection [37]; and 3 that
measured heart rate and blood pressure [36,38,42]. Others that
did not mention the use of wearables may have relied on
information from in-built sensors of the phone. Only 4 studies
elaborated on the algorithms and machine learning techniques
used [25,39,42,45].

Outcome Evaluations
Only 4 studies evaluated the effectiveness of a chatbot-delivered
program on diet [26,37], physical activity [44], and weight loss
[36] (Multimedia Appendix 3). Although 3 of these studies
showed greater effectiveness in chatbot-delivered weight loss
programs on the measured outcomes, 1 study reported that a
higher proportion of adolescents in the control group lost weight
as compared with those who interacted with the PathMate 2
chatbot (92% vs 61%). Those in the control group underwent
7 in-person counseling sessions with a health care professional,
whereas those in the intervention group interacted with the
PathMate 2 chatbot daily with 4 in-person counseling sessions
(61%) [36]. Other studies (19/23, 83%) either used chatbots
mainly to collect data on diet, physical activity, sitting time,
and sleep [31,32] or were still in the developmental stage. Future
studies should consider adopting an experimental design that
evaluates the use of chatbots on objective weight-related
outcomes such as weight loss, diet (eg, food choices, calorie
intake, and consumption frequency), and physical activity (eg,
energy expenditure, activity type, and activity frequency) using
inferential statistics that suggest repeatability. Studies could
also explore the mediation and/or moderation effects of these
factors including user engagement and satisfaction on weight
loss and weight loss maintenance as outcomes to examine the
underlying mechanism by which AI chatbots influence weight
loss.

Engagement, Satisfaction, and Human-Chatbot
Rapport
A total of 6 studies reported estimations of chatbot engagement
that averaged at approximately 12 minutes a day [26,45], ranging
from 4 minutes to 73 minutes per session [26,30,37,45]. The
average daily app use was approximately 71% [36], with more
than 4 conversational turns per day [40]. Measures of
satisfaction in using the chatbots were heterogeneous, with
estimates in terms of willingness to use [43], usability (eg, using
the system usability scale) [30,35], adherence to
recommendations [26,29,35,36], satisfaction (eg, 4 questions
including a net promotor score) [37], and usefulness [45]. A
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summary of this section is provided in Multimedia Appendix
5.

An essential element of increasing chatbot engagement was the
ability of the chatbot to form a human-chatbot rapport through
interactivity and empathy (Multimedia Appendix 7
[25,26,29-37,39-47]). These required the system’s capacity to
perform sentiment analysis for the interpretation and simulation
of culturally appropriate human-like expression of verbal and
nonverbal cues (for chatbots with embodiments, eg, speech
intonations, facial expressions, and body language). Some
techniques used were the deployment of humanoid robots [43]
and embodied chatbots [26] that were capable of displaying
visual social cues such as eye contact and hand gestures. Other
techniques used in text-based chatbots were the delivery of
colloquial, personally and culturally appropriate conversational
tones and content [26,30]; emojis to emulate human emotional
expressions [30-32]; positively framed words [32]; citations of
credible information sources [26,33]; and validation (eg,
acknowledgments and compliments) of not only behaviors but
also thoughts and feelings [41]. Participants of the included
studies were also found to have appreciated the personification
of the chatbot (eg, funny, animated, empathetic, or playful)
[25,29,31,32,37] and the provision of real-time, fast, and reliable
recommendations [26,29,38]. In addition, studies (9/23, 39%)
that enabled speech, instead of just text-based chatbot
interactions (including those that use augmented reality [AR])
[29], improved engagement through a more convenient
hands-free voice interaction with the chatbot [34,43-46]. This
enabling of conversations through multiple platforms (eg, SMS
text messaging, Slack, Telegram, Signal, WhatsApp, or
Facebook Messenger) [45] and devices (eg, laptops, Google
Home, and Amazon Alexa) [25] has also been reported to
increase chatbot engagement because of greater convenience
and access.

In contrast, users mentioned concerns regarding privacy and
accountability [43,46], the inconvenience of having the chatbot
on a limited number of third-party platforms (eg, only Telegram
that one may not use) information [31], message or question
overload that causes user fatigue [25,31], transparency about
the app objectives and information sources [31], and appearing
too robotic (eg, speaking too slowly in a robotic voice). Users
also suggested that the chatbots should probe further to explore
emotions and action plans instead of prescribing them [41].
Most strikingly, users suggested the incorporation of
progress-based recommendations, rewards for goals achieved
(ie, gamification), and integration with other tracking devices
and appliances through IoT [25,26].

Discussion

Principal Findings
Overall, there is a strong potential in AI chatbot–delivered
weight loss programs, but more studies are needed to assert
sufficient evidence for its implementation in a population that
is overweight and obese. The programs captured in this study
were heterogeneous in their weight loss use cases, functions,
architecture, mode of delivery, and interoperability with other
devices and databases. This highlights the need for further

research on the impact of various chatbot features such as
gamification, personification, and the ability to express empathy
and to design and develop an efficient system for weight loss.
Most (6/23, 26%) of the studies were still in the development
phase (including feasibility testing and qualitative studies on
needs and perceptions), with only 3 randomized controlled trials
that only reported favorable outcomes of the chatbot on interim
user engagement [40], increasing physical activity [44], and
weight loss [36]. Only 35% (8/23) of the studies focused on
participants with overweight and obesity, 4% (1/23) of the
studies were conducted in an Asian context, and most of the
studies had a small sample size (15/23, 65%). These gaps raise
questions on the receptibility, applicability, and effectiveness
of AI chatbots in weight-related behavior change and weight
loss in populations with different demographics such as age,
weight status, and culture. Among the included studies, 1 study
(1/23, 4%) reported that a higher proportion of adolescents in
the control group who underwent 7 in-person counseling
sessions lost weight as compared with the intervention group
who interacted daily with the PathMate 2 chatbot [36]. This
finding was contrary to the other 3 studies that reported better
diet and exercise improvements in adults who interacted with
a chatbot [26,37,44]. Assuming that the improvements in diet
and exercise were extrapolated to an eventual weight loss that
was not evaluated in the 3 studies, this discrepancy could be
associated with adolescents having a lower self-regulation
capacity than adults, indicating that chatbot designs must be
age appropriate [49]. Having a lower self-regulation capacity
may suggest that one requires more frequent and in-person
support for impulse control (eg, succumbing to dietary
temptations) rather than communicating with a chatbot that is
easy to ignore when one is unmotivated. Therefore, chatbot
designs for children and adolescents may require more
attention-grabbing features such as having an animated
embodied CA, more interactivity (ie, engaging as many of the
5 senses as possible) possibly through AR, and gamification to
sustain program engagement [50].

Most studies highlighted the use of chatbots to provide
personalized nutrition and exercise recommendations and
motivational messages, but few studies mentioned the use of
gamification and sentiment analysis. Weight loss mobile health
apps such as My Fitness Pal and Lifesum are often embellished
with gamification features to improve motivation, user
engagement, and program effectiveness toward health behavior
changes. A study on the 50 most downloaded health apps on
the App Store reported that 64% of such apps included some
form of goal setting, social presence, challenge, monetary, and
social (eg, accomplishing challenges and gaining points to reach
higher competition grading tiers) incentives [51]. However,
studies have shown that such gamification features do not result
in significantly different amounts of weight loss at 3, 6, 9, or
12 months between adults who do and do not undergo such
programs [52,53]. Similarly, a meta-analysis reported that
gamification did not result in significant weight loss differences
between children and adolescents who did and did not undergo
gamification for weight loss, although those in the former group
were found to have improved nutritional knowledge scores [54].
This suggests that although gamification may improve weight
loss knowledge, user engagement, and intention toward health
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behavior change, it is insufficient to impact any actual weight
loss. Therefore, future studies should focus on identifying more
practical and core reasons for weight loss failure, such as the
inability to control food temptations, and capitalize on AI
chatbot technology to provide real-time nudges.

Major challenges in app-delivered weight loss programs,
especially for people with overweight and obesity, lie in users’
motivation and discipline toward a diet and exercise regime
[55]. Personalization recommendations are well known to
enhance goal attainment; hence, mobile health apps strive to
provide recommendations based on one’s demographic profile,
anthropometric status, and monitored calorie intake and output
[56]. However, recent studies have shown that this level of
personalization is insufficient to sustain weight loss behavior
change and that some form of emotional support is required
[56]. This is because of the common weight loss–related
experiences of stigmatization, self-loathing, and social shaming,
which evoke negative emotions such as guilt, shame,
self-reproach, regret, depression, anxiety, low self-esteem, and
stress [47,57,58]. Such negative emotions could also create a
vicious cycle of increasing weight gain, as one copes with such
negative emotions by seeking comfort in food. Consistently,
poor emotional regulation has been associated with weight
regain and weight loss failure, regardless of age, despite the use
of behavioral regulation strategies [59,60]. However, current
clinical and commercial weight loss programs often neglect this
aspect of weight loss, possibly because of the more complex
and time-consuming nature. Therefore, interventions that
provide emotional support such as health coaching could
improve weight loss by forging a supportive coach-client
relationship that provides on-demand emotional and knowledge
support through accountability, compassion, and empathy
[61,62]. However, health coaches are resource intensive and
burden the health care system, and the use of AI has been shown
to reduce health care costs by increasing health care service
delivery efficiencies [63]. Therefore, AI chatbots could
supplement the function of health coaches at a lower annualized
health care expenditure (eg, through more accurate weight
predictions and recommendations, reduced man-hours and
infrastructure needed, and reduced admissions). However, this
requires chatbots to have enhanced abilities to track emotions
through sentiment analysis and emotional modeling to provide
empathetic, context-specific messages to motivate health
behavior changes, especially in vulnerable situations (eg, in the
circumstance of food temptation) [64]. Only 6 of the included
studies mentioned the use of sentiment analysis to provide more
human-like conversations that consider emotions, and further
research is needed to evaluate its effectiveness in improving
user engagement and weight loss. The included studies also
highlighted some innovative features used to enhance the
likeliness of human-like verbal and nonverbal cues such as
providing culturally appropriate conversation content;
incorporating interactivity and relatability through animations
and personified embodied chatbots; and conveying emotions
through emojis and body gestures. More research is also needed
to evaluate the effects of AI chatbot delivery mode, namely,
text-based, speech-based (eg, Alexa), visual (animated 2D

characters), and AR-based (animated 3D characters) CAs on
user engagement, behavior change, and weight loss.

Practical Recommendations
Overall, chatbots can be programmed to (1) fetch information
(eg, weight status, food consumption, and exercise) through
conversations with users (eg, asking about food consumed and
exercises performed), multiple databases (eg, electronic medical
records), devices (eg, activity trackers and smartphones), and
smart appliances (eg, smart refrigerators and motion sensors);
(2) integrate such information to optimize predictive models of
weight loss; (3) synthesize personalized weight loss plans; and
(4) provide real-time adaptive recommendations (eg,
decision-making and self-regulation skills training), progress
feedback (eg, how much more exercise to do to reach a certain
weight loss goal by a stipulated time), and emotional support
(eg, motivation, empowerment, and validation) through
conversations with users.

Limitations
Certain relevant evidence could have been precluded from this
study, undermining the comprehensiveness of this review,
although many databases including gray literature were
searched. This includes programs that were commercialized
and marketed without a research study and studies published
in other languages. Studies included in this review were also
largely heterogeneous in study design, participant characteristics,
and outcomes measured, impeding the comparisons between
AI chatbot elements, weight-related outcome measures, and
architectures to inform future chatbot designs and developments.
However, this also highlights the infancy and potential of such
technology in reducing the health care burden of overweight
and obesity, a long-standing public health problem.

Conclusions
This study highlighted the potential of AI chatbots in providing
just-in-time personalized weight loss–related behavior change
recommendations, motivational messages, and emotional
support. These require the integration of a comprehensive set
of information beyond the conventional health metrics from
self-reports, app trackers, and fitness wearables. This includes
personality and preferences (eg, based on goal achievements),
circumstantial behaviors (eg, trigger-based overconsumption),
and emotional states (eg, chatbot conversations and wearable
stress detectors). AI chatbots should be designed to be
human-like, personalized, contextualized, immersive, and
enjoyable to enhance user experience, engagement, behavior
change, and weight loss. Future AI chatbot developments should
also consider issues of privacy; accountability; user burden
during chatbot engagement; and interoperability with other
databases (eg, electronic medical records), third-party apps (eg,
health tracking apps), social media platforms (eg, data mining
from Twitter, Facebook, and Instagram posts), devices (eg,
laptops, desktops, and phones), and appliances (eg, refrigerators
and gaming consoles). Future AI chatbots should also be
designed as a one-stop diet, exercise, and emotional support
app to derive at a market-ready and effective chatbot-delivered
weight loss program.
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Abstract

Background: Preterm birth (PTB), a common pregnancy complication, is responsible for 35% of the 3.1 million pregnancy-related
deaths each year and significantly affects around 15 million children annually worldwide. Conventional approaches to predict
PTB lack reliable predictive power, leaving >50% of cases undetected. Recently, machine learning (ML) models have shown
potential as an appropriate complementary approach for PTB prediction using health records (HRs).

Objective: This study aimed to systematically review the literature concerned with PTB prediction using HR data and the ML
approach.

Methods: This systematic review was conducted in accordance with the PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) statement. A comprehensive search was performed in 7 bibliographic databases until May 15, 2021.
The quality of the studies was assessed, and descriptive information, including descriptive characteristics of the data, ML modeling
processes, and model performance, was extracted and reported.

Results: A total of 732 papers were screened through title and abstract. Of these 732 studies, 23 (3.1%) were screened by full
text, resulting in 13 (1.8%) papers that met the inclusion criteria. The sample size varied from a minimum value of 274 to a
maximum of 1,400,000. The time length for which data were extracted varied from 1 to 11 years, and the oldest and newest data
were related to 1988 and 2018, respectively. Population, data set, and ML models’characteristics were assessed, and the performance
of the model was often reported based on metrics such as accuracy, sensitivity, specificity, and area under the receiver operating
characteristic curve.

Conclusions: Various ML models used for different HR data indicated potential for PTB prediction. However, evaluation
metrics, software and package used, data size and type, selected features, and importantly data management method often remain
unjustified, threatening the reliability, performance, and internal or external validity of the model. To understand the usefulness
of ML in covering the existing gap, future studies are also suggested to compare it with a conventional method on the same data
set.

(JMIR Med Inform 2022;10(4):e33875)   doi:10.2196/33875
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Introduction

Background
Preterm birth (PTB), a common pregnancy complication, is
responsible for 1.085 million (35%) of the 3.1 million neonatal

deaths each year and significantly affects approximately 15
million children annually worldwide [1]. Survivors often suffer
from lifetime disabilities, including motor function problems,
learning disabilities, and visual and hearing dysfunctions [2].
In almost all high- and middle-income countries, PTB and its
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adverse consequences are the major leading causes of death in
children aged <5 years [2]. According to the World Health
Organization, PTB is defined as birth before 37 completed
weeks of gestation (<259 days) from the first day of a woman’s
last menstrual period. In general, there is a negative association
between gestational age and poor pregnancy outcomes and
long-term complications such as hospitalization, longer stay in
the neonatal intensive care unit, and death [2]. Long-term
hospitalization and frequent medical services required for PTB
survivors may lead to additional mental distress and extra costs
for the family, and it also imposes more strain on the health
care system [3]. Current screening tests for PTB prediction can
be categorized into three main groups: (1) risk factor evaluation,
(2) cervical measurement, and (3) biochemical biomarker
assessment. However, not all approaches have potential to be
translated into clinical predictive utility, safely and
cost-effectively [4]. They may also be insufficient for detecting
true-positive PTB cases. For example, biochemical assessment
is a costly procedure that may impose physical and mental stress
to the pregnant individual. Risk factor assessment is another
commonly used approach for which information comes from
evidence-based practice that is an end outcome of statistical
hypothesis testing (often including 1 factor to be tested) under
controlled settings, which is a time- and money wasting
approach. The latter may also leave behind many potential risk
factors that did not receive researchers’ attention, advancing to
hypothesis testing. By contrast, previous PTB history is one of
the dominant risk factors, with a relative risk of 13.56, leaving
nulliparous women undetected [3,5]. These findings indicate
the insufficiency of the current methods in predicting high-risk
pregnancies, specifically in those who are experiencing their
first pregnancy. A few predictive systems have also been studied
using series of information including maternal demographics,
medical and obstetrical history, and well-known risk factors;
unfortunately, however, their predictive power has been very
limited [6,7]. This limitation may be because they often rely on
simple linear statistical models that lack the capacity to model
complex problems such as PTB. It is suggested that risk factor
assessment using conventional approaches is insufficient, as
>50% of PTB pregnancies will fail to be identified [8]. Thus,
identifying additional screening tools for covering the gap in
conventional prediction approaches is highly critical, as it helps
guide prenatal care and prepare for potential early interventions
required for poor prognosis. Recently, machine learning (ML)
methods have been applied to further improve individual risk
prediction beyond traditional models. Many ML methods can
model the complex nonlinear relationships between the predictor
features and the outcome. ML techniques can learn the structure
from data without being explicitly programmed for its function
[9]. For the ML approach, a significant volume of data is
required to create robust models with high accuracy.

Objectives
Fortunately, health records (HRs) in most countries contain data
regarding one’s sociodemographic, obstetric, and medical
history. This makes HRs appropriate data sets for ML models
to learn and eventually predict the intended outcome. There has
been growing research on applied ML on HR data to identify
efficient predictive models for the early diagnosis of PTB. Few

systematic or literature reviews, although are informative, are
not focused on PTB [10]. This systematic review article aims
to review the literature that has attempted to use ML on HR
data to predict mothers who are at risk for PTB.

Methods

Overview
This systematic review was conducted in accordance with the
PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) statement. A comprehensive search was
performed in bibliographic databases including PubMed,
CINAHL, MEDLINE, Web of Science, Scopus, Engineering
Village (Compendex and Inspec), and IEEE Computer Society
Digital Library, until May 15, 2021, in collaboration with a
medical librarian (Stephen L Clancy). The search terms included
controlled and free-text terms. The search strategy and number
of articles found from each database are shown in Multimedia
Appendix 1. Two review authors (ZSH and JL) independently
performed the title or abstract and full-text screening. Potential
disagreements were resolved by a third independent researcher.
Nonrelevant articles were excluded in the title and abstract
screening, and for the full-text article screen, reasons for
exclusion per article were recorded. References of the identified
articles were also checked for potential additional papers. Data
were extracted by ZSH and confirmed by JL. Discrepancies
were revisited by both authors to guarantee the database
accuracy.

Eligibility Criteria and Study Selection
Studies were included if they aimed to predict PTB risk by using
HR data. The outcome variable was PTB occurrence, which is
globally defined as any pregnancy termination between 20 and
37 weeks of gestation. Although in some studies PTB was
defined differently in terms of age range, all definitions were
aligned under 37 weeks of gestational age. The PTB definition
serves to examine and establish model performance (ie, the
ability of the intended model to distinguish PTB cases from
non-PTB cases). The papers were required to include a statement
of the ML domain or any of its synonyms. To identify any study
that failed to include a ML statement in the title or abstract, an
extensive list of commonly used ML model techniques was
added to the search strategy.

Selection Process
Selected articles were peer reviewed in the Covidence
web-based software [11] by 2 independent reviewers. To assess
relevancy, all studies were screened based on titles, abstracts,
and full texts in two steps. In the first step, the abstracts of all
articles gathered from the databases were screened in terms of
their relevance to our study aim. Next, those articles with
relevant titles or abstracts resulting from the first step underwent
a full-text assessment. To resolve the raised disagreement, a
third reviewer was involved for consulting. All articles that
were concerned with heart rate variability assessment during
pregnancy were included.
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Quality of Evidence
The quality of studies was assessed using the criteria proposed
by Qiao [12]. Although the criteria proposed by Qiao [12] were
too restrictive, no other quality assessment tool was found for
the quality assessment of the studies. In this approach, quality
assessment is based on five different categories: unmet needs,
reproducibility, robustness, generalizability, and clinical
significance. Unmet needs are met if the limits were reported
in current non-ML approaches (eg, current methods have low
diagnostic accuracy). A study is considered reproducible if it
describes used feature engineering methods, platforms and
packages, and hyperparameters. The condition for robustness
is fulfilled if valid methods are used to overcome the overfitting

(k-fold cross-validation or bootstrap: when a data set is large,
splitting it into separate training, validation, and test sets is the
best approach [13], and k-fold cross-validation and bootstrap
are required only with the small data sets when there are not
enough data for a 3-way split [14]) and the stability of results
(variation of the validation statistic) are reported. The
generalizability condition is met if the model is validated using
external data. A study is considered to have clinical significance
if predictors are explained and clinical applications for the model
are suggested. Quality assessment was conducted by providing
a yes or no response for each of the 5 categories. However, in
our study, we attempted to be more descriptive; thus, a short
description was provided for some of the criteria when
applicable in the quality assessment table (Table 1).
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Table 1. Quality assessment.

Clinical significanceGeneralizability
(external valida-
tion data)

RobustnessReproducibilityUnmet
need (ex-
isting
gap)

Study

Suggested
clinical use

Predictor ex-
planation

Stability of
results

Valid meth-
ods to over-
come overfit-
ting

HyperparametersPlatform
package

Feature engi-
neering

NoLogistic re-
gression coef-

NoMinimum
and maxi-

5-fold CVaNoYesYesYesWeber et al,
2018 [15]

ficients and
odds ratios

mum val-
ues report-
ed from the
CV

YesNoNoNoTrain-test
split. Train

Number of neigh-

bors for KNNb,

YesYesYesRawashdeh
et al, 2020
[16] size 237

with 19 posi-
number of hidden

layers for ANNc, tives. Test
number of trees

for RFd
size 37 with
7 positives

YesFeature im-
portance,
odds ratio

NoMinimum
and maxi-
mum val-
ues and CIs

Train-test
split. Train
size 17,607
with 132
positives.

NoNoRepresenting
medical con-
cepts as a bag
of words and
word embed-

YesGao et al,
2019 [17]

Test sizedings, TF-
8082 with 85
positives

IDFe, dis-
cretization of
continuous
features

NoFeature im-
portance (RF
and ANN)

NoNoTrain-test
split. Both
train and test
sets con-

Only neural net-
work architecture
described

YesNoYesLee and
Ahn, 2019
[18]

tained 298
participants

NoNoNoNoA total of 3
different da-

NoYesNoYesWoolery and
Grzymala-

ta sets usedBusse, 1994
[19] in isolation;

50-50 train-
test split was
used with
each data set

NoNoNoNoA total of 3
different da-

NoYesNoYesGrzymala-
Busse and

ta sets usedWoolery,
1994 [20] in isolation;

50-50 train-
test split was
used with
each data set
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Clinical significanceGeneralizability
(external valida-
tion data)

RobustnessReproducibilityUnmet
need (ex-
isting
gap)

Study

Suggested
clinical use

Predictor ex-
planation

Stability of
results

Valid meth-
ods to over-
come overfit-
ting

HyperparametersPlatform
package

Feature engi-
neering

NoFeature im-
portance
(linear

SVMf)

NoNoData separat-
ed timewise
to 3 data
sets, and 80-
20 train-test
split was
used with
each data
set; 5-fold
CV to select
models

NoYesNoYesVovsha et al,
2014 [21]

NoNoNoNoNoNoYesNoYesEsty et al,
2018 [22]

NoNoNoSDs of the
metrics
were report-
ed

Division into
3 data sets
(parous and
nulliparous).
Train-test-
verification
splits

NoYesNoYesFrize et al,
2011 [23]

NoFeature im-
portance

NoNoTrain-test
split (75%-
25%)

NoYesNoYesGoodwin
and Maher,
2000 [24]

YesFeature im-
portance

NoNoTrain-test
split (66%-
33%)

NoNoUnigrams
were created
from free-text
fields after re-
moval of stop
words

YesTran et al,
2016 [3]

YesFeature im-
portance

Yes95% CIs
for metrics

Data set par-
titioned into
4 parts (fea-
ture selec-
tion, train-
ing, valida-
tion, and
test, with
stratified
splits of
10%-70%-
10%-10%)

All hyperparame-
ters described

YesNew features
were created.
Continuous
features were
standardized,
and nominal
features were
one-hot encod-
ed

YesKoivu and
Sairanen,
2020 [9]

NoFeature im-
portance

NoNoTrain-test
split

NoNoImputation
with mode for
categorical
features and
median for
continuous
features

YesKhatibi et al,
2019 [25]

aCV: cross-validation.
bKNN: K-nearest neighbor.
cANN: artificial neural network.
dRF: random forest.
eTF-IDF: term frequency-inverse document frequency.
fSVM: support vector machine.
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Data Synthesis
The reviewed studies were not homogenous in terms of
methodology and data set; thus, a meta-analysis was not
possible. A narrative synthesis was chosen to bring together
broad knowledge from various approaches. This type of
synthesis is not the same as a narrative description that
accompanies many reviews. To synthesize the literature, we
applied a guideline from Popay et al [26]. The steps included
(1) preliminary analysis, (2) exploration of relationships, and
(3) assessment of the robustness of the synthesis. Theory
development was not performed because of the exploratory
nature of the research synthesized. Thematic analysis was
applied to extract the main themes from all the studies. The two
main themes developed in the results represent the main areas
of knowledge available regarding ML models applied for PTB
prediction during pregnancy. These included descriptive

characteristics of the data set (eg, data source, population, case
and control definition, and feature selection) and ML
methodologies (eg, feature selection, model processing,
performance evaluation, and findings). We could not compare
the studies because of the divergence of studies in terms of data
set, ML model processing, and evaluation metric. The quality
of the papers was assessed using the method proposed by Qiao
[12].

Results

Study Selection
After removing duplicates, 732 papers were screened through
title and abstract. Of these 732 studies, 23 (3.1%) were screened
by full text, resulting in 13 (1.8%) papers that met the inclusion
criteria. Reasons for exclusion at this stage were recorded and
are shown in the flow diagram in Figure 1.

Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) chart.
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Study Characteristics
All the studies were retrospective and used one or more data
sets recorded in clinical settings. Of the 13 studies, 7 (54%)
were conducted in or after 2018 and 9 (69%) originated from
the United States. The time length for which data were extracted
varied from 1 to 11 years, and the oldest and newest data were
related to 1988 and 2018, respectively. Of the 13 studies, 6
(46%) did not report the ethnicity or race of the population
whose data were modeled. Various data sets were used for the
studies, and the number of data sets varied from 1 to 3 in each
study. The types of information included in each data set varied,
including demographic, obstetric history, medical background,
and clinical and laboratory information. Demographic
information was included in almost all of the data sets used in

the included studies. The size of the population whose data have
been used for ML modeling varied from 274 to 13,150,017
people, and the number of features considered for modeling
varied from 19 to 5000 depending on the data set used. PTB
was defined differently from study to study; the cutoff point for
the control and study groups (PTB and non-PTB) was defined
as the 37th week of gestational age for 77% (10/13) of the
studies that matched the standard cutoff point between term and
PTBs. Of the 13 studies, 3 (23%) determined the PTB cutoff
based on the frequency of the newborn death [17], newborn
viability chance [16], or no justification [20]. It was not always
specified whether abortion (pregnancy termination <20 weeks)
was included in the models. Indeed, there was often no clear
discernment of abortion and PTB in the reviewed studies (see
Table 2 for more details).
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Table 2. Descriptive characteristics of studies and feature selection.

DateNumber of se-
lected features

Feature selection pro-
cess and gestational
week for when select-
ed features are related

Study (PTBa), con-
trol groups, and
type of PTB

Population
(birth)

Data source
(number of fea-
tures)

Population character-
istics

Study, country,
and type of
study

2007 to
2011

20Factors with uncertain
and ambiguous values
were excluded, highly

PTB (early sponta-
neous): ≥20 and
<32 weeks; con-
trol: ≥37 weeks

336,214Birth certificate
and hospital
discharge
records: >1000
features

Nulliparous women
with a singleton
birth (<32, ≥20, and
≥37 weeks); non-
Hispanic Black
(n=54,084) and
White (n=282,130)

Weber et al,
2018 [15], Unit-
ed States, retro-
spective correlated features

were collapsed, exclu-
sion of features with

no variation; —b

2003 to
2014

19Unnecessary features
(eg, medical record
numbers) were exclud-
ed

PTB (sponta-
neous): <26 weeks;
control: >26 weeks

274Data from a fe-
tal medicine
unit in a tertiary
hospital in

NSWc: 19 fea-
tures

Australian; pregnan-
cies with cervical
cerclage

Rawashdeh et
al, 2020 [16],
Australia, retro-
spective

2005 to
2017

150Features were ar-
ranged by their infor-
mation gain and top

PTB: <28 weeks;
control: ≥28
weeks; type of

25,689EHRd of Van-
derbilt Universi-
ty Medical Cen-
ter: 150 features

Caucasian (>68%),
Black (16%-21%),
and other (10%-
13%)

Gao et al, 2019
[17], United
States, retrospec-
tive 150 features were re-

tained; —
PTB was not distin-
guished

2014 to
2018

14—PTB (sponta-
neous): >20 and
<37 weeks; con-
trol: ≥37 weeks

596Anam Hospital
in Seoul

Korean; induced
labors were exclud-
ed

Lee and Ahn,
2019 [18], Ko-
rea, retrospec-
tive

1994Data set 1
(n=52), data set

—PTB: <37 weeks;
control: ≥37

18,8903 data sets: 214
features in total

—Woolery and
Grzymala-
Busse, 1994 2 (n=77), andweeks; type of
[19], United data set 3

(n=85)
PTB was not distin-
guishedStates, retrospec-

tive

1994Data set 1
(n=13), data set

—PTB: <36 weeks;
control: ≥36

94803 data sets:153
features in total

—Grzymala-
Busse and
Woolery, 1994 2 (n=73), andweeks; type of
[20], United data set 3

(n=67)
PTB was not distin-
guishedStates, retrospec-

tive

1992 to
1994

24th week
(n=50), 26th
week (n=205),

Logistic regression
with forward selec-
tion, stepwise selec-

PTB (spontaneous
and induced): <32,
<35, and <37

2929NICHDe-MF-

MUf data set:
>400 features

—Vovsha et al,
2014 [21], Unit-
ed States, retro-
spective and 28th week

(n=316)
tion, LASSOg, and
elastic net; —

weeks; control:
≥37 weeks

—520Features with >50%
missing values were

PTB: <37 weeks;
control: ≥37

782,000BORNh and

PRAMSi: 520
features

—Esty et al, 2018
[22], United
States and
Canada, retro-
spective

removed before miss-
ing value imputation;
features come from
before the 23rd gesta-
tional week

weeks; type of
PTB was not distin-
guished

2002 to
2004

19 for parous
and 16 for nulli-
parous

Decision tree (to estab-
lish consistency be-
tween data sets, fea-
tures specific to the

PTB: <37 weeks;
control: ≥37
weeks; type of
PTB was not distin-
guished

>113, 000PRAMS: >300
features

—Frize et al, 2011
[23], United
States, retrospec-
tive

United States were
excluded, eg, Medi-
caid and Women In-
fants Children Pro-
gram); features come
from before the 23rd
gestational week
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DateNumber of se-
lected features

Feature selection pro-
cess and gestational
week for when select-
ed features are related

Study (PTBa), con-
trol groups, and
type of PTB

Population
(birth)

Data source
(number of fea-
tures)

Population character-
istics

Study, country,
and type of
study

1988 to
1997

32 demographic
and 393 clinical

Heuristic techniques
(features related to
week <37 were includ-
ed); —

PTB: <37 weeks;
control: ≥37
weeks; type of
PTB was not distin-
guished

63,167Duke Universi-
ty’s Medical
Center TMR
TM perinatal
data:
4000−5000 fea-
tures

—Goodwin and
Maher, 2000
[24], United
States, retrospec-
tive

2011 to
2015

10Features kept based
on their importance
(top k features; [27]);
the rare features that
occur in <1% of data
points were removed;
features come from
before the 25th gesta-
tional week

PTB (spontaneous
and elective): <34
and <37 weeks;
control: ≥37 weeks

15,814 birthsRNSj, NSWAustralianTran et al, 2016
[3], Australia,
retrospective

CDC: 2013
to 2016;
NYC: 2014
to 2016

26Excluding highly cor-
related features with
correlation analysis
(Pearson); —

PTB: <37 weeks;
control: ≥37
weeks; type of
PTB was not distin-
guished

13,150,017CDCk and

NYCl data sets

White, Black, Amer-
ican Indian or
Alaskan native, and
Asian or Pacific Is-
land individuals

Koivu and
Sairanen, 2020
[9], United
States, retrospec-
tive

2016 to
2017

112Parallel feature selec-
tion and classification
methods including
MR-PB-PFS (features
with nonzero scores
are selected as top
features); —

PTB (spontaneous
and medically indi-
cated): >28 and
<37 weeks; con-
trol: ≥37 weeks

>1,400,000National mater-
nal and neonatal

records (IMaNm

registry): 112
features

IranianKhatibi et al
2019 [25], Iran,
retrospective

aPTB: preterm birth.
bNot reported in the study.
cNSW: New South Wales.
dEHR: electronic health record.
eNICHD: National Institute of Child Health and Human Development.
fMFMU: Maternal-Fetal Medicine Units Network.
gLASSO: least absolute shrinkage and selection operator.
hBORN: Better Outcomes Registry Network.
iPRAMS: Pregnancy Risk Monitoring Assessment System.
jRNS: Royal North Shore.
kCDC: Centers for Disease Control and Prevention.
lNYC: New York City.
mIMaN: Iranian Maternal and Neonatal Network.

Data Selection
Of the 13 studies, 9 (69%) reported at least one piece of
preprocessing information regarding the included data. The
preprocessing step included data mapping, missing data
management, and the class imbalance management in data. For
the feature selection, of the 13 studies, 11 (85%) reported at
least one method for the feature selection process. The number

of features selected for each study varied from 10 to 520 for
final ML modeling. On the basis of the literature surveyed, of
the 13 studies, only 2 (15%) used unsupervised feature selection.
In addition, of the 13 studies, 3 (23%) did not use feature
selection, and some studies did use some heuristics instead.
Owing to the divergency in feature selection, we could not
identify clear trends on how the used approach would affect the
model performance (see Table 3 for more information).
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Table 3. Data processing and machine learning modeling.

FindingsAnalysis soft-
ware and pack-
age

Evaluation
metrics

Dominant
model

ModelPreprocessing dataStudy

Class imbalanceMissing data man-
agement

AUC=0.67, sensitivi-
ty=0.61, specifici-
ty=0.64

Rstudio (ver-
sion 3.3.2), Su-
perLearner
package

Sensitivity,
specificity,

PVPe, PVNf,

and AUCg

No differ-
ence be-
tween mod-
els

Super learning
approach using
logistic regres-
sion, random for-
est, K-nearest

—bMICEaWeber et al,
2018 [15]

neighbors, LRc

(LASSOd, ridge,
and an elastic
net)

Random forest: G-
mean=0.96, sensitivi-

WEKAi (ver-
sion 3.9)

Accuracy,
sensitivity,
specificity,

Random for-
est

Locally weighted
learning, Gaus-
sian process, K-

SMOTEhInstances with miss-
ing values were re-
moved manually

Rawashdeh et
al, 2020 [16]

ty=1.00, specifici-
ty=0.94, accura-AUC, and

G-means
star classifier, lin-
ear regression,
K-nearest neigh-

cy=0.95, AUC=0.98
(oversampling ratio of
200%)bor, decision tree,

random forest,
neural network

AUC=0.827, sensitivi-
ty=0.965, specifici-
ty=0.698, PVP=0.033

—Sensitivity,
specificity,
PVP, and
AUC

RNN ensem-
bled models
on balanced
data

RNNsj, long
short-term memo-
ry network, logis-
tic regression,

Control group
were undersam-
pled

—Gao et al,
2019 [17]

SVMk, Gradient
boosting

No difference in accu-
racy between ANN

Python (version
3.52)

AccuracyNo differ-
ence be-
tween mod-
els

ANNl, logistic re-
gression, decision
tree, naïve Bayes,
random forest,
SVM

——Lee and Ahn,
2019 [18]

(0.9115) with logistic
regression and the
random forest (0.9180
and 0.8918, respective-
ly)

Database 1: accura-
cy=88.8% accurate for

ID3n, LERS
CONCLUS

Accuracy—LERSm——Woolery and
Grzymala-
Busse, 1994
[19]

both low-risk and
high-risk pregnancy.
Database 2: accura-
cy=59.2% in high-risk
pregnant women.
Database 3: accura-
cy=53.4%

Accuracy=68% to
90%

LERSAccuracy—LERS based on
the bucket
brigade algo-

——Grzymala-
Busse and
Woolery,1994
[20] rithm of genetic

algorithms and
enhanced by par-
tial matching

SVM: sensitivity
(0.404 to 0.594),

Rstudio, glmnet
package

Sensitivity,
specificity,
and G-means

—SVMs with linear
and nonlinear
kernels, LR (for-
ward selection,

Oversampling
techniques
(Adasyn)

—Vovsha et al,
2014 [21]

specificity (0.621 to
0.84), G-mean (0.575
to 0.652); LR: sensitiv-stepwise selec-
ity (0.502 to 0.591),tion, L1 LASSO
specificity (0.587 toregression, and
0.731), G-mean
(0.586 to 0.604)

elastic net regres-
sion)
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FindingsAnalysis soft-
ware and pack-
age

Evaluation
metrics

Dominant
model

ModelPreprocessing dataStudy

Class imbalanceMissing data man-
agement

Sensitivity: 84.1% to
93.4%, specificity:
70.6% to 76.9%,
AUC: 78.5% to 89.4%

R software,
missForest
Package,

FANNp library

Sensitivity,
specificity,

and ROCo

—Hybrid C5.0 deci-
sion tree−ANN
classifier

Not clearImputation with the
missForest package
in R

Esty et al,
2018 [22]

Training (P: sensitivi-
ty=66%, specifici-
ty=83%, AUC=0.81;
NP: sensitivi-
ty=62.8%, specifici-
ty=71.7%,
AUC=0.72), test (P:
sensitivity=66.3%,
specificity=83.9%,
AUC=0.80; NP: sensi-
tivity=65%, specifici-
ty=71.3%,
AUC=0.73), and veri-
fication (P sensitivi-
ty=61.4%, specifici-
ty=83.3%,
AUC=0.79; NP: sensi-
tivity=65.5%, speci-
ficity=71.1%,
AUC=0.73)

See5, MAT-
LAB Neural
Ware tool

Sensitivity,
specificity,

ROC for Pq

and NPr cas-
es

—Hybrid decision
tree–ANN

—Decision treeFrize et al,
2011 [23]

No significant differ-
ence between tech-
niques. Neural net-
work (AUC=0.68),
stepwise LR
(AUC=0.66), CART
(AUC=0.65), FactMin-
er (demographic fea-
tures only;
AUC=0.725), Fact-
Miner (demographic
plus other indicator
features; AUC=0.757)

Custom data
mining software
(Clinical Miner
and PVRuleM-
iner, FactMiner)

ROCNo differ-
ence be-
tween mod-
els

Neural networks,

LR, CARTs, and
software pro-
grams called
PVRuleMiner
and FactMiner

—PVRuleMinerl or
FactMiner

Goodwin and
Maher, 2000
[24]

SSLR: sensitivi-
ty=0.698 to 0.734,
specificity=0.643 to
0.732, F-mea-
sure=0.70 0.73,
AUC=0.764 to 0.791,
NPV=0.96 to 0.719,
PVP=0.679, 0.731;
RGB: sensitivi-
ty=0.621 to 0.720,
specificity=0.74 to
0.841, F-mea-
sures=0.693 to 0.732,
NPV=0.675 to 0.717,
PVP=0.783 to 0.743,
AUC=0.782 to 0.807

—Sensitivity,
specificity,

NPVv, PVP,
F-measure,
and AUC

—SSLRt, RGBuUndersampling
of the majority
class

—Tran et al,
2016 [3]
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FindingsAnalysis soft-
ware and pack-
age

Evaluation
metrics

Dominant
model

ModelPreprocessing dataStudy

Class imbalanceMissing data man-
agement

AUC for classifiers:
LR=0.62 to 0.64; deep
neural network: 0.63
to 0.66; SELU net-
work: 0.64 to 0.67;
LGBM: 0.64 to 0.67;
average ensemble:
0.63 to 0.67; WA en-
semble: 0.63 to 0.67

Rstudio (ver-
sion 3.5.1) and
Python (version
3.6.9)

AUC—LR, ANN,

LGBMw, deep
neural network,

SELUx network,
average ensem-
ble, and weighted

average WAy en-
semble

——Koivu and
Sairanen,
2020 [9]

Accuracy=81% and
AUC=68%

—Accuracy
and AUC

—Decision trees,
SVMs and ran-
dom forests, en-
semble classifiers

—Map phase moduleKhatibi et al,
2019 [25]

aMICE: Multiple Imputation by Chained Equations.
bNot reported in the study.
cLR: linear regression.
dLASSO: least absolute shrinkage and selection operator.
ePVP: predictive value positive.
fPVN: predictive value negative.
gAUC: area under the ROC curve.
hSMOTE: Synthetic Minority Oversampling Technique.
iWEKA: Waikato Environment for Knowledge Analysis.
jRNN: recurrent neural network.
kSVM: support vector machine.
lANN: artificial neural network.
mLERS: learning from examples of rough sets.
nID3: iterative dichotomiser 3.
oROC: receiver operating characteristic.
pFANN: Fast Artificial Neural Network.
qP: parous.
rNP: nulliparous.
sCART: classification and regression tree.
tSSLR: stabilized sparse logistic regression.
uRGB: Randomized Gradient Boosting.
vNPV: net present value.
wLGBM: Light Gradient Boosting Machine.
xSELU: scaled exponential linear unit.
yWA: weighted average.

Identified Potential Risk Factors
Although the included features somewhat differed in the studies,
some features were commonly used and considered potential
risk factors that may predict PTB occurrence (Table 4).
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Table 4. Frequency of potential risk factors in the studies (n=13).

Studies, n (%)Potential risk factors

10 (77)Previous PTBa

9 (70)Hypertensive disorders

7 (54)Maternal age

7 (54)Cervical or uterus disorders (cerclage, myoma, or inconsistency)

6 (46)Ethnicity and race

6 (46)Diabetes (eg, gestational, mellitus)

5 (38)Smoking or substance abuse

5 (38)Multiple pregnancy

4 (30)Education

4 (30)Physical characteristics (BMI, weight, and height)

4 (30)Parity

3 (23)Marital status

3 (23)Other chronic diseases (thyroid, asthma, systemic lupus erythematosus, or cardiovascular)

3 (23)PTB symptoms (bleeding, contractions, premature rupture of membranes, etc)

2 (15)Insurance

2 (15)Income

2 (15)In vitro fertilization

2 (15)Stress or domestic violence

1 (7)Infections (gonorrhea, syphilis, chlamydia, or hepatitis C)

1 (7)Biopsy

aPTB: preterm birth.

ML Modeling and Performance Assessment
Various basic and complex ML modeling approaches were used
with different frequencies, including artificial neural network,
logistic regression, decision tree, support vector machine (SVM)
with linear and nonlinear kernels, linear regression (least
absolute shrinkage and selection operator [LASSO], ridge, and
elastic net), random forest, locally weighted learning, gradient
boosting, learning from examples of rough sets, Gaussian
process, K-star classifier, and naïve Bayes (Multimedia
Appendix 2).

Although most studies reported the type of software applied for
the ML analysis, only few of them specified the package they
have used for the analysis. Several evaluation measures were
used to assess the proposed models. These include sensitivity,
specificity, area under the receiver operating characteristic curve,
accuracy, predictive value positive, predictive value negative,
G-mean, F-measure, and net present value, based on the
frequency they have been used in the studies. Owing to the
divergent methodology used for outcome assessment and model
processing, comparison between models was not possible.
However, overall, studies with a cutoff gestational age of 37th
week, regardless of the model used, often showed lower
sensitivity (40%-69%), except for 1 study that showed a
sensitivity of 93% [22]. Those with an earlier cutoff gestational
age of 26th to 28th weeks indicated higher sensitivity
(96%-100%).

Quality Assessment
In general, reviewed studies had satisfactory quality (Table 1).
However, there was substantial variation, as some studies
fulfilled almost every category, whereas others met only a few.
All studies fulfilled the unmet need category, as PTB prediction
is still an unsolved problem. Feature engineering was mentioned
in almost half (6/13, 46%) of the studies [3,9,15-17,25].
Platforms and packages were not mentioned in 23% (3/13) of
the studies [3,17,25]. Hyperparameters were described in only
23% (3/13) of the studies [9,16,18]. According to the criteria
proposed by Qiao [12], of the 13 studies, only 1 (8%) used valid
methods (k-fold cross-validation) to overcome overfitting [15].
However, many of the studies have population sizes of tens of
thousands or higher, which makes the standard train-test split
a valid approach for model evaluation, and there was no need
for k-fold cross-validation. There is no commonly agreed
criterion for sufficiency of data for a single train-test split to be
sufficient, as this depends on factors such as number of features,
relative sizes of the classes, and amount of noise in the data. As
an example, previously, Kohavi [28] studied the accuracy
estimation and model selection with the test set size of 500
instances as the lower limit for a single train-test split being
considered reliable. In 23% (3/13) of the studies, the use of
k-fold cross-validation or bootstrap instead of the train-test split
would have been clearly the better choice because of the small
population size (n<3000) [16,18,21]. The stability of the results
is reported only for 31% (4/13) of the studies [9,15,17,23]. Of
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the 13 studies, only 1 (8%) used external validation data and
met the requirement for generalizability [9]. Predictor
explanation was provided in 62% (8/13) of the studies
[3,9,15,17,18,21,24,25]. Only 31% (4/13) of the studies clearly
suggested a clinical application for their method [3,9,16,17].

Discussion

Principal Findings
Premature birth remains a public health concern worldwide.
Survivors experience substantial lifetime morbidity and
mortality rates. The conventional methods of PTB assessment
that have been used by clinicians seem to be insufficient to
identify PTB risk in more than half of the cases. The
conventional methods that are concerned with health data (HR)
are often statistical modeling, in which, first, input predictive
factors are selected by a researcher and, second, the
multifactorial nature of PTB is ignored. Thus, these methods
suffer from biases and linearities. The linear vision on HR in
conventional approaches is perhaps one of the major barriers
to advancing our understanding of nonlinear interaction
dynamics between potential risk factors of multifactorial PTB.
ML modeling, in contrast to statistical modeling, investigates
the structure of the target phenomenon without preassumption
on data, and automatically and thoroughly explores possible
nonlinear associations and higher-order interactions (more than
2-way) between potential the risk factors and the outcome [29].
ML modeling is expected to discover novel patterns, not
necessarily novel predictive features, which provide an
opportunity to gain insight into the underlying mechanisms of
multifactorial outcomes (in this case PTB), where existing
knowledge is still insufficient for developing a thorough
predictive system [29]. Over the past 26 years, 13 studies have
been published, creating ML-based prediction models using
HR data, with the number of studies increasing over time.

Among the reviewed studies, the performance of various ML
modeling indicated potential for predictive purposes. Owing to
the different evaluation metrics used by studies, performance
comparison across studies was not practical. On the basis of
within-study synthesis, some studies compared nonlinear ML
methods, such as deep neural networks, kernel SVMs, or random
forests, to more basic linear models, such as logistic regression,
LASSO, and elastic net. Of these 13 studies, 4 (31%) concluded
that there was no significant difference between the predictive
performances of the different applied methods [3,9,19,21]. For
example, Tran et al [3] compared stabilized sparse logistic
regression with randomized gradient boosting and found no
significant differences between the methods. The conclusion
that complex ML modeling is not superior to simple logistic
modeling matches the findings of a recent systematic review
conducted for a wider concept of clinical prediction. In the
aforementioned review, Christodolou et al [30] compared the
performance of logistic regression with more complex ML-based
clinical prediction models; they found no evidence of the
superior performance of the ML methods for clinical prediction.
In contrast, some studies indicated a significant difference
among various ML modeling approaches. For example,
Rawashdeh et al [16] showed that random forest has a clear

advantage over linear regression in predicting the week of
delivery; however, the test set used in the study was very small
for a reliable conclusion. Vovsha et al [21] also showed some
improvements for nonlinear SVM over a linear model (linear
SVM, LASSO, and elastic net) when classifying preterm versus
full-term birth for the whole study population but did not find
similar differences when making predictions for only
spontaneous PTB or for first-time mothers. Gao et al [17] and
Koivu and Sairanen [9] reported that deep learning–based
approaches have better performance than logistic regression.
The remaining studies did not include a comparison with a basic
baseline method, such as logistic regression. In conclusion,
these results imply that classical statistical models remain a
competitive approach for predicting PTB. The current limitations
of ML modeling and its infancy may explain its failure to cover
the gaps in classical statistical models for PTB prediction using
HR data. We suggest that more research is still required to
ascertain with confidence whether ML methods, such as those
based on deep learning, can systematically improve the
predictive performance of the model as compared with basic
statistical models.

An HR seems to be a useful data source, including the potential
risk factors from which the ML model can learn the significant
predictors as well as the nonlinear interaction among the
identified risk factors.

A large sample size, as one of the distinct characteristics of HR
data, is a double-edged sword that covers large populations but
consumes time and requires advanced technology. A large data
size can also be used to create validation sets. Most studies in
this review had large sample sizes, including thousands of
pregnant women. Although some studies performed internal
validation, external validation was uncommon, and almost all
studies validated the performance within the same HR. Th lack
of external validity assessment limits generalizability and may
reduce the discrimination validity of the model when applied
in other sites and HR systems. External validation of the model
through its application in a distinct data set may be helpful in
understanding its usefulness and generalizability in different
geographical areas, periods, and settings [31]. Furthermore, half
of the studies in this review did not report the race or ethnicity
of the population, which indicates ignoring the importance of
the ethnic and health disparity in predictive model assessment.
For example, ethnic minority groups, such as Black and Hispanic
women, are more at risk of developing pregnancy complications,
including PTB. Failure to consider ethnicity threatens the
internal validity of ML modeling.

Large data sizes and reflective data types are as important as
large sample sizes. HR data often appear insufficient to precisely
identify risk factors that decrease the accuracy of predictive ML
models. Indeed, small sample size and passive data that are
limited to a few sociodemographic and medical histories seem
insufficient to predict the multifactorial PTB. Enriched data that
include more, time-sensitive, and dynamic characteristics of
each individual (eg, life history, mental distress during various
stages of pregnancy, and biomarker change) may increase the
accuracy and integrity of the applied ML models. For example,
being diagnosed with gestational diabetes is known to be a
strong predictive factor for PTB among the features in ML
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models. However, owing to the dynamic nature of diabetes
(glucose level), which can vary from moment to moment,
particularly during pregnancy, applying a pool of data reflecting
the dynamic glucose change in a person may be more accurate
in predicting PTB in comparison with the presence or absence
of diabetes. The difference in glucose change may also partially
explain why some women with diabetes are at a higher risk of
developing PTB. To achieve this accuracy in HR use, data
should be enriched by more and dynamic features and ML
models should be optimized to analyze the dynamic-natured
potential risk factors that go beyond the clear-cut presence or
absence of a feature [32].

In contrast, a small data size threatens the risk factor distinction
for PTB prediction. There might be an indirect association
between some predictive factors and PTB, falsifying the direct
and actual associations. For example, smoking not only is
introduced as a protective factor against mortality in low–birth
weight and PTB infants but also is identified as a predictive
factor for PTBs. In this case, PTB may not be the result of
smoking directly itself but due to potential mediators, such as
hypertension, which is triggered by smoking. Therefore, if there
is no recorded information about blood pressure, the model may
consider smoking as the actual risk factor. This highlights the
importance of more possible health data to increase the ability
of the ML model to distinguish between mediators and exposure
features.

One of the major challenges in HR-based studies is the presence
of missing data. Although missing data have been an
acknowledged challenge in HR studies, a little more than half
of the studies acknowledged the presence of missing data and
a variety of analytic approaches to manage this absence. On
average, despite its importance, there has been minimal work
in this area, and it is unclear how such biased observations
impact prediction models.

Another important challenge in HR-related models is unbalanced
data between case and control groups. This problem is because
PTB occurs in 10% of all births. Researchers have often applied
oversampling techniques to handle unbalanced data. However,
these techniques create artificial data that may not have much
in common with actual observations. Oversampling techniques
must be used carefully in validating models because if artificial
instances end up in the test set (or test folds in cross-validation),
one may obtain highly overoptimistic performance estimates.

In addition, all reviewed studies approached PTB prediction as
a classification problem. There was often no clear discernment
of abortion and PTB in the reviewed studies. This ambiguity,
if it comes from missing to distinguish abortion from PTB in
actual ML modeling, may threaten the specificity of the model
in predicting PTB. In addition, as PTB and abortion have
different leading causes, the findings of the studies may also be
questionable. In addition, in the defined PTB time window

(20-37 gestational week), classification remains problematic.
In this case, neonates born at week ≤30 are considered to belong
to the same class as those born at week 36 of pregnancy.
However, the former is associated with a much higher risk of
adverse outcomes and requires neonatal intensive care.
Therefore, it could be more beneficial to approach PTB as a
regression problem and try to predict the gestational age (as
weeks or days) at childbirth. This approach could help identify
PTB cases that have the greatest need for care.

Conclusions
Overall, ML modeling has been indicated to be a potentially
useful approach in predicting PTB, although future studies are
suggested to minimize the aforementioned limitations to achieve
more accurate models. Importantly, ML’s ability to cover the
existing gap in conventional statistical methods remains
questionable. To achieve reliable conclusions, our study suggests
some considerations for future studies. First, more studies are
needed to compare ML modeling with existing conventional
methods in the same data set with the same amount of data and
population. Conducting the comparison studies uncovers the
potential superiority of one over the other. Second, the study
population should be distinguished based on parity, particularly
if previous pregnancy data were among the selected features.
Otherwise, the model would probably rely on this strong
predictive factor in multiparous women, leaving nulliparous
women underserved and undetected. In addition, studies should
be transparent to whether they use the same time frame for
feature selection for case (PTB) and control (non-PTB) groups.
For instance, assume that we have a cutoff point of 28 weeks
before which we want our model to identify PTB cases. In this
case, if we include the data for the control group to be after the
cutoff point, which most likely differs from before the cutoff
point, the model may rely on the information after the cutoff
point for PTB prediction. Thus, the model fails to detect the
cases before the specified time point. Third, two cutoff points
should be clarified in model development: (1) the gestational
cutoff week the study targets before the cases are detected and
(2) the gestational time point before the features are selected.
For example, Gao et al [17] determined the 28th week as the
cutoff week before feature selection. However, it is not clear
whether the created model would identify PTB before week 28,
from where the features were collected, or any time before week
37, based on the data related to before the 28th week. The time
interval between identified features and PTB occurrence,
particularly if the PTB is symptomatic, can be more informative
in terms of model specificity and time sensitivity in detecting
symptomatic and asymptomatic PTB.

Enriched data size and optimized data type can also improve
the usefulness of the ML model. Appropriate approaches for
managing missing data and unbalanced control and case groups
are also required to achieve more reliable and accurate results.
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Abstract

Background: With the accumulation of electronic health records and the development of artificial intelligence, patients with
cancer urgently need new evidence of more personalized clinical and demographic characteristics and more sophisticated treatment
and prevention strategies. However, no research has systematically analyzed the application and significance of artificial intelligence
based on electronic health records in cancer care.

Objective: The aim of this study was to conduct a review to introduce the current state and limitations of artificial intelligence
based on electronic health records of patients with cancer and to summarize the performance of artificial intelligence in mining
electronic health records and its impact on cancer care.

Methods: Three databases were systematically searched to retrieve potentially relevant papers published from January 2009 to
October 2020. Four principal reviewers assessed the quality of the papers and reviewed them for eligibility based on the inclusion
criteria in the extracted data. The summary measures used in this analysis were the number and frequency of occurrence of the
themes.

Results: Of the 1034 papers considered, 148 papers met the inclusion criteria. Cancer care, especially cancers of female organs
and digestive organs, could benefit from artificial intelligence based on electronic health records through cancer emergencies and
prognostic estimates, cancer diagnosis and prediction, tumor stage detection, cancer case detection, and treatment pattern
recognition. The models can always achieve an area under the curve of 0.7. Ensemble methods and deep learning are on the rise.
In addition, electronic medical records in the existing studies are mainly in English and from private institutional databases.

Conclusions: Artificial intelligence based on electronic health records performed well and could be useful for cancer care.
Improving the performance of artificial intelligence can help patients receive more scientific-based and accurate treatments. There
is a need for the development of new methods and electronic health record data sharing and for increased passion and support
from cancer specialists.

(JMIR Med Inform 2022;10(4):e33799)   doi:10.2196/33799
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Introduction

Overview
Cancer is known as one of the greatest challenges in health care,
and its burden has risen in recent years, calling for a better
understanding of clinical prediction strategies in real patient
populations. Electronic health records (EHRs) integrate true
information about patient care, such as demographics, medical
history, and insurance [1]. The secondary use of EHRs is
opening immense research avenues and opportunities for
improving cancer management. However, there are many
challenges of the secondary use of EHRs, and much valuable
information is locked behind these vast amounts of complex
data. Artificial intelligence (AI) techniques and methods are
believed to be the most critical tool to alleviate this issue.
Further, an increasing amount of data available in EHRs
provides a new environment for the application of AI [2]. With
the help of AI-based EHRs, each patient with cancer is more
likely to be treated according to the best available knowledge,
which is constantly updated for the benefit of the next patient,
thereby improving clinical decision-making [3,4]. Despite the
rapid development of technology, significant challenges remain
to obtain valuable information quickly and accurately based on
EHRs to better inform clinical decision-making.

Objectives
The aim of this study was to conduct a review to introduce the
current state and limitations of AI based on EHRs from patients
with cancer and to explore the opportunities and challenges in
this field. The objectives were to review the aspects of
categorization of neoplasms, methods and algorithms, and
applications in the field of cancer care, EHR data and data sets.
These aspects were analyzed to summarize the performance of
AI in mining EHRs and its impact on cancer care.

Methods

Search Strategy
The Web of Science Core Collection, PubMed, and the
Association for Computing Machinery Digital Library databases
were systematically searched to extract potentially relevant
papers published from January 2009 to October 2020. The
search expression was designed around 3 concepts: AI, cancer,
and EHRs. They were combined using the AND Boolean
operator. The Web of Science Core Collection search included
the following terms, which were selected by referring to the
entry terms of Medical Subject Headings and translated for the
other databases. The English language was used as an additional
filter.

1. AI: AI OR artificial intelligence OR natural language
processing OR NLP OR natural language understanding
OR NLU OR machine learning OR deep learning OR neural
network OR support vector machine OR prediction network
OR forecast model OR data mining OR supervised learning
OR time series prediction OR intelligence, artificial OR
computational intelligence OR intelligence, computational
OR machine intelligence OR intelligence, machine OR

computer reasoning OR reasoning, computer OR computer
vision system OR system, computer vision

2. EHRs: EMR OR electronic medical records OR EHR OR
electronic human records OR medical record, electronic
OR health record, electronic OR medical record,
computerized OR computerized medical record.

3. Cancer: cancer OR oncology OR tumor OR neoplasm OR
neoplasia OR tumor OR malignancy

Study Selection
We followed the PRISMA (Preferred Reporting Items for
Systematic reviews and Meta-Analyses) guidelines [5]. The
abstracts and titles were independently evaluated by 2 reviewers
(XY and HP). Two reviewers (XY and PW) independently
reviewed the full texts. Reviewers resolved disagreements by
reaching consensus and consulted HL after group discussion if
they held different opinions. Papers were included in this review
if they met the following criteria: (1) peer-reviewed studies
only, (2) the studies were on patients with cancer or on solving
cancer problems, (3) the research methods used AI, (4) the study
data were EHRs and the purpose of the paper was not to build
an electronic medical record system, (5) a journal paper or a
proceeding paper, (6) a research paper and not a review
(including systematic review, meta-analysis, etc), and (7)
published in the English language. All reviewers had medical
informatics expertise; a basic understanding of EHRs, AI, and
cancer; and strict adherence to the inclusion criteria.

Data Collection Process and Data Items
The included papers were cited in an Excel spreadsheet by the
reviewers. Reviewers agreed in a group meeting on what to look
for in full-texts. According to the research objectives, we
retrieved the following data from the key information: study
details (including title, author, journal, time of publication),
EHR details (including data period, data type, number of sources
of data, data set size, data set publicly available, language,
patient sample size), AI details (including algorithm categories,
precision, negative predictive value, sensitivity [recall],
specificity, F-score, accuracy, area under the curve [AUC], and
applications), and cancer category. The notes were discussed
in a consensus meeting between 2 reviewers after they
independently retrieved the detailed data about the items, and
they were asked to identify possible bias [6,7] in each paper.
Publication bias, unblinded trial bias, and time lag bias were
identified. No paper was discarded because of bias. The
summary measures used in this analysis were the number and
frequency of occurrence of the themes identified by the
reviewers. Owing to the heterogeneity in the population, index
method [8], and outcomes, we did not perform a quantitative
synthesis of the results.

Results

Search and Selection Results
A total of 1034 papers were initially retrieved, with 395 papers
from the Association for Computing Machinery Digital Library,
164 from PubMed, and 475 from Web of Science Core
Collection; 674 were removed after scanning the titles and
abstracts and after removing 73 duplicates; and 287 papers were
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ultimately identified for full-text review. Following screening
and eligibility, 148 papers were included in the final review.
The flowchart of the selection process is presented in Figure 1.
The most common reasons for exclusion were as follows: (1)
the paper was not directly related to cancer (n=346), (2) the

paper was a review and neither a journal paper nor a proceeding
paper (n=256), (3) the paper was not based on EHRs (n=134),
and (4) the research methods did not incorporate AI (n=67).
The observations from each paper are summarized in the
spreadsheet shown in Multimedia Appendix 1.

Figure 1. Paper selection flowchart. ACM: Association for Computing Machinery; AI: artificial intelligence; EHR: electronic health record.

Categorization of the Neoplasms
The diseases studied in the 148 papers could be grouped into 9
unique categories of neoplasms according to the anatomical site
of the lesion and International Classification of Diseases, tenth
revision. The 3 most studied cancer categories were (1) cancers
of female organs (n=42), (2) cancers of digestive organs (n=38),
and (3) cancers of the respiratory system and intrathoracic
organs (n=23). The relationship between each paper and the
cancers studied is shown in Figure 2. The complete reference
details of the papers cited in Figure 2 are provided in Multimedia
Appendix 1. Most of the works on cancers of female organs
focused on breast cancer. Receptor status phenotypes, biomarker
status, and frequent patterns of care were obtained from EHRs
of patients with breast cancer by using AI. For cancers of

digestive organs, the types of cancers studied were relatively
diverse, mainly comprising colorectal cancer (CRC) and liver
cancer types. Earlier detection of CRC attracted the greatest
attention from researchers. Because CRC symptoms develop
slowly and insidiously over years, early diagnosis offers great
opportunity to improve outcomes [9]. AI was constructed to
identify the risk of CRC based on demographic and behavioral
factors, analysis of complete blood counts [10], and so on.
Clinically relevant features of liver cancer were extracted from
EHRs, such as tumor reference resolution, tumor number, and
largest tumor sizes [11]. Lung cancer was the only cancer of
the respiratory system and intrathoracic organs studied in the
papers we investigated. For example, a Lung Cancer Assistant
was designed to provide decision support for experts in lung
cancer multidisciplinary teams [12].

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e33799 | p.38https://medinform.jmir.org/2022/4/e33799
(page number not for citation purposes)

Yang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Relationship between the categorizations of the neoplasms and the papers included in this review (the complete reference details of the papers
cited in this figure are provided in Multimedia Appendix 1).

Methods and Algorithms

Machine Learning Algorithms
Machine learning (ML) is an important way to achieve AI. A
total of 110 papers used ML algorithms, among which support
vector machine (SVM) (n=29) and logistic regression (n=28)
were the most commonly used. SVM works well for data sets
that are not linearly separable or highly unbalanced, which is
important for EHR analysis. Several studies combined SVM
with natural language processing (NLP) to extract breast cancer,
CRC, and other cancer information from EHRs [13,14]. Logistic
regression has been improved to the level of a more
sophisticated algorithm for EHR mining of cancer patient data
and combined with the lasso penalty [15], a convolutional neural
network [16], and other methods in recent years. These
algorithms are simple insightful white-box classification
algorithms with advantages in interpretability [17] and
sensitivity of data details [18]. In fact, these single-model
methods were rarely used independently for prediction but used
as a baseline to compare the performance of new technologies
and methods. However, the deep learning (DL) algorithm and
ensemble methods are increasing rapidly (as shown in Figure
3). The ensemble method (n=31), a single strong model
combined with multiple weak models, showed high accuracy
in processing EHRs. Gradient boosting and random forest

performed better than SVM, decision tree, and lasso in
classifying free-text pathology reports for prostate cancer into
stage groups and identifying cases of metastatic prostate cancer
[19,20]. DL (n=33) demonstrated great performance in cancer
domains as well. Gao et al [21] designed a modular component
with recurrent neural network, including long short-term
memory and gated recurrent units for capturing case-level
context, to improve the classification accuracy of aggregate-level
labels for cancer pathology reports. Recurrent neural network
was designed particularly to deal with temporal data, which is
very promising for EHRs with timestamps [22]. Qiu et al [23]
used convolutional neural network joint training by transferring
learning across primary cancer sites to achieve great
performance in lung cancer and breast cancer classification
tasks. However, these complex and efficient models tend to be
black boxes and lack interpretability [24] and transparency,
which makes doctors reluctant to accept them. Fortunately, in
the papers we reviewed, there have been several attempts to
solve this problem, such as the application of attention
mechanism [25] and Gradient Class Activation Maps algorithm,
decision-making process visualization [26]. In addition, some
of the papers in this review have developed novel EHR mining
algorithms that perform better than baseline algorithms, such
as the “semi-supervised set covering machine” [27] and an
unsupervised framework of “subgraph augmented non-negative
tensor factorization” [28].
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Figure 3. Machine learning algorithms for cancer. DL: deep learning; ML: machine learning.

AI Performance Metrics
In our review, 124 papers used one or more of the precision,
sensitivity (recall), specificity, F-score, accuracy, and AUC to
measure the performance of AI model. The AUC was generally
high, that is, 0.7 and above. Accuracy ranged from 0.613 to 1.
The precision ranged from 0.353 to 0.999, except for the 4
prediction models for CRC reported by Kop et al [29],
Hoogendoorn et al [30], Hong et al [31], and Birks et al [9],
wherein their models had precision less than 0.1. Kop et al [29]
and Hoogendoorn et al [30] also reported the lowest F-score of
0.058 and 0.074 in this survey, while Ping et al [32] reported

the highest F-score of 0.996. Of the papers reporting sensitivity
or specificity, 87% had a sensitivity or specificity greater than
0.7 and more than 50% had a sensitivity or specificity greater
than 0.9.

Application in the Field of Cancer Care
AI based on EHRs has permeated the whole cycle of cancer
care. The significance of the included papers in the journey of
cancer medical care can be broadly divided into several
applications. The proportion and number of papers showing the
application of AI in cancer care are shown in Figure 4. In this
section, we summarize the representative papers.
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Figure 4. Papers related to artificial intelligence application in cancer care.

Cancer Diagnosis and Risk Prediction
Of the 148 studies, 27 (18.2%) explored the risk factors for
cancer, developmental risk prediction models, and differential
diagnosis of cancer, maintaining an AUC of 0.7 and above. In
the data of 25,430 patients in the United Kingdom, full blood
count indicators were added on the basis of age and sex to
predict risk of CRC, and it was found that the AUC of the
prediction model (based on logistic regression algorithm) at
18-24 months before diagnosis could reach 0.776 [9]. The
prostate-specific antigen density, transversal diameter of the
prostate, and other variables were used to establish the decision
tree model (the variable with maximum gain was selected as
the split variable; other hyperparameters used the default
settings) to differentiate prostate cancer from benign prostatic
hyperplasia [33], achieving a precision of 0.86.

Tumor Stage Detection
Of the 148 studies, 6 (4.1%) used AI to identify explicit and
implicit stage information from unstructured EHRs. The
performance metrics values of the reported AI models were
greater than 0.66. It took less than 1 hour to extract cancer
summary stage information from more than 750,000 documents
that required a human reader months to years to digest [34].
Two papers explored the staging of lung and prostate cancer
with reference to the American Joint Committee on Cancer
staging system. Three studies on liver cancer staging used
American Joint Committee on Cancer, Barcelona Clinic Liver
Cancer, and Cancer of Liver Italian Program staging system.

Treatment Scheme Identification and Recommendation
Of the 148 studies, 21 (14.2%) used AI to adapt doses in
antidrug regimen [35], assess effect and combination of dose,
evaluate cancer therapeutic procedures, and recommend
treatment schemes based on EHRs. The precision, recall,
specificity, F-score, accuracy, and AUC were above 0.67, except

in a model for drug repurposing reported by Wu et al [36].
Savova et al [37] tried to mine endocrine breast cancer drug
treatment patterns by combining information extracted from
clinical free text through NLP with structured data, and they
obtained high specificity above 0.96 for all categories.
Goldbraich et al [38] applied NLP techniques to characterize
deviations from clinical practice guidelines in adult soft tissue
sarcoma across thousands of patient records, identified that
approximately half of all treatment programs deviated from the
clinical practice guidelines, and analyzed reasons that may
reflect the physicians’ rationale in deviation cases. The
Oncology Expert Advisor [39] was designed to recommend
treatment options by developing a learning model to predict
appropriate therapy options for lung cancer with a recall of
0.999, precision of 0.88, and ability to accommodate addition
or changes to the approved therapies list.

Cancer Case Detection
Of the 148 studies, 25 (16.9%) proposed AI methods to identify
patients with specific cancers such as prostate cancer and breast
cancer. The AUC was high above 0.9. Features were extracted
from progress notes and pathology reports by NLP, which were
used to train the SVM model to identify the group of patients
with contralateral breast cancer, obtaining an AUC score of
0.93 (hyperparameters were tuned by 5-fold cross-validation)
[40]. The accumulation of EHRs and the development of AI
have made it possible to have a large cohort study for different
clinical problems. Data-driven intelligent approaches, rather
than manual chart review, were important for capturing special
cases of cancer among a large cohort efficiently.

Cancer Emergencies and Prognostic Estimates
Of the 148 studies, 33 (22.3%) focused on extracting tumor
prognostic factors, predicting outcomes in individual patients
with cancer and developing emergency prediction models for
emergency visits and hospital admissions and so on. All reported
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AUCs were greater than 0.72. Gradient tree boosting model
[41] was developed to predict emergency visits and hospital
admissions during radiation and chemoradiation based on
synthesizing and processing EHRs (demographics, drug therapy,
etc) with an AUC of 0.798 (hyperparameters were tuned by
5-fold cross-validation). Regarding the prediction of cancer
relapse, patients [42] with childhood acute lymphoblastic
leukemia were classified into different relapse risk-level groups
by random forest algorithms based on EHRs (white blood cell
count, hemoglobin, etc) with an AUC of more than 0.9. For the
prediction of cancer survival, breast cancer–related variables,
tumor characteristics, and patient demographics were used to
developed SVM models (the soft margin parameter C of SVM
was selected through cross-validation) to estimate the patient’s
survival status of the 3 time periods. AI models were slightly
better than the performance of the clinician panel [43].
Compared with traditional methods for survival analysis, AI
methods focused on the prediction of event occurrence, applied
to high-dimensional problems usually, and showed
improvements in predictive performance [44].

Data and Data Sets
Most papers described experiments conducted on non–publicly
available data sets, and more than half of the papers were based
on data from a single health care institution, as detailed in
Multimedia Appendix 1. Less than 10% of the included papers
(n=12) made use of publicly available data sets, that is, SEER,
Informatics for Integrating Biology and the Bedside, and
Medical Information Mart for Intensive Care data set. A few
studies combined clinical practice guidelines, a literature corpus,
administrative data, and other types of data on the basis of using
EHRs. Focusing on the patient sample size used in the actual
study and eliminating the remaining 35 papers that were not
specified, 42 had fewer than 500 samples, 17 had between 500
and 1000 samples, and only 18 had over 10,000 samples.
Regarding the language used in EHRs, 100 papers exploiting
EHRs in English topped the list, followed by papers with EHRs
in Chinese (n=18). Algorithms for English report processing
have been relatively effective and can be scaled to other
languages. For example, an NLP algorithm automatically
extracting carcinoma and atypia entities from English pathology
reports achieved an accuracy of 0.9 [45]. It was later applied to
Chinese breast pathology reports. In comparison with using
English reports, this paper [46] discussed the performance of
the model and demonstrated that it worked just as well for
Chinese processing. Regarding the nature and challenges of
EHRs used in the experiment, nearly half of the studies explicitly
used only unstructured data such as pathology reports, progress
notes, discharge notes, and radiology reports.

Discussion

Principal Findings
Of 1034 studies, 148 were selected for the systematic review.
Our systematic review has shown that the use of AI to process
EHRs has broad applications in providing insights into cancer
care, particularly for cancers of female organs, digestive organs,
respiratory organs, and intrathoracic organs. ML was the
common implementation of AI based on the EHRs of patients

with cancer. SVM and logistic regression were the most used
ML classifiers. Traditional ML algorithms moved from
stand-alone predictions to benchmarks for new approaches.
Ensemble methods and DL are on the rise and improving
performance. However, the interpretability of complex
algorithms is a key issue, and more research is needed on this
issue. The results show that most AI models can usually achieve
a performance metric value of 0.7. It is worth noting that the
CRC prediction models reported in 4 papers had significantly
lower precision and 2 of them had lower F-scores. Further
investigation revealed that in the design of the experiment, the
researchers consciously traded higher false-positive rates for
fewer patients that were missed because they believed that the
cost of a normal person being wrongly predicted was lower than
the cost of missing a patient depending on the characteristics
of CRC. However, high false-positive rates would also make
medical procedures too costly or invasive and should be
analyzed according to the disease investigated. Cancer care
could benefit from AI based on EHRs through cancer
emergencies and prognostic estimates, cancer diagnosis and
prediction, tumor stage detection, cancer case detection, and
treatment pattern recognition. The topic of emergency and
prognostic estimation had the most research. Finally, we
discussed EHRs and databases. Our review found that the vast
majority of studies in this area were based on private databases
within the institution, resulting in poor portability of the
proposed methodology process. Public databases were
underused, and few patient records were included in the actual
studies. In another way, it also reflects the fact that public
databases are still scarce. English EHRs are mainly used, and
the exploration of EHRs in other languages is limited. Of course,
this may be a bias caused by our selection of English papers
only. Fortunately, the existing literature also showed that the
processing methods of EHRs in English are relatively mature,
and these methods may be transplanted to data in other
languages. Much cancer information are stored in unstructured
formats of EHRs and are difficult to mine, thus requiring better
algorithms and more efforts. Furthermore, EHRs can be
combined with other data sources to support AI for cancer care.

Comparison With Prior Work
Recently, several systematic reviews related to EHRs have been
published, with particular attention given to the implementation
of EHR systems [47,48]. Several studies have discussed different
applications of technology to EHRs, such as blockchain [49];
yet, few have focused on the specific secondary use of EHRs,
such as the role in reducing unwarranted clinical variation [6]
and patient identification and clinical support in palliative care
[50], with even fewer focusing on specific disease areas such
as diabetes [51]. There is existing work elucidating the state of
AI research in cancers [52,53]. However, to our knowledge,
none have focused specifically on the combination of EHRs
and AI in cancer, which makes it difficult to have a specific
understanding of the current implementation and challenges of
this field.

Limitations
This review examined nearly 12 years of literature and may
have the following limitations. First, despite efforts to develop
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a systematic and careful search strategy, there is no guarantee
that all relevant literature will be included. Our search was
limited to published literature in English, but searches in other
languages or gray literature may provide additional findings.
Second, the popularity of EHRs and the degree of data
development vary in different countries and environments,
which may lead to inconsistency in the quality of the included
literature research, and the algorithms and effect evaluation
analysis may have an impact. Third, we only considered the
literature and did not investigate the AI products in the market.
This may need to be further supplemented.

Conclusions
Our review shows that AI based on EHRs performed well and
can be useful for cancer care in 4 areas: categorization of
neoplasms, methods and algorithms, application in the field of
cancer care, and data and data sets. Based on our review, we
propose the following recommendations for future research:

1. The development of new AI methods: The use of hybrid
approaches could improve the performance of AI models.
DL and ensemble methods have great potential in cancer
care. The interpretability of methods must be given more

attention. In addition, the models need to adjust the
evaluation of performance appropriately according to the
disease under study so that it can achieve better practical
results.

2. EHR sharing and fusion: There are too few open data sets
available for researchers, and the lack of a large annotated
gold standard library has become a major bottleneck for
research in this field. In the case of complying with data
ethics, the sharing of EHRs and multiagency participation
in EHR databases is urgently needed. Guidelines, literature
data, and corpora in other fields can play an important role
in addressing this problem. At the same time, EHRs could
be complemented by guides, literature, and corpora in other
fields to enhance the benefits of AI.

3. Passion and support from cancer specialists: Recognition
and acceptance by practitioners in the fields of cancer care
is necessary for the research results to be translated to
practice. This requires more human experts in this field to
overcome the natural resistance of traditional views,
participate in the formulation of a gold standard, reasonably
adopt research conclusions, and take responsibility for the
actual medical outcomes.
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Abstract

Background: With the emerging information and communication technology, the field of medical informatics has dramatically
evolved in health care and medicine. Thus, it is crucial to explore the global scientific research landscape on medical informatics.

Objective: This study aims to present a visual form to clarify the overall scientific research trends of medical informatics in
the past decade.

Methods: A bibliometric analysis of data retrieved and extracted from the Web of Science Core Collection (WoSCC) database
was performed to analyze global scientific research trends on medical informatics, including publication year, journals, authors,
institutions, countries/regions, references, and keywords, from January 1, 2011, to December 31, 2020.

Results: The data set recorded 34,742 articles related to medical informatics from WoSCC between 2011 and 2020. The annual
global publications increased by 193.86% from 1987 in 2011 to 5839 in 2020. Journal of Medical Internet Research (3600
publications and 63,932 citations) was the most productive and most highly cited journal in the field of medical informatics.
David W Bates (99 publications), Harvard University (1161 publications), and the United States (12,927 publications) were the
most productive author, institution, and country, respectively. The co-occurrence cluster analysis of high-frequency author
keywords formed 4 clusters: (1) artificial intelligence in health care and medicine; (2) mobile health; (3) implementation and
evaluation of electronic health records; (4) medical informatics technology application in public health. COVID-19, which ranked
third in 2020, was the emerging theme of medical informatics.

Conclusions: We summarize the recent advances in medical informatics in the past decade and shed light on their publication
trends, influential journals, global collaboration patterns, basic knowledge, research hotspots, and theme evolution through
bibliometric analysis and visualization maps. These findings will accurately and quickly grasp the research trends and provide
valuable guidance for future medical informatics research.

(JMIR Med Inform 2022;10(4):e33842)   doi:10.2196/33842

KEYWORDS

medical informatics; bibliometrics; VOSviewer; data visualization

Introduction

Background
The field of medical informatics is dedicated to systematically
processing data, information, and knowledge in medicine and
health care [1]. In the 1950s, Robert S Ledley and Lee Browning

Lusted first performed the complicated reasoning processes
inherent in medical diagnosis using electronic computers to
minimize medical errors primarily [2]. Given that the emerging
information and communication technology is being
continuously applied in the medical field, medical informatics,
as a discipline, has dramatically evolved over the past 70 years
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and brought about significant changes to human social needs
[2,3]. Recent advances in health care information technology,
electronic health records (EHRs), health data standards, and
health information exchange have become the major focus of
scientific research [4]. Therefore, health informatics, which
represents the development of systems and methods for
acquisition, processing, handling, communication, storage,
retrieval, management, discovery, analyzing, and synthesizing
patient information to improve health and health care, is more
often used in the literature [5-8]. The number of publications
and journals focusing on medical informatics/health informatics
has multiplied in recent years. Therefore, it is essential to
explore the global scientific research landscape in this discipline.

Bibliometrics is defined as scientific and quantitative research
of publications, which describes the research trends of a certain
research field using statistical methods to analyze a large number
of publications [9]. In 2007, Bansard et al [10] first presented
a bibliometric study on medical informatics and bioinformatics,
which mainly identified the present links and potential synergies
between the bioinformatics and medical informatics research
areas. Subsequently, bibliometric analyses on specific medical
informatics technology have been performed, such as those on
mobile health research [11], shared decision making [12],
telemedicine [13-15], computer-aided diagnosis [16], natural
language processing [17], artificial intelligence (AI) in health
care [18], digital health [19,20], among others.

Objective
This study aims to analyze medical informatics as a discipline
(a catalog from the Web of Science Core Collection [WoSCC])
and demonstrate the longitudinal trends from the global
perspective. Thus, we performed bibliometric analysis and
prepared visualization maps to identify and present the
publication trends, global collaboration patterns, basic
knowledge, research hotspots, and emerging hotspots in medical
informatics.

Methods

Data Collection
WoSCC is the most widely used database in various scientific
fields, including over 9000 high-level academic journals
worldwide. The research area is generated by a set of
classification methods for all databases under WoSCC.
Therefore, documents of the same research area or discipline
can be identified, retrieved, and analyzed from WoSCC for
bibliometrics analysis [21]. Medical informatics is one of the
252 research areas of WoSCC. For search purposes, the retrieval
research area was set as “medical informatics”, the period was
set as “from 2011 to 2020”, the document type was set as
“article”, and the language was set as “English”. We conducted
our search strategy in WoSCC on June 1, 2021, at China Medical
University.

We identified and incorporated 34,742 studies on medical
informatics from WoSCC. The full record and cited references
of the retrieved publications were collected and saved in text
formats (eg, .txt). The data used in this study are publicly
available and associated with no protected health information.

Ethics Consideration
Publicly available data were searched and downloaded from
WoSSC. The extraction of this data did not involve interaction
with human subjects or animals. Thus, there were no ethical
issues involving the use of these data, and no approval from an
Ethics Committee was required.

Analytical Tool and Visualization Maps
The most commonly used bibliometric methods are
co-authorship, co-citation, and co-occurrence. Co-authorship
analysis reveals collaboration patterns among authors,
institutions, and countries [22]. Co-citation analysis contributes
to discovering and determining the knowledge base of one
discipline [23]. Co-occurrence analysis uses the frequency of
multiple words in the same article to identify how close they
are, thereby helping researchers identify hot topics and trends
in the discipline. VOSviewer [24] is an excellent bibliometric
analysis software developed by van Eck and Waltman [25,26].
It calculates the similarity sij of 2 items i and j with the equation
sij = cij/(wiwj), where cij denotes the number of co-occurrences
of items i and j, and wi and wj denote the total number of
occurrences of items i and j. Once the similarity matrix is
created, VOSviewer maps all the items in a 2D map so that
items with a high similarity will be located close to each other,
while those with a low similarity will be located far from each
other. In this study, we employed VOSviewer version 1.6.16
to extract bibliometric information such as publication year,
journals, authors, institutions, countries/regions, references, and
keywords. Besides, we employed VOSviewer to conduct
co-authorship analysis, co-citation analysis, co-occurrence
analysis, and then built visualization network maps.

Results

Global Publications on Medical Informatics
A total of 34,742 articles on medical informatics were retrieved.
The average annual number of publications was 3474 during
the past decade. The annual global publications on entire life
sciences and biomedical sciences are presented in Multimedia
Appendix 1. The annual global publications on entire life
sciences and biomedical sciences increased 55.73% from
573,981 to 893,887 from 2011 to 2020. The annual global
publications on medical informatics increased 193.86% from
1987 to 5839 from 2011 to 2020, which was the highest increase
rate in the life sciences and biomedical fields.

The global distribution of countries/regions participating in
medical informatics research is shown in Figure 1. A total of
161 countries/regions contributed to medical informatics from
2011 to 2020. The top 10 countries contributed 27,213 articles
in medical informatics. The United States (12,927 publications)
is the most productive country, followed by Germany (3336
publications), England (3269 publications), China (3157
publications), and Canada (2237 publications). Changes in the
annual ranking of the top 10 most productive countries for
medical informatics research are shown in Figure 2. The
rankings of the top 10 countries changed every year from 2011
to 2020, but the United States consistently ranked first in
publications.
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Figure 1. The global distribution of countries/regions participating in medical informatics research from 2011 to 2020.

Figure 2. The annual ranking changes of the top 10 most productive countries regarding publication of articles on medical informatics from 2011 to
2020.

Contribution of Source Journals
Based on the retrieved results, articles on medical informatics
were distributed in 37 journals. The top 10 journals with the
most publications in the medical informatics discipline are
presented in Table 1. From 2011 to 2020, Journal of Medical
Internet Research with 3600/34,742 (10.36%) publications was

the top productive journal, followed by Statistics in Medicine
(3282 publications) and Computer Methods and Programs in
Biomedicine (2409 publications). Journal of Medical Internet
Research with 63,932 citations was also the most highly cited
journal, followed by Statistics in Medicine (45,042 citations)
and Journal of the American Medical Informatics Association
(36,874 citations).
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Table 1. The top 10 most productive journals in Medical Informatics from 2011 to 2020.

Total citationsTotal publica-
tions

Publication start
year

CountryJournalRank

63,93236001999CanadaJournal of Medical Internet Research1

45,04232821982EnglandStatistics in Medicine2

35,15724091985IrelandComputer Methods and Programs in Biomedicine3

354121841971GermanyBiomedical Engineering-Biomedizinische Technik4

28,74721041977United StatesJournal of Medical Systems5

36,87417461994EnglandJournal of The American Medical Informatics Association6

13,72016761995EnglandJournal of Evaluation in Clinical Practice7

17,95616602001EnglandBMC Medical Informatics and Decision Making8

27,85016562013United StatesIEEE Journal of Biomedical and Health Informatics9

16,15615442013CanadaJMIR mHealth And uHealth10

Contributions of Authors and Institutes
A total of 114,841 authors (175,530 frequency) contributed to
medical informatics from 2011 to 2020. As shown in Table 2,
David W Bates (99 publications) was the most productive
author, followed by Hua Xu (73 publications), and George
Hripcsak (61 publications). Ian R White (5928 citations) was
the most cited author, followed by David W Bates (2019
citations) and Joshua C Denny (1924 citations).

A total of 20,513 institutions contributed to the medical
informatics field from 2011 to 2020. The number of institutions
that issued more than 10 publications was 1385. Harvard
University (1161 publications) was the most productive
institution, followed by University of Toronto (503
publications), University of Washington (488 publications), and
Columbia University (462 publications).

Table 2. The top 10 productive journals, authors, and institutions of medical informatics.

Total citationsTotal publicationsInstitutionTotal citationsTotal publicationsAuthorRank

19,4711161Harvard University201999David W Bates1

10,904503University Toronto169173Hua Xu2

6994488University Washington146561George Hripcsak3

7744462Columbia University123361Dean F Sittig4

6737455University Michigan110259Adam Wright5

7976422Stanford University87358Hongfang Liu6

8971389Vanderbilt University192451Joshua C Denny7

4084357University Penn81851Chunhua Weng8

5375336Duke University56548Xiaoqian Jiang9

5066326Mayo Clinic592847Ian R White10

Co-authorship Analysis of Authors, Institutions, and
Countries
Upon analyzing the 34,742 retrieved articles, there was an
average of 5 co-authors for each article, revealing extensive
co-authorships among authors in the field of medical
informatics. We employed VOSviewer to analyze the
co-authorship of authors, institutions, and countries/regions and
then built the visualization network map.

We found that 304 productive authors published more than 15
articles. As shown in Figure 3, the largest collaborative network
of productive authors comprising 234 authors was divided into

11 clusters of different colors. Hua Xu was the most active
co-author with a total link strength of 162. The largest cluster
(in red) involved 43 co-authors centering on Hua Xu, Xiaoqian
Jiang, and Cui Tao. Figure 4 shows the collaborative network
of 133 productive institutions that published more than 100
articles by 8 clusters of different colors. Harvard University
was the most active co-author institution with a total link
strength of 1484 and in the center of the green cluster. Figure
5 shows the largest collaborative network of countries/regions
comprising 158 countries/regions divided into 4 different colored
clusters. The United States was the most co-author country with
a total link strength of 5495.
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Figure 3. The collaborative network of productive authors participating in medical informatics publications from 2011 to 2020.

Figure 4. The collaborative network of productive institutions participating in medical informatics publications from 2011 to 2020.
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Figure 5. The collaborative network of countries/regions participating in medical informatics publications from 2011 to 2020.

Co-citation Analysis of References and Cited Journal
A total of 34,742 retrieved articles cited 700,628 references
from 157,424 journals. The article published by Breiman in
2001 entitled “random forests” was the most cited reference.
This article was cited 567 times in the retrieved publications on
medical informatics and 40,253 times in WoSCC. Furthermore,
the analysis of the distribution of cited journals helps identify
the knowledge base of a certain field. The co-citation network
of 64 cited journals with a minimum of 2000 citations was
divided into 4 clusters of different colors. As shown in Figure

6, the red cluster centered on IEEE Transactions on Biomedical
Engineering, and IEEE Transactions on Medical Imaging,
Computer Methods and Programs in Biomedicine; the green
cluster centered on Journal of Medical Internet Research,
Journal of the American Medical Informatics Association, and
International Journal of Medical Informatics; the blue cluster
centered on Statistics in Medicine, Biometrics, Journal of The
American Statistical Association; and the yellow cluster centered
on JAMA, New England Journal of Medicine, Lancet, and PLoS
One.
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Figure 6. The co-citation network of highly cited journals on medical informatics from 2011 to 2020.

Co-occurrence Analysis of Author Keywords
The primary purpose of keywords is to provide fast access to
scientific publications for researchers. In a bibliometric study,
co-occurrence analysis of keywords effectively reflects the
research hotspots in a scientific field [27,28]. This study
analyzed the “author keywords” retrieved from WoSCC to
represent the research hotspots. We employed VOSviewer to
perform a co-occurrence analysis of the 143 high-frequency
author keywords, which appeared more than 100 times from
2011 to 2020. The co-occurrence network map of
high-frequency author keywords on medical informatics is
shown in Figure 7. The most high-frequency author keyword
was EHRs (with 1591 occurrences), followed by mHealth
(n=1331), machine learning (n=994), internet (n=827), and
eHealth (n=824). The 143 high-frequency author keywords

formed 4 clusters: red, green, blue, and yellow. The red cluster
is the largest one with 43 keywords regarding the research
hotspots of AI in health care and medicine. The green cluster
mainly focused on the research hotspots of mobile health; the
blue cluster represented the research hotspots of implementation
and evaluation of EHRs; the yellow cluster demonstrated the
research hotspots of medical informatics technology application
in public health.

We analyzed the theme evolution of the annual top 10 author
keywords from 2011 to 2020, as shown in Figure 8. From 2011
to 2020, 28 author keywords entered the annual top 10 author
keywords. The annual top 10 author keywords were constantly
changing. EHRs was the only author keyword that has been in
the annual top 10 for 10 consecutive years. COVID-19, which
was ranked third in 2020, was the emerging theme of Medical
Informatics.

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e33842 | p.53https://medinform.jmir.org/2022/4/e33842
(page number not for citation purposes)

He et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 7. The co-occurrence network of high-frequency author keywords on medical informatics publications from 2011 to 2020.

Figure 8. Theme evolution of the annual top 10 author keywords on medical informatics publications from 2011 to 2020.

Discussion

The Global Publication Trends of Medical Informatics
As shown in Multimedia Appendix 1, the global output of the
entire life sciences and biomedical field shows a rapid growth
trend from 2011 to 2020, except for 4 research areas. From 2011
to 2020, the increase rate of popularity of medical informatics
far exceeded the growth rate of other research areas in life
sciences and biomedical sciences, and it was almost 4 times the

average increase rate, indicating the vast potential of medical
informatics research in the future.

Figure 1 shows that most countries/regions have contributed to
medical informatics research. Figure 2 shows that the United
States was continuously ranked as the top productive country,
indicating its outstanding contribution to the field of medical
informatics. As the only developing and Asian country among
the top 10 productive countries, China has leaped to second
place in the top 10 productive countries in 2018, 2019, and
2020. The number of articles from China increased from 87 in
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2011 to 946 in 2020, with a growth rate of 987.36%. China’s
growth rate was much higher than the average growth rate
(193.86%, from 1987 in 2011 to 5839 in 2020), enabling it to
improve its ranking rapidly. The rapid development of medical
informatics in China may be attributed to the fact that China’s
medical reform in 2009 focused on the application of medical
informatics technology. The number of articles from Germany
increased from 124 in 2011 to 295 in 2020, with a growth rate
of 137.90%. The growth rate of Germany was lower than the
average growth rate (193.86%, from 1987 in 2011 to 5839 in
2020), which might be the main factor for its decline in ranking.

As shown in Table 1, the top 10 productive journals published
21,861 articles, accounting for 62.92% (21,861/34,742) of all
medical informatics articles in the past 10 years. These journals
have made substantial contributions to the development of
medical informatics. From 2011 to 2020, the annual number of
articles published in Statistics in Medicine was relatively stable,
with minor fluctuations between 263 and 403. However, the
ranking of Statistics in Medicine dropped from the first in 2011
to sixth in 2020, and its proportion dropped from 13.24% in
2011 to 5.53% in 2020. Except for 2014, the annual number of
articles published by Journal of Medical Internet Research has
continued to increase from 2011 to 2020. In particular, the
annual number of articles published by Journal of Medical
Internet Research has increased by 8.96 times, from 111 in 2011
to 1106 in 2020. Journal of Medical Internet Research was the
most influential journal in medical informatics from 2011 to
2020 regardless of publications and citations. IEEE Journal of
Biomedical and Health Informatics and JMIR mHealth and
uHealth, published since 2013, were the fastest-growing journals
in this field in the past 10 years.

The Global Collaboration Patterns of Medical
Informatics
The international collaboration of authorship is attributed to a
fast-growing increase in the number of outputs in a certain field
[29]. In the past decade, an increasing number of authors,
institutions, and countries/regions contributed to the productivity
of medical informatics. From 2011 to 2020, more than 110,000
authors and 20,000 institutions from 161 countries/regions
published medical informatics research. Additionally, to further
demonstrate the dynamic changes of the authors in the field of
medical informatics, we analyzed the authors who published
medical informatics articles by categorizing the last decade as
2011-2015 and 2016-2020. Among the 79,829 authors who
published medical informatics articles between 2016 and 2020,
only 10,051 (12.59%) authors had previously published in this
area. However, 69,778 (87.41%) authors published their first
medical informatics papers during this period. Thus, many new
researchers have flooded into medical informatics research in
the past 5 years.

The top productive author David W Bates enjoyed an
international reputation in medical informatics research, focusing
on medical information technology to improve the safety and
quality of medical care [30,31]. As shown in Figure 3, 70 of
the 304 productive authors were not in the co-authorship
network, indicating that the collaboration between productive
authors still had certain limitations. Harvard University was

always the top productive institution and at the center of the
co-authorship network of institutions, indicating its substantial
academic influences in medical informatics research. As shown
in Figure 4, all the 133 productive institutions were in the
co-authorship network, showing extensive collaborations
between institutions worldwide. The United States continuously
remained the top productive country and at the center of the
co-authorship network of countries/regions, indicating its
substantial academic influences in medical informatics research.
As shown in Figure 5, 158 of the 161 countries/regions were in
the co-authorship network, showing extensive collaborations
between different countries.

The Basic Knowledge of Medical Informatics
Co-citation analysis can comprehensively demonstrate the
knowledge base of a certain discipline [32]. As shown in Figure
6, the red cluster represents journals on computer science; the
blue cluster represented journals on statistics science; the green
cluster represented journals on medical informatics; the yellow
cluster represented journals on general medicine and science
and technology. In this study, co-citation analysis of cited
journals showed that the knowledge base of medical informatics
comes from medical informatics itself and disciplines such as
computer science, general medicine, statistics, science and
technology, and others.

The Research Hotspots of Medical Informatics
The co-occurrence analysis of high-frequency author keywords
clarified the leading hotspots of medical informatics research.
As shown in Figure 7, there are 4 main research hotspots on
medical informatics from 2011 to 2020.

The red cluster focused on AI in health care and medicine. AI
usually refers to computing technology that mimics or simulates
the processes supported by human intelligence, which
dramatically improves diagnosis and treatment accuracy and
the entire clinical treatment process [33]. With the improvement
in computer performance and the availability of big data from
EHRs, the research and application of AI in health care and
medicine have developed rapidly. With its advanced algorithms
and learning capabilities, AI applications have helped medical
professionals through symptom monitoring, predictive modeling,
and decision support, especially in cancer and medical imaging
[34,35].

The green cluster focused on mobile health. With the popularity
of the internet and the rapid development of mobile
communication devices and wearable devices, mobile health
has been widely used in developed and developing countries
[36]. Mobile health improves the ability of health systems to
provide high-quality health care, especially in chronic disease,
mental health, physical activity, HIV, and smoking cessation
[37-40].

The blue cluster focused on the implementation and evaluation
of EHRs. EHRs utilize information systems to store a digital
format for patient and population health information [41].
Quantitative or qualitative methods were applied to evaluate
the usability, interoperability, security, privacy, and other
functions to improve EHRs continuously [42-44]. Health care
professionals can access EHRs quickly and effectively to better
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serve patients and the population, and these have great potential
in improving medical efficiency and quality [45]. Implementing
EHR and decision support helps clinicians make precise
decisions to improve health care, reduce medical errors, and
ensure patient safety [46-48].

The yellow cluster focused on medical informatics technology
application in public health. The medical informatics technology
represented by social media provides a series of possibilities
for establishing multidirectional communication and interaction
and quickly monitoring public emotions and activities. The
application of new medical informatics technology can help
increase the coverage and efficiency of public health services,
especially in public communication, education, survey,
engagement, and monitoring [49,50]. As our understanding of
the most effective methods of using medical informatics
technology to support public health research and practice
matures, there will be more innovative applications of medical
informatics technology in the field of public health, thereby
making more remarkable contributions to improving population
health.

The Theme Evolution and Emerging Frontiers of
Medical Informatics
As shown in Figure 8, the content and ranking of the top 10
author keywords have evolved dramatically every year from
2011 to 2020. Only one of the top 10 author keywords in 2011
still appeared in the top 10 keywords in 2020. These were a
microcosm of the rapid development of medical informatics
and show that the theme of medical informatics research was
significantly changing with the development of information
technology.

EHRs was the only author keyword that continuously ranked
in the top 10 during the past 10 years, and it was the most
high-frequency keyword from 2011 to 2020. EHR was the most
significant research hotspot of medical informatics throughout
the past decade.

The internet consecutively ranked second from 2011 to 2015,
but its ranking showed a gradual decline after 2016, showing
that internet research based on traditional computers was the
most concerned research theme in the early stages of medical
informatics research in the past decade.

mHealth first appeared in the top 10 author keywords in 2013,
and its ranking increased every year. Since 2018, mHealth is
ranked as the number 1 author keyword for 3 consecutive years.
Moreover, the author keywords mobile applications ranked
sixth in 2020 and mobile phones ranked ninth in 2020, which
were closely related to mHealth, showing that mHealth based

on mobile devices has become the undisputed most prominent
emerging theme in medical informatics.

Machine learning first appeared in the top 10 authors keywords
in 2014 and has remained in the top 10 author keywords since
then. The main methods of AI technology, machine learning
and deep learning, were ranked second and fifth, respectively,
in 2020, revealing that AI in health care was an emerging
frontier of medical informatics. Especially, deep learning with
the ability to mine a large amount of multimodal unstructured
information and the ability to automate feature learning can
promote the application of data-driven solutions in disease
diagnosis and predicting prognosis [51,52].

The keywords related to health care and disease such as cancer,
diabetes, physical activity, and COVID-19 also appeared in the
top 10 author keywords, indicating that the medical informatics
technology has promising applications in treating, managing,
monitoring, and preventing disease in the past decade. The
outbreak of COVID-19 has had an unprecedented impact on
global health, economy, and society. Various active response
measures have been used to deal with the epidemic, and medical
information also plays an important role, especially in
coordinating medical resources, information dissemination,
contact tracing, public education, and mental health intervention
[53,54].

Limitations
Our research has some limitations. First, only English articles
were retrieved in this study. Therefore, language bias may
inevitably occur. Second, we did not evaluate the quality of
publications, and some low-quality publications may have the
same weight as high-quality publications. Finally, the data for
this analysis were only extracted from WoSCC, excluding those
from other databases such as Scopus, PubMed, or Google
Scholar. Thus, publications appearing only through one of these
databases may have been missed. Exploring ways to combine
different data sources in future work is essential.

Conclusions
To our knowledge, this study provided the first comprehensive
picture of global efforts on medical informatics in the past
decade from a bibliometric analysis perspective. We summarize
the recent advances in medical informatics in the past decade
and shed light on their publication trends, influential journals,
global collaboration patterns, basic knowledge, research
hotspots, theme evolution, and emerging frontiers. These
findings will accurately and quickly grasp the research trends
and provide valuable guidance for future medical informatics
research.
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The global output of the entire life sciences and biomedical field.
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Abstract

Background: Weak health information systems (HISs) hobble countries’ abilities to effectively manage and distribute their
resources to match the burden of disease. The Capacity Building and Mentorship Program (CBMP) was implemented in select
districts of the Amhara region of Ethiopia to improve HIS performance; however, evidence about the effectiveness of the
intervention was meager.

Objective: This study aimed to determine the effectiveness of routine health information use for evidence-based decision-making
among health facility and department heads in the Amhara region, Northwest Ethiopia.

Methods: The study was conducted in 10 districts of the Amhara region: five were in the intervention group and five were in
the comparison group. We employed a quasi-experimental study design in the form of a pretest-posttest comparison group. Data
were collected from June to July 2020 from the heads of departments and facilities in 36 intervention and 43 comparison facilities.
The sample size was calculated using the double population formula, and we recruited 172 participants from each group. We
applied a difference-in-differences analysis approach to determine the effectiveness of the intervention. Heterogeneity of program
effect among subgroups was assessed using a triple differences method (ie, difference-in-difference-in-differences [DIDID]
method). Thus, the β coefficients, 95% CIs, and P values were calculated for each parameter, and we determined that the program
was effective if the interaction term was significant at P<.05.

Results: Data were collected using the endpoint survey from 155 out of 172 (90.1%) participants in the intervention group and
166 out of 172 (96.5%) participants in the comparison group. The average level of information use for the comparison group was
37.3% (95% CI 31.1%-43.6%) at baseline and 43.7% (95% CI 37.9%-49.5%) at study endpoint. The average level of information
use for the intervention group was 52.2% (95% CI 46.2%-58.3%) at baseline and 75.8% (95% CI 71.6%-80.0%) at study endpoint.
The study indicated that the net program change over time was 17% (95% CI 5%-28%; P=.003). The subgroup analysis also
indicated that location showed significant program effect heterogeneity, with a DIDID estimate equal to 0.16 (95% CI 0.026-0.29;
P=.02). However, sex, age, educational level, salary, and experience did not show significant heterogeneity in program effect,
with DIDID estimates of 0.046 (95% CI –0.089 to 0.182), –0.002 (95% CI –0.015 to 0.009), –0.055 (95% CI –0.190 to 0.079),
–1.63 (95% CI –5.22 to 1.95), and –0.006 (95% CI –0.017 to 0.005), respectively.

Conclusions: The CBMP was effective at enhancing the capacity of study participants in using the routine HIS for
decision-making. We noted that urban facilities had benefited more than their counterparts. The intervention has been shown to
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produce positive outcomes and should be scaled up to be used in other districts. Moreover, the mentorship modalities for rural
facilities should be redesigned to maximize the benefits.

Trial Registration: Pan African Clinical Trials Registry PACTR202001559723931; https://tinyurl.com/3j7e5ka5

(JMIR Med Inform 2022;10(4):e30518)   doi:10.2196/30518

KEYWORDS

capacity building; mentorship; mentoring; mentor; training; data use; information use; facility head; department head;
quasi-experiment; difference-in-differences; Ethiopia; Amhara; weak health information system; HIS; health information system;
CBMP; DID; decision-making; Africa; evidence based; effectiveness

Introduction

A health information system (HIS) is an intersection between
health care business processes and information systems to
deliver better health care services [1]. An effective and
integrated HIS is the foundation of a strong health system and
provides underpinnings for decision-making [2,3]. It has much
to offer in managing health care costs and improving health
care quality [4,5]. Effective decision-making to improve public
health care essentially depends on the availability of reliable
data [6].

Countries have made tremendous efforts to enhance data use
practice for patient care and management. For example, a
granular ontology model for maternal and child HISs and a
national acute care information platform were implemented and
improved data analysis skills and policy making in Pakistan [6]
and Sri Lanka [7], respectively. On the other hand, timely
feedback on health system performance was implemented in
sub-Saharan African countries and resulted in enhanced
decision-making among leaders [8]. Likewise, a data-driven
quality improvement intervention in Mozambique, Rwanda,
and Zambia [9], as well as a data use workshop in Zanzibar and
the United Republic of Tanzania [10], were implemented and
brought a shift from a lack of awareness to collaborative
ownership and improved local use of target indicators to drive
change, respectively.

In Botswana, a task-shifting initiative (ie, development of a
dedicated monitoring and evaluation cadre) was implemented
to strengthen monitoring and evaluation and build a sustainable
HIS. As a result, the intervention brought increased use of health
data for disease surveillance, operational research, and planning
purposes [11]. The Feedback and Analytic Comparison Tool
in Egypt [12] and the District Health Profile tool in Kenya [13]
were implemented as change drivers; they helped health workers
to identify gaps and facilitated data-informed decision-making.
Moreover, a partnership-mentoring model implemented in the
public hospitals of Ethiopia resulted in a 60% improvement of
management indicators [14].

Previous work has indicated that training, supervision, a good
perceived culture of information use, having standard indicators,
competence on routine HIS (RHIS) tasks, technology
enhancement along with capacity building activities, and
feedback systems were positively associated with routine health
information use [15-18]. Despite this, there has been a concern
when using this information in strategic decision-making among
health workers [19] as well as a concern that the RHIS was

unfairly used to enhance evidence-based decision-making [15].
According to Mate et al [20], incomplete, inaccurate, and
untimely data have been challenges of data use. Hoxha et al
[16] also documented that the technical, organizational, and
behavioral attributes of RHIS data remain challenges in health
data use.

The investment in health systems infrastructure or training for
clinicians and administrators in low- and middle-income
countries (LMIC) has been low [21]. Weak HISs hobble the
ability of many LMIC to distribute their resources to match the
burden of disease [22], and lack of data use is disempowering
staff and those seeking to support them from making progress
in setting-relevant research and quality improvement [7].
Considering the low level of health data use among health
workers, the Amhara Regional Health Bureau (ARHB), in
collaboration with the University of Gondar (UoG) in Ethiopia,
introduced the Capacity Building and Mentorship Program
(CBMP) in 2019. The initiative has been implemented in five
selected districts of the region since then. However, information
was meager about the effectiveness of the intervention on the
use of information in the study area. Therefore, this study aimed
to determine the level of health information use among health
facilities and department heads in the Amhara region, Northwest
Ethiopia.

Methods

Study Setting and Design
Baseline data were collected from April to May 2019 in 10
selected districts of the Amhara region: five were in the
intervention group and five were in the comparison group. A
year later, endpoint data were collected from June to July 2020
in the same districts. Thus, to estimate the effectiveness of the
intervention, a quasi-experimental, nonequivalent, control group
study design was employed [23].

The Amhara region is located between 8˚45′ N and 13˚45′ N
latitude and 35˚46′ E and 40˚25′ E longitude in Northwest
Ethiopia [24,25]. It is subdivided administratively into 12 zones
and three town administrations (Figure 1). The zones and the
town administrations are again subdivided into a total of 189
districts, of which 39 are urban towns. As of 2020, the total
population of the region was 22,292,890. The ratio of males to
females was close to 1. The region has been implementing a
three-tier health system comprised of primary, secondary, and
tertiary levels. There are nine referral hospitals, 71 primary
hospitals, 954 health centers, and 3450 health posts that are
providing health services in the region [26].
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Figure 1. Map of the study area in the Amhara Region, Northwest Ethiopia, 2021.

Participants
The source population of this study included all health
department and health facility heads. Individuals responsible
for the health departments or health institutions that were
expected to use routine health data and who were at the selected
facilities for at least 6 months were included in the study.
However, health department heads who were on leave, retired,
and not supposed to use routine health information for patient
monitoring and follow-up were excluded from the study. Since
it was an intervention effectiveness study, newly inaugurated
facilities with patient stays of up to 3 months were also excluded
from the study.

Interventions
The CBMP is an innovative approach that has been implemented
since 2019 in selected districts of Ethiopia through the joint
venture between the Federal Ministry of Health (FMoH) and
selected universities; its goal is to strengthen the national HIS
through proper data documentation, information use, and
digitalization. The ARHB along with the UoG were responsible
for implementing the intervention in the Amhara region. The
intervention had two components: tailored training and
mentorship. It targeted service delivery unit heads, case team
leaders, health department heads, health facility heads, program
officers, and district office managers [27].

The intervention was designed primarily to improve the capacity
of health workers at different levels. Thus, data quality and
information use training manuals were distributed to health
facilities, and participants from intervention districts received
training on DHIS2 (District Health Information Software 2)
data analytics, visualization, presentation, troubleshooting, and
data use for decision-making. Furthermore, HIS resources (ie,
registers, tally sheets, and computers) were provided to health
facilities to enhance the availability and quality of data, and
joint review meetings, which served as a platform for discussion,
were organized every 6 months [28].

Mentoring is a strategic development activity that supports
health workers to attain the vision and goals of the organization
[29]. The UoG recruited mentors from departments such as
health informatics, health systems and policy, epidemiology
and biostatistics, and health education. Thus, training was
organized and provided to mentors to introduce them to the HIS

strategies being implemented nationally and to provide them
with mentorship skills. The trained mentors conducted
mentorship programs at each health facility department every
quarter for 1 year using the mentorship checklist. As a result,
four rounds of mentorship programs were conducted. After that,
the mentors with their mentees developed action plans that
indicated activities to be accomplished, responsible persons,
and implementation period. Based on the mentorship findings,
mentees provided detailed written feedback that contained the
strengths, weaknesses, and next steps in the performance of the
RHIS.

Outcomes
The dependent variable of the study was the level of information
use. The concept of information used for action in the health
care system was applied. The practice of routine health data use
is a process that encompasses gap identification, prioritization,
root cause analysis, action plan development, and follow-up.
Thus, we used a composite indicator to calculate the average
value of information use. The five components of the outcome
variable were as follows: identifying indicators in the
department, calculating targets versus achievements, providing
feedback to health workers at the lower levels, calculating
program coverage, and evidence showing the use of data to
inform decisions. We calculated the average value of these five
indicators and compared the level of information use among
intervention and comparison groups [15,30].

Sample Size
The study employed a quasi-experimental design with pre- and
postassessment and intervention and comparison groups.
Considering the difference in the level of information use among
intervention and comparison districts after the intervention, we
employed a double population proportion formula to estimate
the sample size. Mathematically, the sample size was determined
using the following formula [31]:

N = (K [P1 (1 – P1) + P2 (1 – P2)]) / ([P1 – P2]
2)

where N is the sample size; P1 is the anticipated proportion of
facilities with the attribute of interest (ie, level of information
use after the intervention, assuming a 15% increase in
information use and considered as 84%) [32]; P2 is the
proportion of data use with no intervention, taken as 69%; K is
the constant at an α value of .05 and a β value of .2, taken as
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7.9; and power (1 – β) was 80% [33,34]. With these
assumptions, the sample size was calculated to be 122 units per
department for each group. Though the source population was
finite (<10,000), the sample size was corrected using the
correction formula. Considering a design effect of 1.5 and a 5%
nonresponse rate, the final sample size was 172 for each group.
Thus, the overall sample size for both groups combined was
344 individuals.

As a quasi-experimental study, five districts were recruited for
each arm (ie, intervention and comparison groups). The
intervention districts were selected by the FMoH from among
the low-performance districts regarding RHIS activities in the
region. However, comparison districts were chosen randomly
among the 146 districts in the region. We applied a multistage
sampling procedure to select the study participants and
developed a sampling frame that contained a list of the heads
of departments and facilities in the selected districts. Thus, study
participants were selected from the study population using a
simple random sampling technique.

Data Collection Tools and Procedures
Data collection tools were developed based on the Performance
of Routine Information System Management tools (version 3)
and adapted to the local context [35]. In this paper, we applied
the Information Use Assessment Tool and Organizational and
Behavioral Assessment Tool (OBAT). The tools were piloted
in two districts, Injibara and Debre Tabor, for validity and
reliability checks; the districts were out of the study area but
comparable with the study sites. The reliability assessment score
showed a Cronbach α of .92 for the Likert scale, which indicated
that the tool was consistent in measuring the outcome of interest
[36].

The Information Use Assessment Tool is an
interviewer-administered tool. It was used to examine the health
facilities’ report production, information display, discussions,
and decisions based on the RHIS, planning, supervision, and
mentorship. The OBAT is a self-administered tool that is used
to identify information about the technical, organizational, and
behavioral constraints for routine health data use. Eight data
collectors and two supervisors participated in the data collection.
The principal investigator (PI) delivered training on data
recording, document review, and ethical consideration to data
collectors and supervisors for 2 days. A data quality checklist
was developed and applied during data collection to maintain
the quality of data. Daily feedback was provided to data
collectors by supervisors. The PI led and coordinated the overall
data collection process.

Data collectors requested permission from the facility heads to
access the documents and departments. In addition, they
provided information about the purpose of the study and
obtained written consent from selected participants before
interviewing them. Following that, they prepared participants
for the interview. They reviewed source documents and charts
posted in the department or unit, observed the discussion points
made among members of the management body in the logbook,
and collected data using the study tool. Subsequently,
respondents were provided with a self-administered tool (ie,

the OBAT) and informed to take an ample amount of time to
complete the questionnaire.

Assignment Methods
The FMoH with the ARHB selected five intervention districts
based on predefined criteria. All of these districts were low
performers regarding the RHIS activities. They had a low level
of information use and poor data quality but could potentially
improve their performance if given the intervention. As a result,
random assignments of districts to comparison and intervention
arms were not applicable. However, the research team, in
collaboration with the ARHB, selected five comparison districts
to help in measuring the effectiveness of the intervention.
Therefore, the intervention groups received usual service and
the new CBMP intervention (ie, tailored training and
mentorship), and the comparison groups received usual service
(ie, supervision and review meeting by routine service).

Blinding
The nature of the intervention was designed to be implemented
by mobile mentors. As a result, we were unable to mask health
workers and program implementers. However, all study
participants and data collectors were blinded to the research
question and hypothesis that the team generated during
implementation, baseline, and endpoint data collection.

Statistical Methods
The team scrutinized the data to identify missing values before
entering the data into the software. The data entry template was
developed using EpiData software (version 3.1; EpiData
Association) by applying the commands and skipping patterns
that minimized errors during entry. Thus, cleaned data were
entered into EpiData and exported to R software (version 4.0.4;
The R Foundation) in CSV file format to compute the effect
size of the intervention. R software has different built-in
statistical packages that enable researchers to run statistical
models and test the hypothesis in question. Descriptive statistics,
such as mean and percentage, were calculated. Tables and graphs
were also used for presenting findings.

The data were collected from the intervention and comparison
districts before and after the implementation of the intervention.
Thus, it entailed the difference-in-differences (DID) method to
determine the effectiveness of the CBMP. As alluded to by
different scholars, the DID method is one of the most frequently
used methods in outcome and impact evaluation studies. Based
on a combination of comparisons before and after the
intervention as well as comparisons of the treatment and
comparison groups, the method has an intuitive appeal and has
been widely used in economics, public policy, health research,
management, and other fields [37,38]. Thus, we employed the
DID estimation technique to measure the effectiveness of the
intervention using data from before and after the intervention
in comparison of intervention and comparison groups. It was
applied predominantly to quantify and test whether the level of
change in the outcome of interest in the intervention group was
significant compared to the comparison group.

The DID approach applied a linear regression model and
calculated the change over time in intervention and comparison
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groups. It double-differenced the change over time in the
intervention group compared to the comparison group. The
method also generated a valid estimate of the causal effect if
the implementation of the CBMP was the only factor that might
cause a change in the association between the CBMP and
average information use before and after the intervention, as
shown in the equation below:

Ygt = β0 + β1Tg + β2Pt + β3(Tg × Pt) + β4(Tg × Pt ×
covariates) + εt

where Ygt is the average level of information use, β1 is the
average difference in Y between the two groups that is common
in both time periods, β2 is the average change in Y from the
baseline to the endpoint time period that is common to both
groups, β3 is the average change in Y from the baseline to the
endpoint time period of the intervention group compared to the
comparison group, and β4 is the triple difference adjusted for
some covariates.

To estimate the average change in information use over time
using the DID model, we created a dummy variable by assigning
1 to the intervention group and 0 to the comparison group.
Moreover, the preintervention period and postintervention period
were assigned 0 and 1, respectively. Subsequently, we employed
a difference-in-difference-in-differences (DIDID) method to
assess whether the program effects were heterogeneous across
sex (male vs female), age (≤30 years vs >30 years), educational
level (diploma vs above diploma), location (rural vs urban),
salary (≤5000 ETB [Ethiopian birr] vs >5000 ETB; a currency
exchange rate of 44.32 ETB=US $1 is applicable), and
experience (≤5 years vs >5 years) [15].

The model provided information about the β coefficients, P
values, and 95% CIs. If the coefficient for the interaction term
(ie, the DID estimator) was significant at an α value of .05, we
determined that the intervention was responsible for causing
the change in the treatment group. In addition, the coefficients

for the triple difference (ie, the DIDID estimator) were examined
using the covariates listed above; one group was judged as
having benefited more than the other if the model provided
significant β coefficients [37,38].

Ethics Approval
The study protocol was developed considering the ethical
principles from the Declaration of Helsinki. The research
protocol was registered at the Pan African Clinical Trials
Registry (PACTR202001559723931), which is a World Health
Organization International Clinical Trials Registry Platform
primary register [39]. Moreover, the registry confirmed that the
intervention was implemented with ethical consideration to
human subject involvement. The CBMP offers original insights
and is a new approach; the tailored intervention was
implemented in an adaptive way to address the gaps identified
at a specific intervention site. We also secured an ethical
clearance letter from the UoG Institutional Review Board
(reference No. O/V/P/RCS/05/430/2018). Participants were
informed of the purpose of the study and consented before any
inquiry. Data were collected anonymously with no personal
identifiers; data were used only for this study. We presented
findings with no manipulation or subject involvement.

Results

Participant Flow Through the Study
Baseline data were collected from 344 study participants
(intervention: n=172, 50%; comparison: n=172, 50%) across
83 health facilities. However, a total of 321 study participants
(intervention: n=155, 48.3%; comparison: n=166, 51.7%) across
79 health facilities (intervention: n=36, 46%; comparison: n=43,
54%) were surveyed at the endpoint of the study; the response
rate was 93.3% (321/344). A total of 4 facilities out of 40 (10%)
from the intervention arm were excluded because they became
part of the newly established districts (Figure 2).
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Figure 2. Flow diagram of study participants in the Amhara region, Northwest Ethiopia, 2021.

Characteristics of Study Participants
Among the 321 total study participants, 155 (48.3%) were from
the intervention districts and 166 (51.7%) were from the
comparison districts. More than half of the study participants
were male in both intervention and comparison districts at
baseline and endpoint periods. Almost two-thirds of the study
participants were below the age of 28 years in both arms.

Similarly, more than half of the study participants were diploma
holders and resided in rural locations. Two-thirds of the
participants earned equal to or below 5000 ETB at baseline,
and nearly half of them earned above 5000 ETB at the study
endpoint in both the intervention and comparison groups. More
than half of the study participants had 5 years or more of
experience (Table 1).
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Table 1. Sociodemographic characteristics of study participants in the Amhara region, Northwest Ethiopia, 2021.

EndpointBaselineVariable

ComparisonInterventionComparisonIntervention

95% CIn (%)95% CIn (%)95% CIn (%)95% CIn (%)

Sex

29.1-44.260 (36.4)35.9-52.168 (43.9)29.5-44.363 (36.6)32.3-47.368 (39.5)Female

55.8-70.9106 (63.6)47.9-64.087 (56.1)55.7-70.5109 (63.4)52.7-67.7104 (60.5)Male

Age (years)

71.1-84.2130 (78.3)76.2-88.6129 (83.2)79.1-90.2147 (85.5)70.2-83.3133 (77.3)≤30

15.8-28.936 (21.7)11.4-23.826 (16.8)9.8-20.925 (14.5)16.8-29.839 (22.7)>30

Location

62.2-76.6116 (69.9)43.5-59.780 (51.6)63.4-77.5122 (70.9)46.9-62.294 (54.7)Rural

23.4-37.850 (30.1)40.3-56.575 (48.4)22.5-36.650 (29.1)37.8-53.178 (45.3)Urban

Educational level

46.6-62.290 (54.5)47.9-64.087 (56.1)48.6-63.997 (56.4)52.7-67.7104 (60.5)Diploma or below

37.8-53.475 (45.5)35.9-52.068 (43.9)36.1-51.475 (43.6)32.3-47.368 (39.5)Above diploma

Salary (ETBa)

40.7-56.480 (48.5)41.6-54.677 (49.7)57.5-72.4109 (65.3)68.9-82.2131 (76.2)≤5000

43.6-59.385 (51.5)42.2-58.478 (50.3)27.6-42.558 (34.7)17.8-31.041 (23.8)>5000

Experience (years)

50.9-66.397 (58.8)49.2-65.289 (57.4)58.1-71.9128 (65.3)55.2-70.1107 (62.9)≤5

33.7-49.168 (41.2)34.8-50.866 (42.6)28.1-41.968 (34.7)29.9-44.863 (37.1)>5

aETB: Ethiopian birr; a currency exchange rate of 44.32 ETB=US $1 is applicable.

Component Indicators of Information Use
The study indicated that a mean of 30.2% (95% CI 23.3-37.2)
and 51.7% (95% CI 44.23-59.3) of the department heads in
comparison and intervention districts, respectively, used
available evidence while making decisions at baseline, whereas
a mean of 33.7% (95% CI 26.4-41.0) and 73.5% (95% CI
66.7-80.3) of the department heads in comparison and
intervention districts, respectively, used available evidence
while making decisions at study endpoint. At baseline, a mean
of 41.9% (95% CI 34.5-49.3) and 43.0% (95% CI 35.5-50.5)
of the departments in the comparison group calculated target
achievement and program coverage, respectively, whereas a
mean of 63.9% (95% CI 56.7-71.2) and 50.0% (95% CI
42.5-57.5) of the departments in the intervention group did so.
However, the postperiod data showed that a mean of 56.0%

(95% CI 48.4-63.7) and 45.2% (95% CI 37.6-52.8) of the
comparison groups calculated target achievement and program
coverage, respectively, whereas a mean of 85.5% (95% CI
80.1-90.9) and 76.5% (95% CI 70.0-83.0) of the intervention
groups did so. At baseline, less than half of the study participants
in both groups provided feedback to health workers at the lower
levels; however, at the study endpoint, a mean of 34.9% (95%
CI 27.5-42.3) of comparison group participants and 62.1% (95%
CI 54.6-69.5) of the intervention group participants did so. At
baseline, a mean of 41.9% (95% CI 34.5-49.3) and 58.7% (95%
CI 51.3-66.2) of the departments in the comparison and
intervention groups, respectively, had identified indicators,
whereas at the study endpoint, a mean of 48.8% (95% CI
41.1-56.5) and 81.3% (95% CI 75.3-87.3) of the departments
in the comparison and intervention groups, respectively, had
done so (Figure 3).
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Figure 3. Component indicators of routine information use at baseline and at the study endpoint in the comparison and intervention districts in the
Amhara region, Northwest Ethiopia, 2021. The mean values are reported on the bars; the whiskers represent 95% CI values.

Average Level of Information Use in Decision-making
The average level of information use for the comparison group
was 37.3% (95% CI 31.1%-43.6%) at baseline and 43.7% (95%
CI 37.9%-49.5%) at the study endpoint. The average level of
information use for the intervention group was 52.2% (95% CI
46.2%-58.3%) at baseline and 75.8% (95% CI 71.6%-80.0%)

at the study endpoint. The DID analysis indicated that the net
program effect change over time was significant (P=.003). It
indicated that the intervention resulted in a 17% (95% CI
5%-28%) increment in the level of information use among the
intervention districts compared to the comparison districts (Table
2).

Table 2. DID analysis in control and intervention districts in the Amhara region, Northwest Ethiopia, 2021.

P value95% CIProgram effect sizeParameter

<.0010.300-0.4130.356Intercept

<.0010.080-0.2430.162Group (intervention vs comparison)

.0470.000-0.1600.08Time (study endpoint vs baseline)

.0030.058-0.2880.173DIDa analysis (group × time)

aDID: difference-in-differences.

Subgroup Analysis for Program Effect Heterogeneity
Diagnosis
The DIDID estimate showed that the CBMP increased
information use by 16% among department heads who were
working in urban facilities, with a DIDID estimate of 0.16 (95%
CI 0.026-0.289; P=.02). However, we did not find much

evidence of heterogeneity in program effect based on sex, age,
educational level, salary, and experience, with DIDID estimates
of 0.046 (95% CI –0.089 to 0.182), –0.002 (95% CI –0.015 to
0.009), –0.055 (95% CI –0.190 to 0.079), –1.63 (95% CI –5.22
to 1.95), and –0.006 (95% CI –0.017 to 0.005), respectively
(Table 3).
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Table 3. Subgroup analysis for selected variables in assessing program effect heterogeneity in the Amhara region, Northwest Ethiopia, 2021.

P valueHeterogeneity in program effect (95% CI)Effect modifier

.500.046 (–0.089 to 0.182)Sex (male vs female )

.65–0.002 (–0.015 to 0.009)Age (≤30 years vs >30 years)

.42–0.055 (–0.190 to 0.079)Educational level (diploma vs above diploma )

.37–0.00016 (–0.0005 to 0.00019)Salary (≤5000 ETBa vs >5000 ETB)

.020.16 (0.026 to 0.289)Residence (urban vs rural)

.29–0.006 (–0.017 to 0.005)Experience (≤5 years vs >5 years)

aETB: Ethiopian birr; a currency exchange rate of 44.32 ETB=US $1 is applicable.

Discussion

Principal Findings
All five component indicators showed high improvement at the
study endpoint compared to baseline in each group. The
intervention resulted in a 17% change in the average level of
information use among study participants in the intervention
districts compared to the comparison districts. We noted that
the effect of the intervention was heterogeneous in urban and
rural facilities. However, significant differences were not
observed based on the sex, age, educational level, salary, and
experience of the study participants.

This research revealed that the CBMP was effective in
improving the capacity of the department and facility heads in
using routine health information for decision-making and action.
This finding was higher than that found in a cluster randomized
controlled trial conducted in Sierra Leone on a community
health data review meeting, which resulted in a 14% increment
in evidence generation [40]. However, this finding was by far
below the findings reported in a study conducted in Nigeria; in
that study, data quality and information use training were found
to improve feedback mechanisms by 54% [32]. This difference
could be due to the large number of facilities covered by the
CBMP and the nature of the study participants. Building health
workers’ capacity in data use for actions at all levels in the
health system would improve and make more efficient the use
of health care resources, which would, in turn, lead to making
quality services available to clients.

As indicated with these findings, the intervention resulted in
the majority of study participants having identified and used
indicators to track performance progress in their catchment area.
It was consistent with a single study done in Zanzibar and
Tanzania where the data use workshop resulted in improvement
in the local use of target indicators [10]. Identifying and using
indicators in the health system enable health workers to measure
the occurrence of disease or other health conditions and factors
contributing to them [41]. In addition, indicators link
information to actions and provide signals as to whether a
program is effective and efficient in achieving the intended
results in the target groups [42].

Though the findings highlighted an improvement in providing
feedback to health workers at lower levels, it was still
unsatisfactory compared to the desired level [27]; however, it
was better than the findings of the study done in the Southern

Nations, Nationalities, and Peoples Region [43]. It was also
inconsistent with the findings obtained in Egypt that reported
the effectiveness of the Feedback and Analytic Comparison
Tool intervention in improving clinicians’capacity on providing
feedback [12]. The difference might be because the latter was
a single intervention primarily targeted at improving feedback
mechanisms. In addition, it could be associated with low
attention given to the importance of feedback among the study
participants in our study. Generating synthesized evidence that
indicates the strengths and weaknesses of health workers in the
health system is one of the solemn expected activities, among
others, in realizing the information revolution agenda [44]. Thus,
ineffective feedback mechanisms lead to the provision of
poor-quality services to clients and patients.

It was evidenced in a subgroup analysis that urban dwellers
benefited more from the intervention than their counterparts.
This finding is also in line with the baseline study finding, which
indicated that work location was a significant factor associated
with the level of information use [15]. This may be because
more senior and qualified health workers had transferred from
rural to urban facilities. Staff transfer is a common practice in
the health system to reduce staff attrition rate [45]. This
imbalance created different achievement levels in reaching the
information revolution targets in all districts, which, in turn,
can affect the quality of care provided to beneficiaries in general.

Limitations
One limitation of this study was that we did not employ
randomization and blinding because of the nature of the study.
This may have introduced some information leakage between
intervention and comparison districts. Some facilities from
which we took baseline data were not included in the endpoint
survey, which may have biased the results. Moreover, social
desirability and recall bias may also have been introduced, since
participants were part of the intervention.

Conclusions
The CBMP was found to be effective in improving department
and facility heads’ capacity in using routine health information
for decision-making. The intervention was more beneficial to
study participants who resided in urban facilities than their
counterparts. A remarkable change was observed in using the
available evidence to inform decisions, identify indicators for
tracking performance progress, compare targets versus
achievements, and calculate program coverage. However, there
is still a gap in providing synthesized feedback to health workers

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e30518 | p.68https://medinform.jmir.org/2022/4/e30518
(page number not for citation purposes)

Chanyalew et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


at lower levels. Therefore, we propose the following
recommendations. The intervention has been proven to produce
positive outcomes and should be scaled up to other districts.
Moreover, attention should be given to enhance the capacity of

health workers employed in rural facilities and to strengthen
feedback mechanisms at all levels, in order to reach the desired
outcomes of the information revolution.
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Abstract

Background: Electronic health records (EHRs) have become ubiquitous in US office-based physician practices. However, the
different ways in which users engage with EHRs remain poorly characterized.

Objective: The aim of this study is to explore EHR use phenotypes among ambulatory care physicians.

Methods: In this retrospective cohort analysis, we applied affinity propagation, an unsupervised clustering machine learning
technique, to identify EHR user types among primary care physicians.

Results: We identified 4 distinct phenotype clusters generalized across internal medicine, family medicine, and pediatrics
specialties. Total EHR use varied for physicians in 2 clusters with above-average ratios of work outside of scheduled hours. This
finding suggested that one cluster of physicians may have worked outside of scheduled hours out of necessity, whereas the other
preferred ad hoc work hours. The two remaining clusters represented physicians with below-average EHR time and physicians
who spend the largest proportion of their EHR time on documentation.

Conclusions: These findings demonstrate the utility of cluster analysis for exploring EHR use phenotypes and may offer
opportunities for interventions to improve interface design to better support users’ needs.

(JMIR Med Inform 2022;10(4):e34954)   doi:10.2196/34954

KEYWORDS

electronic health record; phenotypes; cluster analysis; unsupervised machine learning; machine learning; EHR; primary care

Introduction

As of 2021, the vast majority of US office-based physicians
used an electronic health record (EHR) [1]. The transition from
paper to electronic records has many potential benefits but has
also introduced new burdens. Furthermore, EHR use dominates
clinical time [2] and is associated with burnout [3-5]. Despite
the ubiquity of EHRs, patterns of clinician use are poorly
characterized.

A 2019 survey study of clinicians reported widely divergent,
subjective experiences with their EHR use and found that
individual user differences accounted for over half of the
variation in EHR use [6]. User-level variation can be due to
disparities in proficiency that could potentially be remedied
with appropriate training [7-10]. Emerging evidence suggests
there are elements aside from proficiency that differentiate EHR
users. For example, recent cross-sectional analyses of
ambulatory care physicians’ EHR use have found significant
differences in time spent on EHRs based on gender [11,12],
specialty [12,13], and country [14].
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Audit logs offer a wealth of information derived from granular
observations of users’ EHR actions [15,16]. For example,
research using log data has demonstrated associations between
physicians’ EHR activities and vendor-defined metrics of
efficiency [17] and that efficiency varied based on physicians’
years of experience and shift type [18]. In this study, we propose
to use audit log data for the de novo identification of EHR user
types (ie, EHR use phenotypes). Phenotype was first introduced
by Richesson et al [19] as a biological concept to describe a set
of observable biological traits. In the context of EHR use
measures, phenotype will be used to describe observable use
patterns across gender and specialty differences as defined by
an unsupervised clustering approach called affinity propagation.
First, 5 EHR use measures will be standardized using z-scores,
which will then be used to calculate the similarities between
physicians. A grid search and algorithm constraints will then
be used to identify optimal clusters across a cohort of
ambulatory care physicians.

Methods

Study Setting and Data Sources
This study retrospectively examined EHR log data of nontrainee,
primary care physicians employed by a large ambulatory
practice network (Northeast Medical Group) in northeastern
United States (Connecticut, New York, and Rhode Island)
between March 2018 and February 2020. Physicians were
included if they specialized in general internal medicine, family
medicine, or general pediatrics.

Ethics Approval
All data were anonymized, with the investigators blinded to the
participants’ identities. The study protocol was approved by
Northeast Medical Group’s Institutional Review Board (IRB
number 2000026556).

EHR Use Measures
We retrieved data from the Epic Signal platform (Epic Systems)
stratified by month and derived 5 proposed, time-based core
EHR use measures normalized to 8 hours of scheduled patient
time (Table 1) [20]. The first measure is EHR-Time8, defined
as the time a physician spends on EHRs (both during and outside
of scheduled patient hours) [20]. The second measure is work
outside of work (WOW8), not to be confused with WOW carts
(ie, workstations on wheels, a common industry term). WOW8

is defined as the time a physician works on EHRs outside of
scheduled patient hours [20]. The third measure is Note-Time8,
defined as the time a physician spends on documentation [20].
The fourth and fifth measures are IB-Time8 and Order-Time8,
defined as the times a physician spends on inbox activities and
on orders, respectively [20]. To account for relationships
between EHR-Time8 and its composite measures, we reported
the ratios of WOW8, Note-Time8, IB-Time8, and Order-Time8

to EHR-Time8, denoted as WOW-EHR, Note-EHR, IB-EHR,
and Order-EHR, respectively. These measures (Table 1) were
calculated and extracted from the Epic Signal platform, which
have been validated and used in previous studies [20,21]. Each
physician’s EHR use measures were averaged across study
months to account for variation in metric calculations introduced
by changes in measure definitions over time due to the vendor’s
continuous quality improvement processes. For this analysis,
we only considered physicians with valid metric months. Months
with fewer than 30 clinical hours scheduled and less than 1 hour
of EHR use were excluded from the analysis as invalid metric
months. These thresholds were determined based on previous
manual chart review validation and analysis of EHR vendor
data [13].

Table 1. Electronic health record (EHR) use measures and definitions.

DefinitionMeasure

Time a physician spends on EHRs (both during and outside of scheduled patient hours) normalized to 8 hours of scheduled
patient time

EHR-Time8

Ratio of EHR time that occurs during work outside of work (WOW8
a) hours: WOW8/EHR-Time8

WOW-EHR

Ratio of EHR time a physician spends on documentation: Note-Time8
b/EHR-Time8

Note-EHR

Ratio of EHR time a physician spends on inbox (IB) activities: IB-Time8
c/EHR-Time8

IB-EHR

Ratio of EHR time a physician spends on orders: Order-Time8
d/EHR-Time8

Order-EHR

aWOW8: work outside of work hours normalized to 8 hours of scheduled patient time.
bNote-Time8: note time hours normalized to 8 hours of scheduled patient time.
cIB-Time8: inbox time hours normalized to 8 hours of scheduled patient time.
dOrder-Time8: order time hours normalized to 8 hours of scheduled patient time.

Cluster Analysis
Clusters were required to include individuals from at least two
primary care specialties. Moreover, we did not require that all
individuals be assigned to a phenotype cluster while also seeking
to minimize the total number of phenotypes. Affinity

propagation, an algorithm that takes a set of pairwise similarities
between data points and finds clusters on the basis of
maximizing the total similarity between data points in a cluster,
was used for phenotype discovery [22]. Affinity propagation
has advantages over other clustering algorithms, such as not
predefining a number of clusters. A major disadvantage of
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affinity propagation is its high computational cost and resource
requirement; however, this approach was deemed feasible given
this study’s sample size [22]. First, a standard z-score for each
measure was calculated in order to center and scale the data.
Similarities between data points were then calculated using
Euclidean distance, which is defined for two 2D points as the
length of the line formed by the two points. A grid search was
then performed by varying the damping factor and preference
from 0.5 to 1 and from 2 to 4, respectively, to identify the
optimal clustering given the initial cluster conditions. Physicians
in clusters that did not have representation from at least two
specialties were excluded. Finally, physician gender and
specialty distributions were described between clusters. All
analyses were performed using Python software (version 3.7;

Python Software Foundation) and scikit-learn (version 0.24;
scikit-learn developers) [23].

Results

Identifying Clusters
Of 332 ambulatory, nontrainee physicians, 290 (87.3%) have
valid month metrics. Of those, a further 173 (52.1%) eligible
physicians were of the specialties of interest: 117 (67.6%) in
internal medicine, 36 (20.8%) in family medicine, and 20
(11.6%) in pediatrics. Gender distribution of the eligible
physicians was 47.4% (82/173) female and 52.6% (91/173)
male. We identified 4 clusters that met our a priori defined
clustering conditions, accounting for 97.7% (169/173) of eligible
physicians (Figure 1).

Figure 1. Summary of workflow and exclusion criteria.

EHR Use Measures and Phenotypes Clusters
The phenotype clusters are “Lower EHR time,” “Higher note
time,” “Work outside of work,” and “Notes outside of work.”
The EHR use measures across clusters are summarized in Table
2. There was a significant association between phenotype

clusters and each EHR use measure: EHR-Time8

(Kruskal-Wallis H=72.7, P<.001), WOW-EHR (H=84.3,
P<.001), Note-EHR (H=89.0, P<.001), IB-EHR (H=45.8,
P<.001), and Order-EHR (H=46.8, P<.001). The z-scores for
the measures are displayed in Figure 2 to illustrate the relative
differences between clusters.
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Table 2. Electronic health record (EHR) use measures by phenotype cluster.

Phenotype clusters, median (IQR)Measure

AllNotes outside of workWork outside of workHigher note timeLower EHR time

5.62 (4.57-6.40)5.90 (5.37-6.36)6.83 (5.95-8.36)5.81 (4.41-6.22)4.62 (4.20-5.43)EHR-Time8
a

0.11 (0.06-0.19)0.13 (0.10-0.19)0.21 (0.17-0.26)0.05 (0.03-0.07)0.07 (0.04-0.12)WOW-EHRb

0.29 (0.24-0.38)0.37 (0.33-0.40)0.31 (0.27-0.36)0.46 (0.43-0.49)0.24 (0.20-0.28)Note-EHRc

0.13 (0.09-0.16)0.10 (0.08-0.12)0.15 (0.11-0.17)0.06 (0.05-0.08)0.14 (0.12-0.18)IB-EHRd

0.17 (0.14-0.20)0.14 (0.12-0.17)0.16 (0.14-0.18)0.14 (0.12-0.17)0.19 (0.17-0.24)Order-EHRe

aEHR-Time8: time a physician spends on EHRs normalized to 8 hours of scheduled patient time.
bWOW-EHR: ratio of EHR time that occurs during work outside of scheduled hours.
cNote-EHR: ratio of EHR time that a physician spends on documentation.
dIB-EHR: ratio of EHR time that a physician spends on inbox activities.
eOrder-EHR: ratio of EHR time that a physician spends on orders.

Figure 2. Z-scores for electronic health record (EHR) use measure across clusters. EHR-Time8: time a physician spends on EHRs normalized to 8
hours of scheduled patient time; IB-EHR: ratio of EHR time that a physician spends on inbox activities; Note-EHR: ratio of EHR time that a physician
spends on documentation; Order-EHR: ratio of EHR time that a physician spends on orders; WOW-EHR: ratio of EHR time that occurs during work
outside of scheduled hours.

“Lower EHR Time” Cluster
The “Lower EHR time” cluster was the largest cluster,
constituting 42.2% (73/173) of eligible physicians. Physicians
in this cluster spent the least amount of time on EHRs
(EHR-Time8: median 4.62, IQR 4.20-5.43). “Lower EHR time”
cluster physicians had the lowest median Note-EHR ratio of
0.24 (IQR 0.20-0.28) and the second lowest median WOW-EHR
ratio of 0.07 (IQR 0.04-0.12). They also had the highest median
IB-EHR and Order-EHR ratios of 0.14 (IQR 0.12-0.18) and
0.19 (IQR 0.17-0.24), respectively.

“Higher Note Time” Cluster
“Higher note time” cluster physicians, constituting only 8.7%
(15/173) of the total, had near-average normalized EHR time
(EHR-Time8: median 5.81, IQR 4.41-6.22). Physicians in this
cluster spent the largest proportion of their EHR time

documenting notes (Note-Time: median 0.46, IQR 0.43-0.49)
compared to physicians in other clusters. They also spent the
lowest proportions of that time on EHRs outside of scheduled
hours and on inbox activities, with median WOW-EHR and
IB-EHR ratios of 0.05 (IQR 0.03-0.07) and 0.06 (IQR
0.05-0.08), respectively.

“Work Outside of Work” Cluster
“Work outside of work” cluster physicians, constituting 27.2%
(47/173) of the total, spent the most time on EHRs (EHR-Time8:
median 6.83, 5.95-8.36) and the largest proportion of that time
outside of work hours (WOW-EHR: median 0.21, IQR
0.17-0.26). This cluster of physicians had average median
Note-EHR and Order-EHR ratios of 0.31 (0.27-0.36) and 0.16
(IQR 0.14-0.18), respectively, and an above-average median
IB-EHR ratio of 0.15 (IQR 0.11-0.17).
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“Notes Outside of Work” Cluster
“Notes outside of work” cluster physicians, constituting 19.7%
(34/173) of the total, had the second-highest median WOW-EHR
ratio of 0.13 (IQR 0.10-0.19) but had near-average total
normalized EHR time (EHR-Time8: median 5.90, IQR
5.37-6.36). This cluster of physicians had an above-average
median Note-EHR ratio of 0.37 (IQR 0.33-0.40) and
below-average median IB-EHR and Order-EHR ratios of 0.10
(IQR 0.08-0.12) and 0.14 (IQR 0.12-0.17), respectively.

Phenotype Clusters by Specialty and Gender
Physician distribution across phenotype clusters by specialty
and gender are reported in Table 3. There was a significant

association between the clusters and specialty (X2
6=26.67,

P<.001). Pediatricians primarily fell into the “Higher note time”
and “Notes outside of work” clusters (16/20, 80%) and
accounted for 47% (7/15) of the total physicians in the “Higher
note time” cluster. Family and internal medicine physicians
were primarily distributed across the “Lower EHR time” and
“Work outside of work” clusters (family medicine: 29/36, 81%;
internal medicine: 87/113, 77%). In addition, there was a

significant association between gender and clusters (X2
3=18.28,

P<.001). Female physicians were more prominent in the “Work
outside of work” and “Notes outside of work” clusters,
accounting for 64% (30/47) and 62% (21/34) of the clusters,
respectively. Male physicians accounted for 71% (52/73) of the
“Lower EHR time” cluster.

Table 3. Physician specialty and gender distribution by phenotype cluster.

P valuePhenotype clustersNumber of physicians
(N=173), n (%)

Distribution

Notes outside of work
(n=34), n (%)

Work outside of work
(n=47), n (%)

Higher note time
(n=15), n (%)

Lower EHRa time
(n=73), n (%)

<.001Specialty

5 (15)10 (21)2 (13)19 (26)36 (21)Family
medicine

20 (59)35 (74)6 (40)52 (71)113 (65)Internal
medicine

9 (26)2 (4)7 (47)2 (3)20 (12)Pediatrics

<.001Gender

21 (62)30 (64)8 (53)21 (29)80 (46)Female

13 (38)17 (36)7 (47)52 (71)89 (51)Male

34 (20)47 (27)15 (9)73 (42)169 (98)Total

aEHR: electronic health record.

Discussion

Principal Findings
In this unsupervised clustering machine learning analysis of a
cohort of primary care physicians, we identified 4 distinct EHR
use phenotypes characterized by the total time spent on EHR
activities and the ratios of those times in comparison to one
another. These phenotypes were differentiated and described
by patterns of use consistent with overall efficiency, higher
documentation time, and working outside of work hours; each
of these patterns of use were generally associated with the
“Lower EHR time,” “Higher note time,” and “Work/Notes
outside of work” clusters, respectively. While exploratory, these
results provide insights into EHR use phenotypes across gender
and specialties that can complement and provide additional
context for current EHR use research.

Work Outside of Scheduled Hours
We identified 2 phenotype clusters that had above-average ratios
for work outside of scheduled hours. Although “Work outside
of work” and “Notes outside of work” clusters both had high
WOW-EHR ratios, only the “Work outside of work” cluster
had significantly higher than average EHR-Time8. A possible

explanation for this is that physicians in the “Work outside of
work” cluster work from home partly out of necessity because
they require more time on EHRs, whereas physicians in the
“Notes outside of work” cluster may elect to finish work at
home, suggesting a preference for ad hoc work hours.

Note Time
Time spent on clinical documentation accounted for the largest
proportion of total EHR time in each cluster. There was,
however, considerable variation in the ratio of note time to EHR
time across clusters: from 0.24 of EHR time in the “Lower EHR
time” cluster to 0.46 in the “Higher note time” cluster despite
similar total EHR time in both clusters. Potential explanations
for this variation include differences in clinic- or
physician-specific workflows (eg, scribe support or team-based
documentation; differences in depth and complexity of
encounters and expectations for documentation; and use of form,
copied, or auto-populated notes) and differences in
documentation style, particularly among the “Higher note time”
cluster that may include physicians who deliberately spend more
time on documentation.
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Limitations
This exploratory work only used time-based metrics and did
not account for patient acuity or complexity. Although the data
were gathered over a 2-year period, systemic differences in
patient volume and care could have affected the results. In
addition, this work was limited to a single ambulatory practice
network in one region of the United States and was limited to
primary care physicians. Some types of EHR activities (eg,
chart review) were not included in the metrics, and it is possible
that other activities or practice domains could also affect
clustering. Furthermore, it should be noted that this study only
identified EHR use phenotypes and did not explore reasons
behind differences in EHR use or assign value to the phenotypes.

Conclusions
Our findings may highlight opportunities for interventions to
improve EHR design and use to better support EHR users’

needs. Potential differences in users’ needs were identified for
each phenotype cluster. The “Higher note time” and “Notes
outside of work” clusters might benefit from scribe support
more than the other two clusters. The “Work outside of work”
cluster might benefit from inbox support and restructuring their
practice for a more team-based approach. Physicians in the
“Lower EHR time” cluster could be consulted as local
champions to help their peers improve their EHR efficiency.
By identifying and classifying individual EHR use and user
needs, we can better understand and target interventions at the
individual or department level. Future work should validate
these phenotypes in larger cohorts and in diverse settings,
explore differences in physicians’ training and demographics
across phenotypes, and investigate the relationships among EHR
use phenotypes, patient outcomes, and clinician satisfaction and
burnout.
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Abstract

Background: In the abnormal circumstances caused by the COVID-19 pandemic, patient portals have supported patient
empowerment and engagement by providing patients with access to their health care documents and medical information. However,
the potential benefits of patient portals cannot be utilized unless the patients accept and use the services. Disparities in the use of
patient portals may exacerbate the already existing inequalities in health care access and health outcomes, possibly increasing
the digital inequality in societies.

Objective: The aim of this study is to examine the factors associated with nonuse of and dissatisfaction with the Finnish
nationwide patient portal My Kanta Pages among the users of health care services during the COVID-19 outbreak. Several factors
related to sociodemographic characteristics, health, and the use of health care services; experiences of guidance concerning
electronic services; and digital skills and attitudes were evaluated.

Methods: A national population survey was sent using stratified sampling to 13,200 Finnish residents who had reached the age
of 20 years. Data were collected from September 2020 to February 2021 during the COVID-19 pandemic. Respondents who had
used health care services and the internet for transactions or for searching for information in the past 12 months were included
in the analyses. Bivariate logistic regression analyses were used to examine the adjusted associations of respondent characteristics
with the nonuse of My Kanta Pages and dissatisfaction with the service. The inverse probability weighting (IPW) method was
applied in all statistical analyses to correct for bias.

Results: In total, 3919 (64.9%) of 6034 respondents were included in the study. Most respondents (3330/3919, 85.0%) used
My Kanta Pages, and 2841 (85.3%) of them were satisfied. Nonusers (589/3919, 15%) were a minority among all respondents,
and only 489 (14.7%) of the 3330 users were dissatisfied with the service. Especially patients without a long-term illness (odds
ratio [OR] 2.14, 95% CI 1.48-3.10), those who were not referred to electronic health care services by a professional (OR 2.51,
95% CI 1.70-3.71), and those in need of guidance using online social and health care services (OR 2.26, 95% CI 1.41-3.65) were
more likely nonusers of the patient portal. Perceptions of poor health (OR 2.10, 95% CI 1.51-2.93) and security concerns (OR
1.87, 95% CI 1.33-2.62) were associated with dissatisfaction with the service.

Conclusions: Patients without long-term illnesses, those not referred to electronic health care services, and those in need of
guidance on the use of online social and health care services seemed to be more likely nonusers of the Finnish nationwide patient
portal. Moreover, poor health and security concerns appeared to be associated with dissatisfaction with the service. Interventions
to promote referral to electronic health care services by professionals are needed. Attention should be targeted to information
security of the service and promotion of the public’s confidence in the protection of their confidential data.
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Introduction

The worldwide COVID-19 pandemic limited the provision of
nonurgent health care services [1,2]. During this time, the use
and interest in patient portals increased [3,4] because portals
have enabled patients to have continuous [5] and secure access
to their health care documents and medical information [4].
Patient portals are electronic services that allow patients to
access [6] and in some cases manage their electronic health
record documentations [7] and interact with health care
professionals [6,8,9]. The functionalities provided in a patient
portal vary by portal and country [9,10].

Patient portals offer transparent information about the patients’
health and well-being [11] and enhance the delivery of
individualized care [3]. Patient portals have been reported to
increase the patients’ knowledge and understanding of their
own health condition, and thus they might be better prepared
for future contacts with health care professionals [12]. This
supports patient empowerment and engagement [4,5] as the
patients feel more involved and responsible for their own care
[12]. In addition, patient portals might increase the patients’
satisfaction with care [13-18] and improve patient safety [15,17].
However, high-quality evidence of health benefits has not yet
been demonstrated [8].

The potential benefits of patient portals cannot be utilized unless
the patients accept and adopt the service [7,19]. According to
the information system (IS) success model, the benefits of using
the service arise from its use and user satisfaction [20]. Further,
increased user satisfaction will lead to increased use [20], and
unmet expectations will alter the use and satisfaction with patient
portals [21]. Not all the barriers related to the use of patient
portals are related to practical issues, such as a lack of hardware
and access to the internet, but patients may have other valid
reasons for nonuse as well [7,22,23]. Patients are also in an
unequal position in terms of using electronic health care
services, since not everyone has the resources or the same
possibilities to use the services and take more responsibility for
the management of their own health and well-being [24].

Previous research has examined differences in patient portal
use in different contexts and patient populations. Several studies
have reported an association between portal use and
sociodemographic background [6,7,14,23,25,26] and various
health-related factors [7,12,14,25,27,28]. In addition, patients’
guidance through increasing awareness and knowledge of patient
portals [6,25,28], as well as endorsement and engagement with
portals by health care professionals [7,25], have been identified
as important associated factors. There are also some studies that
have reported an association between the use of patient portals
and factors related to the use of the internet, such as the
frequency of use [26,29,30] and perceptions of the users’ own
internet skills [26,30]. Furthermore, it has been reported that

perceptions of electronic services may encourage or impede
their use [31]. However, these previous studies have been
conducted under normal circumstances before the COVID-19
pandemic and are thus only partially applicable in the context
changed by the pandemic [4].

Factors associated with the patients’ satisfaction with patient
portals have been less studied. Mainly descriptive research on
the portal users’ experiences exists, and only little research has
been conducted with quantitative methods about factors
associated with satisfaction [5]. Kong et al [5] examined factors
that predicted portal use and the users’ willingness to
recommend the service among chronically ill patients during
the COVID-19 pandemic in the Netherlands. They discovered
that the respondent’s level of control, hospital visit time, life
satisfaction, and level of depression are significantly associated
with portal use. Variables related to the portal user’s waiting
times for responses via the portal were the strongest predictors
of the willingness to recommend the portal. However, the used
variables concerned patients with long-term illnesses, and no
comparisons were made to assess whether the same variables
were associated with the use and willingness to recommend the
patient portal. In addition, only little research exists on the
factors associated with use and satisfaction using a nationally
representative sample.

The aim of this study is to examine factors associated with the
nonuse of and dissatisfaction with the Finnish nationwide patient
portal My Kanta Pages (My Kanta) during the COVID-19
pandemic. Only respondents who had used the internet in the
past 12 months were included to examine nonuse beyond the
first-level digital divide [32] caused by a lack of hardware and
access to the internet. Several factors related to (1)
sociodemographic characteristics, (2) health and the use of
health care services, (3) experiences of guidance concerning
electronic services, and (4) digital skills and attitudes were
examined. The evaluation of factors associated with the nonuse
of and dissatisfaction with the patient portal is important to
further develop the service and advocate for nonusers.
Disparities in the use of patient portals might exacerbate the
already existing disparities in health care access and health
outcomes [33], increasing digital inequality in societies [34].
Knowledge of the factors that are associated with the nonuse
of and dissatisfaction with the national patient portal in Finland,
one of the pioneer countries in digitalization, can provide
valuable information for countries and organizations that are
further developing their electronic services.

Methods

Study Context
Finland is a sparsely populated country with 5.5 million
residents. The health care system is decentralized, and until the
end of 2022, municipalities (n=311) are responsible for
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organizing health care services, which are funded by taxes, state
transfers, and user fees [1]. Finland can be considered 1 of the
leading countries in terms of digitalization [35]. One of the most
widely used electronic service is the nationwide patient portal
called My Kanta. Between the years 2010 and 2018,
cumulatively 63% of the adult Finnish residents had accessed
the service. There is a professional user interface for Kanta
Services, which can be used by the public and private actors of
the social welfare and health care sector [36]. In addition to the
nationwide patient portal, some public and private actors offer
their clients access to their own patient portals or regional portals
[37].

My Kanta was launched step-by-step starting from 2010 [38]
to promote patient safety as well as the continuity and
transparency of care [39]. My Kanta enables continuous access
of Finnish residents to their health information [9], including
browsing their own electronic prescriptions and medical records,
such as patient reports, laboratory results, and X-ray statements
[40]. All producers of health care services have been obligated
to use electronic prescriptions since 2017 [41], and patients can
request prescription renewals via My Kanta [42]. In addition,
it is possible to record and monitor well-being data, such as
blood glucose or activity meter. To access My Kanta, a Finnish
personal identity code is needed, and e-authorization must be
made with identification using online banking codes, mobile
identification, or a certificate card [42].

The number of My Kanta users has grown steadily since its
launch [38], and the COVID-19 pandemic increased the number
of logins because of the availability of coronavirus test results
[43]. In 2020, the service was used 29.4 million times by a total
of 2.7 million individual visitors [43]. E-prescriptions were
issued approximately 26.4 million times during 2020 [44]. In
the future, the use is expected to further increase as the
deployment of authorization for an adult to act on behalf of
another adult was introduced after the data collection period
and authorization for guardians to act, with some restrictions,
on behalf of their children aged 10-17 years [45] will be fully
implemented.

Sample
This study was conducted in Finland as part of the FinSote 2020
National Survey of Health, Wellbeing, and Service Use [46].
The questionnaire was sent using stratified sampling to 13,200
Finnish residents who had reached the age of 20 years. Data
were collected from September 2020 to February 2021 during
the second wave of the COVID-19 pandemic. A possibility to
respond either in electronic or in paper form in Finnish, Swedish,
Russian, or English was offered. During the data collection,
participants who had not responded were approached by mail
up to 4 times.

Altogether, 6034 Finnish residents (n=3401 [56.4%] female,
mean age 64.5 years, SD 17.9) responded to the questionnaire
(response rate 46.5%). In total, 3919 (65.0%) respondents were
included in the study sample as they had used health care
services and the internet in the past 12 months. The sample was
weighted using inverse probability weighting (IPW) correction
[47]. The weights were estimated using sociodemographic
register–based variables: the respondents’ age, gender, marital

status, level of education, area of residence, and native language.
Information about the respondents’ age, gender, and area of
residence were obtained from the National Population Register.
In previous research, the IPW method improved the accuracy
of the results of a population survey and removed most of the
bias caused by nonresponse in the various subpopulations [48].

Ethics Approval
Participation in the study was completely voluntary. Ethical
approval was obtained from the Ethics Committee of the Finnish
Institute for Health and Welfare (THL/637/6.02.01/2017).

Measurements

Dependent Variables
The nonuse of My Kanta was evaluated with the question “Have
you used My Kanta in the past 12 months?” Respondents were
asked to respond (1) no or (2) yes. For the analyses, the measure
was binary-coded (0=user, 1=nonuser), and the users of My
Kanta were set as the reference group.

The dissatisfaction with My Kanta was evaluated with a question
concerning satisfaction: “If you have used the service, assess
the quality of the service using a school grade (4-10).” In the
Finnish education system, grades 8-10 represent grades from
good to excellent and grades 4-7 from fail to satisfactory [49].
For the analyses, the measure was binary-coded (0=respondent
was satisfied [grades 8-10] and 1=respondent was dissatisfied
[grades 4-7] with the service), and the satisfied users of My
Kanta were set as the reference group. Because the research
interest was in respondents who were less satisfied with the
service, respondents who gave an assessment of grade 7 were
included in the group of dissatisfied users. This decision was
also made based on substantive judgment to even the distribution
[50] between satisfied and dissatisfied users, since only a small
number of respondents had selected a grade from 4 to 6.

Independent Variables
Independent variables included characteristics concerning (1)
sociodemographic background, (2) health and the use of health
care services, (3) experiences of guidance concerning electronic
services, and (4) digital skills and attitudes. All the used
variables are presented in Multimedia Appendix 1.

Sociodemographic Characteristics
The respondents’ sociodemographic characteristics included
their age, gender, education, and degree of urbanization. Age
was used as a categorical variable in the descriptive statistics
and as a continuous variable in all analyses. The degree of
urbanization was determined according to the municipal
classification and divided into 3 categories according to the
proportion of people living in urban settlements and the
population of the largest urban settlement: urban, semiurban,
and rural municipalities [51]. Because of age-related differences
in education, the respondents’educational level was first divided
into 10-year age groups by gender. Each group was divided into
3 categories based on their years of education, with
approximately one-third of the respondents in each category:
low, median, and high. Hence, the education-level variable had
hardly any interaction with age and gender.
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Health and the Use of Health Care Services
Variables concerning the respondents’ health and the use of
health care services included self-rated health, long-term illness,
and the use of health care services. Self-rated health was
evaluated with a widely used, single-item measure of
self-perceived health status. A subjective assessment of own
health has been reported as a more sensitive measure in health
monitoring than external measures of health, since it includes
biological, psychological, and social dimensions. [52]. A scale
from good to poor was used to evaluate the present state of the
respondents’ health. In the analyses, the options (1) good and
(2) fairly good were combined to represent good health, and
the remaining options represented average or poor health.
Long-term illness was binary-coded as (1) yes and (2) no. The
use of health care services was binary-coded according to the
number of annual outpatient appointments with a physician; 8
or more annual appointments were considered a high use of
health care services, and less than 8 were counted as low or
average use [53].

Experiences of Guidance Concerning Electronic Services
Variables concerning the experiences of guidance concerning
electronic services included referrals to electronic services and
the need for guidance on how to use online social or health care
services. The referral to electronic services was evaluated with
the question “If you have used social or health care services in
the traditional way (paper, visit, or call) in the past 12 months,
were you referred to electronic services (eg, My Kanta)?” For
the analyses, option (1) yes, I was referred represented the
respondents who were referred to electronic health care services.
Option (2) was for those who were not referred to electronic
health care services.

The need for guidance on using online social and health care
services was evaluated with the statement “I need help with
using online social and health care services.” In the analyses,
the options (1) completely agree and (2) somewhat agree were
combined as (1) yes and the remaining options as (2) no or no
opinion.

Variables Related to Digital Skills and Attitudes
Variables related to digital skills and attitudes included digital
skills, perceived benefits of electronic social and health care
services, and security concerns. Digital skills were evaluated
with 6 validated statements [54]. Based on pilot testing, 2 (33%)
of the statements were transferred into positive statements [37].
A 5-point Likert scale was used to answer the statements
(1=completely agree to 5=strongly disagree). Cronbach α for
the statements was .86. In the analyses, a mean variable ranging
from 1 to 5 was calculated for each respondent, and the measure
was binary-coded to indicate (1) good skills (mean≤2.5) and (2)
poor skills (mean>2.6). The same coding has previously been
used in national research [37].

The perceived benefits of electronic social and health care
services were measured with 8 statements. A 5-point Likert
scale was used to answer the statements (1=completely agree
to 5=strongly disagree). Cronbach α for the statements was .91.
In the analyses, missing values were coded as neither agree nor

disagree. A mean variable from 1 to 5 was calculated for each
respondent, and the measure was binary-coded as (1) beneficial
(mean≤2.5) and (2) unbeneficial (mean>2.6). The same coding
has previously been used in national research [37].

Security concerns were evaluated with the statement “I am
concerned about information security when it comes to my
personal details”. In the analyses, options (1) completely agree
and (2) somewhat agree were combined as (1) yes and the
remaining options as (2) no.

Statistical Analysis
In all statistical analyses, the IPW method [47] was applied to
correct for bias by handling both differential sampling
probabilities and missing data. Due to nonresponse in some
items, the number of observations varied in the analyses.

Bivariate logistic regression analyses were used to examine the
adjusted associations of respondent characteristics with the
nonuse of My Kanta and dissatisfaction with the service (in
separate analyses). First, univariate analyses, adjusted for age,
gender, and education, were conducted at a time to examine the
association of the dependent variable with each independent
variable. Second, a multivariable model was formed, including
only those independent variables with a P value of <.10. This
cut-off for the P value was used for including the variables in
the multivariable model, because the purpose was to identify
potential independent variables rather than to test a hypothesis
[55]. In the fully adjusted multivariable model, a P value of
<.05 was considered statistically significant. Statistical methods
suitable for weighted data were used, and SPSS Statistics version
27 was applied for the analyses.

Results

Characteristics
The weighted majority (3330/3919, 85.0%) of the respondents
had used My Kanta in the past 12 months. Most of the My Kanta
users (2841/3330, 85.3%) were satisfied with the service. A
minority of respondents (589/3919, 15%) had not used My
Kanta in the past 12 months.

The IPW weighted characteristics of the respondents
representative of the Finnish population are presented in Tables
1-4. Almost half of the respondents were aged between 35 and
59 years. Over half (n=3401, 56.4%) of the respondents were
female, and the majority lived in urban regions. Over half of
the respondents were not referred to electronic health care
services, such as My Kanta, by a health care professional. About
half of the respondents perceived electronic health care services
to be beneficial. The respondents who had used My Kanta in
the past 12 months were mostly satisfied with the service (mean
8.31, SE .03), whereas a minority of users (489/3330, 14.7%)
were dissatisfied. Over one-third (1359/3919, 34.7%) of the
respondents had also used an electronic service provided by
their occupational health care provider. Of these respondents,
a minority (130/1359, 9.6%) only used the service provided by
their occupational health care provider and not the nationwide
patient portal My Kanta.
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Table 1. Sociodemographic characteristics of the weighted study samplea.

Dissatisfied users (N=489), n (%)Nonusers (N=589), n (%)Respondents, n (%)Characteristics

Age, years (N=3919)

120 (24.5)144 (24.5)918 (23.4)20-34

234 (48.0)286 (48.5)1773 (45.2)35-59

107 (21.8)129 (21.9)1008 (25.7)60-74

28 (5.7)30 (5.1)220 (5.6)75-99

Gender (N=3919)

221 (45.2)301 (51.1)1641 (41.9)Male

268 (54.8)288 (48.9)2278 (58.1)Female

Education (N=3873)

196 (40.1)232 (39.3)1499 (38.7)Low

126 (25.8)187 (31.8)1254 (32.4)Median

167 (34.1)170 (28.9)1120 (28.9)High

Degree of urbanization (N=3919)

373 (76.4)427 (72.5)2918 (74.5)Urban

64 (13.1)78 (13.3)536 (13.7)Semiurban

52 (10.6)84 (14.2)465 (11.9)Rural

aInverse probability weighting (IPW)-corrected.

Table 2. Health and service use by the weighted study samplea.

Dissatisfied users (N=489), n (%)Nonusers (N=589), n (%)Respondents, n (%)Characteristics

Self-rated health (N=3893)

245 (50.2)133 (22.6)1251 (32.1)Average or poor

244 (49.8)456 (77.4)2642 (67.9)Good

Long-term illness (N=3857)

319 (65.2)191 (32.4)2165 (56.1)Yes

170 (34.8)398 (67.6)1692 (43.9)No

Use of health care services (N=3835)

435 (89.0)580 (98.5)3516 (91.7)Low or average

54 (11.0)9 (1.5)319 (8.3)High

aInverse probability weighting (IPW)-corrected.

Table 3. Experiences of guidance concerning electronic services for the weighted study samplea.

Dissatisfied users (N=489), n (%)Nonusers (N=589), n (%)Respondents, n (%)Characteristics

Referral to electronic services (N=3166)

216 (44.1)154 (26.2)1386 (43.8)Yes

273 (55.9)435 (73.8)1780 (56.2)No

Need for guidance (N=3833)

74 (15.1)86 (14.6)379 (9.9)Yes

415 (84.9)503 (85.4)3454 (90.1)No

aInverse probability weighting (IPW)-corrected.
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Table 4. Variables related to digital skills and attitudes of the weighted study samplea.

Dissatisfied users (N=489), n (%)Nonusers (N=589), n (%)Respondents, n (%)Characteristics

Digital skills (N=3897)

25 (5.1)48 (8.2)199 (5.1)Poor

464 (94.9)541 (91.8)3698 (94.9)Good

Perceived benefits (N=3919)

181 (37.1)252 (42.8)1840 (47.0)Yes

308 (62.9)337 (57.2)2079 (53.0)No

Security concerns (N=3823)

312 (63.9)323 (54.9)1923 (50.3)Yes or N/Ab

177 (36.1)266 (45.1)1900 (49.7)No

aInverse probability weighting (IPW)-corrected.
bN/A: not applicable.

Associations With the Nonuse of My Kanta
Based on the results of age-, gender-, and education-adjusted
univariate logistic regression analysis (Table 5), the following
factors were included in the multivariable model: self-rated
health, long-term illness, use of health care services, referral to
electronic services, need for guidance, and digital skills.

The results of the fully adjusted logistic regression analysis
regarding the nonuse of My Kanta are presented in Table 6.

Male respondents were more likely to be nonusers of My Kanta
compared to females. Respondents who used health care services
to a low or average degree and who did not have a long-term
illness were more likely to be nonusers of My Kanta compared
to those who used health care services to a high degree and had
a long-term illness. In addition, respondents who were not
referred to electronic services, needed guidance, or had poor
digital skills were over 2 times more likely to be nonusers of
My Kanta compared to their counterparts.
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Table 5. Results of univariate logistic regression analyses for the nonuse of My Kantaa,b.

P valueeORd (95% CI)Univariate analyses characteristicsc

Sociodemographic characteristics

.170.84 (0.61-1.16)Age (years)

.0011.61 (1.21-2.12)Gender (male)

.851.03 (0.73-1.46)Low educational level

.991.01 (0.71-1.42)Median educational level

N/AfReferenceHigh educational level

Degree of urbanization

N/AReferenceUrban

.871.03 (0.70-1.52)Semiurban

.121.34 (0.93-1.92)Rural

Health and service use

.0011.75 (1.25-2.45)Self-rated health (good)

<.0013.24 (2.41-4.36)Long-term illness (no)

<.0016.75 (2.49-18.31)Use of health care services (low or average)

Experiences of guidance concerning electronic services

<.0012.43 (1.70-3.49)Referral to electronic services (no)

<.0012.09 (1.44-3.05)Need for guidance (yes)

Variables related to digital skills and attitudes

<.0012.37 (1.50-3.76)Digital skills (poor)

.131.25 (0.94-1.67)Perceived benefits (no)

.131.25 (0.94-1.67)Security concerns (yes)

aInverse probability weighting (IPW)-corrected.
bThe model included the main effect of each variable adjusted for age, gender, and education.
cReference categories indicated in parentheses: gender: male vs female; self-rated health: good vs average or poor; long-term illness: no vs yes; use of
health care services: low or average vs high; referral to electronic services: no vs yes; need for guidance: yes vs no; digital skills: poor vs good; perceived
benefits: no vs yes; security concerns: yes vs no.
dOR: odds ratio.
eSignificance level of P<.10.
fN/A: not applicable.
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Table 6. Results of the fully adjusted logistic regression analysis for the nonuse of My Kanta (N=2328)a.

P valuedORc (95% CI)Multivariable model characteristicsb

Gender

N/AeReferenceFemale

.0031.67 (1.19–2.42)Male

Self-rated health

N/AReferenceAverage or poor

.081.48 (0.95–2.31)Good

Long-term illness

N/AReferenceYes

<.0012.14 (1.48–3.10)No

Use of health care services

N/AReferenceHigh

.024.66 (1.29–16.84)Low or average

Referral to electronic services

N/AReferenceYes

<.0012.51 (1.70–3.71)No

Digital skills

N/AReferenceGood

.012.53 (1.32–4.83)Poor

Need for guidance

N/AReferenceNo

<.0012.26 (1.41–3.65)Yes

aInverse probability weighting (IPW)-corrected.
bThe model included all the independent variables with a P value of <.10 in the univariate model adjusted for age, gender, and education.
cOR: odds ratio.
dSignificance level of P<.05.
eN/A: not applicable.

Associations With Dissatisfaction With the Use of My
Kanta
Based on the results of the age-, gender-, and education-adjusted
univariate analyses (Table 7), the following variables were
included in the multivariable model: education, self-rated health,
long-term illness, need for guidance, perceived benefits, and
security concerns. The results of the fully adjusted logistic
regression analysis are presented in Table 8.

In the fully adjusted multivariable model, respondents who were
younger, were male, and had a high level of education were
more likely to be dissatisfied with My Kanta compared to their
counterparts. Respondents with average or poor self-rated health
were over 2 times more likely to be dissatisfied with My Kanta
compared to respondents with a good perception of their own
health. In addition, respondents who perceived electronic
services as unbeneficial, who needed guidance, and who had
security concerns were more likely to be dissatisfied with My
Kanta compared to their counterparts.
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Table 7. Results of univariate logistic regression analyses for dissatisfaction with My Kantaa,b.

P valueeORd (95% CI)Univariate analyses characteristicsc

Sociodemographic characteristics

.330.99 (0.99–1.01)Age (years)

.091.31 (0.95–1.82)Gender (male)

N/AfReferenceLow educational level

.090.72 (0.49–1.06)Median educational level

.581.11 (0.76–1.62)High educational level

Degree of urbanization

N/AReferenceRural

.891.04 (0.60–1.79)Semiurban

.721.08 (0.72–1.61)Urban

Health and service use

<.0012.45 (1.79–3.36)Self-rated health (average or poor)

.091.34 (0.95–1.88)Long-term illness (yes)

.351.29 (0.76–2.21)Use of health care services (high)

Experiences of guidance concerning electronic services

.381.17 (0.82–1.67)Referral to electronic services (no)

<.0012.98 (1.83–4.85)Need for guidance (yes)

Variables related to digital skills and attitudes

.121.63 (0.88–3.03)Digital skills (poor)

<.0011.79 (1.30–2.47)Perceived benefits (no)

<.0012.24 (1.61–3.13)Security concerns (yes)

aInverse probability weighting (IPW)-corrected.
bThe model included the main effect of each variable adjusted for age, gender, and education.
cReference categories indicated in the parentheses: gender: male vs female; self-rated health: average or poor vs good; long-term illness: yes vs no; use
of health care services: high vs average or low; referral to electronic services: no vs yes; need for guidance: yes vs no; digital skills: poor vs good;
perceived benefits: no vs yes; security concerns: yes vs no.
dOR: odds ratio.
eSignificance level of P<.10.
fN/A: not applicable.
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Table 8. Results of the fully adjusted logistic regression analysis for dissatisfaction with My Kanta (N=2341)a.

P valuedORc (95% CI)Multivariable model characteristicsb

.0020.99 (0.98–1.00)Age

Gender

N/AeReferenceFemale

.051.40 (1.00–1.94)Male

Education

N/AReferenceLow

.041.48 1.02–2.16 ()High

Self-rated health

N/AReferenceGood

<.0012.10 (1.51–2.93)Average or poor

Long-term illness

N/AReferenceNo

.921.02 (0.71–1.45)Yes

Perceived benefits

N/AReferenceYes

.011.52 (1.09–2.11)No

Security concerns

N/AReferenceNo

<.0011.87 (1.33–2.62)Yes

Need for guidance

N/AReferenceNo

.0022.14 (1.33–3.46)Yes

aInverse probability weighting (IPW)-corrected.
bThe model included all the independent variables with a P value of <.10 in the model adjusted for age, gender, and education.
cOR: odds ratio.
dSignificance level of P<.05.
eN/A: not applicable.

Discussion

Principal Results
Most respondents of this nationally representative survey study
had used the nationwide Finnish patient portal My Kanta in the
previous 12 months and were satisfied with the service.
However, more than every 10th user of health care services and
the internet were nonusers of the national patient portal, and
approximately the same number of users were dissatisfied with
the service. Males and those in a need of guidance were more
likely to be nonusers of the patient portal and dissatisfied with
the service compared to women and those not needing guidance.
Not having a long-term illness and low or average use of health
care services were associated with the increased likelihood of
nonuse of the My Kanta portal. In addition, respondents who
were not referred to electronic services and who had poor digital
skills were more likely to be nonusers of My Kanta compared
to their counterparts. A younger age, higher education, and poor
self-rated health were associated with an increased likelihood

of dissatisfaction with the service. In addition, respondents who
did not perceive electronic health care services to be beneficial
and who had security concerns were more likely to be
dissatisfied with the service compared to their counterparts.

Strengths and Limitations
Finland is 1 of the forerunners of digitalization and ranked
highest in information exchange and patient-centered
information processing in an international comparative study
[56]. By presenting the characteristics that are associated with
nonuse of and dissatisfaction with the nationwide patient portal
in Finland, valuable information can be offered for national
initiatives for improvement and other countries aspiring to
provide their residents with access to their health care
documentation. However, generalizing our findings to countries
with different levels of digitalization or service system should
be done with caution.

A nationally presentative sample of Finnish residents was
included in the analysis. The applied IPW method has previously
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been reported to improve the accuracy and generalizability of
results [48]. However, the findings are based on self-reported
data, with the possibility for bias, as respondents might not
recall the previous happenings accurately. This could also lead
to problems associated with common method variance and the
inflation of the strength of relationships. In addition, some of
the used independent variables are hard to explicitly measure
and quantify because of their subjective nature, such as
perceived benefits of electronic health care services. Although
multiple factors were adjusted in the analyses, the possibility
of residual confounding remains. Moreover, cross-sectional
survey data do not allow drawing any confirmatory causal
inferences from the results.

Since only respondents who had used the internet for
transactions or for searching for information were included in
the study, the results are only applicable when considering the
nonuse of patient portals beyond the first-level digital divide
caused by the lack of necessary devices and access to the
internet. Some respondents who did not use My Kanta used
additional patient portals provided by private or public providers
of health care services. It is also noteworthy that some
respondents might not be referred to electronic health care
services, because their transactions in health care do not require
further action or electronic services cannot provide support in
their situation. The research concerning the users and nonusers
of nationwide patient portals is sparse, and comparison is
difficult as the properties provided in the portals vary, in addition
to the differing patient populations and adjustments in the
analyses.

Comparison With Prior Work
The use of nationwide patient portals varies by country and
portal [9,10]. This study showed that the majority of Finnish
residents who had used health care services and the internet in
the past 12 months had used the nationwide My Kanta patient
portal. The use of the patient portal increased during the
COVID-19 pandemic because of the availability of coronavirus
test results, easing the burden on health care services [43]. The
availability of the test results has likely increased the use of My
Kanta among those with no long-term illness and low use of
health care services. This may also suggest that a larger
proportion of this group among the respondents was reached
for this study than would have been reached before the
pandemic. Approximately only every 10th user of the patient
portal was dissatisfied, indicating a high level of satisfaction
with the service. It might be presumed that the restrictions for
avoiding face-to-face encounters and fear of the infection
increased the overall satisfaction with electronic health care
services during the COVID-19 pandemic. However, even before
the pandemic, high satisfaction with My Kanta has been reported
[57-59].

The results of this study suggested that younger and more
educated respondents were more likely to be dissatisfied with
My Kanta compared to older and less educated respondents.
The findings of this study were supported by the fact that
younger generations have grown up with technology and were
thus more comfortable using electronic services [60], which
might result in higher expectations toward the services. Previous

research on a Norwegian symptom checker [61] reported that
compared to younger users, older users were more satisfied with
the service because they tended to navigate it in a more
superficial way without gaining awareness of the existing
problems. Contradictory to the findings of this study, patients
with higher education have been reported to be more satisfied
with telemedicine compared to patients with lower education
[62]. However, only participants with moderate or high levels
of digital health literacy were recruited, which might explain
the contradictory results. Among the less educated respondents,
digital health literacy skills might be an important factor leading
to dissatisfaction with the service [63].

This study found that respondents without any long-term illness
and with low or average use of health care services are more
likely to be nonusers of My Kanta, which is consistent with
previous research [7,19,25,27,64]. Patients without long-term
illness and lower use of health care services might have fewer
needs related to health care and the use of patient portals. In
addition, good self-rated health was associated with patient
portal nonuse in this study, similar to studies by Moll et al [27]
and Zanaboni et al [12], but only before controlling for the use
of health care services and long-term illness. However, even
after these adjustments, a more negative perception of patients’
own health was associated with dissatisfaction with the service.
Previous research has reported an almost linear association
between the patients’ poor perception of their own health and
the number of annual outpatient visits with a physician [52]. It
can be anticipated that patients with poor self-rated health have
more health care needs and fewer resources and, thus,
presumably higher expectations of patient portals, which may
lead to dissatisfaction.

Over half of the respondents were not referred to electronic
health care services by their care providers, and the nonreferred
respondents were less likely to use the nationwide patient portal
My Kanta compared to referred respondents. Sääskilahti et al
[29] and Kong et al [5] have also reported unfamiliarity with
the service among nonusers of patient portals. It is important
to highlight the role of professionals and health care managers
in activating and engaging patients to accept and use patient
portals, because promotion is heavily associated with their use
[7,29,65-69]. The promotion should be integrated into routine
care processes, and individual training and support should be
provided on the portal use to patients with different background
demographics to help prevent the digital divide from widening
[25,67,69-71]. In addition to the promotion by professionals,
alternative means are also needed to increase adoption [70].
Further research is necessary to identify effective ways to
integrate patient portal enrollment into clinical practice. After
data collection, My Kanta received national publicity because
of active marketing of the EU Digital COVID Certificate, which
can be downloaded from the portal. This has further increased
the public’s awareness of My Kanta. In the future, it might be
expected that increasingly more patients have prior knowledge
and experience with the service. This might also represent a
significant incentive for the public’s further adoption of
electronic services [4].

Although patients have prior experience in the use of electronic
services and information technology tools, the ability to review
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and manage medical records on patient portals should not be
assumed [28]. Results of this study suggest that respondents
who needed guidance in the use of electronic health care services
were more likely to be nonusers of the portal or dissatisfied
with the service compared to respondents without a need for
guidance. It is likely that perception of a lack of ability in the
use of electronic health care services or poorly designed services
will alter the use and the benefits from their use, leading to
dissatisfaction with the portal.

The previous literature has suggested different ways in which
the use of patient portals could be promoted, including ease of
entry [13,30,72], easy navigation [73,74], and reducing the
required cognitive demands [73]. Electronic services should
meet certain accessibility requirements [75,76] in order to
support the equality of the users. Many providers of electronic
health care services still struggle with meeting the demands of
accessibility, impairing the position of especially patients with
disabilities [77]. My Kanta fulfills these requirements at a certain
level by assessing and reporting the current status of the
accessibility and providing an electronic channel for feedback
[78].

In addition to easy accessibility of the service, assistance on the
use should be available at a low threshold. Because patients
have previously been reported to seldom seek help from family
members, friends, service support, or health care providers [12],
electronic services should be designed to include assistance to
users. New electronic introductory and teaching materials have
been prepared by the system administrator of My Kanta [79],
and health care professionals should guide their clients to these
materials. Patients with different background demographics
were involved to a limited extent in the development of these
materials. Efforts to stimulate participation of especially
disadvantaged patients in developmental work of patient portals
[80] and educational materials should be highlighted.

Digital skills are necessary for wider patient adoption and use
of patient portals [31,34,37,81,82]. The findings of this study
are similar to previous research [26,30] as respondents with
poor digital skills were more likely to be nonusers of My Kanta
portal compared to respondents with good skills. For the patients
to be able to effectively navigate the portal, their digital
competence needs to be promoted [71]. The Finnish national
strategy for applying information technology to health care and
social welfare currently states that Finnish residents should be
able to use electronic services and produce self-recorded data
to promote their well-being [83]. However, by making digital
skills a policy priority, the equal use of electronic health care
services and patient portals could be promoted and the risk for
digital divide minimized [82]. Good digital skills have also been
reported to be associated with the perception that electronic
services are more useful [24].

Attitudes about the usefulness, appropriateness, and potential
downsides of electronic services may encourage or impede the
use [31]. In this study, the respondents who did not perceive
overall benefits in electronic health care services were more
likely dissatisfied with My Kanta compared to respondents with
a more positive attitude. Negative attitudes have previously
been reported to alter patient satisfaction with the patient portal
[69]. To ensure the widespread and equal use of electronic health
care services, all users must experience them as beneficial [24].
Patients’perceptions of the benefits can be increased by offering
them demonstrations and information about the capabilities of
the patient portal [69,84]. Perceived benefits were not associated
with the nonuse of the patient portal according to the results of
this study.

According to this study, respondents who had security concerns
were more likely to be dissatisfied with My Kanta compared to
respondents who felt more secure. Similar to the results of
Woods et al [30], security concerns were not associated with
the use of the patient portal. Privacy, security, and
confidentiality concerns regarding medical information have
been identified as barriers to the use of patient portals, and some
patients may feel discomfort at having their personal health
information on the internet [25,66,69,85]. Attention needs to
be paid to information security and identity protection, since
these are critical issues and central to widespread consumer
acceptance and adoption of patient portals [82]. Security
concerns also complicate requests for assistance and guidance
from non-health-care professionals as well as the use of patient
portals on public computers, since others might be able to see
sensitive medical information on the screen [69,84]. Private
facilities should be promoted in libraries and other places with
public computers. The COVID-19 pandemic has complicated
the requests for assistance and the use of computers in public
facilities because of societal restrictions. More research is
needed to understand how safety concerns could be alleviated.
In addition, technology users of all ages should be equipped
with knowledge of online privacy and security as a new set of
cyber security skills are needed in the increasingly digital society
[86].

Conclusion
According to the results of this population-based cross-sectional
survey study in the era of COVID-19, patients without long-term
illnesses, those not referred to electronic health care services,
and those in need of guidance on the use of online social and
health care services seem to be more likely nonusers of the
Finnish nationwide patient portal My Kanta. Moreover, poor
health and security concerns seem to be associated with
dissatisfaction with the service. Interventions to promote referral
to electronic health care services by professionals are needed.
Attention must be paid to information security of the service as
well as the alleviation of the patients’ privacy concerns.
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Abstract

Background: Tyrosine kinase inhibitors (TKIs) have achieved revolutionary results in the treatment of a wide range of tumors,
and many studies on this topic continue to be published every year. Some of the published reviews provide great value for us to
understand TKIs. However, there is a lack of studies on the knowledge structure, bibliometric analysis, and visualization results
in TKIs research.

Objective: This paper aims to investigate the knowledge structure, hotspots, and trends of evolution of the TKIs research by
co-word analysis and literature visualization and help researchers in this field to gain a comprehensive understanding of the
current status and trends.

Methods: We retrieved all academic papers about TKIs published between 2016 and 2020 from the Web of Science. By counting
keywords from those papers, we generated the co-word networks by extracting the co-occurrence relationships between keywords,
and then segmented communities to identify the subdirections of TKIs research by calculating the network metrics of the overall
and local networks. We also mapped the association network topology, including the network within and between TKIs
subdirections, to reveal the association and structure among varied subdirections. Furthermore, we detected keyword bursts by
combining their burst weights and durations to reveal changes in the focus of TKIs research. Finally, evolution venation and
strategic diagram were generated to reveal the trends of TKIs research.

Results: We obtained 6782 unique words (total frequency 26,175) from 5584 paper titles. Finally, 296 high-frequency words
were selected with a threshold of 10 after discussion, the total frequency of which accounted for 65.41% (17,120/26,175). The
analysis of burst disciplines revealed a variable number of burst words of TKIs research every year, especially in 2019 and 2020,
such as HER2, pyrotinib, next-generation sequencing, immunotherapy, ALK-TKI, ALK rearrangement. By network calculation,
the TKIs co-word network was divided into 6 communities: C1 (non-small–cell lung cancer), C2 (targeted therapy), C3 (chronic
myeloid leukemia), C4 (HER2), C5 (pharmacokinetics), and C6 (ALK). The venation diagram revealed several clear and continuous
evolution trends, such as non-small–cell lung cancer venation, chronic myeloid leukemia venation, renal cell carcinoma venation,
chronic lymphocytic leukemia venation. In the strategic diagram, C1 (non-small–cell lung cancer) was the core direction located
in the first quadrant, C2 (targeted therapy) was exactly at the junction of the first and fourth quadrants, which meant that C2 was
developing; and C3 (chronic myeloid leukemia), C4 (HER2), and C5 (pharmacokinetics) were all immature and located in the
third quadrant.

Conclusions: Using co-word analysis and literature visualization, we revealed the hotspots, knowledge structure, and trends of
evolution of TKIs research between 2016 and 2020. TKIs research mainly focused on targeted therapies against varied tumors,
particularly against non-small–cell lung cancer. The attention on chronic myeloid leukemia and pharmacokinetics was gradually
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decreasing, but the focus on HER2 and ALK was rapidly increasing. TKIs research had shown a clear development path: TKIs
research was disease focused and revolved around “gene targets/targeted drugs/resistance mechanisms.” Our outcomes will
provide sound and effective support to researchers, funders, policymakers, and clinicians.

(JMIR Med Inform 2022;10(4):e34548)   doi:10.2196/34548

KEYWORDS

TKIs; coword analysis; literature visualization; NSCLC; targeted therapy; CML; topics distribution; HER2; pharmacokinetics

Introduction

Background
Tyrosine kinases (TKs) are a collective term for dozens of
kinases encoded by multiple genes, which can phosphorylate
tyrosine residues in cells [1]. Based on varied cellular
localizations, the TKs family is divided into receptor tyrosine
kinases (RTKs) [2] and non-RTKs [3]. RTKs consist of 20
subfamilies (eg, epidermal growth factor receptor or EGFR [4],
vascular endothelial growth factor receptor or VEGFR [5]),
whereas non-RTKs include 10 subfamilies such as ABL, SRC,
and CSK [6]. TKs have the common activity to catalyze the
transfer of γ-phosphate groups on adenosine triphosphate to the
tyrosine residues of a variety of target proteins [1,3-7], and this
process plays a key role in signal transduction within the cell.
Abnormal activities of TKs are closely associated with
proliferation, invasion, metastasis, apoptosis, and tumor
angiogenesis in non-small–cell lung cancer (NSCLC) [8],
chronic myeloid leukemia (CML) [2,9], and many other tumors.
Therefore, TKs have become excellent targets for tumor therapy.

Tyrosine kinase inhibitors (TKIs) are a class of small-molecule
compounds that can specifically inhibit TKs. They can penetrate
through the cell membrane and block the signaling pathway of
tumor proliferation, with some TKIs also capable of inhibiting
angiogenesis [1,10]. TKIs have revolutionized the treatment of
a variety of tumors [10-12]; for example, imatinib has been a
typical pioneer in successfully translating oncogene research
into molecular targeted therapy. Now, TKIs have developed to
the fourth generation, which aims to overcome drug resistance
due to T790M and C797S mutations [13]. More than 30
small-molecule TKIs have been approved for marketing by the
US Food and Drug Administration (FDA), and hundreds of
drug candidates are in various stages of clinical trials [13-15].
Therefore, this article aims to understand the development
process of TKIs research, identify the main research directions,
and analyze the potential research hotspots.

Co-word analysis is a content analysis method to study the
knowledge structure and evolutionary patterns of various fields.
It can facilitate researchers to identify hotspots, composition,
paradigms, and evolution of a field by calculating the word pairs
and co-occurrence of noun phrases in the literature [16-18].
This method has been used widely in medical bibliometric
analysis, such as precision medicine [16], neonatal
ischemic-hypoxic encephalopathy [19], stem cell research [20],
neural stem cells [17], tumor immunotherapy [18], disaster
medicine [21], medical big data [22], surgical robotics [23],
epilepsy genetics [24]. We propose to use the co-word analysis
and literature visualization to explore the knowledge structure,
evolution trends, and associations among subtopics of TKIs

research, aiming to help clinicians and scholars have a
comprehensive understanding of TKIs and to give suggestions
for research and usage of TKIs.

Literature Review
In recent years, targeted therapies have become a hotspot in the
development of antitumor drugs with their advantages of high
selectivity and low side effects [25,26]. TKIs are revolutionary
targeted drugs that inhibit tumor proliferation by interfering
with or inhibiting specific proteins within cancer cells, thus
exerting prominent antitumor effects [1-3]. Among them,
imatinib was the first targeted antitumor drug [27], which was
first approved in 2001 for the treatment of BCR-ABL–positive
and Philadelphia chromosome–positive CML [3,6]. And then,
the first-, second-, and third-generation TKIs, represented by
gefitinib, dasatinib, and osimertinib, have been validated in
hundreds of clinical trials and approved for marketing
[10-12,28,29].

Genetic testing has been developed rapidly. Next-generation
sequencing allows for sequencing genome and exome within
days and makes it possible to identify patients with druggable
mutations quickly and precisely [30]. Meanwhile,
multidisciplinary collaboration between pharmacology and
clinical science has brought a leap forward in basic research
and clinical applications of TKIs. First, tumor-targeted therapies
are the most established area for TKIs, especially in the
treatment of lung cancer [12,15,31,32] and leukemia
[10,11,28,29]. TKIs have improved the quality of life and
extended survival in patients with advanced NSCLCs [33].
Imatinib and gefitinib have become first-line drugs due to their
outstanding clinical efficacy in patients with BCR-ABL–positive
CML [10,11,28,29]. Second, clinical trials of various drugs
targeting HER2 and ALK (eg, trastuzumab [34,35], palivizumab
[36], ceritinib [37]) have manifested excellent effects. Third,
pharmacokinetics is another focus of TKIs research.
Optimization and selectivity study is an important direction for
continuing clinical trials after the launch of many TKIs. Besides,
individualized blood concentration monitoring is important for
patients with poor efficacy or severe side effects [38].

Previous Efforts
In recent years, TKIs have been widely used for tumor-targeted
therapies. Numerous research efforts helped clinicians and
scholars better understand TKIs and facilitated the clinical
translation of study outcomes.

Based on recent reviews, the current status of TKIs research is
summarized as follows: First, resistance to TKIs is becoming
increasingly prominent, of which genetic mutations (eg, T790M
[39,40], C797S [13], D761Y [41], L747S [42]) are the main
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cause. It has become essential to find new molecular
mechanisms underlying resistance to TKIs and to establish
individualized dosing regimens. Second, the application of drugs
such as erlotinib [43], osimertinib [15,33], and gefitinib [44]
has gradually matured and occupied an important position in
the treatment of various tumors such as NSCLCs [11,12]. Third,
drugs targeting HER2 and ALK continue to emerge, which
offers new hope for solving the plague of drug resistance
[45,46]. To date, hundreds of new TKIs candidates are in various
stages of clinical research [47].

Rationale for the Study
Research on TKIs continues to grow to benefit more patients.
However, there is still a lot of uncharted territories to explore
in TKIs research. How to discover new biomarkers of TKIs?
How many new applications of TKIs have been discovered?
How to select TKIs with better clinical effects and fewer side
effects for targeted therapy? How to overcome multidrug
resistance in patients with tumors? How to individualize the
use of TKIs in precision medicine? All these questions need
scientific bibliometric analysis based on the results of TKIs
research. The purpose of our study is to address the following
questions:

1. What is the overall knowledge structure of TKIs research?
2. What are the subdirections of TKIs research and how do

they interact with each other?
3. What are the evolutionary status and development trends

of TKIs research in the temporal dimension?

Methods

Data Collection and Processing
It is well known that Web of Science Core Collection (WOSCC)
is the most extensive and comprehensive academic literature
database, so we used keywords including “Tyrosine kinase
inhibitor, Tyrosine kinase inhibitors, TKI, TKIs, Tyrosine
kinases inhibitors, Tyrosine kinases inhibitors” in WOSCC to
precisely search all studies about TKIs by limiting the period
to 2016-2020 and the literature types to journal papers, reviews,
and conference papers. The specific search formula was
“(TS=(‘Tyrosine kinase inhibitor’ OR ‘Tyrosine kinase
inhibitors’ OR ‘TKI’ OR ‘TKIs’ OR ‘Tyrosine kinases
inhibitors’ OR ‘Tyrosine kinases inhibitor’)) AND
LANGUAGE: (English) Refined by: DOCUMENT TYPES: (
ARTICLE OR REVIEW OR PROCEEDINGS PAPER )
Timespan: 2016-2020. Indexes: SCI-EXPANDED, SSCI,
A&HCI, CPCI-S, CPCI-SSH, ESCI, CCR-EXPANDED, IC.”

A total of 13,895 documents were retrieved and exported in the
tab-delimited (Win) format. Next, the records containing the
aforesaid search terms in the titles or keywords were retained,
while those without keywords and with search terms appearing
only in the abstracts were excluded [16,48]. Finally, 5584
records were obtained for the subsequent co-word network
analysis (Figure 1).

Figure 1. Search procedure for documents in TKIs research. DE: descriptor; TKI: tyrosine kinase inhibitor; TI: title; WOSCC: Web of Science Core
Collection.
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Because there are irregularities and inconsistencies in the writing
of keywords submitted by the authors themselves in WOS, it
is necessary to preprocess them. First, this paper aims to depict
the research status of TKIs by using other terms associated with
TKIs, so TKI itself as well as the synonyms and hypernyms of
TKI were removed. Keywords whose meaning is broad (eg,
review, development, problem) were also removed. Second, the
co-word analysis generally targets high-frequency keywords
and their relationships, as keywords with very low frequencies
cannot reflect the main direction of this research. Therefore,
this paper (1) generated a list of keywords by
frequency-descending order and (2) then defined the threshold
of high-frequency keywords according to the cumulative
percentage of frequencies in the list [48]. In the next step, (3)
keywords with frequencies below the threshold were merged
into the words with the closest meanings; besides, words with
the same meaning but different forms were merged, such as
“BCR-ABL TKI” to “BCR-ABL” and “epidermal growth factor
receptor” to “EGFR.” Finally, (4) after deduplicating the merged
keywords, a new list of keyword frequencies was generated.

Network Construction and Analysis
The keywords in a paper are an accurate description of its main
content, so mining keywords and their relationships can help
reveal the hidden connotation of a research field [49]. If 2 words
co-occur in the same connotation unit (eg, keywords in a paper),
they are related or similar in connotation and have consistency
in connotation expression. Their co-occurrence frequency is
equal to the number of papers that contain them at the same
time, and the greater the frequency, the stronger the semantic
association between them [50]. By constructing co-word
networks and performing structural analysis and visualization,
co-word analysis can effectively reveal the underlying
connotations, research structures, and even evolutionary trends
of a research field [51].

In this paper, the above preprocessed data were imported into
SCI2 [52] for frequency statistics and co-word network
generation (.net format). Then, the .net file was imported into
the network analysis tool Pajek [53] to calculate network
indicators, including centralization and centrality [54], density
[55], and the clustering coefficient [56], and to perform
community segmentation to identify major subdirections.
Centralization refers to the centripetal or consistency of the
co-word network as a whole, while centrality reflects the
keywords’ position in the network and their ability to influence
and control the network [54]. Density represents the degree of
association of the network as a whole, and the stronger the
association, the more mature the research field. The clustering
coefficient reflects the possibility that words will cluster into
classes depending on the association and its strength, and the
possibility that the network will be distinctly divided into several
subnetworks or subclasses. Combined with the community
segmentation algorithm (Louvain) [57], the co-word network
will be divided into distinctive communities, each of which
represents a subdirection, with strong ties within the
communities and loose ties between the communities, reflecting
a greater concentration or consistency in the connotative
associations of words within the community. Keywords are
tightly linked within communities and loosely linked between

communities, reflecting that keywords possess more focused
or consistent connotations within communities.

Mapping and Visualization
To show the structure and characteristics of the TKIs research
more intuitively and clearly, we visualized the topology,
evolutionary venations, and development trend of the co-word
network.

First, the visualization of the network topology was performed.
VOSviewer [58] was used for the multilevel presentation of
co-word networks and communities, including the
intercommunity and intracommunity association network graphs.
In the network graphs, nodes represent keywords or
communities, and edges represent co-occurrence relationships
between words or communities. The size of nodes and the
thickness of lines are proportional to the frequency of keywords
and the scale of communities, respectively, and the nodes and
lines belonging to different communities are distinguished by
different colors. These network diagrams visualize the
importance and association relationships of keywords or
communities in TKIs and help to analyze the distribution and
structural characteristics of TKIs research.

Second, the visualization of evolutionary venations was
performed. We divided each year’s records into several
communities. Then we used Cortext [59] to calculate the
overlapping relationships between communities in adjacent
years and connected them through “tubes.” In the tube diagram,
bars of different colors and sizes represent communities of
different sizes, and the tubes connected by several bars represent
the continuation of the research theme, which can be considered
as evolutionary venations. The evolutionary trends of TKIs
research over time are visualized by graphically characterizing
the continuity, convergence, and divergence of communities.

Third, the visualization of the developmentary degree of the
subdirections of TKIs research was performed. These research
communities can be considered as subdirections of TKIs
research, and each community or subdirection exhibits specific
development status depending on the density and centrality. So,
we drew a 2D strategic diagram based on the calculation of the
density and centrality of each community. The strategic diagram
took centrality, which represented the core degree of research
directions in TKIs, as the horizontal axis, and density, which
represented the developmental maturity of research directions,
as the vertical axis, and the mean of community density and
centrality as the origin. Ultimately, communities were mapped
into 4 quadrants to visualize the degree of centrality and maturity
of different research directions in TKIs.

Fourth, the visualization of burst words was performed. The
changes in keyword frequency fluctuate significantly, with some
of the words appearing in sudden bursts, reflecting the existence
of distinct epochal characteristics of TKIs research. Therefore,
we detected keyword bursts and combined their burst weights
and durations to reveal changes in the focus of TKIs research
[60].
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Results

Themes Involved in TKIs Research
We extracted 10,956 unique keywords from the 5584 available
paper titles, and their total frequency was 28,743 (Figure 2).
After preprocessing, 6782 unique words with a total frequency
of 26,175 were left. After several rounds of testing and
discussion, the threshold value of high-frequency words was
taken as 10 in this paper. So after merging the keywords with
frequencies lower than 10 into their superordinate words, we
finally obtained 296 keywords for the subsequent co-word
analysis (Table 1 and Multimedia Appendix 1). These 296
keywords, whose total frequency accounted for 65.41%
(17,120/26,175), can represent the mainstream of TKIs research

in the past 5 years and can also reflect a strong concentration
trend of TKIs research.

Burst keywords can represent important changes in TKIs
research. Figure 3 shows a varying number of burst words in
TKIs research each year, whose duration is expressed in terms
of the length of the horizontal bar and weight in terms of the
area. As can be seen from Figure 3, a variable number of
emergent terms have appeared in TKIs research every year since
2016, especially in 2019 and 2020, indicating the emergence
of new research themes in this field every year. The greater
weight of burst words in 2020-2021 (eg, HER2, pyrotinib,
next-generation sequencing, COVID-19, immunotherapy,
ALK-TKI, ALK rearrangement, cell-free DNA, liquid biopsy,
personalized medicine) suggests that these words in TKIs
research were extensively explored by researchers in 2020.

Figure 2. Yearly number of papers and words related to tyrosine kinase inhibitor (TKI) research (2016-2020).
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Table 1. Top 30 keywords in papers related to tyrosine kinase inhibitor (TKI) research.

FrequencyWordsRanking

1344“Non-small cell lung cancer”1

916“EGFR”2

586“Chronic myeloid leukemia”3

506“EGFR-TKI”4

404“EGFR mutation”5

370“Lung cancer”6

299“Erlotinib”7

283“Imatinib”8

261“Osimertinib”9

257“Gefitinib”10

256“Targeted therapy”11

227“Renal cell carcinoma”12

219“Sunitinib”13

207“Lung adenocarcinoma”14

201“Mutation”15

192“Resistance”16

186“Afatinib”17

183“Chemotherapy”18

175“Cancer”19

162“Dasatinib”20

159“Drug resistance”21

156“T790M”22

156“ALK”23

136“Brain metastasis”24

134“Tumor”25

128“BCR-ABL”26

121“Nilotinib”27

120“Crizotinib”28

119“HER2”29

113“Apoptosis”30
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Figure 3. Burst disciplines of TKI research from 2016 to 2021. TKI: tyrosine kinase inhibitor; VEGFR: vascular endothelial growth factor receptor.

Correlation Structure of Keywords in TKIs Research

Overview
Our analysis revealed that the co-word network consisting of
the 296 keywords was exactly the maximal connected subgraph,
that is, none of the high-frequency words in TKIs research is
isolated, and all of them have paths associated with others,
indicating that the research topics in this field form a whole that
is interrelated and interact with each other.

Indicators of the Correlation Network
The overall indicators of the co-word network are shown in
Table 2. The average degree of the network is 49.58, which
means that a keyword in TKIs research is directly associated
with 49.58 other keywords on average. These 49.58 keywords
represent 16.75% of the entire network, which is a relatively
small percentage, indicating that the range of intertopic
associations in TKIs research is not extensive. The high degree
of centralization of the network indicates a strong tendency to
be centripetal or concentrated; the high closeness centralization
and low betweenness centralization indicate that keywords are
most directly related to each other rather than indirectly related;
the high clustering coefficient indicates that keywords are likely
to cluster into communities with certain words as the core.

Collectively, TKIs research has clustered in certain specific
subdirections in recent years, between which the distinction is
obvious. However, the density of the current co-word network
is not high, that is, the keywords are not closely related to each
other, which indicates that TKIs research is more seriously
fragmented and does not form a unified and mature research
identity. We further divided the TKIs co-word network into 6
communities and calculated the module degree [61] to ensure
a good division.

The network indicators of the keywords reflected their position
and role in the TKIs co-word network (Table 3). Non-small cell
lung cancer, EGFR, targeted therapy, lung cancer, EGFR-TKI,
erlotinib, chemotherapy, cancer, sunitinib, and resistance all
appear in the top 10 list of degree centralization and closeness
centralization. The research topics associated with these words
play an important role and have a strong influence on the whole
field, while other words are likely to be clustered into a
community with the above words as the core, forming a
distinctive research subdirection. In addition to resistance, the
above words also appear in the top 10 list of betweenness
centralization, which serves as “bridges” in TKIs research,
suggesting that more collaborations or synergies between TKIs
research need to pass through these terms.
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Table 2. The whole network indicators.

ValueIndicators

296Number of nodes

7338Number of lines

49.5811Average degree

0.5953Network all degree centralization

0.5265Network all closeness centralization

0.0525Network betweenness centralization

0.4702Network clustering coefficient

0.1681Density

6 (Modularity: 0.3062)Number of communities

Table 3. Top 10 keywords in terms of degree, betweenness, and closeness centrality.

BetweennessWordsClosenessWordsDegreeWordsRanking

0.0552“Non-small cell lung cancer”0.8060“Non-small cell lung cancer”224“Non-small cell lung cancer”1

0.0397“EGFR”0.7642“EGFR”204“EGFR”2

0.0346“Targeted therapy”0.7195“Targeted therapy”180“Targeted therapy”3

0.0320“Chemotherapy”0.7178“Lung cancer”179“Lung cancer”4

0.0291“Lung cancer”0.6958“EGFR-TKI”166“EGFR-TKI”5

0.0251“EGFR-TKI”0.6925“Erlotinib”164“Erlotinib”6

0.0216“Erlotinib”0.6876“Chemotherapy”161“Chemotherapy”7

0.0214“Sunitinib”0.6751“Cancer”153“Cancer”8

0.0211“Imatinib”0.6720“Sunitinib”151“Sunitinib”9

0.0206“Cancer”0.6585“Resistance”142“Resistance”10

Analysis of Thematic Communities
Depending on the association between keywords, TKIs are
divided into 6 clusters or communities with certain important
terms at their core. They are C1 (NSCLC); C2, targeted therapy;
C3, CML; C4, HER2; C5, pharmacokinetics; and C6, ALK
(Table 4). These 6 communities represent the subdirections of
TKIs research in 2016-2020. They are each closely associated
within but loosely associated with each other.

In terms of size, the subdirections of TKIs research can be
divided into 3 echelons (Table 5). The first echelon includes
C1 (NSCLC), which contains EGFR, EGFR-TKI, EGFR
mutation, lung cancer, erlotinib, etc.; and C2 (targeted therapy),
which contains renal cell carcinoma, sunitinib, chemotherapy,
cancer, tumor, etc. These 2 major subdirections contain the
largest number of keywords and the largest sum of frequencies,
which are the main subdirections of TKIs research. The second
echelon includes C3 (CML), which contains imatinib, dasatinib,
BCR-ABL, nilotinib, gastrointestinal stromal tumor, etc.; C4
(HER2), which contains apoptosis, breast cancer, lapatinib,
autophagy, combination therapy, etc.; and C5

(pharmacokinetics), which contains ibrutinib, metabolism,
molecular docking, plasma, drug-drug interaction, etc. These 3
communities are involved in research topics that are also
important for TKIs research. Keywords from these 3
communities are also important themes in TKIs research. The
third echelon only contains C6 (ALK), including crizotinib,
Met, RTK, ROS1, and ALK-TKI. C6 is still in its infancy, which
occupies only a little weight in TKI research.

The varying centrality and density of each community further
illustrate that there are sharply differentiated subdirections in
TKIs research (Table 5). For example, C1 (NSCLC) and C2
(targeted therapy) have the highest centrality, which are the core
subdirections in TKIs research. Besides, C1 (NSCLC) and C2
(targeted therapy) have the highest density and are the most
developed subdirections in TKI research. Furthermore, the
internal density of each community is higher than the density
of the whole TKIs co-word network, which also indicates that
each subdirection is tightly connected internally but loosely
connected to each other. The centrality and density of C6 (ALK)
do not have comparative value due to its small size.
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Table 4. Topic communities related to tyrosine kinase inhibitor (TKI) research.

WordsaCommunity

“Non-small cell lung cancer”; “EGFR”; “EGFR-TKI”; “EGFR mutation”; “lung cancer”; “erlotinib”; “osimertinib”; “gefitinib”;
“lung adenocarcinoma”; “mutation”; “resistance”; “afatinib”; “drug resistance”; “T790M”; “brain metastasis”; “acquired resis-
tance”; “next-generation sequencing”; “adenocarcinoma”; “T790M mutation”; “circulating tumor DNA”; “icotinib”; “liquid
biopsy”; “epithelial-mesenchymal transition”; “EGFR-TKI resistance”; “sequencing”; “small cell lung cancer”; “case report”;
“bevacizumab”; “gefitinib resistance”; “pemetrexed”; “squamous cell carcinoma”; “KRAS”; “epidermal growth factor”; “real-
world study”; “leptomeningeal metastasis”; “advanced NSCLC”; “cost-effectiveness”; “rebiopsy”; “dacomitinib”; “IGF-1R”;
“STAT3”; “droplet digital PCR”; “whole-brain radiotherapy”; “pleural effusion”; “BIM”; “uncommon mutation”; “polymor-
phism”; “Met amplification”; “first-line treatment”; “EGFR exon 20”; “computed tomography”; “cell-free DNA”; “TP53”;
“radiosurgery”; “cisplatin; “docetaxel”; “leptomeningeal carcinomatosis”; “skin rash; “exosomes”; “cerebrospinal fluid”;
“exon 19 deletion”; “exon 19”; “cetuximab”; “metformin”

C1-64

“Targeted therapy”; “renal cell carcinoma”; “sunitinib”; “chemotherapy”; “cancer”; tumor”; “metastasis”; “sorafenib”; “prog-
nosis”; “pazopanib”; “hepatocellular carcinoma”; “lenvatinib”; “apatinib”; “immunotherapy”; “toxicity”; “metastatic renal cell
carcinoma”; “radiotherapy”; “VEGF”; “progression-free survival”; “biomarker”; “angiogenesis”; “overall survival”; “adverse
event”; “carcinoma”; “meta-analysis”; “sarcoma”; “VEGFR2”; “oncology”; “cabozantinib”; “renal cancer”; “VEGFR-TKI”;
“PD-L1”; “VEGFR”; “clinical trial”; “axitinib”; “immune checkpoint inhibitor”; “molecular targeted therapy”; “thyroid cancer”;
“FGFR”; “PDGFR”; “Phase I clinical trial”; “cardiotoxicity”; “vandetanib”; “regorafenib”; “angiogenesis inhibitor”; “PD-1”;
“ovarian cancer”; “colorectal cancer”; “hypertension”; “anlotinib”; “bone metastasis”; “microRNA”; “recurrence”; “soft tissue
sarcoma”; “mTOR”; “hypoxia”; “anti-angiogenesis”; “nivolumab”; “prognostic factor”; “AXL”; “RET”; “phase II clinical
trial”; “everolimus”; “melanoma”; “anaplastic thyroid cancer”; “differentiated thyroid cancer”; “receptor TKI”; “clear cell renal
cell carcinoma”; “medullary thyroid cancer”; “cancer therapy”; “mTOR inhibitor”; “kidney”; “adjuvant”; “tumor microenvi-
ronment”; “solid tumor”; “treatment response”; “multitargeted TKI”; “neutrophil-lymphocyte ratio”; “toceranib”; “multikinase
inhibitor”; “antiangiogenic therapy”; “monoclonal antibody”; “sequential treatment”; “osteosarcoma”; “neoplasm metastasis”;
“tolerability”; “esophageal cancer”; “hypothyroidism”; “circulating tumor cell”; “neoadjuvant therapy”; “Met TKI”; “PDGF”;
“paclitaxel”; “neuroblastoma”; “oligoprogression”; “cervical cancer”; “pembrolizumab”

C2-97

“chronic myeloid leukemia”; “imatinib; dasatinib”; “BCR-ABL”; “nilotinib”; “gastrointestinal stromal tumor”; “acute myeloid
leukemia”; “leukemia”; “molecular response”; “ponatinib”; “acute lymphoblastic leukemia”; “Philadelphia chromosome”;
“TKI resistance”; “FLT3”; “kit”; “quality of life”; “adherence”; “head and neck squamous cell carcinoma”; “imatinib resistance”;

“stem cell transplantation”; “leukemia stem cell”; “bosutinib”; “stem cell”; “Ph+ALL”; “treatment-free remission”; “protein
kinase inhibitor”; “pulmonary arterial hypertension”; “minimal residual disease”; “PDGFRA”; “discontinuation”; “T315I”;
“adverse drug reaction”; “chronic phase”; “cytokine”; “interferon”; “c-Kit”; “midostaurin”; “single nucleotide polymorphism”;
“ruxolitinib”; “BCR-ABL mutation”; “kit mutation”; “treatment discontinuation”; “rechallenge”; “Src tyrosine kinase”; “BCR-
ABL TKI”; “patient-reported outcome”

C3-46

“HER2”; “apoptosis”; “breast cancer”; “lapatinib”; “autophagy”; “combination therapy”; “neratinib”; “c-Met”; “gastric cancer”;
“glioblastoma”; “AKT”; proliferation”; “nanoparticles”; “ERK”; “pancreatic cancer”; “reactive oxygen species”; “cancer stem
cell”; “chemoresistance”; “Src”; “hepatotoxicity”; “oxidative stress”; “cell cycle”; “pyrotinib”; “radiation”; “PI3K”; “mitochon-
dria”; “trastuzumab”; “migration”; “NF-kappa B”; “gemcitabine”; “drug delivery”; “glioma”; “triple-negative breast cancer”;
“diarrhea”; “adjuvant therapy”; “metastatic breast cancer”; “PI3K/AKT”; “invasion”

C4-38

“Pharmacokinetics”; “ibrutinib”; “metabolism”; “molecular docking”; “plasma”; “drug-drug interaction”; “P-glycoprotein”;
“therapeutic drug monitoring”; “Bruton tyrosine kinase”; “BTK inhibitor”; “nintedanib”; “chronic lymphocytic leukemia”;
“positron emission tomography”; “LC-MS/MS”; “personalized medicine”; “anticancer”; “lymphoma”; “breast cancer resistance
protein”; “interstitial lung disease”; “spleen tyrosine kinase”; “multidrug resistance”; “molecular dynamics”; “antitumor”;
“lung”; “inflammation”; “diabetes”; “anticancer drug”; “BCL-2”; “bioavailability”; “synthesis”; “human plasma”; “mantle
cell lymphoma”; “idiopathic pulmonary fibrosis”; “virtual screening”; “UPLC-MS/MS”; “pulmonary fibrosis”; “blood-brain
barrier”

C5-37

“ALK”; “crizotinib”; “Met”; “receptor tyrosine kinase”; “ROS1”; “ALK-TKI”; “alectinib”; “ALK rearrangement”; “immuno-
histochemistry”; “lorlatinib”; “BRAF”; “ceritinib”; “resistance mutation”; “brigatinib”

C6-14

aKeywords in each community are listed in descending order of frequency.

Table 5. Indicators of 6 theme communities in tyrosine kinase inhibitor (TKI) research.

DensityAverage degreeTotal frequencyNumber of linesNumber of nodesCommunity

0.398961.8438710681764C1: Non-small–cell lung cancer

0.294654.95884621138697C2: Targeted therapy

0.280736.3696233229746C3: Chronic myeloid leukemia

0.281244.1579122620338C4: HER2

0.235235.8649123016137C5: Pharmacokinetics

0.602050.64296055914C6: ALK
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Visualization of the Correlation Network
The diverse correlation structure within and between each
subdirection of the TKIs research is visualized in Figures 4 and
5. Figure 4 shows that there are differences in the influence of
varied subdirections and that the association between these
subdirections is uneven. C1 (NSCLC) and C2 (targeted therapy)
have the strongest associations with the other subdirections,
which reflect the strong influence of these 2 directions in TKIs
research. The other four subdirections are oriented to C1 and
C2, or depend on them to varying degrees. The association
between C1 and C2 is significantly stronger than that between
other subdirections, so C1 and C2 are the mainstream of current
TKIs research. In particular, C1 is the most central and

influential subdirection in the whole TKIs research, and the
associations between C1 and other directions are generally
strong. Isolated C6 (ALK) is not strongly associated with any
other subdirection except for a closer association with C1.

Figure 5 further shows the correlation structure within each
subdirection, where each term has a different location, function,
and role. Each subdirection has a clear hierarchy, with the most
influential terms at the core, which are important research
themes, and the more distant from the core of the community,
the less important the terms are. For example, EGFR,
EGFR-TKI, EGFR mutation, lung cancer, and erlotinib are
important research themes in C1 (NSCLC), which are closely
related to the other terms or extended to other themes.

Figure 4. Correlation structure of subdirections in tyrosine kinase inhibitor (TKI) research.

Figure 5. The internal correlation network structure of each subdirections in tyrosine kinase inhibitor (TKI) research.
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Evolution Patterns of and Trends in TKIs Research

The Evolutionary Venations of Research Themes
Figure 6 illustrates the historical evolution of TKIs research
themes, which includes both the scale and the clear evolutionary
venation of TKIs research themes. Overall, there are clear
subdirections and good continuity of TKIs research from 2016
to 2020, but their size and distribution are uneven. In the
descending order of size, several major evolutionary venations
are the NSCLC venation (involving apoptosis, gefitinib,
osimertinib, EGFR-TKI, T790M mutation, etc.), the CML

venation (involving BCR-ABL, dasatinib, nilotinib, etc.), the
renal cell carcinoma venation (involving sunitinib, angiogenesis,
sorafenib, regorafenib, pazopanib, immunotherapy, etc.), the
chronic lymphocytic leukemia venation (involving lymphoma,
Bruton tyrosine kinase, ibrutinib, BTK inhibitor, etc.), and the
lapatinib venation (involving breast cancer, next-generation
sequencing, ALK rearrangement, ALK, alectinib, etc.). There
are also isolated, intermittent research themes, such as crizotinib
and ALK in 2016, apoptosis and PI3K/AKT in 2017, molecular
docking and anticancer in 2019, and cabozantinib and AXL in
2020 for the first time as a subdirection.

Figure 6. The evolution of themes of TKIs research over time (2016-2020). BTK: Bruton tyrosine kinase; EGFR: epidermal growth factor receptor;
LC: liquid chromatography; MS/MS: tandem mass spectrometry; TKI: tyrosine kinase inhibitor; VEGFR: vascular endothelial growth factor receptor.

The Developmentary Degree of the Subdirections of
TKIs Research
Based on Table 5, we drew a strategic diagram (Figure 7) to
visualize the developmentary trends of the subdirections in TKIs
research. The C6 community was not drawn in the strategy
diagram due to its small size and noncomparable network
indicators. As shown in Figure 7, we plotted the nodes of
different sizes to represent the total frequencies of the varied
subdirections of TKIs research and distributed them in 4

quadrants according to their density and centrality. C1 (NSCLC)
is in the first quadrant due to its high density and centrality,
again indicating that this community is the core direction and
most developed in TKIs research. C2 (targeted therapy) is
located exactly at the junction of the first and fourth quadrants,
which means that C2 is also the core direction of TKIs research,
but is in the process of maturing. C3 (CML), C4 (HER2), and
C5 (pharmacokinetics) are all in the third quadrant, with
relatively low centrality and density, which indicates that they
are at the margins of TKIs research and are immature.
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Figure 7. The relative development status and trends of 5 subdirections in the strategic diagram.

Discussion

Principal Findings
With the continuous progress of medical field, the targeted drugs
(ie, TKIs) have made great development in basic research and
have been widely used for clinical applications. Based on the
results of the co-word analysis, we have a better understanding
of the main research directions of TKIs and thus can accurately
assess their maturity, centrality, and interactions. First, in
general, TKIs research is unbalanced. The 296 words we
selected from 6782 words accounted for 65.41% of the total
word frequency and have a greater impact. Since the first TKIs
were introduced, researchers have focused on some hot terms
such as NSCLC, EGFR, CML, EGFR-TKI, EGFR mutation,
erlotinib, imatinib, osimertinib, gefitinib, targeted therapy, renal
cell carcinoma, resistance. These terms can be broadly classified
into the following categories: clinical applications (eg, NSCLC,
CML, renal cell carcinoma, lung adenocarcinoma), genetic
studies (eg, EGFR, EGFR mutation, BCR-ABL), typical drugs
(eg, erlotinib, imatinib, gefitinib, sunitinib, afatinib, dasatinib,
osimertinib, nilotinib), and chemotherapy and drug resistance
(eg, targeted therapy, resistance, chemotherapy, drug resistance).
These terms not only reflect the areas of interest of researchers
but also indicate the trends of TKIs research.

Based on the visualized co-word network, we found that the
research topics tend to be clustered around a few keywords,
eventually forming a hierarchical and relatively balanced
thematic community. The thematic communities of the TKIs
consist of C1 (NSCLC), C2 (targeted therapy), C3 (CML), C4
(HER2), C5 (pharmacokinetics), and C6 (ALK). There is also
an imbalance between communities. First, the C1 and C2
communities are the main areas of TKIs research because of
their high centrality and frequency. Among them, C1 (NSCLC),
the largest thematic community, has received a lot of attention
from scholars. From gene targets (eg, KRAS, EGFR, TP53,

BIM) to signaling pathways (eg, IGF-1R, STAT3), from
conventional chemotherapy (eg, cisplatin, docetaxel,
pemetrexed) to targeted drugs (eg, erlotinib osimertinib,
gefitinib), scholars have studied NSCLC in increasing depth.
C2 (targeted therapy) indicates that TKIs are widely used in
targeted therapies, and the application of TKIs has been
extended to lung cancer [12,31,32], breast cancer [62], renal
cancer [63,64], liver cancer [65], ovarian cancer [66], colorectal
cancer [67], leukemia [11,28,29], thyroid cancer [68,69],
cervical cancer [70], and many other tumors. Chemotherapy
regimens containing TKIs were effective in reducing tumor
metastasis and recurrence and improving the overall survival
of patients [12,31]. The use of TKIs will be further expanded
to more tumor types as more clinical trials are conducted.

Second, C3 and C5 communities have declined during the
development of TKIs, both of which are in a marginal position
in the strategic diagram. Among C3 (CML), imatinib is the first
targeted antitumor drug that was first approved by the FDA in
2001 for patients with BCR-ABL–positive CML
[10,11,28,29,71]. With the emergence of drug resistance,
dasatinib [72], which targets the SRC, and nilotinib [73], which
targets BCR-ABL, have been applied to patients who are
resistant. Research on CML has been conducted for a long time
and this field is now mature, so the application of TKIs has
gradually expanded from CML to other diseases, which is
leading to the gradual marginalization of the C3 community.
C5 (pharmacokinetics) is an important interdisciplinary
discipline related to TKIs, which is widely involved in the
development process of TKIs [74,75]. However, as
small-molecule drugs, the absorption, transport, distribution,
and transformation of most TKIs in vivo have been clearly
studied. Meanwhile, several new technologies in molecular
biology (eg, molecular docking [76] and virtual high-throughput
screening [77]) are used increasingly more, so C5
(pharmacokinetics) is gradually fading.
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Despite the gradual decline of the C3 and C5 communities, new
research areas such as C4 (HER) and C6 (ALK) have flourished
in recent years. The overexpression, amplification, and
mutations of HER2 have been found in a variety of tumors
including breast cancer and NSCLC [45], and targeting HER2
has achieved excellent efficacy in breast cancer [62]. Although
several early drugs targeting HER2 had poor efficacy in NSCLC
[34,36,45], the advent of newer-generation HER2-targeting
drugs such as poziotinib [78] and pyrotinib [79,80] exhibited
good antitumor effects in clinical trials. Scholars are increasingly
interested in targeting HER2 in NSCLC, while research on
HER2 for breast cancer is relatively well established. Therefore,
C4 may evolve in different directions in the future. The C6
(ALK) community is small but promising. ALK mutations,
especially rearrangements, exhibit strong translational activity
in NSCLC [81]. ALK-targeted agents such as alectinib [82] and
brigatinib [83] have shown extraordinary efficacy in
ALK-positive NSCLC and have become the first-line therapies
[84]. Lorlatinib, an ALK inhibitor [85], appears as a burst word
in 2020, and ALK-TKI and ALK rearrangement have a high
weight from 2019 to 2020 (Figure 3), both of which indicate
the rapidly rising attention on ALK. In addition, there are still
several ALK-targeted drugs in development, so more literature
on ALK will be published in the future and the C6 community
will grow further.

We found several evolutionary venations by analyzing the
evolution of themes of TKIs research over time. These highly
concentrated evolutionary venations indicate scholars’
continuous and steady focus on NSCLC, CML, renal cell
carcinoma, chronic lymphocytic leukemia, etc. These different
evolutionary lines show a clear development path: TKIs research
is disease focused and revolved around “gene targets/targeted
drugs/resistance mechanisms.” For example, in the CML
venation, investigators focused on the BRC-ABL in 2016 and
on dasatinib and nilotinib in 2017-2020, which could both target
BCR-ABL and overcome imatinib resistance [72,73]. In the
NSCLC venation, investigators focused on EGFR genes in 2016,
on EGFR-TKIs represented by osimertinib in 2017-2019, and
on resistance mechanisms represented by T790M in 2020. In
the renal cell carcinoma venation, investigators continued to
focus on various TKIs such as sunitinib, sorafenib, regorafenib,
and pazopanib, and also paid attention to gene targets such as
PDGFR, FGFR, c-Kit, and VEGF, and multidrug resistance. In
the chronic lymphocytic leukemia venation, investigators
focused on B-cell–derived chronic lymphocytic leukemia and
lymphoma in 2016, on the aberrant Bruton tyrosine kinase
(BTK) from B cells in 2017, and on BTK inhibitors such as
ibrutinib that can treat chronic lymphocytic leukemia and
lymphoma in 2018-2020. Moreover, lapatinib, a dual
EGFR/HER2 TKI [86], showed good efficacy in breast cancer,
which made it an independent evolutionary venation in 2017
with continuous attention to date.

In addition to the main few evolutionary venations, we identified
some isolated themes that depict the current state of TKIs
research. Crizotinib gained attention as an ALK inhibitor in
2016, but its popularity declined rapidly due to its poor efficacy

and the emergence of second-generation ALK inhibitors, making
crizotinib and ALK an isolated topic. Circulating tumor DNA
is important for efficacy assessment and prognosis analysis of
tumors. The future trend in TKIs research will likely be to use
next-generation sequencing or liquid biopsy technology to
precisely analyze circulating tumor DNA in cell-free DNA. The
PI3K/AKT pathway plays an important role in cell growth,
proliferation, migration, and angiogenesis, which can be
activated by RTKs. Thus, as one of the mechanisms of TKIs,
the apoptosis and PI3K/AKT venation was noticed in
2017-2018. Cabozantinib is a multitarget TKI that can target 9
genes (eg, AXL, Met) [87], and cabozantinib and AXL appeared
as a separate topic in 2020. Furthermore, the burst words
pyrotinib and anlotinib, which accounted for a relatively large
weight in 2020, are multitarget inhibitors [79,80,88]. This
suggests that multitarget drugs may become an important
direction for the development of TKIs and will likely receive
more attention in the future. Immune checkpoint inhibitors and
TKIs are important drugs for tumors. The combination of PD-L1
inhibitors (eg, pembrolizumab) and TKIs (eg, lenvatinib) in
patients with malignant tumors was more effective than single
drug [89], suggesting that the combination therapy was an
important development direction for future tumor therapy. For
well-known reasons, many patients being treated with TKIs
were co-infected with SARS-CoV-2 in 2020 [90], and it was
also suggested that some TKIs such as BTKs may have
therapeutic effects on COVID-19 [91], which made COVID-19
a burst word in TKIs research. Because of global spread of
COVID-19 in 2021, investigators’ interest in TKIs for patients
infected with SARS-CoV-2 would further increase.

Limitation
Our study also has some limitations: first, our search included
only English literature from 2016 to 2020, while non-English
literature was excluded; second, the co-word analysis did not
take the quality, influence, and rigor of the literature into
account, which was a common shortcoming of such papers
[92-94].

Conclusions
In conclusion, we presented a visualization of TKIs research
during 2016-2020 utilizing co-word analysis and the hotspots,
knowledge structure, and trends of evolution revealed in our
work will help researchers in the field of TKIs to gain a
comprehensive understanding of the current status and trends.
Based on the above results, we speculate that the general status
of TKIs research is as follows: (1) NSCLC and CML are the
most important clinical application areas for TKIs; (2) EGFR
is the most common target gene for TKIs, and EGFR-TKIs are
the most commonly used molecularly targeted TKIs, among
which erlotinib, osimertinib, and gefitinib have gradually
matured; (3) TKIs have become a mature field for targeted
therapeutic applications, and drugs targeting HER2 and ALK
have further expanded the application of TKIs; and (4) drug
resistance remains a major challenge for TKIs. In a nutshell,
our work remains valuable in revealing the knowledge structure
and evolutionary trends of TKIs research.
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Abstract

Background: The recognition of medical entities from natural language is a ubiquitous problem in the medical field, with
applications ranging from medical coding to the analysis of electronic health data for public health. It is, however, a complex
task usually requiring human expert intervention, thus making it expansive and time-consuming. Recent advances in artificial
intelligence, specifically the rise of deep learning methods, have enabled computers to make efficient decisions on a number of
complex problems, with the notable example of neural sequence models and their powerful applications in natural language
processing. However, they require a considerable amount of data to learn from, which is typically their main limiting factor. The
Centre for Epidemiology on Medical Causes of Death (CépiDc) stores an exhaustive database of death certificates at the French
national scale, amounting to several millions of natural language examples provided with their associated human-coded medical
entities available to the machine learning practitioner.

Objective: The aim of this paper was to investigate the application of deep neural sequence models to the problem of medical
entity recognition from natural language.

Methods: The investigated data set included every French death certificate from 2011 to 2016. These certificates contain
information such as the subject’s age, the subject’s gender, and the chain of events leading to his or her death, both in French and
encoded as International Statistical Classification of Diseases and Related Health Problems, Tenth Revision (ICD-10) medical
entities, for a total of around 3 million observations in the data set. The task of automatically recognizing ICD-10 medical entities
from the French natural language–based chain of events leading to death was then formulated as a type of predictive modeling
problem known as a sequence-to-sequence modeling problem. A deep neural network–based model, known as the Transformer,
was then slightly adapted and fit to the data set. Its performance was then assessed on an external data set and compared to the
current state-of-the-art approach. CIs for derived measurements were estimated via bootstrapping.

Results: The proposed approach resulted in an F-measure value of 0.952 (95% CI 0.946-0.957), which constitutes a significant
improvement over the current state-of-the-art approach and its previously reported F-measure value of 0.825 as assessed on a
comparable data set. Such an improvement makes possible a whole field of new applications, from nosologist-level automated
coding to temporal harmonization of death statistics.

Conclusions: This paper shows that a deep artificial neural network can directly learn from voluminous data sets in order to
identify complex relationships between natural language and medical entities, without any explicit prior knowledge. Although
not entirely free from mistakes, the derived model constitutes a powerful tool for automated coding of medical entities from
medical language with promising potential applications.

(JMIR Med Inform 2022;10(4):e26353)   doi:10.2196/26353
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Introduction

Background
The democratization of electronic health record databases has
created countless opportunities to gain precious insights in fields
ranging from precision medicine to public health and
epidemiology. However, these databases still present many
challenges, both technical and methodological, that make their
exploitation cumbersome. As an example, natural language is
extensively present in some health-related databases, while
being notoriously difficult to handle with traditional statistical
methods and preventing most international comparisons due to
language barriers. In order to counter these undesirable
properties, several approaches have been devised. For instance,
by encapsulating most medical entities in a standardized
hierarchical tree structure, the International Statistical
Classification of Diseases and Related Health Problems, Tenth
Revision (ICD-10) [1] offers a powerful and expressive way of
organizing analytics-compatible health databases. On the other
hand, ICD-10 entities are significantly less intuitive for human
users than natural language and require years of training and
practice to handle fluently. As a consequence, the data
production of classification-based medical data is usually
handmade, expansive, and time-consuming. Several attempts
have been made to design artificial intelligence–based systems
that are able to automatically derive medical entities from natural
language, some with quite promising performance [2-4].
However, all of them fall short in automating the complex
production schemes inherent to medical databases, specifically
in regard to their high data-quality standards.

However, recent innovations in deep artificial neural networks
have achieved significant progress in natural language
processing (NLP) [5,6]. In particular, their applications in the
field of machine translation [7-9], fueled by increases in both
data and computing power, repeatedly bring automated systems
closer and closer to human-level performance. Several attempts
have been made to apply these powerful techniques in an
electronic health database setting, most of them with mitigated
success. As an example, the current state of the art in ICD-10
entity recognition from natural language in death certificates
still remains a combination of expert systems and support vector
machine (SVM)–based classical machine learning [2]. Several
explanations exist for this discrepancy between traditional
machine translation and medical entity recognition. First, deep
artificial neural network–based methods are known to require
huge amounts of data for optimal performance. However, most
experiments were either performed with slightly out-of-date
neural architectures or with data set sizes at least an order of
magnitude below what would be typically required [10]. On the
other hand, the Centre for Epidemiology on Medical Causes of
Death (CépiDc) has been storing French death certificates at
the national scale since 2011 in both natural language and
ICD-10–converted formats. The entire database amounts to just
under 3 million death certificates, thus providing considerably

better settings in which to investigate the potential applications
of deep neural networks in medical entity recognition.

This paper formulates the process of ICD-10 entity recognition
from natural language as a sequence-to-sequence (Seq2Seq)
statistical modeling problem and proposes to solve it with a
variation one of the state-of-the-art machine translation neural
architectures, the Transformer. The Methods section focuses
on describing the aforementioned statistical modeling problem
and overall methodology. The Results section reports the results
of the experiments that were performed on the French CépiDc
data set as well as a comparison with the current state of the art.
The Discussion section presents a discussion on the model’s
potential limitations through an error analysis and describes
potential elements for improvement.

Related Work
The task of identifying ICD-10 medical entities from natural
language, whether in French or in any other language, is a
well-investigated problem, where several promising approaches
have already been proposed. Most of these solutions were
published at the Conference and Labs of the Evaluation Forum
(CLEF) eHealth challenge [2,3,10], a competition held annually
where teams compete to solve NLP tasks on medical textual
data. For instance, the task of recognizing ICD-10 entities from
death certificates, in several languages including French, have
been addressed several times over the years in this competition.
So far, when it comes to the task of extracting ICD-10 entities
from French death certificates, the state of the art is held by the
Laboratoire d'Informatique pour la Mécanique et les Sciences
de l'Ingénieur (LIMSI); they used a hybrid approach that
combined data-based dictionaries for feature engineering and
linear SVMs. However, nowadays, most NLP tasks are typically
better handled by neural network–based architectures. These
deep learning–based approaches have been applied to the
problem at hand in this paper, mainly through a range of
Seq2Seq architectures, as follows:

• Recurrent neural network–based encoder-decoder
architectures, either with or without attention [11]

• Convolutional neural network–based encoder-decoder
architectures [12,13]

• Fully attentional, although pretrained, architectures using
a Bidirectional Encoder Representations from Transformers
(BERT) model and transfer learning [14,15].

However, all those techniques, at least when applied to French
data, failed to outperform the LIMSI’s feature
engineering–based approach. A possible explanation for this
observation might lie in the data set that the teams were given.
Indeed, their sample sizes were generally less than 200,000
observations [2]; this is usually far from enough for proper
training of advanced deep learning models, as modern neural
architectures in the neural translation academic literature usually
train on data sets with up to tens of millions of observations [9].
This might also explain why teams using fully attentional
models, which are the current state-of-the-art models in neural
translation, used pretrained architectures and transfer learning
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with BERT instead of training a full neural architecture end to
end in a purely supervised fashion. The latter is exactly what
this paper sets out to investigate and constitutes, at least to the
authors’ knowledge, the first attempt at training a modern, fully
attentional, end-to-end trained model on a data set with a sample
size compliant with the requirements of modern deep learning
methods.

Methods

Ethical Considerations
The use of the mortality data investigated in this paper aligns
with the mission of Inserm to produce national statistics on the
medical causes of death, as listed in Article L2223-42 of the
general code of local authorities (Code général des collectivités
territoriales), after consulting the French National Commission
for Data Protection and Liberties (Commission Nationale de
l'Informatique et des Libertés).

Materials

Overview
The data set used for this study consists of every available death
certificate found in the CépiDc database for the years 2011 to
2016, representing just under 3 million training examples. These
documents record various types of information about their
subjects, including the chain of events leading to the subject’s
death, written by a medical practitioner.

Causal Chain of Death
The causal chain of death constitutes the main source of
information available on a death certificate in order to devise
mortality statistics. It typically sums up the sequence of events

that led to the subject’s death, starting from immediate causes,
such as cardiac arrest, and progressively expanding into the
individual’s past and to the underlying causes of death. The
World Health Organization (WHO) provides countries with a
standardized causal chain of events format, which France
follows, alongside most developed countries. This WHO
standard asks the medical practitioner in charge of reporting the
events leading to the subject’s passing to fill out a two-part form
in natural language. The first part is comprised of four lines, in
which the practitioner is asked to report the chain of events in
inverse causal order (ie, immediate causes are reported on the
first lines, and underlying causes are reported on the last lines).
Although four lines are available for reporting, they do not all
need to be filled. In fact, the last available lines are rarely used
by the practitioner. The second part is comprised of two lines
in which the practitioner is asked to report “any other significant
conditions contributing to death but not related to the disease
or condition causing it” [16] that the subject may have been
suffering from.

In order to counter the language-dependent variability of death
certificates across countries, a preprocessing step is typically
applied to the causal chain of events leading to the individual’s
death, where each natural language–based line on the certificate
is converted into a sequence of codes defined by the ICD-10
[1]. The ICD-10 is a medical classification created by the WHO
that defines 14,199 medical entities (eg, diseases, signs, and
symptoms) distributed over 22 chapters; entities are encoded
with three or four alphanumeric decimal symbols (ie, one letter
and two or three digits), 5615 of which are present in the
investigated data set. Table 1 shows an example of a causal
chain of events, taken from an American death certificate, in
both natural language and ICD-10 formats.

Table 1. Example of a causal chain of events leading to death as written in natural language and as ICD-10 codes.

ICD-10a,b encodingNatural languagePart of form

Part 1

I64 G819Stroke in September left hemiparesisLine 1

S010 W19 S423Fall scalp laceration fracture humerusLine 2

I251Coronary artery diseaseLine 3

I629Acute intracranial hemorrhageLine 4

F03 F329 I10Dementia depression hypertensionPart 2

aICD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.
bSome natural language lines correspond to several ICD-10 codes, whose orders matter in the overall coding process.

As previously mentioned, the process of converting the natural
language–based causal chain of events leading to death into an
ICD-10 format is the main focus of this paper. Consequently,
the latter will be selected as the target variable and the former
as the main explanatory variable for the neural network–based
predictive model that will be further defined.

For reasons related to the underlying cause of death production
process, the natural language–based chain of events and its
ICD-10–encoded counterpart suffer from alignment errors at
the line level, as shown in Table 2. Although qualitatively
deemed quite rare, this misalignment phenomenon brings
sufficient noise into the data set to prevent model convergence
while fitting models with line-level sentence pairs.
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Table 2. Death certificate from showcasing the misalignment phenomenon.

ICD-10a encodingNatural languagePart of form

Part 1

I64 G819Stroke in September left hemiparesisLine 1

S010 W19 S423Fall scalp laceration fracture humerusLine 2

I629b I251Coronary artery diseaseLine 3

N/AcAcute intracranial hemorrhagebLine 4

F03 F329 I10Dementia depression hypertensionPart 2

aICD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.
bThe ICD-10 code related to line 4 has been moved to line 3 by a human coder. Concatenating lines in a backward fashion restores alignment while
preserving ordering.
cN/A: not applicable; the code that was previously here was moved to line 3, leaving this line blank.

In order to bypass this critical flaw in the investigated data set,
a decision was taken to consider as input and target variables
the certificate lines concatenated in a backward fashion (from
part 2 to line 1 in part 1), as can be seen in Figure 1. This slight
change in data format does not significantly alter the problem
at hand, as the investigated model is still trained to recognize
ICD-10–encoded medical entities from natural language. If

anything, the modified modeling problem can be expected to
be more difficult, as both the variance and dimensionality of
both input and target variables have increased. Several methods
are available to retrieve line-level aligned predictions from a
model trained in such a configuration, for instance, using a
combination of transfer learning and pruned tree search.

Figure 1. The original modeling problem and the modified investigated problem. In the original modeling problem (left), each certificate line is taken
as an input variable to predict its corresponding ICD-10 code line. In the modified investigated problem (right), all certificate lines are concatenated
and taken as an input variable to predict the corresponding concatenated ICD-10 code line. Lines 1-5 are from part 1 of the death certificate, and line 6
is part 2 of the certificate. ICD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.

Miscellaneous Variables
From gender to place of birth, a death certificate contains various
additional types of information on its subject besides the chain
of events leading to death. As some of these items are typically
used by both expert systems and human coders to detect ICD-10
entities in the chain of events, they present an interest as
explanatory variables for the investigated predictive model.
After consultation with expert coders, the following items

available on French death certificates were selected as additional
exogenous variables:

• Gender (two-state categorical variable)
• Year of death (six-state categorical variable)
• Age, categorized into 5-year intervals, with the exception

of subjects less than 1 year of age, who were divided into
two classes depending on whether they were more than 28
days of age

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e26353 | p.118https://medinform.jmir.org/2022/4/e26353
(page number not for citation purposes)

Falissard et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


• Origin of the death certificate (two-state categorical
variable, from either the electronic- or paper-based death
certification pipeline).

Strictly speaking, the subject’s year of passing should only have
a limited effect on the relationship between natural language
and its contained medical entities. However, the WHO-defined
coding rules, as well as their interpretations by human coders,
evolve slightly over the years. As a consequence, the model
should benefit, in terms of predictive performance, from being
able to differentiate between different years.

Similarly, the impact of the certificate’s origin on the model’s
predictive power is not entirely obvious at first sight. However,
the data entry process for the paper-based certificates is handled
by humans through speech recognition technology. In addition,
the data entry clerks are asked to apply a small set of
normalization rules to the natural language. Electronic death
certificates, however, are received directly from the medical
practitioner as is. As a consequence, distribution shifts are to
be expected from the paper- to electronic-based chain of events,
and including this information as an explanatory variable might
be beneficial for the model’s predictive power.

Model Definition
With both the explanatory and target variables well defined, the
investigated modeling problem can be defined as follows:

The elements of equation 1 are defined as follows:

• P(X)) is the probability density of discrete random variable
X

• is the sequence of ICD-10 codes present on the death
certificate concatenated on a single line of sequence length
I

• is the line in natural language, tokenized with a
vocabulary V and of sequence length L

• is the categorized age
• is the year of death
• is the gender
• is the death certificate’s origin
• fθ is a mapping from the problem’s input space to its output

space, parameterized in θ∈Rn, a real-valued vector
(typically a neural network) of dimensionality n∈N, the
model’s dimensionality.

Theoretically, the derived modeling problem is typical of
traditional statistical modeling problems and could be solved
using multinomial logistic regression. In practice, however, this
approach presents a significant drawback. In this setting, the
investigated target variable constitutes a categorical variable

with 561620 distinct states—death certificates in the data set
have, at most, 20 ICD-10 codes in them, each of which can take
5616 distinct values—thus rendering the analysis intractable,
both in terms of computational expanses and sample size
requirements. This type of approach, however, makes no use

of the data’s inherent sequential nature, which allows the
rewriting of the investigated modeling problem as follows:

where is the i-th code present on the code line.

Factors in the right-hand side of equation 2 can be interpreted
as constituting a distinct predictive modeling problem, all with
an output variable distributed across all ICD-10 codes. Although
still highly dimensional, predicting output variables of such
dimensionality is typically tractable with modern machine
learning techniques [7]. However, they present two significant
drawbacks for traditional modeling techniques: (1) the number
of output variables to predict varies across observations in the
data set (not all death certificates have 20 ICD-10 codes) and
(2) the output variables’ distributions are conditioned on
previous ones.

This particular formulation is known in the deep artificial neural
network community as a Seq2Seq modeling problem [7] and
has been an active area of research for the past few years. As
one of the state-of-the-art neural architectures devised in the
field, the Transformer [9] was chosen as the predictive model
investigated in the following experiments. It was recently
outperformed by the Evolved Transformer [17], a variation on
the former. However, both approaches were investigated and
yielded similar results. The Transformer architecture was
retained due to its availability of official and maintained
implementations, and the final results further displayed were
obtained using an ensemble of seven such models. Each of the
ensemble models’ hyper-parameters and individual
performances are available in Tables S1 and S2 of Multimedia
Appendix 1, respectively.

Several specificities in the previously defined modeling problem
required small adaptations to the Transformer architecture.
However, the authors feel that their complexity falls outside the
scope of this paper. The interested reader will, however, find a
complete description of these modifications as well as a
visualization in Figure S1 of Multimedia Appendix 1.

Finally, the authors are aware that many other approaches to
sequential learning architectures are available, and have already
been used, in order to address the problem investigated in this
paper. The current state of the art on French death certificates,
for instance, uses a multi-label classification approach. The
authors chose not to investigate those methods for several
reasons.

First, the task of extracting ICD-10 codes from natural language
on death certificates is only a preliminary step in the production
of a mortality statistics pipeline. The final task in this process
is to derive the underlying cause of death, from these ICD-10
codes, following a set of rules defined by the WHO. The choice
of the underlying cause of death from this set of rules heavily
depends on the codes’order in the certificate. As a consequence,
it is of paramount importance that the model be able to output
these codes in the proper order, which is simply unachievable
with a multiclass classification approach; this makes the problem
a sequential learning problem, as our output is, indeed, a
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sequence of variable-length tags taken from a set of well-defined
classes. However, several approaches other than Seq2Seq are
still available to solve such problems, such as connectionist
temporal classification, which is typically used in optical
character recognition tasks.

Second, the ICD-10 codes that the model needs to output are
not necessarily independent. For instance, the presence of a
given code in the outputted sequence can significantly alter
other codes present in the sequence. As an example given by
our expert coder, hematoma-related codes can be found in two
ICD-10 chapters: first in chapter 9 of the ICD-10 classification
(ie, codes related to circulatory diseases, beginning with an “I”)
and then in chapter 19 (ie, codes related to injury, poisoning,
and certain other consequences of external causes, beginning
with an “S” or a “T”). The choice of attributing the presence of
the entity “hematoma” on a death certificate to the first or second
possible chapter depends on whether an external
cause—meaning an ICD-10 code from chapter 20—has already
been outputted previously while converting the death certificate
into codes. In order to account for such dependencies, we are
compelled to model the joint distribution of the output sequence
conditioned on the input variables, which is exactly what
Seq2Seq is about. Therefore, the choice of using Seq2Seq
approaches to solve the modeling problem investigated in this
paper becomes not only natural but almost compulsory. In
addition, due to the data-driven tokenization used in order to
make use of the ICD-10 classification’s hierarchical nature,
some tokens that the model is allowed to predict are not valid
ICD-10 codes. For instance, the code “I659” could be
decomposed into a sequence of two codes (ie, “I65” and “9-”
with the “-” character at the end used to keep track of spaces
between codes). It appears clear here that when the model needs
to output an “I659” code, predicting “9-” in itself is not possible
without any conditioning on “I65” appearing earlier.

Training and Evaluation Methodology
The investigated model was trained using all French death
certificates from the year 2011 to 2016. A total of 5000
certificates were randomly excluded from each year; these were
distributed into a validation set for hyper-parameter fine-tuning
and into a test data set for unbiased prediction performance
estimation (2500 certificates each), resulting in three data sets
with following sample sizes: (1) training data set (3,240,109
records), (2) validation data set (30,000 records), and (3) test
data set (30,000 records).

The model was adapted from TensorFlow’s official Transformer
implementation; TensorFlow is a Python-based distributed
machine learning framework. Training was performed on three
NVIDIA RTX 2070 GPUs simultaneously with a mirrored
distribution strategy using a variant of stochastic gradient
descent, the Adam optimization algorithm.

Hyper-parameters were first initialized following the
Transformer’s base setting, according to the architecture’s
authors. Further fine-tuning of a selected number of
hyper-parameters was performed using a random search guided
on the validation set. The interested reader will find a complete
description of the training process and hyper-parameter values
defining this model in Multimedia Appendix 1.

After training, the model’s predictive performance was assessed
on the test data set, which was excluded prior to training, as
mentioned earlier, and compared to the current state of the art,
obtained by the LIMSI during the 2017 CLEF eHealth challenge
[2]. As the CLEF eHealth challenge only provided electronic
certificates to the contestants, and in order to ensure
comparability, the model’s performance was assessed using
paper-based and electronic certificates, separately. For the same
reason, the performance metrics used for model evaluation were
selected as follows:

The elements of equations 4 and 5 are defined as follows:

• True positives: the number of codes predicted by the model
that are present in the test set’s true output target

• False positives: the number of codes predicted by the model
that are not present in the test set’s true output target

• False negatives: the number of codes not predicted by the
model that are present in the test set’s true output.

Note that predictions are considered as true positives only for
exact code matches, up to the fourth character. Table 3 shows
an example of how this can affect the reported performance, by
focusing on a line of the causal chain of events leading to death
reported in Table 1 and fictional examples of predictions, as
follows:

• The first prediction example outputs two incorrect codes.
The number of true positives is, thus, 0, leading to all
metrics being evaluated as 0.

• The second prediction example correctly outputs the first
code (I64: “Stroke”) but fails to correctly output the second
code’s fourth character (G81: “Hemiplegia” is predicted
instead of the ground-truth value G819: “Hemiplegia,
unspecified”). Although the prediction and ground truth
are quite similar (ie, they share the three first characters),
this code is considered incorrect, which leads to counts of
both one false positive (ie, the code was predicted
incorrectly) and one false negative (ie, the correct G819
code was not predicted), leading to all metrics being
evaluated as 0.5.

• The third prediction example correctly outputs the first code
but fails to recognize any additional codes from the textual
input, leading to a precision of 1 (ie, all predicted codes are
indeed true positives) and a recall of 0.5 (ie, one code
present in the ground truth was not predicted). This then
leads to an F-measure of 0.66. Note that in this context, the
F-measure is higher than in the second example.

• The fourth prediction example correctly outputs both codes
but also outputs two additional and completely unrelated
codes, leading to a precision of 0.5 (ie, only half of the
predicted codes are present in the ground truth) and a recall
of 1 (ie, all codes present in the ground truth were correctly
predicted), leading to an F-measure of 0.66.

• The fifth prediction example correctly outputs both codes
and does not predict any additional codes (ie, perfect
prediction), leading to all metrics being evaluated as 1.

• The sixth prediction example correctly outputs both codes
and does not predict any additional codes. However, the
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codes are in the wrong order, but this is not penalized in
any way in the metrics definitions, so this prediction is

associated with metrics all being evaluated as 1.

Table 3. Examples of how the selected performance metrics behave for different predictions. The input text was “stroke in September left hemiparesis”
and the true ICD-10 encoding was I64 and G819.

F-measureRecallPrecisionICD-10a codesPrediction example

0.00.00.0B189 H1551

0.50.50.5I64 G812

0.660.51.0I643

0.661.00.5I64 G819 A338 B874

1.01.01.0I64 G8195

1.01.01.0G819 I646

aICD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.

The informed reader might find that these metrics stray away
from common machine translation system benchmarking
metrics, such as bilingual evaluation understudy (BLEU) or
negative log perplexity scores [7-9,18], but the former were the
only ones used in comparable work. As BLEU and negative log
perplexity have close to no absolute interpretability without
comparisons to alternative methods, their use was discarded
from the experiment. In order to present the reader with a more
comprehensive view of the performance of the proposed
approaches, these accuracy metrics were also derived on a
per-chapter basis, again on the same test set, and 95% CIs were
computed using bootstrapping.

Results

Performance Evaluation
The ensemble of Transformer models were trained as previously
described for approximately 3 weeks; the final ensemble’s
predictive performance and that of the current state-of-the-art
model are reported in Table 4. As previously mentioned, the
performance of the current state-of-the-art model was assessed
based on electronic certificates only and should, as a
consequence, be compared to the performance of the proposed
approach based on a similar situation. Because paper-based
certificates are still more common than their electronic
counterparts in France (ie, approximately 90% of certificates
in the data set are paper based), the performance of the approach
using all certificates and that of the paper-based certificate
approach are also displayed.

Table 4. Assessments of the current state-of-the-art model and the proposed approach.

Recall (95% CI)Precision (95% CI)F-measure (95% CI)aApproach

0.784c0.872c0.825cCurrent state of the art: LIMSIb

0.948 (0.943-0.954)0.955 (0.95-0.96)0.952 (0.946-0.957)Proposed approach: electronic certificates

0.936 (0.934-0.937)0.949 (0.947-0.95)0.942 (0.941-0.944)Proposed approach: paper-based certificates

0.937 (0.935-0.938)0.949 (0.948-0.951)0.943 (0.941-0.944)Proposed approach: all certificates

a95% CIs were derived by bootstrapping.
bLIMSI: Laboratoire d'Informatique pour la Mécanique et les Sciences de l'Ingénieur.
c95% CIs were not provided in the LIMSI’s publication and are, therefore, not displayed.

The proposed approach shows an F-measure that is 73% closer
to a perfect score when compared to the current state-of-the-art
approach. In addition to its substantial improvement in the
F-measure, the proposed approach displays significantly more
balanced precision and recall scores than the LIMSI’s method:
from 5% relative difference to less than 1%.

A surprising result, however, lies in the model’s lower
performance based on paper-based certificates. Indeed, the
standardization they receive due to their voice-based data
collection process considerably reduces variance and prevents
any misspelled words in the data that are potentially present in
electronic-based certificates. As a consequence, model
performance on the former should be expected to be higher. A

potential explanation for this phenomenon lies in the potential
for missing data in paper-based certificates. Indeed, when
confronted with poorly written words, data clerks are allowed
to replace them with the “!” symbol when the word is estimated
to be unreadable; this occurs in approximately 10% of
paper-based certificates. Medical coders, however, are usually
more efficient in guessing the words from the written
certificates, typically with the addition of contextual clues. A
purely text-based approach, however, is then limited to pure
guesses for those observations with missing data, logically
leading to poorer performance. Because this phenomenon is
absent from electronic-based certificates, it is a promising
candidate for explaining this unexpected difference in
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performance. In addition, the model performance based on
paper-based certificates that did not contain any “!” symbols in
the test set led to an F-measure of 96.2%, thus providing strong
evidence to support this hypothesis.

Per-Chapter Quantitative Analysis
Although the proposed approach significantly outperformed the
current state-of-the-art approach, neural network–based methods
are known to present several drawbacks that can significantly
limit their application in some situations. Typically, the current
lack of systematic methods to interpret and understand neural
network–based models and their decision processes can lead
the former to perform catastrophically on incorrectly predicted
cases, independent from their high predictive performance. As
a consequence, the proposed model behavior in incorrectly
predicted cases requires careful analysis. In addition, such an
investigation can lead to significant insights that are potentially
relevant when applying the derived model in practical
applications.

One simple, straightforward approach to understanding the
model’s weakness lies in assessing its performance on a
finer-grain level, for instance, by identifying false positives and
negatives not only at the global level, but per ICD-10 chapters,
as can be seen in Table 5.

It appears from this table that although the most prevalent
medical entities are associated with low false positive and
negative rates, some rarer chapters are associated with
unreasonably high error rates. Depending on their prevalence
and accuracies, these chapters can be classified into two distinct
categories:

1. Chapters associated with unreasonably high error rates but
extremely low prevalence, such as “Diseases for the ear

and mastoid process” or “Pregnancy, childbirth and the
puerperium.” However, these entity groups remain rare
enough within the data set to allow for alternative
treatments, like manual evaluation, for instance.

2. Chapters associated with high error rates, although lower
than the former, but with significant prevalence, such as
“External causes of morbidity and mortality” or “Injury,
poisoning and certain other consequences of external
causes.”

The task of identifying these potential mistakes, however, is
not entirely trivial depending on whether mistakes are of false
positive or false negative types. Indeed, potential false positive
errors are directly identifiable within the predicted ICD-10 code
sequences. As a consequence, coding quality control for this
type of mistake should be fairly straightforward to implement:
one could, for instance, manually review all code sequences
containing codes related to “Pregnancy, childbirth and the
puerperium” systematically. Potential false negative errors,
however, are inherently significantly harder to identify and
require further investigation, for instance, through association
rules analysis.

A number of promising leads are already available and should
reasonably improve upon the proposed approach:

• Training methods adapted to imbalanced data sets, such as
up-sampling or loss weighting

• Data augmentation for rare medical entities
• Addition of information to the model (ie, prenatal-related

death, for instance, is explicitly defined as such on
certificates)

• A hybrid approach with traditional NLP approaches, which
are typically less expensive in terms of sample size
requirements.
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Table 5. False positive, false negative, and prevalence rates for each ICD-10 chapter, sorted in descending order by prevalence.

Prevalence, %False negatives, %False positives, %ICD-10a chapter

22.44.983.75Diseases of the circulatory system

21.84.123.87Symptoms, signs and abnormal clinical and laboratory
findings, not elsewhere classified

15.95.074.07Neoplasms

8.764.003.02Diseases of the respiratory system

4.833.442.17Endocrine, nutritional and metabolic diseases

3.894.122.70Diseases of the nervous system

3.584.142.88Mental, behavioral and neurodevelopmental disorders

3.538.105.72Diseases of the digestive system

3.0819.619.2Factors influencing health status and contact with health
services

2.717.595.45Diseases of the genitourinary system

2.5723.516.6External causes of morbidity and mortality

2.559.237.98Certain infectious and parasitic diseases

2.0719.814.0Injury, poisoning and certain other consequences of external
causes

0.7712.26.72Diseases of the blood and blood-forming organs and certain
disorders involving the immune mechanism

0.6217.312.2Diseases of the musculoskeletal system and connective
tissue

0.518.168.72Diseases of the skin and subcutaneous tissue

0.1620.514.5Certain conditions originating in the perinatal period

0.1525.622.4Congenital malformations, deformations and chromosomal
abnormalities

0.07613.64.93Diseases of the eye and adnexa

0.04734.024.0Codes for special purposes

0.01733.35.60Diseases of the ear and mastoid process

0.005633.350.0Pregnancy, childbirth and the puerperium

aICD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.

Score Calibration Fitness Assessment
When the model is fit in a similar fashion to multinomial logistic
regression, it not only yields a prediction but an associated score
similar to a confidence probability. If properly calibrated, this
score can offer powerful insights regarding the prediction’s
quality at the individual level. Typically, a “good” score would
be expected to show higher values in cases where the ICD-10
sequence is correctly predicted and lower values when
incorrectly predicted. Such a well-calibrated score could, for
instance, allow for real-world applications of semiautonomous
systems where the following occurs:

• A threshold value for the model’s score is defined.
• All certificates whose predictions are associated with

confidence scores above the threshold level are accepted
without any additional human supervision.

• All certificates whose predictions are associated with
confidence scores below the threshold level are

systematically reviewed by a human expert and modified
manually, if required.

Being able to properly filter the model’s predictions according
to a well-calibrated confidence score would, thus, allow us to
get the best of both worlds. Most of the certificates would be
automatically coded by the autonomous system, leaving human
coders with only the most complex cases.

Efficient assessment of such scores in traditional machine
learning problems is typically done through visualization of
receiver operating characteristic (ROC) curves. However, the
sequential multinomial nature of the investigated problem
renders this approach ill-defined. The plot in Figure 2, while
conceptually similar to an ROC curve, was derived following
a slightly different approach in order to efficiently appreciate
the model score’s quality. This visualization was derived as
follows:

• A grid of score threshold values was defined with a uniform
grid with 0.01 intervals, corresponding to the threshold
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defined above, filtering between model predictions that
would require human examination or not.

• For every given threshold value, we computed the
percentage of predictions with inferior or equal scores,
which were considered as rejected, requiring human
examination due to poor score; we also computed the

F-measure performance on the predictions with high enough
scores that would be accepted without any human
intervention following the above example.

• The percentage of accepted certificates and F-measures
were plotted on a scatterplot against each other, with
threshold values displayed as colored points.

Figure 2. Percentage of rejected predictions versus F-measure for accepted ones. The score threshold values defining the accepted predictions are
displayed as colored points.

By showing a clean, increasing relationship between the number
of rejected predictions and the F-measure evaluated using the
remaining certificates, Figure 2 strongly indicates good score
calibration. As an example, by considering that only predictions
associated with a confidence score lower than 0.5 do not require
any additional human supervision, the system is able to code
approximately 80% of all certificates present in the test set with
an F-measure of 0.98, significantly higher than the value of 0.94
obtained on all test certificates.

Discussion

Principal Findings
The error analysis carried out so far allowed for the assessment
of the model’s strengths and weaknesses on a global level.
However, it failed to yield any interesting insights regarding
potential model biases, for instance, toward specific coding
rules. Indeed, the coding of medical entities from natural
language, especially with regard to mortality statistics, is subject

to a number of coding rules depending on context or pathology,
with a level of specificity oftentimes reaching casuistry [1].

In addition, all results have been presented so far with a model
error defined as a disagreement between the model’s output and
the information contained in the database. However, building
a medical database is a complex, mostly human-based process.
As such, an inevitable amount of noise is to be expected in the
ICD-10 codes present in the database, in two main forms. The
first form is simple human errors in the ICD-10. The second
form is the presence of unreadable text in paper-based
certificates. Unreadable words on paper-based certificates are
denoted as an exclamation point in the textual data that is fed
to the model. However, human coders usually take additional
time to infer these words, for instance, via queries to the medical
certifier or from contextual cues. This leads to death certificates
in the database where the ICD-10 sequences contain additional
codes compared to the textual data available. As such, not
predicting these codes would result in a drop in performance
metrics, while the model has no way of predicting them. An
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example of such a death certificate can be found in Table S3 in
Multimedia Appendix 1. These phenomena have the potential
to negatively bias the proposed model’s performance estimations
and should be the object of further investigation.

One straightforward, although fairly time-consuming, approach
to address these two considerations can be to have an ICD-10
coding expert manually examine some of the death certificates
where the model’s predictions do not match the ICD-10 codes
present in the database. Two experiments were conducted
following this idea.

In the first experiment, 99 certificates where the model’s
predictions did not exactly match with the database’s ICD-10
variables (ie, the ICD-10 sequences differed by at least one
code) were selected at random from the test set and were shown
to the medical practitioner representative and final decision
maker on ICD-10 mortality coding in France, who was asked
to do the following with each certificate:

• Manually recode all the ICD-10 medical entities present
on each death certificate by herself using the information
the proposed model had access to, without access to the
data set or to the model’s proposed ICD-10 sequences.

• Give a qualitative comment on the outputs of the
investigated model and database as compared to hers.

Since the ICD-10 sequences derived from the medical expert
and national representative for ICD-10 coding in France are
significantly more reliable than the ones coming from the
traditional data production process (ie, using a combination of
expert system and human coders), they can be considered as
exempt of any potential human error. As a consequence,
comparing them to both the proposed model’s output and the
ICD-10 values contained in the data set would allow for an
estimation of the potential negative biases described above.
This can be done, for instance, by estimating the performance
metrics selected for the previous experiments, considering both
the model’s predictions and the database’s values as predictions,

and the medical expert’s outputs as the ground truth. Depending
on the resulting values, several interpretations can be made
ranging between two extreme cases:

1. If perfect agreement (ie, an F-measure of 1.0) is reached
between the database’s ICD-10 sequences and the medical
expert’s outputs, suggesting that the database does not have
any coding mistakes, then the performance metrics reported
in the Results section can safely be considered unbiased.

2. If perfect agreement is not reached between the model’s
predictions of ICD-10 sequences and the medical expert’s
outputs, suggesting that the model did not make any
mistakes, then the performance metrics reported in the
Results section should be considered significantly
underestimated.

However, before estimating the performance metrics following
this methodology, a slight preprocessing step is required. Indeed,
on the death certificates sampled for the experiment, the
F-measure estimation between the model’s prediction and the
database’s ICD-10 sequences yielded a value of 0.81. This is
explained by the sampling process, in which death certificates
were selected where at least one code differed in both ICD-10
sequences. As a consequence, and because of the model’s
performance, most ICD-10 codes present on both sequences
were identical, as can be seen with the error examples presented
in Tables S3 to S5 in Multimedia Appendix 1. The authors felt
that this might lead to artificially high values of the estimated
metrics in the experiment; consequently, we decided to delete
all common codes on both the model’s outputs and the
database’s values prior to metrics estimation, as shown in Table
6.

For better comparability, these statistics are reported based on
both (1) certificates without missing data in the natural
language–based causal chain of events leading to death (by
excluding certificates containing the “!” symbol) in Table 7 and
(2) all certificates in Table 8.

Table 6. Example of preprocessing used for the experiment on a real error example. The predicted and database ICD-10 sequences only differ by one
code, while they share five codes. All shared codes were deleted from all ICD-10 sequences prior to estimation of performance metrics.

ICD-10 codes after preprocessingICD-10 codes before preprocessingSource of ICD-10a codes

Z951I259 Z951 I719 C679 I10 R092Predicted by the model

I251I259 I251 I719 C679 I10 R092Present in the database

I251I259 I251 I719 C679 I10 R092Predicted by medical expert

aICD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.

Table 7. F-measure, precision, and recall of both the database ICD-10 codes and the model’s prediction of codes compared to that of the medical expert
for sampled certificates without missing data.

Recall (95% CI)Precision (95% CI)F-measure (95% CI)Source of ICD-10a codes

0.531 (0.425-0.636)0.443 (0.341-0.555)0.483 (0.383-0.589)Presence in database against medical expert prediction

0.407 (0.295-0.519)0.458 (0.338-0.580)0.431 (0.316-0.542)Model prediction against medical expert prediction

aICD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.
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Table 8. F-measure, precision, and recall of both the database ICD-10 codes and the model’s prediction of codes compared to that of the medical expert
for all sampled certificates.

Recall (95% CI)Precision (95% CI)F-measure (95% CI)Source of ICD-10a codes

0.596 (0.471-0.721)0.630 (0.492-0.761)0.613 (0.486-0.733)Presence in database against medical expert prediction

0.351 (0.222-0.482)0.392 (0.250-0.540)0.370 (0.237-0.504)Model prediction against medical expert prediction

aICD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.

Tables 7 and 8 show no significant difference in prediction
performance between the proposed approach and the current
data production process (ie, based on a combination of expert
system and human coders), although the database’s ICD-10
values have better performance metrics in both cases. When
including certificates containing missing text, the proposed
model’s agreement with the medical expert increases
considerably, further confirming the hypothesis that the
performance metrics reported in the Results section were
negatively biased.

From the qualitative comments made by the medical expert,
three major types of model errors could be defined:

1. In 16% (16/99) of cases, disagreement between the current
data production process and the proposed approach was
due to missing information in the input text. On these
specific cases, the F-measure between the model’s output
and medical expert’s decision was determined to be 0.974;
an example of such an error case can be seen in Table S3
in Multimedia Appendix 1.

2. In 14% (14/99) of cases, the correct ICD-10 sequence was
dependent on highly contextual clues or external knowledge
of world behavior (eg, someone found dead at the bottom

of a set of stairs is quite likely to have suffered a fall). An
example of such an error case can be seen in Table S4 in
Multimedia Appendix 1.

3. In 12% (12/99) of cases, the correct ICD-10 sequence was
dependent on highly nonlinear, almost casuistic rules. These
were typical examples of scenarios where a hybridized deep
learning and expert-based system would be beneficial; an
example of such an error case can be seen in Table S5 in
Multimedia Appendix 1.

The remaining cases did not elicit any comment from the
medical expert.

Finally, in the second experiment, the medical expert’s ability
to discriminate between human coding and the proposed
approach was assessed in a Turing test-like approach. To do so,
100 additional certificates where the model’s output differed
from the database’s ICD-10 sequences were sampled at random
from the test set. The medical expert was shown their
corresponding input features (ie, text and auxiliary variables)
as well as the two ICD-10 sequences, with their provenance
from either the model or the database masked, as can be seen
in Table 9.

Table 9. Example of death certificate format given to the medical expert for the second experiment. The medical expert was asked, based on the
information available in the line, to guess which of propositions 1 or 2 was produced by a human coder, with the other being the proposed model’s
output.

Proposition 2 (ICD-10
codes)

Proposition 1 (ICD-10c

codes)
Certificate textbAge of deceased (years)Year of

death
Sexa of de-
ceased

Item

R54 K659 K631 K566
Y839 J189 R092

R54 K566 K659, K631
Y839 J958 R092

90 ans, péritonite, perfora-
tion grêle, occlusion,
chirurgie digestive, infection
pulmonaire, arrêt respira-
toire

9020132Death certifi-
cate

aSex is a two-state categorical variable: 1 (female) or 2 (male).
bThe certificate text was taken from a death certificate in France and is, therefore, written in French.
aICD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.

After exclusion of certificates containing missing text data,
where the human coder was easily identifiable due to the
apparently out-of-context additional codes (Table S3 in
Multimedia Appendix 1), the medical expert was able to
correctly identify the human coder in 63% (62/99; 95% CI
50.7%-73.2%) of cases, which is significantly better than
random guessing, although barely.

Conclusions
In this paper, the task of automatic recognition of ICD-10
medical entities from natural language in French was presented
as a Seq2Seq modeling problem, well known in the deep
artificial neural network academic literature. From this

consideration, the performance of a well-known approach in
the field, consisting of an ensemble of Transformer models,
was investigated using the CépiDc database and was shown to
reach a new state of the art. The derived model’s behavior was
thoroughly assessed following different approaches in order to
identify potential weaknesses and elements for improvements.
Although the proposed approach significantly outperformed
any other existing automated ICD-10 recognition systems based
on French free text, the question of method transferability to
other languages requires more investigation.

The substantial performance reported in this paper makes
possible a range of promising applications in various
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medical-related fields, from automated medical coding to
advanced natural language–based analysis for epidemiology.
However, these interesting opportunities are oftentimes
prohibited by these methods’ massive drawbacks, mostly their
requirement for millions of annotated observations in order to
perform well. Mortality data sets, despite their specificity,
provide researchers with a huge amount of clean, multilingual

medical text data perfectly fit for the application of deep neural
networks. As a consequence, and keeping in mind the strong
transfer learning capability of neural networks, the authors
firmly believe that mortality data constitute one of the most
promising points of entry into modern NLP methods applications
in the biomedical sciences.
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Abstract

Background: Manual data extraction of colonoscopy quality indicators is time and labor intensive. Natural language processing
(NLP), a computer-based linguistics technique, can automate the extraction of important clinical information, such as adverse
events, from unstructured free-text reports. NLP information extraction can facilitate the optimization of clinical work by helping
to improve quality control and patient management.

Objective: We developed an NLP pipeline to analyze free-text colonoscopy and pathology reports and evaluated its ability to
automatically assess adenoma detection rate (ADR), sessile serrated lesion detection rate (SDR), and postcolonoscopy surveillance
intervals.

Methods: The NLP tool for extracting colonoscopy quality indicators was developed using a data set of 2000 screening
colonoscopy reports from a single health care system, with an associated 1425 pathology reports. The NLP system was then tested
on a data set of 1000 colonoscopy reports and its performance was compared with that of 5 human annotators. Additionally, data
from 54,562 colonoscopies performed between 2010 and 2019 were analyzed using the NLP pipeline.

Results: The NLP pipeline achieved an overall accuracy of 0.99-1.00 for identifying polyp subtypes, 0.99-1.00 for identifying
the anatomical location of polyps, and 0.98 for counting the number of neoplastic polyps. The NLP pipeline achieved performance
similar to clinical experts for assessing ADR, SDR, and surveillance intervals. NLP analysis of a 10-year colonoscopy data set
identified great individual variance in colonoscopy quality indicators among 25 endoscopists.

Conclusions: The NLP pipeline could accurately extract information from colonoscopy and pathology reports and demonstrated
clinical efficacy for assessing ADR, SDR, and surveillance intervals in these reports. Implementation of the system enabled
automated analysis and feedback on quality indicators, which could motivate endoscopists to improve the quality of their
performance and improve clinical decision-making in colorectal cancer screening programs.

(JMIR Med Inform 2022;10(4):e35257)   doi:10.2196/35257

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e35257 | p.130https://medinform.jmir.org/2022/4/e35257
(page number not for citation purposes)

Bae et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:stepano7@gmail.com
http://dx.doi.org/10.2196/35257
http://www.w3.org/Style/XSL
http://www.renderx.com/


KEYWORDS

natural language processing; colonoscopy; adenoma; endoscopy

Introduction

High-quality colonoscopy is a proven method of reducing
colorectal cancer risk by allowing early detection and removal
of premalignant polyps [1]. However, there are considerable
variations in the quality of colonoscopies performed by
endoscopists [2-4]. Therefore, quality assurance is an essential
part of colonoscopy screening programs, and the American
Society of Gastrointestinal Endoscopy/American College of
Gastroenterology Task Force on Quality in Endoscopy has
published indicators for colonoscopy to improve safety and
quality [5]. While all the indicators are important, the adenoma
detection rate (ADR) and sessile serrated lesion (SSL) detection
rate (SDR) of endoscopists are well-established key indicators
of postcolonoscopy colorectal cancer incidence and related
deaths [5-7]. Another crucial quality indicator is the adherence
to guidelines for setting the frequency of follow-up
colonoscopies, known as the surveillance interval.
Recommending an incorrect surveillance interval may increase
the incidence of metachronous lesion or lead to the overuse of
colonoscopies [8].

Periodically reporting to endoscopists their performance on
quality measures effectively improves the quality of
colonoscopies by encouraging introspection and motivation for
behavior changes [9-11]. However, reporting ADR, SDR, and
surveillance intervals requires careful manual review of
colonoscopy reports and their associated pathology reports and
following this review with a calculation of polyp data based on
clinical guidelines. This series of processes for quality reporting
is laborious and time-consuming.

Natural language processing (NLP) is a computer-based
linguistics technique used to extract information from free-text
data documents [12]. NLP allows the automation of report
creation by extracting important clinical information from
unstructured free-text documents. NLP has been used in various
clinical fields [12-17]. The application of NLP to information

extraction requires identifying clinical information, such as
adverse events, and facilitates various aspects of optimizing
clinical work, such as quality control and patient management
[18].

Here, we developed an NLP pipeline for the automated
assessment of quality indicators, such as ADR, SDR, and
surveillance intervals, from multi-language colonoscopy and
pathology report forms. The pipeline was evaluated in a
validation set and compared with expert manual reviews to
determine whether the pipeline could reliably assist the
inefficient manual process. The NLP system was also applied
to a 10-year set of colonoscopy and pathology reports to
investigate its ability to process real-world data on colonoscopy
quality indicators from individual endoscopists.

Methods

Study Design and Population
Colonoscopy for colon cancer screening was performed at Seoul
National University Hospital Gangnam Center, where
comprehensive medical checkups of approximately 30,000
patients are conducted annually. A total of 121,059 screening
and surveillance colonoscopies with 63,697 associated pathology
reports from 36,119 patients examined between 2003 and 2019
were derived from SUPREME (Seoul National University
Hospital Patients Research Environment), the clinical data
warehouse of Seoul National University Hospital. A
representative sample of 3000 colonoscopy reports, paired with
2168 pathology reports, from 3000 patients examined after 2003
was randomly selected and used as the development data set
for the NLP pipeline (Figure 1). The reports were divided into
a training data set of 2000 colonoscopy reports for NLP rule
formulation and a testing data set of 1000 colonoscopy reports
for validation. Five human annotators (4 board-certified
gastroenterologists and 1 researcher) manually reviewed all
procedure data and made reference to a consensus of the 5
human annotators for the data set.
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Figure 1. Data set description and process for the NLP pipeline development and information extraction. NLP: natural language processing.

NLP Pipeline Development
We used regular expressions in Python (3.7.10, Python Software
Foundation) and smartTA (1.0b, MISO Info Tech) to develop
the NLP pipeline. Regular expressions are a sequence of
characters specialized for complex text processing using
metacharacters [19]. smartTA is NLP software that helps analyze
linguistic patterns and construct lexicons. The NLP pipeline
was developed with the following steps: First, we developed
multi-language report forms (in Korean only, in English only,
and a mixed report form) for the NLP pipeline processing by
creating a Korean-English lexicon for medical terms, synonyms,
and endoscopic abbreviations using a training data set and a
colonoscopy textbook [20]. Second, we determined removable
terms and phrases in the reports through an interactive discussion
with gastroenterologists. Third, we defined the extraction rules
using smartTA. Fourth, we updated the rules after the extracted

results were evaluated by gastroenterologists. These
development steps were repeated until it was no longer possible
to obtain performance increases by updating the extraction rules.
The final version was validated using the 1000-report testing
data set.

The NLP pipeline developed for this study consisted of text
preprocessing, information extraction, and summarization
(Figure 1, Figure 2). In text preprocessing, the colonoscopy and
associated pathology reports were combined as follows: each
sentence including a biopsy-related phrase (ie, an abbreviation,
number, or character) in the findings section of the colonoscopy
report was linked with polyp histopathology results in the
diagnosis section of the pathology report according to the
sequence of specimens in the pathology report. In information
extraction, the pipeline consulted the lexicon to extract the target
information, including the presence, type, location, and size of
polyps, from the combined colonoscopy-pathology text.
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Figure 2. Extraction and summarization process of the NLP pipeline. NLP: natural language process; Y/N: yes/no (indicating presence or absence);
Rt: right colon; Lt: left colon.

Finally, the extracted information on the biopsied polyps was
summarized in the final summary format and used to calculate
the detection rate and surveillance interval.

Target Variables for Polyp Detection and Surveillance
Interval Measurement
The NLP tool extracted specific information on colon polyps,
such as pathological type, anatomical location, and size. The
type of colon polyp was extracted from the pathology reports
and categorized as adenoma, serrated polyp, or carcinoma.
Additionally, the NLP tool extracted the subcategory for
adenomas (ie, tubular, tubulovillous, villous, or adenoma with
high-grade dysplasia) and serrated polyps (ie, hyperplastic polyp,
SSL, or traditional serrated adenoma). Information on the
anatomical location of polyps was extracted from the findings
section of the colonoscopy reports and defined as follows:
left-colon polyps were defined as those located between the
rectum and the splenic flexure (ie, the rectum, rectosigmoid,
sigmoid, descending colon, and splenic flexure); right-colon
polyps were defined as those located between the transverse
colon and the cecum (ie, the transverse colon, hepatic flexure,
ascending colon, cecum, and ileocecal valve). When location
measurements were provided as the distance from the anal verge
in cm, a distance of ≥60 cm was considered to be in the right
colon.

The detection rate was calculated as the proportion of
colonoscopies that detected at least 1 adenoma or SSL; the
overall detection rate and the per-physician detection rate were
calculated. The detection rate for advanced adenoma was defined
as the proportion of screening colonoscopies that detected a
polyp with size ≥1 cm or an adenomatous pathology with
high-grade dysplasia or villous features. The detection rate for
advanced SSL was defined as the proportion of screening
colonoscopies that detected a polyp with a size ≥1 cm or a
pathology with low- or high-grade dysplasia. Surveillance

intervals were chosen based on the 2020 US Multi-Society Task
Force guidelines, which recommend that a patient with
neoplastic polyps undergo surveillance colonoscopies at 1 of 6
defined intervals [21].

Statistical Analysis and Performance Evaluation
Continuous variables were calculated as the mean (SD). Discrete
data were tabulated as numbers and percentages. The chi-square
test was used to compare proportions, and a 2-tailed t test was
used to compare quantitative variables. Information extraction
performance was evaluated by recall, precision, accuracy, and
the F1 score. The F1 score is the harmonic mean of precision
and recall. Python (3.7.10) and the SciPy package (1.6.2) were
used for statistical calculations [22].

Analysis of a 10-Year Set of Colonoscopy Reports for
ADR, SDR, and Surveillance Interval
The NLP pipeline analyzed 54,562 screening and surveillance
colonoscopy reports and 34,943 associated pathology reports
from 12,264 patients aged ≥50 years at Seoul National
University Hospital Gangnam Center; all patients were examined
between January 2010 and December 2019. The ADR, SDR,
and surveillance intervals were investigated, both overall and
individually for endoscopists who performed >500 procedures.
The relationship between the polyp detection rate and
surveillance interval was also determined.

Ethics Approval
This study was approved by the Institutional Review Board of
Seoul National University Hospital (1909-093-670).

Results

NLP Information Extraction Performance
Table 1 shows the demographics of the 2000-report training
data set and the 1000-report testing data set for the NLP pipeline.
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The NLP tool extracted variables to calculate the quality
indicators. Table 2 shows the extracted key information on
pathological type, including advanced features, location, and
the number of polyps, which was assessed for recall, precision,
accuracy, and the F1 score in the testing data set. The
performance of the NLP pipeline ranged from 0.97 to 1.00 in
all performance metrics for the presence of adenomas and SSLs

with advanced features. For the location of colon polyps, the
NLP pipeline demonstrated excellent performance for adenomas,
ranging from 0.97 to 1.00; however, the NLP pipeline
demonstrated a relatively lower performance for detecting SSL
location. The NLP pipeline also demonstrated high performance
(>0.98) for counting the number of adenomas and SSLs.

Table 1. Characteristics of training and testing data sets for the development of the natural language processing pipeline.

P valueTesting (N=1000)Training (N=2000)Characteristics

<.00160.4 (6.5)58.6 (6.4)Age, mean (SD)

.86Sex

590 (59.0)1188 (59.4)Male, n (%)

410 (41.0)812 (40.6)Female, n (%)

Adenoma

.72475 (47.5)925 (46.2)Overall, n (%)

.54265 (26.5)501 (25.0)Right colon only, n (%)

.65113 (11.3)212 (10.6)Left colon only, n (%)

.5397 (9.7)212 (10.6)Both, n (%)

Advanced adenomaa

.6234 (3.4)77 (3.8)Overall, n (%)

.0614 (1.4)51 (2.6)Right colon only, n (%)

.2618 (1.8)24 (1.2)Left colon only, n (%)

.872 (0.2)3 (0.2)Both, n (%)

Sessile serrated lesion

.6466 (6.6)121 (6)Overall, n (%)

.5645 (4.5)79 (4)Right colon only, n (%)

.8015 (1.5)34 (1.7)Left colon only, n (%)

.646 (0.6)8 (0.4)Both, n (%)

Advanced sessile serrated lesionb

.6612 (1.2)19 (1)Overall, n (%)

.5210 (1)14 (0.7)Right colon only, n (%)

.881 (0.1)4 (0.2)Left colon only, n (%)

.801 (0.1)1 (0.1)Both, n (%)

Cancer

.540 (0)3 (0.2)Overall, n (%)

0 (0)0 (0)Right colon only, n (%)

.540 (0)3 (0.2)Left colon only, n (%)

0 (0)0 (0)Both, n (%)

aAdvanced adenomas were defined as adenomas ≥1 cm in size or with pathological features such as high-grade dysplasia or villous features.
bAdvanced sessile serrated lesions were defined as lesions ≥1 cm in size or with pathological features such as low or high-grade dysplasia.
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Table 2. Performance of the natural language processing pipeline in the testing data set (N=1000).

F1 scoreAccuracyPrecisionRecallIndicators

0.990.991.000.99Presence of a conventional adenoma

Location of conventional adenoma

0.990.990.981.00None

0.990.991.000.98Right colon only

0.990.990.990.98Left colon only

0.980.990.970.99Both

0.990.990.971.00Presence of an advanced adenomaa

Location of advanced adenoma

0.990.991.000.99None

0.970.990.931.00Right colon only

1.001.001.001.00Left colon only

1.001.001.001.00Both

0.990.991.000.98Presence of an SSLb

Location of SSL

0.990.990.991.00None

0.980.991.000.96Right colon only

1.001.001.001.00Left colon only

0.920.990.861.00Both

1.001.001.001.00Presence of an advanced SSLc

Location of advanced SSL

1.001.001.001.00None

0.950.991.000.90Right colon only

1.001.001.001.00Left colon only

0.670.990.501.00Both

Total number of adenomas

0.991.000.991.000

0.990.990.990.991-2

0.990.981.000.983-4

1.001.001.001.005-10

N/AN/AN/AN/Ad>10

Total number of SSLs

0.991.000.991.000

0.990.981.000.981-2

1.001.001.001.003-4

N/AN/AN/AN/A5-10

aAdvanced adenomas were defined as adenomas ≥1 cm in size or with pathological features such as high-grade dysplasia or villous features.
bSSL: sessile serrated lesion.
cAdvanced sessile serrated lesions were defined as lesions ≥1 cm in size or with pathological features such as low or high-grade dysplasia.
dN/A: not applicable.
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NLP Performance in Calculating Colonoscopy Quality
Indicators
The NLP pipeline assessed the mean ADR and SDR in the test
data set as 47.2% (472/1000) and 6.5% (65/1000), respectively.
The gold standard evaluation assessed these values as 47.5%
(475/1000) and 6.6% (66/1000), respectively (Table 3). The
differences in assessed ADR and SDR between the manual
review, the NLP pipeline, and the gold standard values were
not significant. For assessing the number of patients assigned

to each of the 6 surveillance interval groups described in the
2020 US Multi-Society Task Force guidelines, the NLP pipeline
and manual review demonstrated similar performance; however,
the NLP pipeline demonstrated a relatively higher accuracy in
assessing the number of patients assigned to the 3-year group
than the manual review (63/63, 100% vs 59/63, 93.6%,
respectively); this was also true for the 3-5-year group (68/69,
98.6% vs 65/69, 94.2%, respectively). It is a complicated task
to assess risk stratification in these groups.

Table 3. Comparison of polyp detection rate and surveillance interval group assignment as assessed by manual review and the natural language
processing pipeline in the test data set (N=1000).

P valueaMethodHuman annotatorExtracted indicators

Gold standardcNLP systemManual reviewbEDCBA

Detection rate, n (%)

.92475

(47.5)

468

(46.8)

472

(47.2)

468

(46.8)

475

(47.5)

474

(47.4)

474

(47.4)

467

(46.7)
ADRd

.9966

(6.6)

64

(6.4)

65

(6.5)

64

(6.4)

64

(6.4)

66

(6.6)

64

(6.4)

65

(6.5)
SDRe

Surveillance interval group, n (%)

N/AN/AN/AN/AN/AN/AN/AN/AN/Af1 year

.9263

(100)

63

(100)

59

(93.6)

58

(92.1)

62

(98.4)

60

(95.2)

58

(92.1)

59

(93.7)

3 years

.9269

(100)

68

(94.2)

65

(93.9)

68

(98.6)

63

(91.3)

64

(92.8)

67

(97.1)

62

(89.9)

3-5 years

.9940

(100)

39

(97.5)

40

(100)

40

(100)

40

(100)

40

(100)

40

(100)

40

(100)

5-10 years

.99347

(100)

343

(98.9)

344

(99.1)

346

(99.7)

345

(99.4)

345

(99.4)

347

(100)

339

(97.7)

7-10 years

.99481

(100)

480

(99.8)

480

(99.8)

480

(99.8)

480

(99.8)

481

(100)

480

(99.8)

479

(99.6)

10 years

aP values were calculated using the 2X3 chi-square test.
bMean of the judgments made by the 5 human annotators.
cConsensus judgment of the 5 human annotators; applied in inconsistent cases.
dADR: adenoma detection rate.
eSDR: sessile serrated lesion detection rate.
fN/A: not applicable (no patients were assigned a 1-year surveillance interval).

Analysis of ADR, SDR, and Surveillance Intervals in
a 10-Year Colonoscopy Report Data Set
The NLP pipeline was applied to a set of 54,562 colonoscopy
reports (and their associated pathology reports) created by 25
endoscopists who examined patients aged ≥50 years over a
10-year period; the NLP analyzed ADR, SDR, and surveillance
intervals in the reports (Table 4). The overall ADR, advanced
ADR, SDR, and advanced SDR were 42% (22,909/54,562),
3.4% (1838/54,562), 3.3% (1806/54,562), and 0.5%
(248/54,562), respectively. The difference in detection rate
between the endoscopists with the highest and lowest
performance was 39.9% (1055/1876, 56.2% vs 264/1615, 16.3%,
respectively) for ADR, 5.3% (83/1165, 7.1% vs 30/1615, 1.8%,

respectively) for advanced ADR, 6.2% (124/1876, 6.6% vs
6/1615, 0.4%, respectively) for SDR, and 1.6% (11/679, 1.6%
vs 0/1615, 0%, respectively) for advanced SDR. Overall, the
mean surveillance interval was 8.7 years, and the difference in
the surveillance interval assigned by endoscopists with the
highest and lowest performance was 1.3 years (9.5 years vs 8.2
years). Table 5 shows the proportion of patients assigned to
each of the 6 surveillance interval groups by groups of
endoscopists divided according to the endoscopists’ ADR and
SDR. The group of endoscopists with the lowest ADR (<30%)
assigned a higher proportion of patients to the longest
surveillance interval than did the endoscopists with the highest
ADR (>45%). This pattern was similar for the endoscopists
with the highest and lowest SDR.
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Table 4. Clinical application of the natural language processing pipeline to nonannotated colonoscopy data created by 25 endoscopists between 2010
and 2019.

Mean surveil-
lance interval,
years

Advanced sessile
serrated lesion de-
tection rate, n (%)

Sessile serrated le-
sion detection rate,
n (%)

Advanced adeno-
ma detection rate,
n (%)

Adenoma detection
rate, n (%)

ProceduresEndoscopist

8.98 (0.3)58 (1.9)94 (3.1)1112 (36.3)3060A

9.00 (0)8 (0.8)36 (3.7)343 (35)981B

8.821 (0.6)91 (2.6)129 (3.6)1447 (40.7)3553C

8.817 (0.6)83 (3)92 (3.3)1109 (40.1)2765D

8.93 (0.3)18 (1.5)46 (3.9)469 (39.9)1174E

9.21 (0.1)21 (1.7)39 (3.1)338 (26.9)1258F

8.611 (1.6)40 (5.9)12 (1.8)301 (44.3)679G

8.44 (0.3)21 (1.8)83 (7.1)505 (43.3)1165H

9.50 (0)6 (0.4)30 (1.9)264 (16.3)1615I

8.712 (0.6)92 (4.4)43 (2.1)917 (43.9)2091J

8.216 (0.9)124 (6.6)58 (3.1)1055 (56.2)1876K

8.414 (0.4)144 (4.4)73 (2.2)1739 (53)3284L

8.63 (0.1)132 (3.8)116 (3.4)1510 (43.9)3437M

8.613 (0.3)130 (3.4)119 (3.1)1708 (45)3799N

8.81 (0.2)14 (2.2)14 (2.2)292 (45.1)647O

8.416 (0.9)87 (5.1)74 (4.3)844 (49.4)1707P

8.516 (0.5)137 (4.6)106 (3.6)1435 (48.4)2964Q

8.812 (0.4)99 (3.1)108 (3.4)1235 (38.5)3209R

8.98 (0.4)61 (2.8)52 (2.4)816 (37.6)2168S

8.723 (0.6)152 (4)119 (3.1)1633 (42.6)3834T

9.19 (0.2)68 (1.7)127 (3.2)1324 (33.6)3935U

8.217 (0.9)104 (5.4)114 (5.9)1014 (52.4)1936V

8.80 (0)4 (0.6)33 (5.1)268 (41.7)643W

8.516 (1.1)73 (5)65 (4.4)680 (46.3)1469X

8.77 (0.5)39 (3)56 (4.3)551 (42)1313Y

8.7248 (0.5)1806 (3.3)1838 (3.4)22,909 (42)54,562Total

Table 5. Proportion of patients assigned different surveillance intervals, sorted by endoscopists (N=25) with high, medium, and low adenoma detection
rates and sessile serrated lesion detection rates.

Sessile serrated lesion detection rate, n (%)Adenoma detection rate, n (%)Surveillance
interval

>4%

(n=16,006)

2%-4%

(n=24,725)

<2%

(n=13,831)

>45%

(n=13,883)

30%-45%

(n=37,806)

<30%

(n=2873)

16 (0.1)8 (0.03)3 (0.02)13 (0.09)14 (0.04)0 (0)1 year

1002 (6.26)1284 (5.19)603 (4.36)894 (6.44)1918 (5.07)77 (2.68)3 years

1378 (8.61)1557 (6.3)545 (3.94)1217 (8.77)2204 (5.83)59 (2.05)3-5 years

455 (2.84)491 (1.99)138 (1.00)389 (2.80)670 (1.77)25 (0.87)5-10 years

5603 (35.01)7508 (30.37)3527 (25.5)4953 (35.68)11,213 (29.66)472 (16.43)7-10 years

7529 (47.04)13,851 (56.02)8988 (64.98)6397 (46.08)21,740 (57.5)2231 (77.75)10 years
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Discussion

Comparison With Other NLP Systems
There have been various efforts to develop NLP systems for
monitoring the quality of colonoscopies in Western countries,
and these have shown excellent performance in measuring
procedure indications, cecal intubation rate, and the presence
and location of polyps. NLP systems have been studied that
have various levels of complexity and perform various tasks,
ranging from simple extraction tasks, such as assessing the
presence and location of polyps, to the automated extraction
and calculation of quality metrics [23-31]. However,
Western-developed NLP systems in previous studies were based
on reports written in English and used NLP lexicons from
common language systems, such as the unified medical language
system and the Systematized Nomenclature of Medicine-Clinical
Terms. These systems cannot be applied to a set of reports
written in Korean, both Korean and English, and English only,
such as the one examined in this study. Therefore, for the first
time in Korea, we developed an NLP pipeline to process
colonoscopy reports written in multiple languages. A lexicon
including Korean and English medical terms and various
endoscopic abbreviations was used to construct the NLP
pipeline. Hence, our NLP pipeline processed reports with
feasible performance in the validation data set for capturing key
quality indicators, including the detection rate for SSLs
(previous NLP systems have only captured a few SSLs).

We demonstrated the clinical application of the NLP pipeline
with a 10-year set of nonannotated colonoscopy reports. Quality
indicators, including ADR, SDR, and surveillance intervals,
were extracted from reports written by 25 gastroenterologists,
and the proportion of patients assigned different surveillance
intervals was analyzed to determine the quality of polyp
detection by the endoscopists. We found that ADR and SDR
had great variance among the endoscopists, a result that is in
line with previous studies [2-4]. There was a 3.4-fold variation
in ADR between the endoscopists with the lowest and highest
levels (1055/1876, 56.2% vs 264/1615, 16.3%, respectively)
and a 16.5-fold variation in SDR (124/1876, 6.6% vs 30/1615,
0.4%, respectively).

Importance of SSL Detection and Performance
Feedback
Although awareness of the clinical importance of SSLs for
colorectal cancer via the serrated pathway has increased since
2010, our data revealed that detecting SSLs remains a challenge
for endoscopists performing screening colonoscopies. SSLs
typically show a subtle endoscopic appearance: they can be flat,
mucus-coated, and have indistinct borders, which is a totally
different appearance from conventional adenomas [32]. Most
recently, Lee et al [3] reported the results of a 1-year educational
intervention based on a computerized training module that
imparted knowledge on the appearance of SSLs using the NICE
(Narrow Band Imaging International Colorectal Endoscopic)
and WASP (Workgroup on Serrated Polyps and Polyposis)
classifications. In this large study, which included 15
experienced endoscopists, the SDR improved significantly,
from 4.5% at baseline to 7.1%. Therefore, implementing an

NLP system for colonoscopies in clinical practice could provide
feedback on the detection performance of individual
endoscopists in real time and motivate endoscopists to improve
their knowledge and observation techniques for difficult polyps.

Optimization of Surveillance Interval
Recommendations
Current surveillance interval recommendations for follow-up
colonoscopies do not consider the performance of the physician
and only consider the characteristics of the removed polyp. Our
study reveals that the recommended surveillance interval can
be incorrectly long, depending on the performance level of the
endoscopist. High-performance endoscopists (ADR >45%)
recommended a 10-year surveillance interval in 46.1% of
patients (6397/13,883), while low-performance endoscopists
(ADR <30%) recommended a 10-year surveillance interval in
77.8% of patients (2231/2873). This wide difference in the
proportion of patients that received a recommendation of a
10-year surveillance interval suggests that low-performance
endoscopists missed polyps, negatively affecting their
calculation of the future risk of patients and leading them to
recommend an inappropriately long surveillance interval.
Therefore, endoscopists should periodically check their own
ability to detect neoplastic polyps and adjust their
recommendations for surveillance interval according to their
level of performance to prevent cancer development.
Colonoscopy NLP systems could have a role in this
self-evaluation process, providing an essential clinical decision
support system and enabling the optimal choice of surveillance
intervals by considering not only the risk of the patient, but also
the performance of the endoscopist.

Limitations
This study has the following limitations: First, it was conducted
at a single center, leaving open the possibility that the NLP
pipeline may not be able to properly process colonoscopy reports
retrieved from other centers. As the NLP pipeline is based on
regular expression rules formulated from linguistic patterns in
the development data set, terms or patterns in other reports that
are not present in the development data set can result in false
processing of the reports. Second, the integrity of the NLP
pipeline depends on the endoscopist’s documentation practice.
For example, miswriting orders, numbers, or the count of the
biopsied polyps could create mismatches between a colonoscopy
report and its associated pathology report, resulting in false
processing in the pipeline. However, this is not a problem unique
to our study; it applies to all projects that use current NLP
pipelines. Therefore, future research may be required to develop
more confident NLP systems that warn of the possibility of false
processing or to develop more sophisticated systems based on
deep learning approaches and cutting-edge NLP models, such
as bidirectional encoder representations from transformers
(BERT) [33].

Conclusions
In summary, we developed an NLP pipeline to transform
multi-language, free-text reports into a structured format to
automate the calculation of quality indicators. The NLP pipeline
processed the validation data set with high performance that
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was similar to a manual review performed by experts. The
NLP-derived information from a 10-year real-world data set
found that individual endoscopists showed great variance in
quality indicators and patient risk stratification. This automated
NLP process could be a useful decision support system for
endoscopists, as it could allow the optimal recommendation of
postcolonoscopy surveillance intervals based on both patient

risk and endoscopist performance. This system could positively
impact the quality of colonoscopy in many hospitals and health
check-up centers that conduct screening programs. Furthermore,
information extracted by NLP pipelines from big data derived
from colonoscopy reports should be a valuable resource for
research into the association of colon polyps with various
diseases and into guideline adherence patterns.
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Abbreviations
ADR: adenoma detection rate
NLP: natural language processing
SDR: sessile serrated lesion detection rate
SSL: sessile serrated lesion
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Abstract

Background: With the prevalence of online consultation, many patient-doctor dialogues have accumulated, which, in an
authentic language environment, are of significant value to the research and development of intelligent question answering and
automated triage in recent natural language processing studies.

Objective: The purpose of this study was to design a front-end task module for the network inquiry of intelligent medical
services. Through the study of automatic labeling of real doctor-patient dialogue text on the internet, a method of identifying the
negative and positive entities of dialogues with higher accuracy has been explored.

Methods: The data set used for this study was from the Spring Rain Doctor internet online consultation, which was downloaded
from the official data set of Alibaba Tianchi Lab. We proposed a composite abutting joint model, which was able to automatically
classify the types of clinical finding entities into the following 4 attributes: positive, negative, other, and empty. We adapted a
downstream architecture in Chinese Robustly Optimized Bidirectional Encoder Representations from Transformers Pretraining
Approach (RoBERTa) with whole word masking (WWM) extended (RoBERTa-WWM-ext) combining a text convolutional
neural network (CNN). We used RoBERTa-WWM-ext to express sentence semantics as a text vector and then extracted the local
features of the sentence through the CNN, which was our new fusion model. To verify its knowledge learning ability, we chose
Enhanced Representation through Knowledge Integration (ERNIE), original Bidirectional Encoder Representations from
Transformers (BERT), and Chinese BERT with WWM to perform the same task, and then compared the results. Precision, recall,
and macro-F1 were used to evaluate the performance of the methods.

Results: We found that the ERNIE model, which was trained with a large Chinese corpus, had a total score (macro-F1) of
65.78290014, while BERT and BERT-WWM had scores of 53.18247117 and 69.2795315, respectively. Our composite abutting
joint model (RoBERTa-WWM-ext + CNN) had a macro-F1 value of 70.55936311, showing that our model outperformed the
other models in the task.

Conclusions: The accuracy of the original model can be greatly improved by giving priority to WWM and replacing the
word-based mask with unit to classify and label medical entities. Better results can be obtained by effectively optimizing the
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downstream tasks of the model and the integration of multiple models later on. The study findings contribute to the translation
of online consultation information into machine-readable information.

(JMIR Med Inform 2022;10(4):e35606)   doi:10.2196/35606

KEYWORDS

online consultation; named entity; automatic classification; ERNIE; Enhanced Representation through Knowledge Integration;
BERT; Bidirectional Encoder Representations from Transformers; machine learning; neural network; model; China; Chinese;
classification; patient-physician dialogue; patient doctor dialogue; semantics; natural language processing

Introduction

Background
Internet hospitals in China are in high demand due to limited
and unevenly distributed health care resources, lack of family
physicians, increasing burden of chronic diseases, and rapid
growth of the aging population [1]. Gong et al researched online
epidemic-related consultations by multicenter internet hospitals
in China during the COVID-19 epidemic, and proved that
internet hospitals can offer essential medical support to the
public, reduce social panic, and reduce the chance of nosocomial
cross-infection, thus playing an important role in preventing
and controlling COVID-19 [2]. The COVID-19 outbreak
catalyzed the expansion of online health care services. During
online consultation, large amounts of text data are accumulated,
and contextual data that contain patient-doctor dialogues are of
significant value. Network inquiry technology is still in the
popularization stage in China, and the text record of inquiry is
seldom used in research in the area of natural language
processing (NLP), which involves patient privacy and
information security [3]. Recently, there has been a lot of work
in this area, for instance, a study on the problem of corpus-level
entity typing [4]. Chinese scholars have reported on
multi-instance learning in the 27th ACM International
Conference [5]. Moreover, Wentong et al introduced named
entity recognition of electronic medical records based on
Bidirectional Encoder Representations from Transformers
(BERT) [6] and Piao et al researched a Chinese named entity
recognition method based on BERT embedding, which improved
entity recognition and attribute labeling [7]. These are significant
studies in the NLP domain. Entity studies of clinical text data
commonly involve electronic medical records. Dun-Wei et al
performed a study based on multi-feature embedding and the
attention mechanism [8], and Xue et al researched
cross-department chunking [9]. Moreover, Zhang et al studied
automatic identification of Chinese clinical entities from free
text in electronic health records and contributed to translating
human-readable health information into machine-readable
information [10]. Furthermore, Jiang et al used machine learning
approaches to mine massive service data from the largest
China-based online medical consultation platform, which covers
1,582,564 consultation records of patient-physician pairs from
2009 to 2018, and showed that promoting multiple timely
responses in patient-provider interactions is essential to
encourage payment [11].

However, there is limited clinical dialogue data, and the
development of sentence compression for aspect-based
sentiment analysis is constantly improving [12]. Chinese

researchers have used the BERT model to analyze public
emotion during the epidemic of COVID-19 and have
substantiated that the fine-tuning of BERT has higher accuracy
in the training process [13]. A team from Drexel University
used a transformer-based machine learning model to analyze
the nuances of vaccine sentiment in Twitter discourse [14].
Patient-doctor dialogues, which are different from daily
communication or other universal Q&A, contain important data,
such as a patient’s symptoms and the diagnosis by a doctor, and
these are called “clinical findings” or named entities in
patient-doctor dialogues.

Objectives
The purpose of this study was to design a front-end task module
for the network inquiry of Intelligent Medical Services. Through
the study of automatic labeling of real doctor-patient dialogue
text on the internet, a method of identifying the negative and
positive entities of the dialogue with higher accuracy was
explored. This work significantly eliminates the human work
involved in feature engineering.

Methods

Data Sets
In this paper, our task was named entity automatic classification
in patient-doctor dialogues, which was divided into the following
4 attributes: positive, negative, other, and empty. The details
are presented below.

The tag “positive (POS)” is used when it can be determined that
a patient has dependent symptoms, diseases, and corresponding
entities that are likely to cause a certain disease. The tag
“negative (NEG)” is used when the disease and symptoms are
not related. The tag “other (OTHER)” is used when the user
does not know or the answer is unclear/ambiguous, which is
difficult to infer. The tag “empty (EMPTY)” is used when there
is no practical meaning to determine the patient’s condition,
such as interpretation of some medical knowledge by the doctor,
independent of the patient’s current condition, inspection items,
drug names, etc.

The data set is from the Spring Rain Doctor internet online
consultation, which has been downloaded from the official data
set of Alibaba Tianchi Lab [15]. The training set consists of
6000 dialogues, and each set of dialogues contains more than
a dozen statements and a total of 186,305 sentences. The test
set consists of 2000 dialogues and a total of 61,207 sentences.

On analysis, we found that online consultation data had the
below features.
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1. The patient description information was scattered, had slang,
and had some spelling mistakes:

患者：经常放屁，很丑(臭) (sentence_id:20); Patient: Fart
often. It stnks (stinks)

医生：杀菌治疗的话应该重新换药 (sentence_id:21); Doctor:
For bactericidal treatment, you should be replaced with drugs

患者：现在安 (按 )肚脐左边，感觉按着涨涨的感觉
(sentence_id:22); Patient: Now prress (press) the left side of
the navel, I feel it like a balloon.

医生：我觉得这种疼痛应该有中药的影响。(sentence_id:23);
Doctor: I think this pain should be affected by traditional
Chinese medicine.

2. Interval answers were common:

医生：咳嗽咳痰？(sentence_id:4); Doctor: Any Cough or
expectoration?

医生：头痛头晕脑胀？(sentence_id:5); Doctor: Headache,
dizziness, or brain swelling?

医生：从资料分析看，有可能是过敏性鼻炎。
(sentence_id:6); Doctor: According to the previous examination,
it may be allergic rhinitis.

患者：应该是里面，表面上没有鼓包或红肿之类的，没有
感冒或咳嗽过最近，头晕脑胀有时会 (sentence_id:7); Patient:
It should be inside. There is no bulge or swelling on the surface.
There is no cold or cough recently. Dizziness and brain swelling
sometimes occur.

3. The main symptoms were mixed with other symptoms:

医生：你好，是10岁的孩子头痛吗？(sentence_id:2); Doctor:
Hello, is it a 10-year-old child with a headache?

患者：是的 (sentence_id:3); Patient: Yes

患者：不知道头疼恶心吐，是不是感冒 (sentence_id:19);
Patient: I'm not sure whether headache, nausea, or vomiting is
colds

医生：但是感冒一般不会呕吐 (sentence_id:28); Doctor: But
a cold usually doesn't cause vomiting

患者：恶心之前没劲，反酸水 (sentence_id:30); Patient: No
strength before nausea, sour stomach

医生：需要详细的问诊和查体，建议到医院神经内科或儿
童神经内科面诊 (sentence_id:36); Doctor: Need detailed
consultation and physical examination, I suggest going to the
hospital neurology department or children’s neurology
department for a face-to-face diagnosis

The above aspects introduce many difficulties in entity
recognition and attribute annotation.

The format of raw data was multilayer nested JSON. According
to the aspects of the models, we split the innermost text into
pairs of splicing contextual sentences. “Jsonlite” is a unique
package of R language [16], and the built-in “stream_in”
statement does well with tiling JSON into an Excel table, making
it intuitive and convenient for us to compare the differences in
output data. We then extracted the corresponding subform data
according to the analysis requirements. All models shared the
same data set. Before input into our model, in addition to the
sentence content, we appended the speech role information (ie,
sender).

Composite Abutting Joint Model for Clinical Named
Entity Classification
We proposed a composite abutting joint model and adapted a
downstream architecture in Chinese Encoder Representations
from Transformers Pretraining Approach (RoBERTa) with
whole word masking (WWM) extended (RoBERTa-WWM-ext),
which combines a text convolutional neural network (CNN)
[17]. We used RoBERTa-WWM-ext to express sentence
semantics as a text vector [18] and then extracted the local
features of the sentence through the CNN, which was our new
fusion model.

Construction of the Composite Abutting Joint Model
Chinese RoBERTa-WWM-ext is an open-source model from
the Harbin Institute of Technology, which uses WWM combined
with the RoBERTa model [19,20]. We adapted a downstream
architecture in Chinese RoBERTa-WWM, which combines a
text CNN [21]. Our training objective was to use
RoBERTa-WWM-ext to express sentence semantics as a text
vector and then extract the local features of the sentence through
the CNN. The construction of our model is shown in Figure 1.
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Figure 1. Construction of our model. BERT: Bidirectional Encoder Representations from Transformers; CNN: convolutional neural network.

The Input Layer of the Composite Abutting Joint Model
The input layer is the same as BERT [22]. It uses a masked
language model (MLM) to generate deep 2-way linguistic
representations that combine adjacent and contextual
information. Its structure involves stacking traditional

transformers, and taking BERT as an example, each of its 12
transformer layers combine left and right contexts to form a
deeper 2-way self-attention architecture neural network.
Text-input BERT is characterized by 3 levels (Figure 2), namely,
token embeddings, segment embeddings, and position
embeddings.

Figure 2. Bidirectional Encoder Representations from Transformers input characterization.

Text Vector Calculation Layer of the Composite Abutting
Joint Model
To maintain continuity between sentences, the beginning and
end of the original text are marked with a special symbol [CLS],
and the 2 sentences are split with [SEP]. The coded information
in the discrete state is transformed into N-dimensional space
vectors and transmitted to the encoder unit of the transformer
through a continuous and distributed representation. Similarity
and distance are computed at the self-attention level to capture
word dependencies within sentences. For the calculation of the
self-attention function, Vaswani et al introduced “Scaled
Dot-Product Attention” [23]. The input includes queries and
keys for dimension dk and the value for dimension dv. The dot
products of a query are computed with all keys, and each is
divided by each key. Then, the softmax function is applied to
the values. In fact, during the model computation, it has a set
of queries packed together into a matrix Q. The keys and values

are packed together into matrices K and V. The output matrix
is as follows [23]:

The model could project the queries, keys, and values linearly
h times with different learned linear projections to dk, dk, and
dv dimensions, respectively. On each projected version of the
queries, keys, and values, it executes the attention function in
parallel to generate dv-dimensional output values. These values
are connected and projected again to obtain the final result. This
is multihead attention [23].

Multihead (Q, K, V) = Concat (head1, ..., headh)W
O(2)

where headi = Attention(QWi
Q, KWi

K, VWi
V) and where the

projections are parameter matrices , , , and .
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The inputs and outputs of the self-attention layer are added and
normalized, which makes the output mean of the self-attention
layer 0 and the standard deviation 1, and then, it is transferred
to the feed-forward layer of the feed-forward neural network.
Mean and normalization are processed again. The transformer
encoder structure of the model has been described by Vaswani
et al [23] (Figure 3).

In transformers, location coding is computed using a
trigonometric function as follows [23]:

The positional encoding vector results are added to the
embedding vector sequence corresponding to each input word
instead of connecting vector. Similar to BERT in our model,
15% of the word-piece tokens are masked at random during
training. These masked tokens are divided into 3 parts, with
80% of them using [MASK], 10% of them being replaced with

a random word, and 10% of them using the original word.
Related research by Dandan et al showed that the downstream
task of the pretraining model can improve the performance of
the model through FINETUNE [24].

During the pretraining phase, the BERT model takes on 2 tasks,
MLM and next sentence prediction (NSP). Piao et al have
explained the process of predictive masking in MLM tasks,
which obtains the semantic representation of a word in a specific
context through self-supervised learning [7]. Not the same as
BERT, RoBERTa-WWM-ext cancels the NSP and uses max_len
= 512 during the pretraining, and the number of training steps
is appropriately extended [18].

Another feature of RoBERTa-WWM-ext is that it uses WWM.
An example to illustrate the characteristics of WWM is provided
in Figure 4 [19].

BERT can only divide Chinese into characters, not words (units).
WWM makes the Chinese mask more like English. A complete
word will be shielded; otherwise, it will not be shielded, which
can maintain the integrity of the Chinese word as a unit, to
improve the accuracy of model learning.

Figure 3. Transformer encoder structure.
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Figure 4. An example of whole word masking in our model.

Sentence Feature Computing Layer of the Composite
Abutting Joint Model
The output word vector of RoBERTa-WWM-ext was further
extracted by a CNN, which is expected to enhance the robustness
of the model. The computing formula is as follows [17,25,26]:

where WA and WB are 2 matrices that are randomly initialized
by adding an attention layer to deal with the location
characteristics, and b is the RoBERTa-WWM-ext hidden layer
dimension, with b1 being the offset. Moreover, ERo represents
the output of the coding layer of RoBERTa-WWM-ext, and
featuretext represents the weighted feature obtained by the
product of the score weight and the output of the encoder, which
is also the output text vector feature of RoBERTa-WWM-ext.
After CNN calculation, the predicted emotion label is finally
obtained [27].

Results

Evaluation Criteria
We adopted Alibaba cloud’s official evaluation standard, and
Macro-F1 was used as the evaluation index. Suppose we have
n categories, C1, ..., CI, ..., CN, the calculation is as follows:

where accuracy (Pi) is the number of samples correctly predicted
as category CI/number of samples predicted as category CI, and
recall rate (Ri) is the number of samples correctly predicted as
category CI/number of samples of the real CI category.

Graphics Processing Unit Server Requirements
The server requirements are as follows: CPU, 8 cores at 2.5
GHz; memory, 32 GB; hard disk, 500 GB; GPU/Field
Programmable Gate Array, 1×NVIDIA V100.

Results of Our Composite Abutting Joint Model
Our data involved a 3-layer nested JSON file. The first layer
was regarded as the index of each dialogue, the second layer
was the specific dialogue content between patients and doctors
in each dialogue, and the third layer was the entity part
corresponding to a single sentence. Not every sentence had an
entity part, and not every entity needed to be marked with an
entity attribute. We expanded the training set data and all the
models’ training results. The distribution of entity attribute
labels is shown in Table 1.

From Table 1, we know that the BERT results of the test data
have more positive labels, with a value nearly 10 percentage
points higher than that for the train data, and the negative labels
were nearly 4 percentage points less than that for the train data.
After optimizing WWM, the attribute proportion was close to
the train data, but there was still a certain gap. We used the
fine-tune approach with CNN for RoBERTa-WWM-ext, but it
did not change the label proportion. In the Enhanced
Representation through Knowledge Integration (ERNIE) model
train results, the attribute proportion was closer to that for the
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train data when compared with BERT. Next, we compared the 4 models, and the results are shown in Table 2.

Table 1. Attribute statistics in the training data and the model training results of the test data.

Test data (N=39,204)Training data
(N=118,976)

Data set

RoBERTa-WWM-ext + CNNdBERT-WWMcBERTbERNIEa

26,116 (66.62%)26,116 (66.62%)27,866 (71.08%)25,163 (64.18%)74,774 (62.85%)POSe, n (%)

3871 (9.87%)3871 (9.87%)3125 (7.97%)4271 (10.89%)14,086 (11.84%)NEGf, n (%)

2587 (6.60%)2587 (6.60%)684 (1.74%)1006 (2.57%)6167 (5.18%)OTHERg, n (%)

6630 (16.91%)6630 (16.91%)7529 (19.20%)8764 (22.35%)23,949 (20.13%)EMPTYh, n (%)

aERNIE: Enhanced Representation through Knowledge Integration.
bBERT: Bidirectional Encoder Representations from Transformers.
cBERT-WWM: Bidirectional Encoder Representations from Transformers with whole word masking.
dRoBERTa-WWM-ext + CNN: Robustly Optimized BERT Pretraining Approach with whole word masking extended plus a convolutional neural
network.
eThe tag “positive (POS)” is used when it can be determined that a patient has dependent symptoms, diseases, and corresponding entities that are likely
to cause a certain disease.
fNEG: The tag “negative (NEG)” is used when the disease and symptoms are not related.
gOTHER: The tag “other (OTHER)” is used when the user does not know or the answer is unclear/ambiguous, which is difficult to infer.
hEMPTY: The tag “empty (EMPTY)” is used when there is no practical meaning to determine the patient’s condition, such as interpretation of some
medical knowledge by the doctor, independent of the patient’s current condition, inspection items, drug names, etc.
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Table 2. The scores of the 4 models.

BERTbERNIEaData set

RoBERTa-WWM-ext + CNNdBERT-WWMcBERT

89.2324814289.8167653787.1099805287.32461545POSe-Rrf

88.2087147986.5785440678.6958239187.35933834POS-Pr

88.7176447388.1679314982.6894053787.34197344POS-F1

70.1362519566.9644851541.5010051467.70158588NEGg-Rrh

77.3018217677.5077559559.4560000071.03351301NEG-Pr

73.5449115871.8514080348.8818731969.32753888NEG-F1

57.1354971758.0628542012.9829984527.30551262OTHERi-Rr

45.0629825343.5808198036.8421052652.68389662OTHER-Pr

50.3861881049.7901480019.2000000035.96878181OTHER-F1

67.7716390462.9834254161.6285188175.84846093EMPTYj-Rr

71.5058986872.2716981162.2922483765.84446728EMPTY-Pr

69.5887080467.3086385061.9586061070.49330644EMPTY-F1

71.0689674069.4568825350.8056257364.54504372Macro-Rr

70.5198544469.9847044859.3215443969.23030381Macro-Pr

70.5593631169.2795315053.1824711765.78290014Total score (Macro-F1)

aERNIE: Enhanced Representation through Knowledge Integration.
bBERT: Bidirectional Encoder Representations from Transformers.
cBERT-WWM: Bidirectional Encoder Representations from Transformers with whole word masking.
dRoBERTa-WWM-ext + CNN: Robustly Optimized BERT Pretraining Approach with whole word masking extended plus a convolutional neural
network.
eThe tag “positive (POS)” is used when it can be determined that a patient has dependent symptoms, diseases, and corresponding entities that are likely
to cause a certain disease.
fPr: precision rate.
gNEG: The tag “negative (NEG)” is used when the disease and symptoms are not related.
hRr: recall rate.
iOTHER: The tag “other (OTHER)” is used when the user does not know or the answer is unclear/ambiguous, which is difficult to infer.
jEMPTY: The tag “empty (EMPTY)” is used when there is no practical meaning to determine the patient’s condition, such as interpretation of some
medical knowledge by the doctor, independent of the patient’s current condition, inspection items, drug names, etc.

Discussion

From the scoring results, the ERNIE model, which has been
trained on a large Chinese corpus, had a total score 12.6 points
higher than that of the BERT model in our task. BERT-WWM
surpassed ERNIE, with a score of 69.28. Our
RoBERTa-WWM-ext + CNN model improved the overall score
by 1.28. With the addition of the message sender in the corpus
of RoBERTa-WWM-ext, the correct rate of answering sentences
also improved.

A previous report assessed BERT fine-tuning as embedding
input into the text CNN model and showed that the accuracy
rate was 0.31% higher than that of the original BERT model
and was more stable [28]. We used CNN to compute sentence
features. To verify our model’s knowledge learning ability, we
chose ERNIE [29], original BERT, and Chinese BERT with
WWM to do the same task, and then compared the results of
these models.

In this study, we showed that our model outperformed the other
models on the task. The test was not manually modified, and
the error of the training data limited the role of manual rules.
We tried to add rules to correct the positive labeling, but the
total score was only 29.31 points. The accuracy of the positive
label was 92.33, but the recall was only 16.46. Due to the
false-positive interference of the original data, it was difficult
to improve the accuracy of the model itself through artificial
rules. The longest sequence length supported by BERT is 512.
The text tasks suitable for processing include short texts, such
as comments on social platforms and article titles, but for a
medical dialogue composed of more than 50 single sentences,
the length is obviously not enough. We can only use the
truncation method to preprocess text, that is, first truncation,
tail truncation, and head to tail truncation, which adds some
difficulty to the preliminary work. According to the work of
Zeng et al, the base model did improve the accuracy rate by
adjusting the downstream tasks [30]. For the single model,
XLNET and RoBERTa were better than BERT and ERNIE,
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and the integration of multiple models will improve the model
by 2.58% on average. The results of this study indicated that
the accuracy of the model improved with small and middle
sample sizes. The multimodel joint integration was an effective
way to improve the accuracy of the entity attribute annotation.

“Internet medical+” was part of China’s rapid development
after “Internet+” became China’s national strategy in 2015 [31].
In 2019, the novel coronavirus pneumonia outbreak occurred
globally, and traditional medical treatment brought many
malpractices, which stimulated the technical development of

internet inquiry [32]. In the 9th IEEE International Conference
on Health Care Informatics (ICHI) in 2021, some scholars
proposed to integrate structured data with unstructured text
annotation recorded in the classification stage, and use NLP
methods for admission prediction and triage notes [33]. This
study hopes to further optimize medical information and pave
the way for the automatic generation of medical cases through
the automatic entity annotation of doctor-patient real dialogue
text generated in the process of consultation. It is speculated
that our study findings will contribute to the application of NLP
methods in the field of health care.
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Abstract

Background: Lymph node metastasis (LNM) is critical for treatment decision making of patients with resectable non–small
cell lung cancer, but it is difficult to precisely diagnose preoperatively. Electronic medical records (EMRs) contain a large volume
of valuable information about LNM, but some key information is recorded in free text, which hinders its secondary use.

Objective: This study aims to develop LNM prediction models based on EMRs using natural language processing (NLP) and
machine learning algorithms.

Methods: We developed a multiturn question answering NLP model to extract features about the primary tumor and lymph
nodes from computed tomography (CT) reports. We then combined these features with other structured clinical characteristics
to develop LNM prediction models using machine learning algorithms. We conducted extensive experiments to explore the
effectiveness of the predictive models and compared them with size criteria based on CT image findings (the maximum short
axis diameter of lymph node >10 mm was regarded as a metastatic node) and clinician’s evaluation. Since the NLP model may
extract features with mistakes, we also calculated the concordance correlation between the predicted probabilities of models using
NLP-extracted features and gold standard features to explore the influence of NLP-driven automatic extraction.

Results: Experimental results show that the random forest models achieved the best performances with 0.792 area under the
receiver operating characteristic curve (AUC) value and 0.456 average precision (AP) value for pN2 LNM prediction and 0.768
AUC value and 0.524 AP value for pN1&N2 LNM prediction. And all machine learning models outperformed the size criteria
and clinician’s evaluation. The concordance correlation between the random forest models using NLP-extracted features and
gold standard features is 0.950 and improved to 0.984 when the top 5 important NLP-extracted features were replaced with gold
standard features.

Conclusions: The LNM models developed can achieve competitive performance using only limited EMR data such as CT
reports and tumor markers in comparison with the clinician’s evaluation. The multiturn question answering NLP model can extract
features effectively to support the development of LNM prediction models, which may facilitate the clinical application of
predictive models.

(JMIR Med Inform 2022;10(4):e35475)   doi:10.2196/35475

KEYWORDS

non–small cell lung cancer; lymph node metastasis prediction; natural language processing; electronic medical records; lung
cancer; prediction models; decision making; machine learning; algorithm; forest modeling

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e35475 | p.153https://medinform.jmir.org/2022/4/e35475
(page number not for citation purposes)

Hu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:lvxd@zju.edu.cn
http://dx.doi.org/10.2196/35475
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

Lung cancer remains the leading cause of cancer death
worldwide, representing approximately 1 in 5 (18.0%) cancer
deaths [1]. Non–small cell lung cancer (NSCLC) accounts for
about 84% of lung cancer cases, and its 5-year relative survival
rate is only 25.0% [2], making it one of the biggest threats to
human health.

Staging of NSCLC is a process to determine the extent of the
cancer and is critical to prognosis evaluation and treatment
decision making [3,4]. The TNM stage classification [5] is the
most widely used staging method in clinical practice; it describes
the anatomic extent of a tumor from 3 aspects (ie, T for extent
of the primary tumor, N for involvement of lymph nodes, M
for distant metastases). For patients with resectable NSCLC,
preoperative confirmed N2 (a type of N stage) lymph node
metastasis (LNM) indicates neoadjuvant therapy should be
given before surgery to achieve the best clinical practice [3].
Currently, various advanced noninvasive diagnostic modalities
are available for N staging like chest computed tomography
(CT) and positron emission tomography–computed tomography
(PET-CT). In clinical practice, clinicians commonly use a size
criterion (ie, the maximum short axis diameter of lymph node
>10 mm on CT scan) to discriminate LNM from benign nodes
and yield 55% sensitivity [6]. Another criterion is the maximum
standardized uptake value (SUVmax) of lymph node >2.5 on
PET-CT scan, which has an 81% sensitivity [7]. Invasive
methods such as mediastinoscopy and endobronchial
ultrasound-guided transbronchial needle aspiration have better
diagnostic abilities than noninvasive methods. However, these
methods are mainly for lymph nodes with indications and not
suitable for patients with severe comorbidities, so they are not
routinely used in clinical practice [8]. One study analyzed data
from 9 clinical trials and found nearly 38% of patients were
misclassified in comparison with their pathological N staging
[9]. Therefore, new reliable LNM prediction methods are
required to alleviate this clinical dilemma.

For precise staging, researchers explored using statistical
analysis or machine learning methods to learn nontrivial
knowledge between the comprehensive patient features and
LNM status [8,10-16]. Recently, with the rapid development
of hospital information systems, a large volume of electronic
medical records (EMR) has become available, and it contains
almost all clinical features about patients. However, some
important features are recorded in the narratives in free text,
such as the size of the tumor and lymph node, tumor density,
pleural indentation, etc, which hinders their direct use. Manual
extraction is time-consuming and error-prone. So, one big
challenge is how to extract this information effectively to
support subsequent tasks like LNM prediction [17]. A review
by Garg et al [18] found studies in which users were
automatically prompted to use the system achieved better
performance in comparison with those in which users were
required to actively initiate the system. The finding implicitly
indicates that the duplicative data entry activity may explain
why the predictive models are not widely adopted in the clinic
despite their potential to improve diagnostic accuracy.
Furthermore, with the prevalence of machine learning models,

more features are required for analysis, making the clinical
application of the models more difficult [19-21].

Natural language processing (NLP) offers the opportunity to
automatically extract information to support the application of
predictive models [17,22]. Many studies used rule-based,
machine learning, or deep learning methods to extract the
cancer-related information from free-text EMR data [22-29],
but only a few included further elaboration on how to exploit
the extracted information. Chen et al [30] extracted information
from various clinical notes including CT reports and operative
notes to calculate the Cancer of the Liver Italian Program score.
Martinez et al [31] extracted information from pathology reports
to calculate the TNM and Australian clinicopathological stage
of colorectal cancer. Castro et al [32] developed an NLP system
for automated breast imaging reporting and data system
(BI-RADS) categories extraction from breast radiology reports.
Bozkurt et al [33,34] developed an information extraction
pipeline to extract information from mammography reports to
predict the malignancy of breast cancer. Sui et al [35]
constructed an NLP-based feature generalizing to extract
features from free-text EMR data and provided the stage of lung
cancer using a Bayesian reasoning network. Yuan et al [36]
used NLP tools to extract multiple features from EMRs to
estimate survival for patients with lung cancer. Although many
studies have explored how to extract the cancer-related
information from various types of free-text narratives and some
also exploit the extracted information for cancer risk evaluation,
diagnosis, and pathological staging, few studies exploit the
extracted information from radiological reports for preoperative
LNM prediction, especially for NSCLC.

In this study, we aim to use EMR data to develop LNM
prediction models for NSCLC patients. We first developed a
multiturn question answering NLP model to extract the features
from CT reports and then combined these features with other
clinical characteristics to develop the predictive models. Since
the NLP model may produce imperfect extraction results, we
also conducted experiments to compare the predicted
probabilities between models using NLP-extracted features and
gold standard features.

Methods

Patients
We retrospectively analyzed EMR data of 794 patients who
underwent surgical resection for NSCLC with systematic
mediastinal lymphadenectomy at the Department of Thoracic
Surgery II of Peking University Cancer Hospital from 2010 to
2018. All patients underwent contrast-enhanced chest CT images
within 2 months before surgical resection. We excluded the
patients with preoperative chemotherapy or radiotherapy. The
collected EMR includes demographic information, medical
history, CT reports, preoperative serum tumor markers, and
pathology reports, which can be analyzed to develop the
prediction model. For each patient, we also collected the clinical
staging that clinicians evaluated before surgery as the baseline
to compare with the LNM prediction models.
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Ethics Approval
This study was approved by the Ethics Committee of Peking
University Cancer Hospital (2019KT59).

Clinical and Pathological LNM Evaluation
In this study, all included patients underwent systematic
mediastinal lymphadenectomy during surgical resection. The
lymph node tissues were examined by pathologists, and the
metastasis results were recorded in the postoperative pathology
reports. We reviewed the pathology reports to determine the
LNM status and label the pathological N (pN) stage
(pN0/pN1/pN2) for each patient based on the 8th edition TNM
stage classification [5] as the gold standard. We also used the
size criterion (ie, the maximum short axis diameter of lymph
node >10 mm on CT scan as positive) to label the clinical N
(cN) stages (cN0/cN1/cN2) based on the CT-reported lymph
node size. Moreover, we collected the cN stages, which were
determined preoperatively by a thoracic surgeon using all
available patient data including the information used in this
study. The thoracic surgeon has 10 years of experience in lung
cancer surgery. The cN stages determined by the size criterion
and the thoracic surgeon were regarded as the baselines.

NLP Feature Extraction
As one of the most important preoperative examinations, CT
reports record valuable information about the tumors and lymph
nodes, which is of paramount importance for staging. However,
the free-text nature of CT reports makes it difficult to understand
and analyze them using computer programs. In our previous
work [27], we developed an information extraction system
composed of named entity recognition, relation classification,
and postprocessing modules to extract valuable information in
a pipeline manner. However, in this pipeline, the subsequent
tasks would be influenced by the outputs of former tasks, which

may affect the performance of the whole system. Therefore, to
alleviate this problem, we applied a multiturn question
answering (MTQA) [37] approach to extract information from
CT reports in this study. Using the MTQA strategy, we can
encode the relation into the question query and jointly model
entity and relation in a natural question answering way.

Specifically, we first defined 10 questions related to the primary
tumor and lymph nodes. All questions are listed in Table 1.
Note that there are 2 types of questions (ie, head entity questions
and tail entity question templates). In the model training stage,
we inserted the annotated head entities into the slots in the tail
entity question templates as the tail entity questions. We then
used 2 special tokens (ie, CLS and SEP) to concatenate the
questions and sentences in the reports as the inputs and
annotated entities as the answers to conduct the bidirectional
encoder representations from transformers (BERT) model
training. In the model test stage, we first concatenated the head
entity questions and sentences in the reports as the inputs and
applied the trained MTQA model to extract the head entities
(ie, tumor and lymph node). If there were any head entities
recognized, we inserted the extracted head entities into the slots
in the tail entity question templates as the tail entity questions
and combined them with sentences in the reports as the inputs
to drive the tail entity extraction. A case of the MTQA
application is shown in Figure 1. Finally, the extracted head
and tail entities are organized as triples, and a rule-based
postprocessing algorithm proposed in the previous work [27]
is used to process the triples to obtain the standardized
NLP-extracted features. Furthermore, the NLP-extracted features
were manually reviewed and corrected by a clinician based on
the report contents as the gold standard features. In this study,
we used BERT [38], an advanced pretrained language
representation model, to tag the answer for each question.

Table 1. Questions and entity types for natural language processing–extracted features.

Entity typeAnswer notationQuestion (English)Question (Chinese)

Head entity question

TumorHead1What is the description about the primary tumor?原发肿物的相关描述是什么？

Lymph nodeHead2What is the description about the lymph nodes?淋巴结的相关描述是什么？

Tail entity question template

LocationTail1Where is Head1 located?Head1 位于什么地方？

SizeTail2What is the size of Head1?Head1 的大小是多少？

ShapeTail3What is the shape of Head1?Head1 的形状是什么？

DensityTail4What is the density of Head1?Head1 的密度是什么？

PleuraTail5What is the description about the pleura invasion related to
Head1?

与Head1 相关的胸膜侵犯的描述是什么？

VesselTail6What is the description about the vessel invasion related to
Head1?

与Head1 相关的血管侵犯的描述是什么？

LocationTail7Where is Head2 located?Head2 位于什么地方？

SizeTail8What is size of Head2?Head2 的大小是多少？
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Figure 1. A case of multiturn question answering application. BERT: bidirectional encoder representations from transformers.

LNM Prediction
Six machine learning algorithms were applied to develop the
LNM prediction models, including logistic regression (LR) [39],
L2-logistic regression (L2-LR) [40], random forest (RF) [41],
LightGBM (LGBM) [42], support vector machine (SVM) [43],
and artificial neural network (ANN) [44]. LR is the conventional
classification method, and L2-LR is the LR with the L2
regularization for parameters. RF and LGBM are ensemble
methods but with different ways to combine the weak decision
trees. SVM is a classical algorithm that constructs hyperplanes
in a high- or infinite-dimensional space to classify samples.
ANN is a supervised learning algorithm that can learn nonlinear
functions between features and targets. LR and L2-LR have
good interpretability because the predicted results can be
calculated by a simple linear function and a sigmoid
transformation. RF and LGBM are also interpretable, in which
they can provide the feature importance.

Experimental Setup
In this study, we used the Whole Word Masking version of
BERT [45] pretrained on the Chinese Wikipedia corpus as the
tagging model in the MTQA. An additional 359 annotated CT
reports from our previous work were used to develop and
evaluate the MTQA model. We randomly split 70% of CT
reports as the training set, 10% as the validation set, and 20%
as the test set. A total of 100 of these reports were each
annotated by 2 biomedical informatics engineers to calculate
the interannotator agreement score using the kappa score.
Pipeline methods with bidirectional long short-term memory
(BiLSTM) and BERT were selected as the baseline. To obtain
the NLP-extracted features for LNM prediction, the MTQA
model developed on the 359 reports was used to process the
794 CT reports of included patients. Subsequently, the
NLP-extracted features were manually reviewed and corrected
by a clinician as the gold standard features.

Univariate analysis was performed using the Mann-Whitney U
test for continuous features and Pearson chi-square test for
categorical features. P<.05 was considered statistically
significant. To obtain robust experimental results, a 10-fold
cross-validation strategy was first performed on the total data
set. The 10-fold cross-validation randomly split the data set into
10 subsets. Each subset was considered as the independent test
set and the remaining 9 subsets were considered as the training
set. During each fold, a 5-fold cross-validation was applied on
the training set to find the optimal hyperparameters for the
machine learning algorithms by a grid search. When the optimal
hyperparameters were selected, we retrained the prediction
model on the training set and tested it on the test set to obtain
the final predictive performance. Using this strategy, we can
ensure that the test set is always invisible during the model
training and hyperparameter tuning and obtain the predicted
probability for each case. The hyperparameter spaces are as
follows:

• LR: tol ∈ {1e–3, 1e–4, 1e–5}, max_iter ∈ {500, 1000}
• L2-LR: C ∈ {10, 1, 0.1}, tol ∈ {1e–3, 1e–4, 1e–5},

max_iter ∈ {500, 1000}
• RF: n_estimators ∈ {50, 100, 200}, max_depth ∈ {2, 3},

min_samples_leaf ∈ {1, 2}
• LGBM: n_estimators ∈ {50, 100, 200}, max_depth ∈ {2,

3}, num_leaves ∈ {20, 31, 50}, min_child_samples ∈ {1,
2, 3}, reg_alpha ∈ {2, 3}

• SVM: C ∈ {10, 1, 0.1, 0.01}, kernel ∈ {‘linear,’ ‘rbf,’
‘poly’}, tol ∈ {1e–3, 1e–4, 1e–5}

• ANN: hidden_layer_sizes ∈ {5, 10, 30}, learning_rate ∈
{1e–2, 1e–3, 1e–4}, alpha ∈ {1e–3, 1e–4, 1e–5}

We applied the receiver operating characteristic (ROC) curve
to evaluate the diagnostic performances of the machine learning
models. Besides the ROC curve, we also used the
precision-recall (PR) curve to test the models because the ROC
curve pays attention to sensitivity and specificity but ignores
precision. The mean area under the receiver operating
characteristic curve (AUC) and average precision (AP) values
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with standard derivations were calculated based on the 10-fold
cross-validation results. We also drew the ROC curves and PR
curves to compare with the size criterion (maximum short axis
diameter of lymph node >10 mm on CT) and the clinician’s
evaluation. All LNM prediction models were developed using
the Scikit-learn 0.24.1 and LightGBM 3.2.0 Python packages.
All statistical analyses were conducted using SciPy 1.6.2 Python
package.

Results

Patient Characteristics
Table 2 shows the characteristics of all 794 patients. Univariate
analysis was performed for all collected features, and 13.2%
(105/794) of patients had pN2 LNM. Sex, age, drinking history,
family history, and disease history are not significantly

associated with the pN2. The pN2 occurred more frequently in
smokers (P=.04). The long and short axis diameters of the tumor
in pN2 patients are significantly larger than those in pN0 and
pN1 patients (both P<.001). Patients with solid nodules are
more likely to have pN2 (P<.001). Other morphological
characteristics of tumor-like lobulation and pleural indentation
are more likely to occur in pN2 patients (P=.006 and P=.003,
respectively), but spiculation and vessel invasion present no
significant differences between pN2 and other patients. Using
10 mm as the size criterion, the maximum long and short axis
diameters of the hilar and mediastinal lymph nodes show
significant differences between the 2 groups (P=.008, P<.001,
P<.001, and P<.001, respectively). Among all 6 serum tumor
biomarkers, carcinoembryonic antigen (CEA), carbohydrate
antigen 12-5 (CA125), and neuron-specific enolase (NSE) show
significant differences between the 2 groups (P<.001, P<.001,
and P=.048, respectively).
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Table 2. Patient characteristics.

P valueLNMa statusTotal (n=794)

pN0c or pN1d (n=689)pN2b (n=105)

.4560.93 (51.42 to 70.44)60.87 (51.87 to 69.86)60.92 (51.48 to 70.36)Age (years), mean (SD)

.06———eSex, n (%)

—33562397Male

—35443397Female

.04———Smoking history, n (%)

—28255337Yes

—40750457No

.94———Drinking history, n (%)

—15825183Yes

—53180611No

.32———Family history, n (%)

—12314137Yes

—56691657No

.18———Hypertension, n (%)

—19537232Yes

—49468562No

.25———Diabetes, n (%)

—691584Yes

—62090710No

.33———Pulmonary tuberculosis, n (%)

—31233Yes

—658103761No

.06———Cardiovascular disease, n (%)

—27936Yes

—66296758No

.35———Cerebrovascular disease, n (%)

—23629Yes

—66699765No

.22———Tumor locationf, n (%)

—22227249RULg

—55459RMLh

—13218150RLLi

—15431185LULj

—10521126LLLk

—21425Other

<.0012.55 (1.15 to 3.94)3.02 (1.64 to 4.39)2.61 (1.20 to 4.01)TLAf,l, median (IQR)

<.0011.98 (0.83 to 3.13)2.38 (1.27 to 3.48)2.03 (0.88 to 3.18)TSAf,m, median (IQR)

.08———Spiculationf, n (%)

—21342255Yes
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P valueLNMa statusTotal (n=794)

pN0c or pN1d (n=689)pN2b (n=105)

—47663539No

<.001———Lobulationf, n (%)

—16348211Yes

—52657583No

<.001———Tumor densityf, n (%)

—1240124pGGOn

—93396mGGOo

—472102574Solid nodule

.87———Vessel invasionf, n (%)

—46652Yes

—64399742No

.001———Pleural indentationf, n (%)

—33670406Yes

—35335388No

.008———HLNLAf,p, n (%)

—11830148>10 mm

—57175646≤10 mm

<.001———HLNSAf,q, n (%)

—471966>10 mm

—64286728≤10 mm

<.001———MLNLAf,r, n (%)

—14150191>10 mm

—54855603≤10 mm

<.001———MLNSAf,s, n (%)

—452772>10 mm

—64478722≤10 mm

<.0014.18 (–5.17 to 13.54)12.66 (–8.44 to 33.76)5.31 (–6.66 to 17.27)CEAt, median (IQR)

.4714.20 (–2.90 to 31.29)15.80 (–5.08 to 36.68)14.41 (–3.24 to 32.06)CA199u, median (IQR)

<.00113.64 (1.96 to 25.32)19.88 (–5.56 to 45.32)14.46 (0.03 to 28.90)CA125v, median (IQR)

.04815.75 (8.66 to 22.83)16.26 (10.19 to 22.33)15.81 (8.85 to 22.78)NSEw, median (IQR)

.063.14 (–0.15 to 6.43)3.55 (–0.64 to 7.75)3.20 (–0.23 to 6.62)Cyfra211x, median (IQR)
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P valueLNMa statusTotal (n=794)

pN0c or pN1d (n=689)pN2b (n=105)

.140.93 (–0.04 to 1.90)1.18 (–0.62 to 2.99)0.96 (–0.16 to 2.08)SCCAgy, median (IQR)

aLNM: lymph node metastasis.
bpN2: pathological N stage 2.
cpN0: pathological N stage 0.
dpN1: pathological N stage 1.
eNot applicable.
fFeatures recorded in computed tomography reports.
gRUL: right upper lobe.
hRML: right middle lobe.
iRLL: right lower lobe.
jLUL: left upper lobe.
kLLL: left lower lobe.
lTLA: tumor long axis.
mTSA: tumor short axis
npGGO: pure ground glass opacity.
omGGO: mixed ground glass opacity.
pHLNLA: hilar lymph node long axis.
qHLNSA: hilar lymph node short axis.
rMLNLA: mediastinal lymph node long axis.
sMLNSA: mediastinal lymph node short axis.
tCEA: carcinoembryonic antigen.
uCA199: carbohydrate antigen 19-9.
vCA125: carbohydrate antigen 12-5.
wNSA: neuron-specific enolase.
xCyfra211: cytokeratin 19-fragments.
ySCCAg: squamous cell carcinoma antigen.

Performance of pN2 LNM Prediction Models
As preoperative confirmed N2 indicating neoadjuvant therapy
should be given before surgery, we first developed machine
learning models to predict the pN2 LNM. We regarded the pN2
patients as positive and pN0 and pN1 patients as negative to
train the predictive models. To obtain reliable models, we used
the gold standard features instead of NLP-extracted features in
this section. Table 3 shows the performances of all models. The
RF model achieved the highest averaged AUC value with 0.792
and the LGBM model achieved the highest averaged AP value
with 0.457 while all models’ 95% CI are overlapping with each
other. The LR obtained a competitive performance in

comparison with ANN and SVM. The L2-LR did not obtain
improvements in AUC value and AP value compared with the
LR. To compare with the size criterion and clinician’s
evaluation, we used the probabilities predicted during the 10-fold
cross-validation to draw the ROC and PR curves. Figure 2 shows
the ROC curves and PR curves of pN2 prediction models and
the results of the size criterion and clinician’s evaluation. From
Figure 2 we can notice all the ROC curves and PR curves are
above the points of size criterion and clinician’s evaluation,
which indicates the developed pN2 prediction models not only
have better discriminative ability than the diagnostic size
criterion used in the clinical practice but also may exceed the
clinician in pN2 LNM evaluation.
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Table 3. Performances of pN2 lymph node metastasis prediction models.

APbAUCaModel

95% CISDMean95% CISDMean

0.385-0.4990.0750.4420.747-0.8090.0410.778LRc

0.359-0.4670.0720.4130.739-0.7960.0380.768L2-LRd

0.363-0.5060.0950.4340.730-0.8080.0510.769ANNe

0.389-0.5160.0840.4530.718-0.8250.0710.771SVMf

0.399-0.5120.0750.4560.760-0.8250.0420.792RFg

0.381-0.5340.1010.4570.755-0.8200.0440.787LGBMh

aAUC: area under the receiver operating characteristic curve.
bAP: average precision.
cLR: logistic regression.
dL2-LR: L2-logistic regression.
eANN: artificial neural network.
fSVM: support vector machine.
gRF: random forest.
hLGBM: LightGBM.

Figure 2. The receiver operating characteristic curve (A) and precision-recall curves (B) of pN2 prediction models.

Performance of pN1&N2 LNM Prediction Models
Besides predicting pN2 LNM, we also developed machine
learning models to predict the pN1&N2 LNM by regarding
patients with pN1 or pN2 LNM as positive. The model training
and evaluation processes are the same as pN2 LNM prediction.
Table 4 shows the performances of the machine learning models
for pN1&N2 LNM prediction. LGBM obtained the highest

averaged AUC value with 0.771. The RF model achieved a
comparable performance in comparison with LGBM. As in pN2
prediction, LGBM and RF obtained better predictive
performances than other models. Figure 3 shows the ROC curves
and PR curves of pN1&N2 LNM prediction models. The curves
of the machine learning models are also all above the points of
the size criterion and clinician’s evaluation.
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Table 4. Performances of pN1&N2 lymph node metastasis prediction models.

APbAUCaModel

95% CISDMean95% CISDMean

0.423-0.5100.0580.4670.714-0.7660.0350.740LRc

0.422-0.5090.0580.4650.704-0.7690.0440.736L2-LRd

0.413-0.5450.0870.4790.698-0.7700.0470.734ANNe

0.439-0.5090.0470.4740.717-0.7520.0230.735SVMf

0.491-0.5570.0440.5240.745-0.7910.0300.768LGBMg

0.481-0.5670.0570.5240.752-0.7910.0260.771RFh

aAUC: area under the receiver operating characteristic curve.
bAP: average precision.
cLR: logistic regression.
dL2-LR: L2-logistic regression.
eANN: artificial neural network.
fSVM: support vector machine.
gRF: random forest.
hLGBM: LightGBM.

Figure 3. The receiver operating characteristic curve (A) and precision-recall curves (B) of pN1&N2 prediction models.

Feature Importance
Among all machine learning models, the LR, L2-LR, RF, and
LGBM can provide the feature importance. Table 5 shows the
top 10 important features of LR, L2-LR, RF, and LGBM for
pN2 LNM prediction. The features were ranked by averaging
the weights of models developed from 10-fold cross validation.
Note that the LR and L2-LR models provide weights with signs,
so we used the absolute values to rank the features. Because the

weight magnitudes from different models vary greatly, we used
the averaged rankings of features, but not the averaged weights,
to find the most important features among the 4 types of models.
The CEA is ranked as the most important feature to increase
the risk of pN2 LNM by all models. Features recorded in CT
reports account for at least half of the top 10 important features,
indicating these features are of great importance for pN2 LNM
prediction.
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Table 5. Top 10 important features for pN2 lymph node metastasis prediction.

AllLGBMdRFcL2-LRbLRaRank

WeightFeatureWeightFeatureWeightFeatureWeightFeature

CEA46.0CEA0.229CEA3.530CEAg–10.383pGGOe,f1

Solid nodulef23.3Age0.094CA1253.067CA125h6.010CEA2

CA12518.8Solid nodulef0.094Solid nodulef–1.799pGGOf4.728CA1253

Age17.6TLAf,j0.073MLNSAf,i1.773Solid nodulef3.683Solid nodulef4

MLNLAf15.1TSAf,l0.072MLNLAf,k–1.315Age–2.701TLAf5

TLAf13.3CA1250.054TLAf0.944SCCAgm–1.908Age6

pGGOf12.9Cyfra211n0.048TSAf0.896MLNLAf1.763SCCAg7

SCCAg12.7NSEp0.038Cyfra2110.836Pleural indenta-

tionf
1.759mGGOf,o8

Lobulationf11.6MLNLAf0.037SCCAg0.807Cardiovascular
disease

–1.729RMLf,q9

TSAf9.0SCCAg0.036Lobulationf0.725Lobulationf1.601TSAf10

aLR: logistic regression.
bL2-LR: L2-logistic regression.
cRF: random forest.
dLGBM: LightGBM.
epGGO: pure ground glass opacity.
fFeatures recorded in computed tomography reports.
gCEA: carcinoembryonic antigen.
hCA125: carbohydrate antigen 12-5.
iMLNSA: mediastinal lymph node short axis.
jTLA: tumor long axis.
kMLNLA: mediastinal lymph node long axis.
lTSA: tumor short axis.
mSCCAg: squamous cell carcinoma antigen.
nCyfra211: cytokeratin 19-fragments.
omGGO: mixed ground glass opacity.
pNSE: neuron-specific enolase.
qRML: right middle lobe.

NLP-Extracted Features Versus Gold Standard
Features
In this study, we applied the MTQA model to extract important
features from CT reports to support the development of LNM
prediction models. In this section, we first conduct experiments
to explore the effectiveness of the MTQA model on feature
extraction and then analyze the influence of imperfect extraction
results on LNM prediction.

We used an additional 359 annotated CT reports to develop the
MTQA model. The interannotator agreement score was 0.937
based on the 100 reports annotated by 2 annotators. Table 6
shows the performances of the MTQA model and the pipeline
models on the test set. We can notice that the BERT-MTQA
model achieved significant improvement compared with the
pipeline models.

Table 7 illustrates the performance of the BERT-MTQA model
on the 794 CT reports of included patients. We can notice that
the accuracy values of all extracted features are higher than
0.90. The F1 scores are higher than 0.90 except for lobulation,
tumor density, vessel invasion, and hilar lymph node long axis.
For the NLP-extracted features ranked in the top 10 important
features, the mediastinal lymph node long axis (MLNLA), tumor
long axis (TLA), and tumor short axis (TSA) obtained good
accuracy values and F1 scores, but the F1 scores of tumor
density and lobulation are not higher than 0.90.

In this study, the MTQA model generates imperfect extractions,
which may influence the subsequent application. To analyze
the influence on the pN2 LNM prediction, we calculated the
Pearson correlation between the predicted probabilities of
models using NLP-extracted features and gold standard features.
Moreover, we also replaced the NLP-extracted feature with the
gold standard feature one by one according to their importance
in Table 5 to explore the changes in the consistency. Figure 4
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shows the concordance correlations of the pN2 LNM prediction
models. The RF model obtained a high concordance correlation
with 0.950 when using all NLP-extracted features in comparison
with using gold standard features, and the correlation increased
to 0.984 when replacing top 5 important NLP-extracted features.
The correlation values of the LR, L2-LR, LGBM, and SVM

models were more influenced by using the NLP-extracted
features. With the replacement of gold standard features, the
correlation values gradually increased and exceeded 0.950. The
ANN model did not achieve a good concordance correlation
even when the top 5 important NLP-extracted features were
replaced.

Table 6. Performance of the multiturn question answering model and baseline models.

BERT-MTQAcBERTb-pipelineBiLSTMa-pipelineFeature

FRPFRPFfRePd

0.9380.9380.9380.7620.6670.8890.7320.6250.882Tumor density

0.9800.9601.0000.8370.7201.0000.7800.6401.000MLNLAg

0.9690.9540.9840.9610.9380.9840.9280.8920.967TLAh

0.9290.8671.0000.7690.6670.9090.6670.5330.889Lobulation

0.9690.9540.9840.9610.9380.9840.9280.8920.967TSAi

0.9680.9381.0000.8570.7501.0000.8570.7501.000MLNSAj

0.9180.8481.0000.8850.8180.9640.8710.8180.931Pleural indentation

0.9850.9850.9850.9310.8970.9680.9380.8970.984Tumor location

1.0001.0001.0000.8720.7731.0000.8420.7271.000Spiculation

0.7140.5561.0000.3640.2221.0000.2000.1111.000Vessel invasion

1.0001.0001.0000.9090.8331.0000.8750.7781.000HLNLAk

1.0001.0001.0000.8570.7501.0000.8570.7501.000HLNSAl

0.9480.9170.9910.8300.7480.9750.7900.7010.968Average

aBiLSTM: bidirectional long short-term memory.
bBERT: bidirectional encoder representations from transformers.
cMTQA: multiturn question answering.
dP: precision.
eR: recall.
fF: F1 score.
gMLNLA: mediastinal lymph node long axis.
hTLA: tumor long axis.
iTSA: tumor short axis.
jMLNSA: mediastinal lymph node short axis.
kHLNLA: hilar lymph node long axis.
lHLNSA: hilar lymph node short axis.
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Table 7. Performance of the multiturn question answering model for feature extraction.

F1 scoreRecallPrecisionAccuracyFeature

0.8930.9150.8750.940Tumor density

0.9270.9270.9270.965MLNLAa

0.9740.9740.9740.974TLAb

0.8320.7160.9930.923Lobulation

0.9720.9720.9720.972TSAc

0.9240.9310.9180.986MLNSAd

0.9200.9380.9030.917Pleural indentation

0.9900.9900.9900.994Tumor location

0.9660.9450.9880.979Spiculation

0.8540.7880.9320.982Vessel invasion

0.8960.8111.0000.965HLNLAe

0.9110.8480.9820.986HLNSAf

aMLNLA: mediastinal lymph node long axis.
bTLA: tumor long axis.
cTSA: tumor short axis.
dMLNSA: mediastinal lymph node short axis.
eHLNLA: hilar lymph node long axis.
fHLNSA: hilar lymph node short axis.

Figure 4. Concordance correlation values between pN2 prediction models using complete and partial gold standard features. LR: logistic regression;
L2-LR: L2-logistic regression; RF: random forest; LGBM: LightGBM; SVM: support vector machine; ANN: artificial neural network: NLP: natural
language processing; pGGO: pure ground glass opacity; MLNLA: mediastinal lymph node long axis; TLA: tumor long axis; TSA: tumor short axis.

Discussion

Principal Findings
In this study, we explored the feasibility of using EMR to
develop machine learning models to predict LNM for patients
with NSCLC. The important features about the primary tumor

and lymph nodes were extracted from the CT reports using NLP
technique to support the model development. To the best of our
knowledge, this is the first study to use NLP technique to extract
features to build preoperative LNM prediction models for
patients with NSCLC. Experimental results indicate that the RF
model achieved the best performances with 0.792 AUC value
and 0.456 AP value for pN2 LNM prediction. All machine
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learning models outperformed the size criterion and clinician’s
evaluation.

Among all models, the LR, L2-LR, RF, and LGBM provide the
feature importance to show the connections between the patient
features and LNM status. CEA, tumor density, CA125, MLNLA,
TLA, lobulation, and TSA were ranked in the top 10 important
features by the machine learning models, which was consistent
with the results of univariate analysis. Squamous cell carcinoma
antigen (SCCAg) was also identified as a top 10 important
feature by the models, although univariate analysis did not show
significance. However, SCCAg has been proved to be associated
with LNM in esophageal squamous cell carcinoma [46], anus
squamous cell carcinoma [47], oral-cavity squamous cell
carcinoma [48], and cervical squamous cell carcinoma [49]. It
is also a poor prognostic factor of lung squamous cell carcinoma
and upgrading the patient stage is recommended [50,51].
Surprisingly, TLA was identified as an important feature with
negative weight by the LR model, which means the longer the
TLA is, the lower the risk of pN2 LNM the patient may have.
The result is contrary to the result of univariate analysis and
may be caused by multicollinearity or interactions between the
features [52]. In the L2-LR model, the TLA was not ranked in
the top 10 important features, indicating the L2 regularization
can indeed reduce the influence of multicollinearity and improve
the interpretability of the model [53]. In addition, other features
like right middle lobe cardiovascular disease also suffered
interpretability problems, which may be hard to accept in clinical
practice. Therefore, more robust interpretable machine learning
algorithms are needed to make accurate predictions while giving
more reasonable explanations.

In this study, we innovatively extracted features from CT reports
and used them to develop LNM prediction models. The
concordance correlations between the predicted probabilities
of models using NLP-extracted features, partially NLP-extracted
features, and gold standard features indicate that the
automatically developed models can obtain similar predictive
results to those of models using gold standard features. This
finding implicitly indicates it is possible to build models using
a large amount of unstructured data and update them

automatically. More importantly, it can also reduce the burden
of manual feature extraction to improve the usability of the
prediction models in clinical practice.

Limitations
Although the experimental results show that machine learning
models using CT reports, demographic information, medical
history, and biomarker data can achieve better performances
than the size criterion and clinician’s evaluation on the collected
data, external validation is still needed to further prove the
effectiveness and generalization of the NLP and LNM prediction
models. Note that the writing styles of CT reports from different
medical centers may vary greatly, which poses a huge challenge
to the NLP model developed using the CT reports from a single
medical center. Transfer learning is a proper strategy to solve
the problem by fine-tuning the model to adapt to CT reports
from other centers. Overall, multicenter data is necessary to
develop a more robust and generalizable NLP and LNM
prediction model.

Furthermore, many studies have proved that there are deep
features or radiomics features related to LNM in the CT images
[54-60]. Clinicians cannot recognize these with the naked eye,
so these features may provide extra information about the
metastasis status. In the future, we will extract the image features
and combine them with the features in this study to develop
more robust, accurate multimodal LNM prediction models.

Conclusions
In this study, we used NLP and machine learning methods to
develop the LNM prediction models for patients with NSCLC
using EMRs. The RF model achieved the best performance with
0.792 AUC value and 0.456 AP value for pN2 prediction and
0.768 AUC value and 0.524 AP value for pN1&N2 prediction.
All machine learning models outperformed the size criterion
and clinician’s evaluation. Furthermore, the experimental results
indicate that the NLP model can effectively extract features
from CT reports to support the automatic development and
update of the LNM prediction model and may facilitate the
application of models in clinical practice.
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Abstract

Background: Enabling the use of spatial context is vital to understanding today’s digital health problems. Any given location
is associated with many different contexts. The strategic transformation of population health, epidemiology, and eHealth studies
requires vast amounts of integrated digital data. Needed is a novel analytical framework designed to leverage location to create
new contextual knowledge. The Geospatial Analytical Research Knowledgebase (GeoARK), a web-based research resource has
robust, locationally integrated, social, environmental, and infrastructural information to address today’s complex questions,
investigate context, and spatially enable health investigations. GeoARK is different from other Geographic Information System
(GIS) resources in that it has taken the layered world of the GIS and flattened it into a big data table that ties all the data and
information together using location and developing its context.

Objective: It is paramount to build a robust spatial data analytics framework that integrates social, environmental, and
infrastructural knowledge to empower health researchers’ use of geospatial context to timely answer population health issues.
The goal is twofold in that it embodies an innovative technological approach and serves to ease the educational burden for health
researchers to think spatially about their problems.

Methods: A unique analytical tool using location as the key was developed. It allows integration across source, geography, and
time to create a geospatial big table with over 162 million individual locations (X-Y points that serve as rows) and 5549 attributes
(represented as columns). The concept of context (adjacency, proximity, distance, etc) is quantified through geoanalytics and
captured as new distance, density, or neighbor attributes within the system. Development of geospatial analytics permits contextual
extraction and investigator-initiated eHealth and mobile health (mHealth) analysis across multiple attributes.

Results: We built a unique geospatial big data ecosystem called GeoARK. Analytics on this big table occur across resolution
groups, sources, and geographies for extraction and analysis of information to gain new insights. Case studies, including telehealth
assessment in North Carolina, national income inequality and health outcome disparity, and a Missouri COVID-19 risk assessment,
demonstrate the capability to support robust and efficient geospatial understanding of a wide spectrum of population health
questions.

Conclusions: This research identified, compiled, transformed, standardized, and integrated multifaceted data required to better
understand the context of health events within a large location-enabled database. The GeoARK system empowers health
professionals to engage more complex research where the synergisms of health and geospatial information will be robustly studied
beyond what could be accomplished today. No longer is the need to know how to perform geospatial processing an impediment
to the health researcher, but rather the development of how to think spatially becomes the greater challenge.

(JMIR Med Inform 2022;10(4):e35073)   doi:10.2196/35073
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context; Geographic Information System; big data; equity; population health; public health; digital health; eHealth; location;
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Introduction

Health researchers need integrated social, environmental, and
infrastructural information to extend the scope of health care
and address the complex questions and contextual relationships
surrounding health outcomes. Any given location is associated
with different contexts—physical, biological, environmental,
infrastructural, economic, social, and cultural—all of which can
affect population health, disease risk, and access to health care.
Geographic context plays a growing role in connecting
heterogeneous geoenabled information, especially in health
research [1-4]. Spatial context includes elements and interactions
with both the societal and the physical infrastructures associated
with an individual’s daily activities. This includes accessibility,
surrounding natural and built environments, social behaviors,
and any related location-specific exposures, understanding that
these elements change across geographic areas, scales, and time.
Impactful health research that can be applied to real-world issues
and problems must be grounded within the context of place
[5-7]. Location and the location’s context both matter [8-10]!

The strategic transformation of population health, epidemiology,
and eHealth studies require vast amounts of integrated digital
data to create understanding that can then support decisions
[11]. Questions asked today are more complex than ever before,
implicitly tied to understanding context [12-18]. Health
researchers have used the Geographic Information System (GIS)
to identify, mitigate, and address a myriad of factors affecting
health disparities [19-22], health assessments [23-26],
health-environment interactions [27-32], health-cultural
interactions [33-35], and health service access [36-42]. GIS
analysis is expanding within health analysis, but its use is often
focused on thematic single-variable maps and their visualization
[43-45]. Medical researchers who study health disparities tend
to focus on demographic, social, or economic variables from
local to national levels, both cross-sectional and over time, that
are available from the decennial census or the American
Community Survey (ACS). Although there are exceptions [46],
far fewer use variables related to the natural, physical, or built
environment, primarily because they are more challenging to
obtain.

Although advancement is evident in the various web-mapping
sites across the federal health realm (the Centers for Disease
Control [CDC] and Prevention’s Heart Disease and Stroke Maps,
the National Institutes of Health [NIH] and National Cancer
Institute’s Cancer Atlas and state profiles, and the Environmental
Protection Agency’s [EPA] EnviroAtlas), several issues persist.
Although integrated information sources available for
researchers are growing [47-49], they each portray only a
specific view of that entity’s mandated purview. Most provide
visualization of singular attributes at a time and rely on the user
to mentally synthesize these pieces of information to generate
understanding. It remains a challenge for health researchers to
locate and evaluate what specific attributes exist and at what

geographies. Moreover, many health researchers “don’t know
what they don’t know” with regard to geospatial data. The ability
to create new hypotheses is missed if researchers are not aware
of the availability of data or the types of questions that could
be posed that could further expand their research. More
importantly, development of contextual relationships among
variables could be discovered through spatial analytics. In
addition, the quantification of interactions of health,
demographics, infrastructure, and environmental elements in
terms of interplay and synergy remains elusive.

Needed is a novel analytical framework designed to leverage
location to create new contextual knowledge and associations
among otherwise disjointed data. This would aid evidence-based
exploration of relationships among layers, discover patterns of
interaction, and support clinical sampling designs where
quantification and location are interwoven. This paper outlines
a new big data approach to building and evolving such a
geoenabled health information system. The Geospatial
Analytical Research Knowledgebase (GeoARK) is an
informatics and data science solution that uses advanced
complex contextual queries across multiresolution locational
information to geoenable health research.

The objective of GeoARK is to transform attitudes and empower
health research where real-world problems are examined in
geoenabled context. We can gain efficiencies through integrated
heterogeneous public information sources and the establishment
of context through geospatial measures, such as proximity,
adjacency, network analysis, and spatial analysis. These then
form a new complex of attributes within a single geoenabled
knowledgebase. It can support a broad spectrum of health
research, including health disparities, telemedicine,
communicable disease management, zoonotic disease
surveillance, environmental health, and health access policy
making. It enables eHealth researchers to bring their own
collection of eHealth or mobile health (mHealth) events and
have user-selected attribute data compiled at those points or
output artificial intelligence/machine learning (AI/ML)-friendly
databases for further analysis. The contextualization of existing
research would enhance the scope of that research.

Methods

GeoARK Design
This paper describes GeoARK and its potential to greatly extend
eHealth research. It outlines how the system was designed and
demonstrates how its design leads to its potential within health
research. The GeoARK system (Figure 1) comprises multiple
components that interact to form a complete process for the
integration, documentation, and spatial registration of data into
a single queryable big table that we call GeoARK-Big Table
(GeoARK-BT) in this paper. It can be used by health researchers
to accelerate the use of spatial data and exploit local context
within analyses.
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Figure 1. Geospatial Analytical Research Knowledgebase (GeoARK) System design.

The actual spatial framework of GeoARK-BT is based on a
dense distribution of points across the United States. The spatial
base is a hexagon tessellation of points blanketing the United
States at a spacing of 161 m (1/10th of a mile, or 528 ft).

Centroids of census blocks with an area less than 67,261 m2

(16.6 acres) are integrated into the tessellation to better capture
features in more densely populated areas. Proximal polygons
are calculated for each point that allows for area totals as well
as aggregation into user-specified geographies to occur. These

units form a coherent framework for cataloging data over
geographical space. The point locations create the sampling
framework through which GeoARK captures and encodes the
locational variability that exists across the databases integrated.
For the United States, there are 162 million points with basic
information (5549 attributes) in our current system. Each point
is a row, with all attributes associated with that location
becoming columns in the database, while each attribute is a
column with 162 million rows, with each element of the column
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representing a specific location’s attribute. The points are stored
in a Hadoop Distributed File System (HDFS). The total size is
12.5 TB. The data loading process for all 5549 attributes across
the 50 states took 2585 min using a Dell PowerEdge
R740xdcompute node with a dual Intel(R) Xeon(R) Gold 6138
CPU (80 cores) and 384 GB memory.

Data Sourcing and Metadata
The GeoARK system integrates interdisciplinary public data
existing in a wide variety of formats (tabular, raster, point, line,
and polygon). This increases the efficiency of research since
many data elements and sources are challenging for researchers
to compile and uniformly integrate for analysis. The
GeoARK-BT includes demographic, social, economic,
educational, cultural, infrastructure, and environmental attributes
from a growing variety of sources, as listed in Multimedia
Appendix 1.

A sourcing tool was developed to standardize the collection,
documentation, and logging of each data source being added
into the GeoARK-BT collection to ensure data quality and
integrity for long-term tracking and maintenance. Once a data
source is identified, it is added to the GeoARK source table and
then data set information is collected and compiled into the data
set descriptive listing (ie, data use agreements, constraints,
URLs). The metadata database then catalogs and records
individual attribute information from these data sets. The
metadata database includes sources, metadata (for both data
sets and their associated attributes), and attribute links for the
GeoARK-BT. The NIH’s Findable, Accessible, Interoperable,
Reusable (FAIR) initiative [50] provides a use area for this
metadata. Data added to the big table use the attribute lookup
table to set attribute field names. Data sources and attribute
fields have also been assigned to an International Organization
for Standardization (ISO) 19115 thematic category [51]. Natural
language tags describing each attribute were also added. Once
attributes are loaded, these metadata elements facilitate
discovery, query, crediting, and reuse, with all metadata fields
being searchable using MongoDB Query Language. Once
attribute selection is performed by the researcher, and a data
extract is created, a report summarizing the data source
information for all data elements contained in the selection is
generated. This facilitates the methodological aspects of data
collection and documentation for researchers.

Data Ingestion
Relevant open data sources are ingested to the GeoARK system
as tabular information or as relative geographic locations.
Although these data independently have great singular value,
combining these data, using location as the linkage between
data sets, is the power of geospatial analysis and the
underpinning for the GeoARK system. Data carpentry and
preprocessing are required for some data sources and elements.
Attributes being used as links need to be standardized, and
categorical data need to be transformed. In some cases, new
derived attributes are calculated through aggregation of existing
attributes. Precalculations of percentages, densities, means,
quantile breaks, and the results of spatial-based analyses further
extend the database. By transforming the raw numeric counts
into density measures (ie, population, race, ethnicity, or other

density per km2), we can then tally the points and their areas
that are within the area of interest or meet a selection criterion,
and derive estimated values for these attributes. This can be
accomplished without the need for standard spatial layer
intersection procedures where calculation of crossing vectors
is required. The process is simply a point in polygon selection.
This process allows GeoARK great flexibility in context
quantification for applied digital health research.

Tabular data linkage was obtained by a common attribute. Each
GeoARK-BT point has been identified as being within a specific
Census 2010 block, Census 2020 block, 5-digit zip code, and
specific watershed code. Any data sharing a common key could
then be added. Data collected at a native geographic level, such
as county, zip code, or tract, are loaded directly. For information
cataloged at finer units such as block groups and blocks, the
associated data are loaded into the GeoARK-BT using the
appropriate census link for each point. Scripts for ingestion to,
or update of, the GeoARK-BT for recurring data sources (ie,
ACS updates) include extract, transform, and load processes
for these sources. The data are synced with the GeoARK system
to add new, updated, or changed elements.

For geospatial data, linkage was obtained by the X-Y location.
Line-based spatial data, such as road networks, and point-based
data, such as hospitals, nursing homes, and public health clinics,
have been integrated within the GeoARK-BT. To do so, these
files needed processing so as to align with the GeoARK points.
Data that were spatially analyzed for contextual measures
(buffers, Euclidean distance, network time, etc) were converted
into polygon form or a raster representation. These layers were
then associated with each GeoARK-BT point and the travel
time or distance for the feature assigned. Some data may be
categorical (ie, land cover or soils) or continuous in nature (ie,
elevation or precipitation), further effecting ease of integration.
Such files were directly assessed against the GeoARK-BT
proximal polygon representation to generate a series of attributes
that capture the values’ variability at that location for these data
types.

Context Measures
An innovative aspect of GeoARK is that it has precalculated
spatial context measures for many features. The simplest
contextual measure is presence within a geography or gridded
cell. In another form, context is represented as proximity
between a location and features of interest (ie, distance from
the stroke unit). It can also take the form of a distance from a
linear object (ie, power lines). Proximity can also be derived
from network modeling to obtain measures of remoteness,
isolation, and accessibility (ie, time or distance).

Density measures utilize a grid or distance to tally the number
of points, total length of lines, etc, to generate per area metrics.
Data such as block-level population, transmission lines,
railroads, confined animal feeding operations, and drinking
water wells would be cataloged into artificial grids for this
density mapping.

Context is also quantified by identifying first- and second-order
spatial relationships within geographic levels. These can be
thought of as adjacent neighbors and are identified using spatial
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analytics. For a given county, the first order is all counties
adjacent to this base county. The second order for that same
county is all the counties that are adjacent to the first-order
counties. These attributes quantify geospatial adjacencies that
health researchers can exploit.

Finally, geographic summary levels that are commonly used in
research and mapping are precompiled. Although many

attributes can be directly related using relational joins at a
specific geographic level (county, tract, zip code), other
attributes such as distance measures, land cover, elevation, and
climate need to be aggregated from the GeoARK-BT points to
generate a summary attribute (ie, mean distance to parks) from
these features for any region (Figure 2).

Figure 2. This example shows how GeoARK point processing based on a single attribute (Distance to Parks) can be used to generate summaries at
various geographic levels. a) Shows GeoARK point layer with parks data superimposed. b) Shows GeoARK points colorized to show distance from
parks inherent in their attribution. c-e) Show dark outlines of tract, zip code, and user defined interest - voting wards (respectively) superimposed on
the colorized GeoARK points and below each is their resulting geographic summary for mean Distance to Parks. GeoARK: Geospatial Analytical
Research Knowledgebase.

GeoARK Utility
The collection, integration, and use of diverse data are
foundational to answer today’s health problems. Significant
disparities exist and can vary across scales from blocks to
neighborhoods to regions [3]. In addition, a complex myriad of

factors that can affect disparities also exists [52]. In rural
contexts [19,36], aging populations, health care access [12,13],
sparse populations, environmental exposures [14,15,28], and
infrastructure [20] are proven critical factors. In urban contexts,
food-deserts [21], crime density and stress [53], and pollution
(air, water, light, and noise) [16,54] play possible roles. How
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do these factors interact? At what scale are these associations
important? Where are these findings located, and are they
clustered?

The proposed web portal will provide tools to enable and
catalyze a health researcher’s ability to move their question into
the spatial realm and analyze their area of interest against the
broad spectrum of data within the GeoARK-BT. An
investigator’s area of interest could be an actual physical area
(ie, neighborhood, zip code, place) or a collection of health
events as X-Y coordinate pairs with which to associate GeoARK
attributes. Complex queries can be used to create and refine
data extracts that focus on a researcher’s question of interest.

To support research, flexible access and powerful interrogation
of the GeoARK-BT are required. One of the major strengths of
GeoARK is the streamlining of access across data sources and
the provision of complex analytic query across multiple
timestamps and sources. The query is simply a projection on
selected columns within the GeoARK-BT using MongoDB.
Indexes were built off-line on each attribute to allow for more
efficient on-demand retrieval of information. A single-attribute
index takes 623 min to build, and a composite index with 5
attributes takes 791 min. Each index, respectively, has, on
average, a 0.66 and 1.05 GB memory footprint for a single and
a composite index. Open source analytical tools are to be added
to provide further analytical functionality to include descriptive,
exploratory, inferential, causal, and predictive approaches to

targeted spatial analytical research as GeoARK matures. Points
can be selected based on user-defined areas of interest and then
aggregated to create a surrogate representation of that area and
used to extract user-selected attributes from GeoARK to create
a subset for further analysis. The design leverages a big data
table where we can have high throughput for data transactions.

The 7 query types, listed in Table 1, range from simple attribute
selection to queries that utilize the distance to or from a specific
feature type to those that require network travel time or distance.
Others might include multitemporal queries concerning what
has changed since a particular event or point in time. Still others
inquire about features and elements around a particular place
or location and the associations found between those factors.
Finally, other queries can be built to determine or assess how
scale or geographic extent may impact conclusions. Output from
each of these types of queries can produce AI/ML-ready data
sets leveraging GeoARK’s spatial bins and analytical
associations.

There is no equivalent system currently available with which
to provide side-by-side analytics. When the times presented are
compared to the time savings a researcher would obtain through
the system’s integrated and spatially contextualized information,
they provide great value. In addition, through further testing of
indexing schemas and optimization of query and search designs,
these times are expected to decrease.

Table 1. Examples of query types and their run times when executed against the national GeoARKa database. These can range from national to local
studies. The first 3 query examples are standard selections based on attribute values or thresholds. The next 3 query examples illustrate the use of the
unique spatial dimensional attributes added through the GeoARK system to provide greater geoanalytical power to selections. The final example
demonstrates GeoARK’s ability to select contextual elements that surround another feature of interest.

Query time (min)Query exampleQuery type

13.03Select all records for the state of Missouri, Federal Information Processing Standard (FIPS) code=29.Simple geography

5.81Select all county records with a nonmetro flag (2013)=1 in Missouri.Simple variable

5.47Black/African American % of total population of zip code >30% AND % total population in poverty
>15% AND % households with a single female head of household with children under 18 years of age
receiving food stamps >5%.

Complex variable

0.17Select points with a road density greater than 1500 m (4921 ft) per square kilometer.Density

0.14Select points with a distance to closest park greater than 400 m (1312 ft).Proximity

0.07Select points having 15 min or less travel time to the nearest hospital.Travel time

1.23Given a cluster of 3 counties with high cancer incidence, compile and extract all surrounding counties’
exposome variables associated with those locations.

Contextual

aGeoARK: Geospatial Analytical Research Knowledgebase.

Results

Case Studies
Results are presented as 3 case studies (Figure 3) utilizing the
GeoARK system. The case studies cover (1) the development
of new uniformity measures providing insight into health

outcomes (blue), (2) telehealth program evaluation of both
growth and impact on rural health access and equity (green),
and (3) the development of COVID-19 risk factor assessments
(orange). These examples demonstrate the GeoARK system’s
utility and practical application in support of health research
questions.
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Figure 3. Case study examples of GeoARK attributes, processes, and outcomes. Each case study is given a color. Attributes used in their respective
analyses are likewise color coded. Those attributes derived from spatial analytics are further noted. GeoARK: Geospatial Analytical Research
Knowledgebase.

Case Study 1: Associations - Gini Index Example -
Geography: County and State
Complex questions: How do health outcomes relate to
geographic clustering of income inequality within the United
States? Can a new spatial uniformity measure be created to aid
understanding of income inequality?

This case study merged geospatial analytics with big data
approaches to maximizing the use of the Behavioral Risk Factor
Surveillance System (BRFSS) [55] and the ACS [56]. This
study examined the income inequality hypothesis using cluster
and outlier spatial analysis [57]. We applied this geospatial
approach to create 3 innovative measures that captured
uniformity in income inequality. We examined the ways that
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the Gini coefficient and 3 new spatial uniformity measures were
associated with health outcomes. Specifically, the uniformity
measures capture the extent to which (1) inequality is uniformly
distributed spatially in states regardless of whether the level is
high or low, (2) the extent to which states are more uniformly
high in inequality across space, and (3) the extent to which they
are more uniformly low in inequality. We conclude that residents
of states that have more uniformly high inequality across space
are more likely to report worse outcomes across several health
measures. This case study showed that geospatial big data
approaches can extend research on public health topics involving
traditional survey data [58]. This also demonstrated how even
1 variable (in this case the Gini index), when spatially analyzed,
can create new and useful insights into health investigations
and their interpretation.

Case Study 2: Health Equity - Telemedicine Program
Reach - Geography (Zip Code Tabulation Areas)
Complex questions: Who and where are the most vulnerable
populations in terms of social inequity? Does the telehealth
program address these vulnerable populations?

Utilizing aggregated telehealth use data, this case study
evaluated a telehealth program’s reach, growth, and potential
to address equity issues in rural areas. Significant inequities
exist and can vary across scales from blocks to neighborhoods
to regions [18]. From the occurrence data, the demand for
receiving care via the program steadily increased over the 4
quarters, especially in rural areas. Three geospatially based
health measures were created to assess and describe context:
the social inequity score, the access inequity score, and a
combined inequity score. In total, 11 measures, including social
determinants (n=7, 64%) and access measures (n=4, 36%), were
compiled from 5 sources and tabulated at the zip code level.
GeoARK permits selection of both social elements and
infrastructure-related accessibility elements. The social elements
were pulled from multiple census sources, while the accessibility
measures were created through geoanalytics and compiled into
zip code boundaries for comparison. To assess the overall
context of the delineated reach of the program, a mean combined
inequity score was calculated for each zip code and for all zip
codes. In zip codes where telemedicine encounters occurred,
the population served had higher levels of social inequity and
lower access in comparison to both state and rural levels. This
telehealth program assessment of health inequity and access in
rural regions demonstrated the program’s promising reach to
vulnerable populations, as associated with the social and
accessibility factors measured. These results supported
maintaining and continued development of policies for
affordable and on-demand telemedicine programs for providing
care to rural populations facing inequities [26].

Case Study 3: Population Health - COVID-19 Risk -
Geography (County)
Complex questions: What are the magnitudes of select risk
factors, and where are they most prevalent in Missouri? What
are the areas of compounded impacts, and do they cluster?

Studies of this COVID-19 pandemic require vast amounts of
integrated data to create understanding that can then support
decisions. We utilized GeoARK to extract and create 6 distinct
thematic risk assessment databases for Missouri. The risk areas
assessed included individual susceptibility or risk, potential
transmission or community risk, socioeconomic contextual risk,
accessibility constraints, health culture risk, and, finally, the
exposure risk based on current case loads of COVID-19 at the
county level. The goal of this project is to support data-driven
decision-making processes across levels of government and
health care providers to enable incorporation of significant risk
factors associated with their specific populations and potential
synergies and enable preparation for resilience and mitigation
efforts across rural counties.

The GeoARK data extraction and build for these risk databases
included a selection of 325 (5.91%) elements from the current
catalogue of 5500, integrating 35 different sources. A subset
(total of 91 [28%] across all 6 areas) were then selected for use
in the calculation of total risk scores for each assessment area.
More specifically, components included known and possible
comorbidities and age breaks; commuting, migration, worker
types, group gatherings, and living situation; race, ethnicity,
disability, insurance status, veteran status, and education level;
development and inclusion of various hospital, nursing homes,
and telehealth access measures; and broadband metrics. Ordinary
least squares regression was used to evaluate combinations of
explanatory variables. Selected variables within each risk
category then had quintiles calculated to create comparative
categorical groups for each risk variable, with higher values
assigned to worse risk. Cumulative risk scores were assembled
for each risk category, as well as an overall composite risk score.
These values were then analyzed using Local Moran’s I,
similarity analysis, and spatially constrained multivariate
clustering to inform regional grouping outcomes. Through
spatial analytics, differences in both the magnitude of risk and
the substance of that risk, among and between rural and urban
counties, were found. Missouri’s spatial diversity is evident in
the variability of overall risk across the 6 factor areas developed
as well as the 6 region-based groups of counties sharing similar
risk traits. The results are queryable through the Geo-Context
and COVID-19 website (Figure 4) [59].

These research results enhance the understanding of COVID-19
behavior and enable preparation for resilience in rural
populations. It is important to understand the context and
interrelationships of various risk factors occurring within the
state in order to better understand the potential pathways for
disease as well as what nuances in mitigation strategies are
needed to address specific populations. There is no 1-size-fits-all
solution for the diversity found through spatial analysis of risk.
The ability to address issues that are most influencing the health
of a particular region or population is paramount to equality in
care.
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Figure 4. Screen capture of the "Geo-Context and COVID-19 in Missouri" dashboard interface populated with GeoARK parameters. GeoARK:
Geospatial Analytical Research Knowledgebase.

Discussion

Principal Findings
There are unique innovations interwoven within the design of
the GeoARK system. It has taken the multilayered world of
typical GIS analysis and flattened it. The incorporation at each
location of keys (ie, geographic-level Federal Information
Processing Standard [FIPS] code, zip code) creates bridges for
associated attribution to be incorporated into the GeoARK-BT.
Other information is integrated through geospatial location,
leveraging the fact that the information occupies the same
location on the earth’s surface. For each point, the various scales,
resolutions, information, and accuracies are captured as
associated attributes of the particular data ingested. Through
the integrated data services and analytical tools of this project,
complex queries can be posed and associations explored. This
is enabled only when spatial contexts have been quantified and
thousands of factors associated spatially.

The enhanced analytics can provide a catalyst for health
researchers to move beyond basic thematic mapping. In many,
if not most, cases, the true benefit of using location is in the
creation of new associations between data elements and
subsequent creation of new information. The generation of this
new quantified, tabular information is the real power of
geospatial information and GeoARK.

Benefits and Opportunities
The GeoARK system facilitates the use and integration of
geoinformatics within the broad health-based user community.
There is a high level of effort and expertise required to locate,
compile, transform, standardize, and then integrate the
multifaceted data required to adequately understand the context

of eHealth events. It is critically important that health research
be buoyed with access to the GeoARK system as it decreases
duplication of effort, allows comparisons across a much broader
set of potential variables, and extends the breadth and scope of
investigations beyond the boundaries of conventional variable
thematic mapping.

The linkage of results to a specific geographic scale, and the
concurrent interpretation of them in context, is a growing
requirement of sociological and health research. Because the
GeoARK system has precalculated and captured the
distance-based relationships of neighbors, features, and other
spatial context, the project will aid researchers in development
of comparable populations at varying scales. This could be
within a certain aspect of interest (rural-urban) or geography
(county, zip code, or tract).

A focus of potential benefit will be the use of the GeoARK
system in research design. Meaningful health analytics typically
address developing and testing hypotheses to contrast and
compare 1 group (reference) to another (comparison). The ability
to “know” and possibly choose to control for “outside” variables
(eg, environmental, social, cultural, infrastructure, or other
factors) during the design of a study or trial may provide a
clearer picture of the health aspect under investigation. The
ability to tighten the research question or clinical trial, and its
reference groups, leads to higher potential to achieve significant
insights.

Challenges and Limitations
The patient protections provided through the implementation
and interpretation of the Health Insurance Portability and
Accountability Act of 1996 (HIPAA) impacts the geographic
scales at which we can investigate the detailed distributions of
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disease and health effects. Although all disease occurs as events,
the way in which aggregation, compilation, and subsequent
roll-up of these events into geographies has a dampening effect
on most, if not all, attempts to drill deeper into the spatial
context and phenomenology of diseases.

Variability and uncertainty exist within all data collected by
organizations as it was in the pursuit of a mandated purpose.
Biases, ethical issues, and errors complicate the systematic
integration of heterogeneous information into any database. By
using location, it is hoped that these biases and other issues will
be more clearly brought to light.

The modifiable areal unit problem has the potential to create
problems with representation of certain types of data. By
assembling these data across a variety of raster resolutions, the
scales of representation can be tested and understood so that
use of these data at any scale would be accompanied by a
“fitness of use” measure that can be presented to the user.
Because a range of geographies is captured upon integration
within the design of GeoARK, these comparisons can also be
tested for stability and significance across a range of scales.
This allows researchers to evaluate at what level the component
of interest manifests itself and therefore permit identification
of the proper level for intervention (as well as what determinants
are amenable to this process) or information that can be used
for avoidance of a particular type of disparity in a particular
area.

The evolution of the GeoARK-BT to the fully envisioned system
as a web-based portal with robust data and research services
has many hurdles to overcome. These include data usage
agreements, compute scaling, cloud service strategy,
data-as-a-service management strategy, security and compliance
adjustments, performance tuning, build out of analytics, and
cost constraints.

However, the biggest challenge remaining for health researchers
is to learn to think spatially about their problems and broaden
their research questions into the multifactor, multiscale arenas
of investigation that the GeoARK system supports.

Conclusion
This paper describes and outlines the design, compilation, and
assembly of the GeoARK system, a spatially referenced data
table that facilitates the integration and standardization of
sociocultural, infrastructural, environmental, and health-related
data into a common, extractable, and analytical framework.

The GeoARK system provides the ability to identify, mitigate,
and contextualize health disparities. It provides health
researchers with an integrated big data repository that can be
searched to enable stronger research designs, for example,
develop sampling/surveillance approaches or clinical trial focus.
Using context across a broad range of data, research topics
surrounding avoidance, fairness, equity, justice, and
acceptability within, or for, a given location can be pursued.
GeoARK supports user-based query, contextual analysis, and
visualization to investigate relationships among the integrated
data layers as well as discover patterns of interest for health
research.

There are myriad ways that the GeoARK system, as a service,
can be used in future analyses in order to better understand
health disparities and other research issues. This system enables
researchers to draw deeper and more broadly applicable
empirical evidence for health research and associated outcomes,
as well as supporting AI/ML-friendly data extracts that can then
leverage new spatial associations.

This framework provides benefit to eHealth-related research,
applications, and policy evaluation by the broader health
community and has the potential to transform health research
from a layer-based mentality to an interactive integrated
contextual knowledge platform.
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Abstract

Background: A regular task by developers and users of synthetic data generation (SDG) methods is to evaluate and compare
the utility of these methods. Multiple utility metrics have been proposed and used to evaluate synthetic data. However, they have
not been validated in general or for comparing SDG methods.

Objective: This study evaluates the ability of common utility metrics to rank SDG methods according to performance on a
specific analytic workload. The workload of interest is the use of synthetic data for logistic regression prediction models, which
is a very frequent workload in health research.

Methods: We evaluated 6 utility metrics on 30 different health data sets and 3 different SDG methods (a Bayesian network, a
Generative Adversarial Network, and sequential tree synthesis). These metrics were computed by averaging across 20 synthetic
data sets from the same generative model. The metrics were then tested on their ability to rank the SDG methods based on
prediction performance. Prediction performance was defined as the difference between each of the area under the receiver operating
characteristic curve and area under the precision-recall curve values on synthetic data logistic regression prediction models versus
real data models.

Results: The utility metric best able to rank SDG methods was the multivariate Hellinger distance based on a Gaussian copula
representation of real and synthetic joint distributions.

Conclusions: This study has validated a generative model utility metric, the multivariate Hellinger distance, which can be used
to reliably rank competing SDG methods on the same data set. The Hellinger distance metric can be used to evaluate and compare
alternate SDG methods.

(JMIR Med Inform 2022;10(4):e35734)   doi:10.2196/35734
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Introduction

Interest in synthetic data generation (SDG) has recently grown.
Synthetic data are deemed to have low privacy risks in practice
because there is no one-to-one mapping between synthetic
records and real people [1-8]. Recent evidence supports the low

privacy risk claim [9]. This enables synthetic data to be used
and shared for secondary purposes without the need for further
consent [10]. In addition to meeting privacy requirements,
synthetic data must also have sufficient utility. This utility can
be evaluated using utility metrics. Utility metrics are important
in hyperparameter tuning of the generative models during
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training and communicating data quality to the synthetic data
users and for researchers and analysts when ranking different
SDG methods to select the best one. Our focus in this paper is
on the ranking of SDG methods.

Utility metrics can be defined as narrow or broad [11]. Narrow
metrics are specific to an analysis that is performed with the
synthetic data and are also sometimes referred to as
workload-aware utility metrics. For example, if the objective
is to build a model between a predictor and a binary outcome,
controlling for multiple confounders, then the difference in
accuracy of real versus synthetic model predictions on holdout
data sets would be a workload-aware utility metric. There have
been multiple studies evaluating narrow metrics [12-16]. Narrow
metrics represent what the data user is ultimately interested in.
Data users want synthetic data sets that score highly on narrow
utility metrics.

Researchers and analysts need to rank SDG methods. For
example, a developer of an SDG method may use an ensemble
of techniques and then select the one with the highest utility as
the final result, or analysts may evaluate multiple SDG methods
available in the marketplace to select one for their own projects.
However, all workloads are typically not known in advance.
Therefore, researchers and analysts cannot evaluate the narrow
utility of the SDG methods directly. Instead, they need to use
broad utility metrics during the SDG construction and evaluation
process. A key requirement is that broad utility metrics are
predictive of narrow utility metrics for plausible analytic
workloads.

Some studies utilized broad metrics, for example, to compare
and improve SDG methods [17-19]. However, many of the
broad utility metrics currently used have not been validated.
This means that there is a dearth of evidence demonstrating that
they are predictive of narrow utility metrics under realistic
decision-making scenarios.

The realistic decision-making scenario that we are considering
here is the comparison and ranking of SDG methods. Finding
the best SDG method is becoming a more common need in the
literature, and we need reliable metrics to be able to draw valid
conclusions from these comparisons. Furthermore, in practice,
users of SDG methods need to have good metrics to select
among a number of these methods that may be available to
them.

Utility metrics can be classified in a different way, which is
relevant for our purposes. They can pertain to a specific
synthetic data set or to the generative model (“data set–specific”
and “model-specific” utility metrics). Because SDG is stochastic,
the utility of synthetic data sets generated from the same
generative model will vary each time the generative model is
run, and sometimes that variation can be substantial. Data
set–specific utility metrics are useful when one wants to
communicate how good the particular generated data set is to
a data user. However, these utility metrics are not necessarily
useful, for example, for comparing different generative models
because of the stochasticity. A model-specific utility metric
reflects the utility of the generated synthetic data sets on average,
across many data sets that are generated from the same model.

Such a metric is more useful in our context, where we want to
compare and rank SDG methods.

Our focus in the current study is to perform a validation study
of broad model-specific utility metrics for structured (tabular)
health data sets. While there have been evaluations of generative
model utility metrics in the past, these have focused on images
rather than structured data [20]. One previous more relevant
evaluation considered propensity mean squared error (pMSE)
[21,22] as a model utility metric whereby its correlation with
binary prediction accuracy on synthetic data was empirically
assessed [23]. The authors found that when used as a broad
model-specific utility metric, by averaging across multiple
synthetic data sets, this metric had a moderate correlation with
narrow model-specific utility metrics. However, the correlation
between a broad metric and a narrow metric across many data
sets for a single SDG technique does not reflect an actual
decision-making scenario. In practice, we have a single data set
and multiple SDG techniques. Therefore, the extent to which
the results from that previous study would be informative to
our scenario of interest is unclear.

We build on this previous work by considering other types of
broad model-specific utility metrics beyond pMSE and adjust
the methodology to more closely model a practical
decision-making scenario of an analyst selecting among multiple
SDG methods to identify the one with higher narrow utility on
logistic regression prediction tasks. This type of prediction task
is used often in health research.

Methods

The protocol for this study was approved by the CHEO Research
Institute Research Ethics Board (number CHEOREB# 21/144X).
Our objective was to answer the following question: Which
broad model-specific utility metrics can be used to rank SDG
methods in terms of the similarity of prediction performance
between real and synthetic data? In the following sections we
describe the methods that were followed.

Data Sets
For our analysis, we used the 30 health data sets that are
summarized in Appendix S1 in Multimedia Appendix 1. These
data sets are available publicly or can be requested from the
data custodians. Many of these data sets have been used in
previous evaluations of SDG techniques [12,15,23], and
therefore we can ensure some consistency across studies in this
domain. These data sets also represent a heterogeneous set of
clinical situations (providing care, observational studies, clinical
trials, and registries), a wide range of data set sizes (87-44,842
patients), and variation in data set complexity (as measured
using average variable entropy), which allow our evaluations
to be more generalizable.

The Broad Utility Metrics Considered
Broad utility metrics compare the joint distributions of the real
and synthetic data sets. Many metrics have been proposed to
compare joint distributions [24]. We only focus on 6 multivariate
metrics that have been used in previous work to evaluate the
utility of synthetic data sets.
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Maximum Mean Discrepancy
The maximum mean discrepancy metric is one way to test
whether samples are from different distributions [25]. In our
implementation, we used a radial basis function kernel. This
metric has been applied to assess the utility of synthetic health
data [26,27]. It is also widely used in the training of deep
learning models and evaluation of the quality of synthetic data.
Recent work on a recurrent Generative Adversarial Network
(GAN) and recurrent conditional GAN made use of maximum
mean discrepancy to assess whether the time series generated
by the generative model implicitly learns the distribution of the
true data [28]. Another study evaluated synthetic data in the
smart grid context, in which a GAN is used to learn the
conditional probability distribution of the significant features
in the real data set and generates synthetic data based on the
learnt distribution [29].

Multivariate Hellinger Distance
The Hellinger distance [30] has been shown to behave in a
consistent manner as other distribution comparison metrics,
specifically in the context of evaluating disclosure control
methods [31], when comparing original and transformed data.

The Hellinger distance can be derived from the multivariate
normal Bhattacharyya distance and has the advantage that it is
bound between 0 and 1 and hence is more interpretable [32].
We constructed Gaussian copulas from the original and synthetic
data sets [33] and then computed the distance between them.
The concept of comparing the distance between 2 multivariate
Gaussian distributions has been used to train GAN-based SDG
methods [34]. Additional details on its calculation are provided
in Appendix S2 in Multimedia Appendix 1.

Wasserstein Distance
The W1 Wasserstein distance [35] is often applied to the training
of GANs [36]. It has resulted in a learning process that is more
robust by alleviating the vanishing gradient issue and mode
collapse.

While GANs have been used extensively as an SDG technique,
they very often still have trouble capturing the temporal
dependency of the joint probability distributions caused by
time-series data. The conditional sig-Wasserstein GANs
proposed for time series generation is aimed at addressing this
problem [37]. Here, the authors combine the signature of paths,
which statistically describe the stream of data, and the W1

distance, to capture the joint law of time series. By employing
the sig-W as the discriminator, sig-Wasserstein GAN shows an
ability to generate realistic multidimensional time series.
Additional details on its calculation are provided in Appendix
S2 in Multimedia Appendix 1.

Cluster Analysis Measure
The original cluster metric [21] was first purposed as a global
measure of the data utility of original data and masked data.
The cluster analysis has 2 steps: first, merge the original data
(O) and masked data (M); then, given a certain number of groups
G, perform cluster analysis on the merged data. The measure
can be calculated as:

Where, nj denotes the number of observations in the jth cluster
and njo denotes the number of observations in the jth cluster
that are from the original data (O). The c value is defined as:

A large Uc value indicates the disparities of the underlying latent
structure of the original and masked data. The weight wj can
reflect the importance of certain clusters. This cluster analysis
measure is used in the evaluation of synthetic data by simply
replacing the original data with real data and the masked data
with synthetic data [17].

Distinguishability Metrics
These broad metrics are based on the idea of training a binary
classifier that can discriminate between a real and synthetic
record [38,39]. That ability to discriminate is converted into a
score.

A propensity mean square error metric has been proposed to
evaluate the similarity of real and synthetic data sets [21,22], a
perspective adopted from the propensity score matching
literature [40], which we will refer to as propensityMSE. To
calculate the propensityMSE, a classifier is trained on a stacked
data set consisting of real observations labelled 1 and synthetic
observations labelled 0. The propensityMSE score is computed
as the mean squared difference of the estimated probability from
the average prediction where it is not possible to distinguish
between the 2 data sets. If the data sets are of the same size,
which is the assumption we make here, and indistinguishable,
then the average estimate will be 0.5.

Another related approach that has been used to evaluate the
utility of synthetic data is to take a prediction perspective rather
than a propensity perspective. This has been applied with
“human discriminators” by asking a domain expert to manually
classify sample records as real or synthetic [41-43]. This means
that a sample of real records and a sample of synthetic records
are drawn, and the 2 sets are shuffled together. Then the shuffled
records are presented to clinicians who are experts in the
domain, and they are asked to subjectively discriminate between
the records by indicating which is real versus synthetic. High
distinguishability only occurs when the human discriminator
can correctly classify real and synthetic records.

The use of human discriminators is not scalable and therefore
we can use machine learning algorithms trained on a training
data set and that make predictions on a holdout test data set.
This approach mimics the subjective evaluations described
above. We will refer to this metric as predictionMSE. Also note
that this calculation is different from the calculation of
propensityMSE where the training data set is also used to
compute the probabilities. Additional details on the calculations
are provided in Appendix S2 in Multimedia Appendix 1.

Workload Aware (Narrow) Metrics
To assess whether the utility metrics are useful, we evaluated
whether they can accurately rank SDG methods on workload

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e35734 | p.187https://medinform.jmir.org/2022/4/e35734
(page number not for citation purposes)

El Emam et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


aware metrics. This section describes these workload aware
metrics.

We built a logistic regression (LR) model for each data set. LR
is common in health research, and a recent systematic review
has shown that its performance is comparable to that of machine
learning models for clinical prediction workloads [44].
Furthermore, an evaluation of the relative accuracy of LR
models compared to that of other machine learning techniques,
such as random forests and support vector machines, on
synthetic versus real data sets across multiple types of SDG
methods showed that LR models are only very slightly different
[23]. Therefore, we would expect that the results using LR
would provide broadly applicable and meaningful results.

We evaluated the prediction accuracy using 3-fold
crossvalidation. Accuracy was measured using the area under
the receiver operating characteristic curve (AUROC) [45] and
the area under the precision-recall curve (AUPRC) [46]. For
outcomes that had multiple categories, we used the average of
pairwise AUROC values [47]. The AUPRC values for
multicategory outcomes were macroaveraged. This was
performed for each real and each synthetic data set.

To assess the similarity between the AUROC and AUPRC for
the real and synthetic data sets, we computed the absolute
difference between them. This provides a measure of how
similar the real results are to the synthetic results.

Evaluation Methodology
For each of the 30 real data sets, we generated 20 synthetic data
sets. The utility metrics and the absolute AUROC difference
and absolute AUPRC difference were computed on each of the
20 synthetic data sets, and each of these was averaged.
Therefore, for each of the data sets, we had 1 average utility
metric value for each of the 6 utility metrics, 1 average AUROC
difference value, and 1 average AUPRC difference value. These
values are tabulated in Appendix S3 and S4 in Multimedia
Appendix 1.

SDG Methods
The main hypothesis that we wanted to test was whether the
utility metrics can be used to rank the SDG methods by their
AUROC and AUPRC differences. The SDG methods were
chosen to achieve representativeness, applicability, and
variation.

1. Representativeness. The methods should reflect those that
are often used in the community of practice and by
researchers.

2. Applicability. The methods are those that an analyst would
likely want to compare and select from to be consistent
with our motivating use case.

3. Variation. The utility results among the chosen SDG
methods should have variation sufficient for utility metrics
to detect differences.

Three generative models were used: conditional GAN [48], a
Bayesian network [49], and a sequential synthesis approach
using decision trees [19]. The Bayesian network implementation
uses a differential privacy approach. These 3 methods were
selected for the following reasons: they each represent a class

of methods that is often used in the literature (eg, sequential
synthesis has been used on health and social sciences data
[50-58], as well as Bayesian networks [26,59] and GANs
[2,60,61]), they use very different approaches and therefore
represent plausible SDG methods that an analyst would want
to compare, and they are expected to exhibit large utility level
variation given that different SDG methods tend to be better at
modeling certain types of variables and relationships. For these
3 reasons, this set of SDG methods was suitable for this study
on validating utility metrics.

Individual Utility Metric Ranking
We used the Page test to determine whether the utility metric
prediction was correct [62]. For that, we specified 3 groups for
each utility metric: an “L” group where the utility metric
indicates low utility (ie, has the highest value since they are all
distance-type metrics), an “H” group where the utility metric
indicates high utility (ie, has the lowest value), and an “M”
group in the middle. This process is repeated for each utility
metric. For any particular data set, the generative model with
the lowest utility is put in the “L” group, the generative model
with the highest utility is put in the “H” group, and the third
generative model is in the “M” group. Each generative model
in a group is replaced with its AUROC or AUPRC difference
value, depending on which workload aware metric is under
evaluation.

The null hypotheses we were testing are therefore that:

H0AUROC: median(AUROC_DiffL) = median(AUROC_DiffM)
= median(AUROC_DiffH)

H0AUPRC: median(AUPRC_DiffL) = median(AUPRC_DiffM)
= median(AUPRC_DiffH)

where the subscript indicates the group. Against the alternatives:

H1AUROC: median(AUROC_DiffL) ≥ median(AUROC_DiffM)
≥ median(AUROC_DiffH)

H1AUPRC: median(AUPRC_DiffL) ≥ median(AUPRC_DiffM)
≥ median(AUPRC_DiffH)

Where at least one of the inequalities is strict. To compute the
test statistic, L, the data are put in a matrix with 30 rows, one
for each data set, and 3 columns, one for each group. The
accuracy scores are used to assign a rank to the values in each
row. Then the ranks are summed per column Rj where j=1…3.
The L statistic is then the sum: L = R1 + 2R2 + 3R3. The larger
that value, the greater the evidence supporting the ranking
conclusion.

Because of the relatively small sample size, we used an exact
test of statistical significance. This also does not make
distributional assumptions on the data, and for the number of
data sets we have, this gives us a high-powered test.

If the test is significant, then the broad utility metric can be used
to correctly rank SDG techniques based on their workload
(narrow) metrics. Since we were comparing multiple utility
metrics, a Bonferroni adjustment was made to the α level of
.05 to account for multiple testing.
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The maximum L value can be used to identify the utility metric
that is best at ranking the SDG methods by prediction accuracy
difference. This is particularly useful if more than one metric
is found to be statistically significant.

Aggregate Ranking
Because each utility metric is expected to rank the SDG methods
differently, we wanted to test whether an aggregate ranking
would provide a better result than any of the individual utility
metric rankings. We hoped to find an “ideal” ranking that has
minimal distance to each of the individual rankings on the utility
metrics. This can be performed for each data set separately, and
then the ideal rankings across all the data sets would be
evaluated on the Page test. The result would give us the
performance of the aggregate ranking, and we can contrast that
with the quality of individual utility metric rankings.

The distance we used is the Spearman footrule [63]. With this
approach, if method A has a higher ranking than method B more
often than not, method A should rank higher than method B in

the ideal ranking. Given the relatively small data set, full
enumeration rather than an optimization algorithm was used to
find the ideal ranking.

Given that the predictionMSE and propensityMSE are strongly
related, the former was removed so as to not give that particular
ranking a higher weighting in the aggregation.

Results

The results of the ranking of the SDG methods are shown in
Table 1. All metrics are statistically significant in that the null
hypothesis of no difference was rejected. The broad utility
metric rankings were close enough to the correct rank, so the
relationship was quite strong.

The test statistic, the L value, indicates the strength of the
ordering of data. The Hellinger distance had the highest L value
among all the utility metrics, suggesting that it has an advantage
in ordering the SDG methods based on their narrow utility
metrics.

Table 1. Page test results for each of the utility metrics and prediction accuracy

AUPRCb differenceAUROCa differenceUtility metric

P valueL valueP valueL value

<.001c392.00104c384Maximum mean discrepancy

<.001c409<.001c398Hellinger distanced

<.001c403<.001c392Wasserstein distance

<.001c405<.001c396,Cluster analysis

<.001c394<.001c390Propensity mean squared error

<.001c397<.001c396Prediction mean squared error

<.001c408<.001c400Aggregated

aAUROC: area under the receiver operating characteristic curve.
bAUPRC: area under the precision-recall curve.
cStatistically significant at a Bonferroni adjusted α level of .05.
dHighest metric on the test statistic.

The boxplots in Figure 1 descriptively show the trend for the
Hellinger distance. There is a clear trend of higher utility on the
narrow AUROC and AUPRC metrics as the Hellinger distances

get smaller. The boxplots for the remainder of the utility metrics
are included in Appendix S5 in Multimedia Appendix 1, and
they all show trends similar to those seen in Figure 1.
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Figure 1. The relationship between the Hellinger distance versus the AUROC and AUPRC. The 3 SDG methods were ordered based on their relative
Hellinger distance values into the “H,” “M,” and “L” groups. AUROC: area under the receiver operating characteristic curve; AUPRC: area under the
precision-recall curve; SDG: synthetic data generation.

The results for the aggregate ranking are shown in Table 1 and
Figure 2. As can be seen from the L statistic and the boxplots,
there is only a slight difference between using the Hellinger
distance and the aggregate ranking from 5 different utility

metrics. In a post-hoc analysis, we removed each of the metrics
in turn in a leave-one-out fashion and recomputed the aggregate
rank, but these did not produce better results than the one
presented here.
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Figure 2. The relationship between the aggregate ranking versus the AUROC and AUPRC. AUROC: area under the receiver operating characteristic
curve; AUPRC: area under the precision-recall curve.

Discussion

Summary
The purpose of our study was to identify the most useful, broad
generative model utility metrics. These are different from utility
metrics calculated for a particular synthetic data set. Generative
model utility characterizes the average utility across synthetic
data sets that are produced from a generative model. Given the
stochasticity of SDG, such utility metrics are more appropriate
for evaluating, comparing, and selecting among SDG models
on the same real data set. Single synthetic data set utility metrics,
on the other hand, are useful for communicating synthetic data
utility to a data user because these pertain to the particular
synthetic data set that is being shared.

We performed our analysis using 3 types of generative models:
a conditional GAN, a Bayesian network, and sequential decision
trees. These 3 cover a broad cross-section of types of techniques
that are used in practice, which would enhance the applicability
and generalizability of the results.

In this study, we evaluated 6 different model-specific utility
metrics to determine whether they can be used to rank SDG
methods. This is a practical use case that reflects a decision that
an analyst using SDG methods would want to make. For
example, there are multiple SDG techniques that have been
published in the literature, and our ranking results can help an
analyst determine the one that would work best on their real
data sets.
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We defined workload-aware utility as the ability to develop
binary or multicategory prediction models that have similar
prediction accuracy, measured by the AUROC and the AUPRC,
between the real and synthetic data sets. The construction of
binary or multicategory prediction models is an often-used
analytical workload for health data sets. We used logistic
regression to compute the absolute AUROC and AUPRC
differences on real and synthetic data sets.

Our results based on an evaluation on 30 heterogeneous health
data sets indicated that all the utility metrics proposed in the
literature will work well. However, the multivariate Hellinger
distance computed over the Gaussian copula has a slight
advantage in that it provides better utility ordering. Further
examination of an aggregate ranking using multiple utility
metrics showed only a negligible difference from the results of
the Hellinger distance for the AUROC metric, and therefore the
simplicity of a single utility metric would be preferred.

Our results would allow a researcher or analyst to select the
SDG method with the highest utility defined in a narrow sense.
However, maximum utility does not imply that the privacy risks
are acceptably low. As there is a trade-off between utility and
privacy, higher utility will increase the privacy risks as well.

Therefore, when evaluating SDG methods, it is important to
also consider the privacy risks.

Now that we have validation evidence for a broad utility metric,
it can be combined with a privacy metric to provide an overall
ranking of SDG methods. For example, membership disclosure
metrics for generative models [64,65] can be considered along
with the multivariate Hellinger distance when SDG methods
are ranked. Metrics combining these 2 risk and utility metrics
would be a good avenue for future research.

Limitations
An analyst may need to make other kinds of decisions, such as
evaluating different SDG models for the purpose of
hyperparameter tuning. Our study did not evaluate that specific
use case, and therefore we cannot make broader claims that the
Hellinger distance metric is suitable for other use cases.

Our study was performed by averaging the broad and narrow
utility across 20 synthetic data sets (iterations). A larger number
of iterations was evaluated (50 and 100), and we noted that the
differences were not material. We opted to present the smaller
number of iterations as these still give us meaningful results
and would be faster computationally for others applying these
results.
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Abstract

Background: With the advent of data-intensive science, a full integration of big data science and health care will bring a
cross-field revolution to the medical community in China. The concept big data represents not only a technology but also a
resource and a method. Big data are regarded as an important strategic resource both at the national level and at the medical
institutional level, thus great importance has been attached to the construction of a big data platform for health care.

Objective: We aimed to develop and implement a big data platform for a large hospital, to overcome difficulties in integrating,
calculating, storing, and governing multisource heterogeneous data in a standardized way, as well as to ensure health care data
security.

Methods: The project to build a big data platform at West China Hospital of Sichuan University was launched in 2017. The
West China Hospital of Sichuan University big data platform has extracted, integrated, and governed data from different departments
and sections of the hospital since January 2008. A master–slave mode was implemented to realize the real-time integration of
multisource heterogeneous massive data, and an environment that separates heterogeneous characteristic data storage and
calculation processes was built. A business-based metadata model was improved for data quality control, and a standardized
health care data governance system and scientific closed-loop data security ecology were established.

Results: After 3 years of design, development, and testing, the West China Hospital of Sichuan University big data platform
was formally brought online in November 2020. It has formed a massive multidimensional data resource database, with more
than 12.49 million patients, 75.67 million visits, and 8475 data variables. Along with hospital operations data, newly generated
data are entered into the platform in real time. Since its launch, the platform has supported more than 20 major projects and
provided data service, storage, and computing power support to many scientific teams, facilitating a shift in the data support
model—from conventional manual extraction to self-service retrieval (which has reached 8561 retrievals per month).

Conclusions: The platform can combine operation systems data from all departments and sections in a hospital to form a massive
high-dimensional high-quality health care database that allows electronic medical records to be used effectively and taps into the
value of data to fully support clinical services, scientific research, and operations management. The West China Hospital of
Sichuan University big data platform can successfully generate multisource heterogeneous data storage and computing power.
By effectively governing massive multidimensional data gathered from multiple sources, the West China Hospital of Sichuan
University big data platform provides highly available data assets and thus has a high application value in the health care field.
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The West China Hospital of Sichuan University big data platform facilitates simpler and more efficient utilization of electronic
medical record data for real-world research.

(JMIR Med Inform 2022;10(4):e36481)   doi:10.2196/36481

KEYWORDS

big data platform in health care; multisource; heterogeneous; data integration; data governance; data application; data security;
data quality control; big data; data science; medical informatics; health care

Introduction

Background
Emerging technologies, such as big data, the Internet of Things,
cloud computing, and artificial intelligence, are profoundly
changing medical and health care service models. Health and
medical data sets, which are typically large with rapid growth,
diverse data structure, multidimensional value density, high
requirements of data credibility, and high concerns over data
security, are often called health care big data. The term big data
is used to represent not only a technology but also a resource
and a method—a big data platform is a system and a tool that
integrates data, tools, apps, and service.

Driven by national policies, high-income countries in Europe,
such as the United Kingdom [1], and in North America, such
as the United States [2], took the lead in building big data
platforms for health care [3]. For example, Britain’s
comprehensive platform integrates and applies data from 12
categories, including health, medical care, transportation, and
environment, to support government decision-making [3]. The
Big Data Analytics Platform built by the Czech Republic meets
the data analysis requirements of its national public health
service [4]. In recent years, China has built a national-level
health information platform that can be connected to
provincial-level health information platforms for data integration
[5].

In addition to national-level big data platforms in health care
that are driven by policies, large health care institutions have
also built big data platforms to suit their own management needs.
At present, a medium-sized health care institution in China
generates 1 to 20 TB of health care data, and a large health care
institution generates 300 TB to 1 PB of health care data every
year. Some hospitals have used big data technology to build
hospital-level scientific research platforms—for example,
Ninewells Hospital and Medical School in the United Kingdom
developed a research data management platform [6], Asan
Medical Center in South Korea developed a clinical trial
management system based on integrated data [7], and the
People's Hospital of Peking University in China developed a
hospital-wide big data platform for clinical research [8]—or to
build hospital-wide data integration platform—for example, the
Third Hospital of Peking University [9] and the Second
Affiliated Hospital of Guangzhou University of Traditional
Chinese Medicine [10]. Most hospitals use big data technology
in analytics platforms for diseases (eg, for nasopharyngeal
carcinoma [11]), gastrointestinal conditions [12], cancer [13],
and cardiomyopathies [14].

Meta-analyses [15-18] have found that big data platforms in
health care have had great impacts on have had great impacts
on medical technology, medical service quality, and medical
costs, but the actual construction process is not easy, with
challenges arising in data structurization, security,
standardization, storage, processing, and management [15,16].
As a result, the value mined from this type of data is currently
limited [17], and in China, health care data utilization is still in
the early stage [18], which necessitates the improvement of
health care big data governance.

Objectives
Health care data generated in large hospitals include (1)
electronic medical records of clinical diagnosis and treatment,
which contain diagnoses, prescriptions, surgical treatments, and
examination findings; (2) data derived from health management
or clinical research activities, including follow-up information,
gene sequencing data, and physical examination data; (3) data
related to hospital management, including patient wait times,
bed turnover rate, medical equipment utilization efficiency, and
revenue; and (4) data derived from web-based diagnosis and
treatment services [19]. To make better use of medical data, the
first task is to build a big data platform for data collection and
governance to generate high-quality data assets. This will enable
in-depth data analysis and mining, as well as the formation of
rules of knowledge, allowing big data methods to benefit clinical
practice, scientific research, and hospital management.

In addition to the technical considerations for platform
construction, data management in large hospitals must take into
account by data service management. Special attention should
be paid to patient privacy protection and ethical concerns on
data use. A hospital data platform is generally built for a specific
purpose, such as scientific research, operations, data integration,
or analysis, but large hospitals often require a comprehensive
data platform—one that meets needs for medical treatment,
education, scientific research, and management.

The overall objective of this study was to develop and
implement a health care big data platform for a large hospital
in China, with data governance as the core concept, to solve
difficulties related to integration, calculation, storage,
standardization, and security for multisource heterogeneous
medical data. This platform will integrate the data from all
operation systems in a hospital to generate high-quality data
assets and form a massive high-dimensional medical database
that can comprehensively support the clinical activities,
scientific research, and management of the hospital.

From a technical aspect, construction of a big data platform
needs to solve the following problems that are unique to the
health care industry: (1) integration of multisource
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heterogeneous data from multiple independent information
systems within the hospital; (2) computing power requirements
brought by the development of machine learning and deep
learning during data application; (3) difficulties in analyzing
and utilizing information data (due to nonuniform data standards,
inconsistent use of a master patient index, and the fact that most
electronic medical records in China are written in natural
language, it is impossible to directly analyze and use existing
information data, and as a result, semantic interoperability must
be improved with the use of medical terminology) and (4) data
security and patient privacy protection.

Methods

Overview
The West China Hospital of Sichuan University (WCH) built
a health care big data platform, which is referred to as the
WCH-BDP or the platform hereafter. WCH is a world-renowned
large hospital with more than 4800 beds and approximately
15,000 outpatients on average per day. WCH’s electronic
medical record system was built in 2007; therefore, it has been
in use for 14 years. The hospital has more than 100 departments
and sections, and their clinical activities generate a massive
amount of data.

Traditional information technology can no longer handle
massive amounts of data that are continuously growing, causing
difficulties in effectively integrating multisource heterogeneous
data, the serious problem of isolated data islands, bottlenecks
in data storage and calculation, difficulties in structurally
utilizing medical records written in Chinese semantics, and high
technical barriers in mining data from images, videos, and files.
In 2017, WCH launched a hospital-wide health care big data
platform project to address these difficulties.

The project focuses on the design and development of the
platform architecture and does not involve any study of clinical
data, so ethical declarations are not applicable.

Project Organization
The first step of platform construction was organizing a project
management team. To ensure the performance of the platform,
WCH set up 2 working groups—one for platform construction,
and the other for platform management. The construction
working group included the chief platform architect, information
technology experts, system engineers, and data engineers. The

hospital information center was responsible for building the
platform. The construction working group focused on the
following: (1) the application objectives of the platform, (2)
data integration method and scope, (3) master patient index
strategy, (4) reference standards for medical terms, (5) scope
of the master data, (6) data model structure, and (7) system
implementation and training. Project meetings were held weekly
and status meetings were held monthly to summarize the
progress of the phases until the platform was launched. The
discussions in these meetings provided a solid foundation for
platform design and development. After the launch of the
platform, the construction working group also conducted regular
training on system functions, maintenance, and the help manual.

The management working group included all stakeholders, such
as the chief information officer, hospital management users,
clinical users, and scientific research users. The management
group was the data governance committee responsible for
organizing and overseeing all data-related work, including data
definitions, data benchmarking, data quality control, and data
security, after the launch of the platform. The committee was
in charge of formulating related management systems, work
collaboration mechanisms, and procedure standardization.

WCH-BDP Framework Design Strategy
The convergence of multisource heterogeneous data from all
operation systems in the hospital was necessary to ultimately
provide data to different medical services (Figure 1). Therefore,
the design strategy was to use computing and storage devices
with enough capacity to integrate data into the corresponding
physical resources, with separate storage and computing
processes based on the characteristics of the modality (eg,
clinical data, image data, or genomic data). A data repository
was built using data governance methods to meet the needs of
different subject fields. The platform had to be able to combine
all data service supports, such as data security service,
terminology service for data governance, search engine service,
virtualization service, and artificial intelligence service—all of
which rely on the computing power and storage capacity of
physical devices and data resources. Solutions for data
integration and governance were core aspects of the construction
process. Data governance, which is the core of data management
and the basis for standardizing disordered data into highly
available data, includes master index data governance, master
data governance, metadata governance, data security
management, and data quality control management [10,20,21].
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Figure 1. Big data platform architecture.

Data Storage and Calculation
Massive data were collectively stored in the storage devices of
the WCH-BDP. To better support data analysis, storage and
calculation environments were designed and provided according
to the characteristics of each data modality. Generally, the
amount of data structuration is negatively correlated with storage
space and computing power (ie, the greater the data
structuration, the lower the requirements for storage space and
computing power) (Figure 2). Hence, data that are poorly
structured require more storage space and stronger computing
power.

Highly structured data do not require much storage space. They
can be stored on a distributed storage device, and computations
can be effectively run by conventional central processing units.

Semistructured data, such as the records of a patient’s major
complaint, disease history, examination findings, and
examination conclusions in Chinese electronic medical records
do not occupy much storage space and can be stored in
distributed storage devices. However, these data require natural
language processing for analysis; therefore, both general
graphics processing units (GPUs) and central processing units
are needed to provide sufficient computing power.

Unstructured data that are large in total volume but small in
individual volume (eg, the original image data in DICOM format
generated by thin-layer scanning examinations such as radiology
and ultrasound) require a relatively high storage space and must
be stored in centralized storage devices (mostly

network-attached storage) to save resources. To analyze and
mine these data, characteristic modeling is performed mainly
with machine learning or deep learning technologies, which
requires the support of a large amount of GPU power and private
GPU resources.

Unstructured data with a large individual volume, such as
genomic data, are generally stored directly in object-based
storage. Genomic sequencing generates not only a large amount
of original sequencing data, but also, a large amount of data
related to multiple processes in research on biological
information. As a result, genomic data sets often have a
tremendous size, and the storage space that is required is mostly
measured in petabytes. Analysis and mining of the types of data
stored in object-based storage require a lot of clustered
computing power supplied by multiple high-performance GPUs,
which necessitates the deployment of accelerated
supercomputing power supported by GPU clusters.

Traditional big data platforms are planned and implemented in
a unified way with storage and computing integration. The
design of the WCH-BDP is the realization of storage and
computation separation. The WCH-BDP first solves the problem
of effective storage and management of massive genomic data
files. Second, when researchers use genetic data for analysis,
the scheduling software provided by the WCH-BDP loads the
analysis data into the supercomputer environment for analysis.
After the analysis is completed, the analysis results are retained,
and the temporary storage space occupied by the analysis
process is released.

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e36481 | p.199https://medinform.jmir.org/2022/4/e36481
(page number not for citation purposes)

Wang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. The relationship between the degree of data structuration and storage and computing capability.

Data Integration
In China, medical institution operations information database
systems mainly include Microsoft SQL Server, Oracle database,
MySQL database, Caché database, and MongoDB; other
unstructured data are mostly stored in the form of files. The
WCH-BDP achieves data integration through both real-time
and non–real-time data entries. For real-time data integration,
a master–slave database is generated, and the log data of the
slave database are parsed and captured in real time. Real-time
data integration is suitable for an operations information system
with mostly structured data. Parsing the information in the slave
database does not consume much physical resources and
therefore does not affect the performance of the master database,
which ensures the security and stability of data integration.
Image data integration and entry can be completed by directly
reading image files using the DICOM protocol. Genomic data
and other data in the form of files are not integrated in real time
and are entered via file transfer protocol.

Master Index Governance
The enterprise master patient index is the unique tag of a patient
in a health care institution. One patient might have different

enterprise master patient indexes in the different operating
systems of a hospital because these systems were constructed
independently. This necessitated a master patient index
governance to standardize the enterprise master patient indexes.
The governance of the master index data is achieved through
the master index governance system. The governance system
included 4 stages: data preparation, standardization strategy,
data processing, and tracking or feedback (Figure 3).

The data governance strategy of the WCH-BDP mainly focused
on 3 key values: ID number, name, and telephone number. The
configurations and data processing of these 3 key values are
shown in the following table (Table 1).

Master index data processing cannot rely only on the system
for automatic completion. For example, in the fifth row of Table
1, both the Name and Telephone number are Equal, but the ID
card number is Unequal, which might be because the same
patient used a different ID card for registration. In this case, the
last step for standardization of the master index is critical, during
which the uniqueness of each master index can be ensured by
manual adjustment after log analysis or by referring to the actual
operational process.

Figure 3. Flowchart of master index governance.
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Table 1. Governance strategy of enterprise master patient index.

ResultTelephone numberNameID number

AcceptEqualEqualEqual

AcceptUnequalEqualEqual

AcceptEqualUnequalEqual

DeniedUnequalUnequalEqual

AcceptEqualEqualUnequal

DeniedUnequalEqualUnequal

DeniedEqualUnequalUnequal

DeniedUnequalUnequalUnequal

Master Data Governance
Master data include all related data items listed in the data
dictionary, such as health care institution code, drug code,
diagnosis code, and anesthesia method [22] (Table 2). Master
data governance is the aim to map and handle master data

discrepancies caused by different system standards.
Classification and reference standards for the master data to be
processed are determined, and they are used to map relationships
between data in the database. The results are published to users
for subscription and application.

Table 2. Example of the WCH-BDP master data reference standard.

ExampleNumber of refer-
ence standards

Classification of master data

ICD-10GB/t 14396-2016 Classification and codes of diseasesGB/t 15657-1995 Classification and
codes of diseases and ZHENG of traditional Chinese medicine

5Classification of diseases

GB 11714-1997 Rules of coding for the representation of organizationGB/t 13745-2009 Classification
and code of disciplinesGB/t 2260-2007 Codes for the administrative divisions of the People's Republic
of China

6Basic industry information

GB/t 21715-2020 Health informatics—Patient healthcard dataGB/t 24465-2009 Health informatics.
Health indicators conceptual frameworkGB/t 25512-2010 Health informatics-guidelines on data
protection to facilitate trans-border flows of personal health informationGB/t 30107-2013 Health in-
formatics.HL7 Version 3.Reference information modelGB/Z 24464-2009 Health informatics-Elec-
tronic health record-definition, scope and contextGB/Z 28623-2012 Health informatics. Interoperabil-
ity and compatibility in messaging and communication standards. Key characteristics

20Health informatics

GB/t 2261-2003 Classification and codes of basic personal informationGB/t 4658-2006 Codes for
record of formal schoolingGB/t 4761-2008 Codes for family relationshipGB/t 6565-2009 Classification
and codes of occupationsGB/t 8561-2001 Code of professional technical position

12Personal information

GB/t 34960.1-2017 Information technology service－Governance GB/t 39725-2020 Information se-
curity technology—Guide for health data security

3Information technology

Metadata Governance

Metadata Governance Process
Metadata are the bridge between the data and the data users.
They describe the content (what), coverage (where, when),
quality, management method, owner (who), and provision
method (how) of data. The metadata governance approach used
by the WCH-BDP is shown in Figure 4.

In the WCH-BDP, a unified metadata model for identifying the
registered original data was designed and constructed based on

the standards of the Common Warehouse Metamodel of the
Object Management Group. Based on the metadata directory,
the relationship for data mapping is configured to initiate data
extraction. The mapping results are saved in terms of the
configured relationship and compared with the standard
terminology and tags in the metadata management system. All
extracted data are stored in the platform’s data repository, which
provides data services to the application layer using standardized
metadata, terminology, and tags.
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Figure 4. Metadata governance architecture.

Terminology Standardization
Terminology standardization is an important step in metadata
governance. The WCH-BDP uses medical terminology from
the Chinese Open Medical and Healthcare Alliance to
standardize the terminology in the metadata system.

Governance of Tag Data
Tagging is also one of the more effective methods used for data
governance. Unlike terminology synonyms, the tag is an
attribute that reflects the application of data [23]. Tag data are
more suitable for the preprocessing scenario of comparing or
calculating a large amount of data, such as the change in the
value of a test result before versus after surgery, or the range
of patient blood pressure change before and after taking a
medication. The governance of tag data should consider the app
objectives and continuously track and maintain tag data.

Natural Language Processing Governance
Many medical records and reports with descriptions written in
Chinese are difficult to process due to the unique characteristics
of the Chinese language. Currently, in China, one mainstream
post–structured data processing method is the use of machine
learning technology combined with health care terminology to
segment words and refine concepts from Chinese text [11]. It
is common practice to optimize the word segmentation algorithm
model by comparing the word segmentation results with
standard terms and aggregating the comparison results, through

which a comprehensive corpus and a more accurate word
segmentation algorithm can be developed. The algorithm model
and the content of the corpus may depend on disease type,
regional culture, and even writing habits; therefore, these factors
had to be considered during construction.

Data Security Management

Overview
Data utilization and security are contradictory. To ensure proper
and secure data use, all countries have issued laws and
regulations on the security of health and medical data. Referring
to relevant international and domestic laws and regulations on
security protection, the WCH-BDP uses a 5S (ie, data security,
app security, use security, management security, and ownership
security) control system for data storage, access, use, and
transformation of scientific and technological achievements.

Data Security
Data security refers to data classification and hierarchical
management security. Scholars from Harvard University have
proposed that a data classification system should be established
to ensure data security according to the laws and regulations of
Health Insurance Portability and Accountability Act and related
ethical regulations on scientific research [24,25]. In the
WCH-BDP, data security has 5 levels, with 3 dimensions:
affected object, degree of impact, and scope of impact. The data
access interface with corresponding restrictions is provided to
each level accordingly (Table 3).
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Table 3. Data security strategy of the big data platform.

PrecautionsExamplesDescriptionsSecurity levelSecurity
classification

A specified environ-
ment for a specified
single individual to use

Financial data, personal authentication dataHypersensitive informationMost confidentialLevel 1

A specified environ-
ment for a specified
single role to use

Credit data, personal health privacy dataHighly sensitive informationConfidentialLevel 2

Use after the role group
is authorized

Personal information during diagnosis and
treatment, contract information, employee
management data of employees

General sensitive informationSecretLevel 3

Use after internal autho-
rization

Organizational structure, basic information of
employees, general data after desensitization

Information that is not publicly disclosedInternal use onlyLevel 4

Public access or useSummarized results obtained by statistical
analysis

Data that can be publicly disclosedOpen to the pub-
lic

Level 5

App Security
App security refers to the data app security management of a
system during its processes. In the WCH-BDP, a unified master
data authentication service is provided for user authentication
so that each app system manages only role and app permissions
required by the system itself. When an actual role user uses an
app, data desensitization and encryption are completed through
the unified platform service interface to ensure the security of
the data app.

Use Security
Use security refers to the security management during the
processes of data processing, use, and analysis. The National
Institutes of Health has emphasized that special attention should
be paid to privacy protection in data apps [26]. Patient

information that needs to be desensitized generally includes all
of the information that can be directly and indirectly linked to
or used to locate the patient, including name, ID, telephone
number, address, contact information, information related to
infectious disease [27]. The WCH-BDP ensures patient privacy
protection through desensitization, encryption (Table 4), and
multiparty computation.

Multiparty computation is a controllable and measurable method
proposed by a Turing Award winner, Qizhi Yao, to solve the
problem of data abuse [28]. Before statistical analysis of massive
data, the multiparty computation service gateways in the
WCH-BDP are deployed to complete all data calculations in
the security domain and provide the final calculation results to
users through the platform service. This process can effectively
manage data use security.

Table 4. Data desensitization and encryption policies of big data platform.

Design of desensitization and encryption policyScope of data involvedName of strategy

Fuzzy rounding method or fuzzy percentage methodOperating revenue, key quantity...Digital data

Replace or encrypt from the starting bit to the end of the specified length
range

Identification card number, telephone
number, name...

Structured data of fixed length

Locating sensitive content, then replace or encrypt sensitive charactersAddress, electronic medical record, de-
scriptive diagnosis (infectious disease)

Text data of varying length

In image files, encryption algorithm is used for desensitization and water-
marking is configured

Radiological, ultrasonic and pathological
imaging data

Image data

Locating sensitive content and rename sensitive charactersGenomics, molecular protein dataFile data

Management Security
Management security of platform data requires that all platform
services, including data services, be completed under secure
closed-loop management. In the WCH-BDP, all tasks—data
access, management, and governance; data analysis, utilization,
and mining; and the transformation and realization of scientific
research findings—are completed through platform services for
data resources, storage, computing power, and network access.
Establishment of the management security system can
effectively guarantee the security of the data utilization process.

Ownership Security
Currently, most research findings are obtained in a laboratory
or scientific research setting but are difficult to apply in an actual
production setting, which directly leads to a low transformation
rate of research achievements and insufficient recognition of
intellectual property rights. In the WCH-BDP, through the
integrated service gateway that connects to the real service
operation scenario, published research findings can be directly
introduced into clinical practice, realizing the translation of
scientific research to the clinic. In this process, the design of
the integrated service gateway management system can
effectively ensure researcher’s ownership security.
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Data Quality Management

Overview
Data quality management is a continuous process and an
important link in data governance. Health care data quality
management in the WCH-BDP involves the following steps:
(1) building a data quality standard system; (2) evaluating
current data quality; (3) analyzing data quality problems; (4)
developing and optimizing the solutions in detail to solve
problems; and (5) establishing a data quality control knowledge
database for future reference. The steps above are continuously
iterated to form a closed-loop system for health care data quality
management.

Standards of Data Quality
Common data quality problems include data outliers,
duplications, data without any clear relationships, orphaned
data records, and data that make no logical sense medically.
Fully referring to the evaluation and grading standards of
electronic medical records issued by the National Health
Commission of China and research findings by experts in the
field of health care [29-31], we developed a standard system
for data quality control using the dimensions consistency,
integrity, integrability, timeliness, and stability as parameters
for evaluation (Table 5).

Table 5. Data quality standard system.

RuleQuality indicatorContent of the dimensionDimension

Higher than 90%Consistency rateCheck whether the data value is in the dictionary domainConsistency

Higher than 80%Percentage of integralityCheck the completeness of the required dataIntegrality

Higher than 95%Degree of relevanceCheck the relationship between key dataRelevance

Higher than 80%Timeliness ratioCheck the logical validity of time-type dataTimeliness

Lower than 0.01%Repetitive rateCheck whether data duplication existsUniqueness

Lower than 20%Fluctuation ratioCheck whether the fluctuation of data volume is abnormalStability

Process Quality Control
In addition to data quality control for original data, quality
control management of procedures in operations are included
[21]. Data quality problems reflect problems in operations
processes. By formulating a plan that optimized data quality by
improving management and operational protocols, the
WCH-BDP achieved its goal of controlling the quality of
operations to obtain high-quality data outputs. Data quality
management is a continuous optimization process that requires
the participation of all personnel involved.

Data Service Support
The WCH-BDP is an environment that can effectively support
data services with voluminous data repositories and strong
physical resources for data computation and storage. Under an
overall ecology of data security management, the platform can
provide support to data services such as computing, storage,
and virtualization. Search engine services, terminology services,
and artificial intelligence services can be effectively integrated
to meet the needs of all health care operations.

Results

General
The WCH-BDP was formally launched in November 2020,
after 3 years of construction, for demand surveys, platform
design, module development, and pilot operation. To date, the
platform has formed a massive high-dimensional database with
more than 12.49 million patients, 75.67 million visits, and 8475
data variables. The platform has brought hospital informatization
to a new level and greatly improves the hospital’s overall big
data capabilities.

Computing Power
The WCH-BDP has more than 20 PB data storage capacity and
runs on a server cluster consisting of 252 physical servers: 117
servers are dedicated to computing and analyzing, and 38 are
equipped with more than one GPU card. In the server cluster
dedicated to computing, there are 320 CPU cores and 149 GPU
cards. In total, the platform has computing powers that exceed
300 TFLOPS for clinic data, 600 TFLOPS for image data, and
1000 TFLOPS for genomic data.

Scope of Data Integration
The WCH-BDP integrates diagnosis and treatment data from
clinical information systems, clinical research data from science
and research information systems, and management activity
data from management information systems. Of 134 hospital
systems, the platform has integrated the data of 27 systems,
including hospital information systems, laboratory information
systems, radiology, ultrasound, web-based medical
appointments, human resources, equipment and supply
management, Internet medical service since January 2008. In
addition, all image data in the picture and communication
systems and more than 20,000 patients’genomic data have been
entered into the platform.

Database
Using Fast Healthcare Interoperability Resources Reference
Information Model 3.0 standards, data integrated into the
WCH-BDP were reorganized and arranged based on the type
of operational activities while considering the characteristics
of China’s medical system. Finally, a database that includes
134 data charts for 18 subject fields was developed. The top 5
subject fields that were responsible for the most data in the
database are listed in Table 6. To date, the database includes
8475 data variables and 6.272 billion rows of data records.
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Table 6. Top-5 subject fields in terms of number of data rows.

Systems involvedRows
(10,000×n)

Data variables, nTables, nSubject fieldNumber

Hospital information system, online diagnosis and treatment system369824.5347610Medical record1

Electrocardiogram system, radiology information system,
echocardiography system, endoscopic system, dynamic electrocar-
diogram system, pathology information system, ultrasonic system,
laboratory information system, interventional surgical workstation,
medical technology reservation information system, outpatient
information system, physical examination information system

115073.355026Medical technology2

Hospital information system, physical examination information
system, online diagnosis and treatment system

60855.244408Fee3

Hospital information system, online diagnosis and treatment system21366.643953Medical advice4

Hospital information system, physical examination information
system, electronic data capture, human resource system

18138.9480213Staff5

Data Asset Directory
The platform has constructed a data asset directory for users by
further standardizing the data through the governance of master
data, metadata, terminology, and natural language processing.
To ease the process of inquiry, the directory has a hierarchical
tree structure that allows users to select the data items that they
need using fuzzy searches. To minimize comprehension
difficulties, the directory uses a data variable–naming scheme
consistent with the names in the interface of the corresponding
operations systems as much as possible; in addition, users can

see the information of the data source, content, and range of
values.

The data asset directory covers 13 fields and 1488 data variables
(Table 7). Of the 13 fields, the original data variables in 9 fields
are structured variables, and those in 3 fields (medical records,
imaging examinations, and nursing care records) are
semistructured text. Semistructured data were converted into
poststructured derived variables by using approaches such as
word segmentation, entity extraction, and semantic
identification. For patient tag information, the app-oriented
poststructured derived variables were generated using a
data-mining algorithm.
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Table 7. List of data assets.

ExampleTypes of variablesData variable (unit)Directory fieldNumber

Gender, age, occupation, present address, nationality,
height, weight, blood type

Structured91Demographic1

Appointment date, visit date, clinic department, clinic type,
supervising doctor, the department transferred to, admission
date, discharge date, discharge state

Structured410Basic medical information2

Admit note, progress note, discharge recordUnstructured123Medical record information3

Clinic diagnosis, emergency diagnosis, admitting diagnosis,
discharge diagnosis, medical insurance diagnosis, patholog-
ical diagnosis

Structured47Clinical diagnostic information4

Name of operation, name of procedure, surgeon, surgical
grade, anesthesia grading, incision type, level of healing

Structured138Surgical and operational information5

Type of medical order, drug name, usage, dosage, frequen-
cy, execution time of medical order

Structured166Diagnosis and treatment information6

White blood cell count, red blood cell count, sodium level,
uric acid level, blood glucose level, creatinine level

Structured147Laboratory test data7

Magnetic resonance imaging, computed tomography, x-
ray, ultrasound, digital radiography

Unstructured124Imaging results8

Admission assessment, daily records, nursing recordsUnstructured53Nursing record information9

Vital signsStructured50Physiological monitoring data10

Mood index, pressure ulcer assessment, risk assessment of
falling out of bed

Structured50Scale evaluation data11

Name of charge items, amount of charge items, settlement
time

Structured65Medical cost information12

Patients with lower test results after surgery, patients with
higher blood pressure after medication

Unstructured24Patient label information13

Assessment of WCH-BDP Performance

Service Support to Major Projects
Supported by the data services of the platform, the research
teams of WCH have constructed more than 120 disease
databases for different research aims, including a number of
national-level multicenter disease databases. Since it was
launched, the platform has supported more than 20 clinical and
hospital management research projects, of which, 3 have won
second prize in the State Science and Technology Progress
Award of China and first and second prizes in the Sichuan
Provincial Science and Technology Progress Award.

The platform’s support of basic research is exemplified by a
project on the mechanisms of allosteric regulation and signal
transduction of G protein–coupled receptors conducted by the
State Key Laboratory of Sichuan University; using the storage
and computing power provided by the WCH-BDP, the research
team revealed the microconversions of key amino acids during
allosteric regulation, which laid the foundation for the design
and screening of G protein–coupled receptor–targeting small
molecule allosteric regulators (unpublished, X. Yang, PhD,
2022).

Another example of the platform’s support of clinical research
is a lung cancer research project at WCH. Using the data
resources, storage resources, computing power, and exploration
environment provided by the platform, the lung cancer research

team identified and validated high-sensitivity high-specificity
markers for early diagnosis of lung cancer [32], and the team
further developed the first lung cancer database and artificial
intelligence–assisted product for lung nodule diagnosis in China
[33]; these papers [32,33] are listed in Essential Science
Indicators—published in Cell (impact factor 41.582) and Signal
Transduction and Targeted Therapy (impact factor 18.187).
Research results have also been published in internationally
renowned academic journals, such as Medical Image Analysis
(impact factor 11.148) [34] and Nature Biomedical Engineering
(impact factor 25.671) [35].

Artificial intelligence–assisted products for lung nodule
diagnosis can detect 3 mm to 5 mm pulmonary nodules with
98.8% accuracy through artificial intelligence technology, which
was significantly better than the performance of domestic and
foreign specialists (79.9% of doctors with senior experience in
Peking Union Medical College, only 40.9% of those with junior
experience), and the average reading of each chest computed
tomography (CT) can save 3 to 5 minutes [33]. In 2020, the
system was used in more than 100 hospitals nationwide,
including in West China Hospital of Sichuan University. It not
only improves the efficiency of chest CT image reading, but
also reduces the rate of missed diagnosis of small pulmonary
nodules. It also plays an important role in realizing the
homogeneity of early diagnosis of lung cancer.

Using this platform, research on segmentation of adrenal glands
from CT images [36], in which a novel 2-stage deep neural
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network for adrenal gland segmentation in an end-to-end fashion
was proposed, used data resources, storage resources, computing
capabilities, and the exploration environment provided by the
WCH-BDP platform. The research data set contained 348 CT
volumes acquired from 348 patients, which was used to verify
the performance of the new method and show that the new
cascaded framework outperformed, with respect to accuracy,
state-of-the-art deep learning in segmenting the adrenal gland
[36].

Changes in the Conventional Data Service Model
The launch of the WCH-BDP has led to tremendous changes
in the data service model of the hospital (Table 8). Users used
to rely on information systems personnel for data use, but now
they can analyze data by themselves throughout the entire
process. Using the search engine service provided by the
platform, researchers can quickly retrieve data from the
databases to form a disease database suitable for real-world
research, which is then introduced into the information
exploration environment for data statistical analysis and mining.

Table 8. Changes between the traditional and the present data service.

Data services base on the platformTraditional data services

Users can visually view the available data catalogData not visibleData visualization

Users can customize the search format and output format through
the search engine and preview the results

Data engineers develop code through experienceData retrieval

Data are available after ethical review and clinical study program
approval

Data are available after ethical review and clinical study
program approval

Data approval

Development environment and tools, such as R, SPSS, and Python,
can be used on the platform, and computing power provided by
the platform can be called by data mining algorithm

Use your own computer to analyze dataData mining

The platform creates accounts with different permissions for regis-
tered users. In a network environment after security authentication,
authorized users can log in to the big data platform unified portal
through virtual desktop infrastructure. The platform provides each
authorized user with private storage space of different capacities.
Users can directly store their research results in this space, or install
the software developed by our college on their personal computers
to transfer the research results to personal computers

Download the data which data engineers develop and
perform encryption

Data download and
access

The launch of the WCH-BDP has substantially improved the
capacity of data services (Table 9). The scope of usable data in
the platform is 3.37 times that of the previous level, an increase
from 8 operation systems covered by the previous data
warehouse to 27 systems by the big data platform. The
dimensions of usable data are 1.8 times those of the previous
level, an increase from 803 data variables to 1488 variables.
The amount of usable data is 2.4 times the previous level,
increasing from 6.8 billion rows of data records to 16.49 billion
rows.

The engineers completed 996 instances of manual data service
in the 6 months before the launch of the platform (monthly mean
166). In contrast, 8561 self-service data retrievals were
completed each month after the launch of the platform—a
51-fold increase in service efficiency. Each person could
complete 2 instances of data services each day before but could
complete 65 instances per day after the launch of the platform
due to the help offered by the automated search engine—a
37-fold increase. In addition, the platform shortened the average
duration of each data service 30-fold, from 4.5 hours to 0.15
hours. The platform substantially improved the volume and
efficiency of data services.

Table 9. Comparison of data service capabilities.

After the launchBefore the launch 

278Number of business systems covered

1488803Data dimension

16.496.8Data volume (billion)

8561166Number of monthly services

0.154.5Time per request (hour)

Improvement of Data App Security
Data security is a key focus of the platform. In the past, data
security relied mostly on the professional ethics of data
engineers. In contrast, in this platform, which automatically
manages data and provides data services, data security

management is mostly system-based and manually assisted
because all operation activities leave footprints in the system.
This can prevent the abuse of individual permissions and
effectively ensure data security.
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Discussion

The performance of the WCH-BDP has demonstrated that data
resources can be effectively converged and governed to form
highly usable data assets that have extremely high application
value in the field.

The success of the construction of a big data platform in health
care is based on the following: (1) The project is managed with
a strong organizational structure that has a top-down data
governance committee involving multiple parties. The
committee leads and oversees data governance duties. (2) The
project is led by an information technology department that can
provide technical support. The information technology team
should have excellent skills and be familiar with the operations
and data connotations of all systems in the hospital. (3) All
departments and sections of the hospital should participate in
the project, and detailed demand surveys and analyses should
be performed. (4) The project requires sufficient scientific
knowledge in medical informatics, management, and
engineering to ensure smooth integration of medicine,
management, and informatics for overall framework design. (5)
The ethics office and clinical research management sections of
the hospital should participate in the project to ensure patient
privacy protection and data security. (6) The construction project
needs suppliers who have rich experience and can provide
sufficient technical support. (7) A sufficient amount of servers
are needed for data storage and computation. (8) The project
needs sufficient financial support.

Similarities between the WCH-BDP and other data platforms
[1-14] are that they provide data services through data
integration, need to complete data integration, have various

medical data, can provide structured data services, and can
provide massive data retrieval. However, there are 6 differences:
(1) The WCH-BDP integrates all business system data, while
most other platforms integrate data on demand. (2) Our platform
parses database logs and migrates full business data to the data
center in a master–slave database synchronization mode. Some
of the platforms use API interfaces to implement data migration.
(3) The WCH-BDP accesses data constantly and in real time.
Nevertheless, some other data platforms often access data by
the day. (4) While most other data platforms only integrate
clinical data, the WCH-BDP integrates both clinical data and
hospital management data. (5) Most other data platform may
not have supercomputing capability. After integrating
supercomputing capability, the WCH-BDP can store more than
20 PB and calculate faster than 1900 TFLOPS. (6) Most other
platforms can only provide conventional data storage and
processing functions by disease type. The WCH-BDP provides
an analysis environment equipped with data mining tools,
including open-source tools, such as R and Python, and paid
apps, such as SAS and SPSS. Researchers can use distributed
clusters for data mining.

The WCH-BDP can be further improved and optimized by (1)
connecting more operations systems of the hospital to the
platform and continuously optimizing the data governance
strategies; (2) further utilizing and mining the data (eg, exploring
multimodal artificial intelligence apps in health care); (3)
making the platform a multicenter public platform by launching
transdisciplinary, cross-hospital, cross-regional collaborations
and including more medical information data; and (4) providing
the hospital with further full-cycle standardization + security
+ service big data services.
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Abstract

Background: Obtaining patient feedback is an essential mechanism for health care service providers to assess their quality and
effectiveness. Unlike assessments of clinical outcomes, feedback from patients offers insights into their lived experiences. The
Department of Health and Social Care in England via National Health Service Digital operates a patient feedback web service
through which patients can leave feedback of their experiences in structured and free-text report forms. Free-text feedback,
compared with structured questionnaires, may be less biased by the feedback collector and, thus, more representative; however,
it is harder to analyze in large quantities and challenging to derive meaningful, quantitative outcomes.

Objective: The aim of this study is to build a novel data analysis and interactive visualization pipeline accessible through an
interactive web application to facilitate the interrogation of and provide unique insights into National Health Service patient
feedback.

Methods: This study details the development of a text analysis tool that uses contemporary natural language processing and
machine learning models to analyze free-text clinical service reviews to develop a robust classification model and interactive
visualization web application. The methodology is based on the design science research paradigm and was conducted in three
iterations: a sentiment analysis of the patient feedback corpus in the first iteration, topic modeling (unigram and bigram)–based
analysis for topic identification in the second iteration, and nested topic modeling in the third iteration that combines sentiment
analysis and topic modeling methods. An interactive data visualization web application for use by the general public was then
created, presenting the data on a geographic representation of the country, making it easily accessible.

Results: Of the 11,103 possible clinical services that could be reviewed across England, 2030 (18.28%) different services
received a combined total of 51,845 reviews between October 1, 2017, and September 30, 2019. Dominant topics were identified
for the entire corpus followed by negative- and positive-sentiment topics in turn. Reviews containing high- and low-sentiment
topics occurred more frequently than reviews containing less polarized topics. Time-series analysis identified trends in topic and
sentiment occurrence frequency across the study period.

Conclusions: Using contemporary natural language processing techniques, unstructured text data were effectively characterized
for further analysis and visualization. An efficient pipeline was successfully combined with a web application, making automated
analysis and dissemination of large volumes of information accessible. This study represents a significant step in efforts to generate
and visualize useful, actionable, and unique information from free-text patient reviews.

(JMIR Med Inform 2022;10(4):e29385)   doi:10.2196/29385
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natural language processing; topic modeling; National Health Service; latent Dirichlet allocation; reviews; patient feedback;
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Introduction

Background
Patient experience is described by the Beryl Institute as “the
sum of all interactions, shaped by an organisation’s culture, that
influence patient perceptions across the continuum of care” [1].
It is a vital consideration of the health service provider’s
planning strategy to reflect patient engagement and service
quality [2]. It is also a contributing factor to patient engagement,
which is key to delivering effective and efficient care [3-6]. The
Patient experience improvement framework of the National
Health Service (NHS) defines several quality indicators, among
which patient feedback is a priority [7]. Thus, to deliver truly
patient-centered care, the patient experience must be a central
consideration [8], and health care providers must have
mechanisms in place through which the patient experience can
be understood.

Over the past 2 decades, there has been a greater emphasis on
using patient feedback to inform and improve service delivery,
largely in the United Kingdom, Europe, and the United States
[9,10]. The way feedback is obtained can vary greatly, ranging
from individual interviews and focus groups to official
complaints as well as surveys conducted through various media
(postal or web-based). Surveys and similar quantitative
methodologies generate measurable results that can be used for
benchmarking and comparisons over time or between subjects.
Although they can help identify some problem areas in services,
they can lack the specificity required to drive change [10-12].
Feedback mechanisms that allow in-depth ideas to be shared,
such as patient forums, can help generate detailed patient
experience insights [10-12].

The NHS website allows users to anonymously rate and share
their experience in a public forum [13]. All NHS-provided
services across England can be found on the site, where users
can leave a free-text comment and give an overall star rating
out of 6. These publicly available reviews are invaluable insights
into the work of the NHS for the service providers themselves,
national bodies such as NHS England, and the Care Quality
Commission as well as patients deliberating on which services
to use. This is a source of vast amounts of rich data, which has
the potential to significantly influence the quality of services
nationwide as well as policy regarding the NHS. Patient
feedback in free-text form is typically hard to analyze on a large
scale, which is why standardized scales are more frequently
used to generate numerical measures for comparisons [14]. The
difficulty from the patients’ perspective lies in the accessibility
to the data, which is limited to scrolling through individual
responses in a particular service.

This type of data lends itself well to analysis using computed
natural language processing (NLP) techniques, enabling
high-volume automated analysis of text information. In their
seminal work, Greaves et al [15] reported on the utility of this
NHS web-based feedback data to gain insights into the health
care service while allaying concerns about the risk of unsolicited
reviews creating biased feedback. Greaves also reported that,
with regard to the accuracy of the feedback about a given clinical

service, web-based feedback was comparable with conventional
surveys of patient experience [15].

The advent of machine learning and the development of
sophisticated NLP algorithms have significantly advanced the
analysis of text corpora. A significant amount of research has
focused on applying advanced NLP methods to web-based
reviews. Web-based reviews provide an opportunity to explore
free-text corpora that do not usually adhere to a structure or
format. The free text in reviews, such as the patient experience,
makes the process of automated analysis of the review
challenging when compared with closed questions with an
expected text input. As web-based patient feedback is extensive,
the traditional text analysis methods may provide limited
capabilities for analysis. The latest machine learning– and
artificial intelligence–based NLP methods have been well
explored for analyzing large review data sets, especially for
analyzing the user experience. The latest NLP methods provide
capabilities to classify the reviews as positive or negative with
high accuracy. Identifying the underlying themes and topics in
the user experience allows us to understand the frequently
reported service areas in user feedback.

Objective
The aim of the study presented in this paper is to provide an
automated solution for the large-scale analysis of patient
feedback on health care service providers. This study achieves
this by exploring NLP techniques, including sentiment analysis
and topic modeling. The objective of this study is also to present
an interactive interface that provides stakeholders with a portal
to analyze and identify outcomes of the patient feedback
analysis. This work builds on previous work in the field [16,17]
and presents the design and implementation of an unsupervised
machine learning NLP model combined with an interactive
interface to produce a user-friendly web application that allows
for the exploration of service reviews across England.

Methods

Overview
For this study, the design science research (DSR) methodology
was used. The DSR paradigm is a widely popular research
approach in information systems research. It is referred to as a
problem-solving paradigm as it aims to build artifacts that are
aimed at addressing a problem. The artifacts address the
problems or enhance existing solutions and are important tools
for arriving at research outcomes and reviewing them to decide
how the adopted artifact can be further used [18]. The DSR
process follows a systematic procedure in which the artifacts
are developed through the systematic creation, capturing, and
communication of knowledge from the design process. DSR
uses an iterative process whereby the artifacts are reconstructed
at each iteration and, thus, can be described as a continuous
learning process that enhances the artifact quality incrementally
[19]. Further details on the DSR methodology in this study can
be found in our previous study [17].

Figure 1 illustrates the methodology carried out for this research.
The patient review corpus was subjected to three different
iterations of NLP analysis: sentiment analysis, topic modeling,
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and nested topic modeling. The first iteration, sentiment analysis,
enabled the automated analysis of the patient reviews and
identified the sentiment of the reviews as either positive or
negative. The second iteration, topic modeling analysis, applied
the unigram and bigram topic modeling methods to annotate
reviews with a group of words that reflected a theme or topic.
A single review might have one or more topics. In the third
iteration of the study, a nested topic modeling approach was

applied. Nested topic modeling analysis combines sentiment
analysis and topic modeling methods. The patient reviews were
annotated with their associated sentiment score and then split
into the good corpus and bad corpus based on the associated
positive or negative sentiment. The good corpus and bad corpus
were analyzed with topic modeling to identify topics within the
reviews.

Figure 1. The research methodology followed for the analysis of the patient feedback corpus. LDA: latent Dirichlet allocation.

NHS Patient Feedback
The NHS website includes a platform where patients provide
both ratings and reviews for a particular NHS service. The NHS
website rating system provides an outline of patient experience;
the rating is an optional feature that is collected for a specific
set of parameters such as cleanliness and dealt with dignity,
among others.

Patients can provide feedback about NHS hospitals in 3 main
sections. First, they are asked to rate, on a scale of 1 to 6, how
likely they are to recommend the particular hospital to family
and friends? This is the central question on the NHS website
in that the ratings provided are used to calculate the overall
rating for a given hospital. The rating for this question provides
a quick and easy indicator of a hospital’s performance in
providing patient care. However, the rating is single and
straightforward, and it is insufficient to obtain a detailed
understanding of hospital performance. For a more detailed
understanding of patient feedback, the NHS website includes
questions where the patients are asked to provide ratings on five
parameters: cleanliness, staff co-operation, dignity and respect,

involvement in decisions, and same-sex accommodation (out
of 6 stars). The website-allocated ratings for these 5 parameters
are optional to the users. Finally, there is an optional free-text
review of a maximum of 3000 characters. These reviews follow
the NHS comment policy and are moderated. The moderators
remove any personal information and ensure that the reviews
do not cause any legal issues such as defamation [13]. Responses
to the 5 parameters and free-text data provide an opportunity
for a granular assessment and understanding of patient feedback
for a hospital.

All available reviews between October 1, 2017, and September
30, 2019, were collected from the NHS website.

The NHS platform provides an application programming
interface (API) that allows access to the patient ratings and
reviews [20]. A custom web scraper was built for the project
using the NHS API to collect the patient ratings and reviews.
The NHS platform provides the data with the standard license
terms that cover the requirements of the General Data Protection
Regulations [21].
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Data Preprocessing
The data set underwent a few processing steps where only
columns from the data set that were relevant for this study were
selected. Specifically, for parsimony purposes, only relevant
data fields were extracted and relabeled into Date, Comment,
and Label columns in the database. The Date and Comment
columns referred to the posted date and the content of the
participant’s comment, and the Label column was used to hold
the sentiment of the comment, classified as either positive or
negative.

Data were organized by posting date [22,23] and partitioned
into training, test, and validation data sets. In the training data
set, observations were labeled according to the sentiment
inferred from the comments. The test data set was used as an
input to derive patterns from the training data set using
text-mining models. In the validation data set, the values in the
Label column were not defined.

Within the data set, the ratings given by the participants for the
following question—How likely are you to recommend this
hospital to friends and family if they needed similar care or
treatment?—were used as the actual data against which the
performance of the text-mining model (ie, in predicting the
patient feedback) was tested. Owing to the skewed distribution
of the numerical responses and limitations of the machine
learning methods, to reduce complexity in the modeling
procedure, the continuous-scale patient feedback ratings were
discretized. Following discretization, rating scores of 1 and 2
were categorized as negative, and those of 5 and 6 were
categorized as positive. Rating scores of 3 and 4 were discarded
as they were deemed neutral ratings that did not portray
polarization. This categorization served as a binary sentiment
label for which each text-mining model was trained and
assessed.

Sentiment Analysis
Sentiment analysis, also referred to as opinion mining, refers
to the computational study of people’s opinions, sentiments,
attitudes, and emotions toward an entity. The entity can be
another individual or a public figure, a product such as an
electronic device, or service providers such as restaurants and
hospitals. The identification of sentiment is performed based
on the presence of words or phrases that are likely to refer to
an opinion, sentiment, or emotion. If the sentence is identified
as having a sentiment or opinion, it is then subjected to the
feature selection process. During this process, the identified
sentiment is associated with the feature that is being discussed.
Finally, the sentiment is categorized into a chosen classification
type. For instance, the sentiment can be classified into a binary,
such as positive or negative. The sentiment analysis is associated
with a score.

The fine-grained sentiment score detects polarity within a text;
in this case, whether the review is a positive or negative opinion.
There are several approaches to sentiment analysis, including
the strength of association, naïve Bayes (NB), and the support
vector model. NB-based sentiment analysis models are popular
and widely used. The NB classifier is a probabilistic classifier,
which uses a mixture of models for classification and is widely

popular for sentiment classification. Given a document, and
based on the distribution of words in the document, the NB
approach computes the probability of a document belonging to
a class. This model calculates boundaries according to the
distribution of the words across the labels while at the same
time considering the joint probability of the words occurring
independently together. Specifically, NB considers each word
independently of one another and then tries to estimate the
posterior distribution of a review being positive or negative
according to the joint distribution of the words in the review.
The probability is computed using the Bayes theorem to predict
that a given word belongs to a specific sentiment.

One of the popular implementations of sentiment analysis based
on NB is the TextBlob rule-based sentiment analysis [24], which
was adopted in our study. The TextBlob approach allows for
the performance of different NLP tasks, including part-of-speech
tagging, noun phrase extraction, sentiment analysis,
classification, and translation. The TextBlob approach is suitable
in the current version of our study when compared with
advanced machine learning–based approaches because of the
relatively smaller size of the data set that is used. A machine
learning–based method inherently requires large, labeled data
sets for training and testing that could be prohibitive and
expensive [25].

The TextBlob implementation was used to analyze each of the
51,845 reviews to determine their sentiment value. This
produced a score for each review between −1 and 1, where 1
represents a wholly positive sentiment, −1 represents an entirely
negative sentiment, and 0 represents a neutral sentiment. This
provided a method for evaluating whether reviews were good
or bad more quickly and consistently than a human-based
process.

Topic Modeling
Topic modeling is an unsupervised NLP approach where
unlabeled documents are used to create a set of topics
represented by a list of words that frequently occur in each topic.
There are several topic modeling approaches, and most use
dimensionality-reducing techniques with the goal of representing
a document using fewer words. Some of the most popular topic
modeling approaches are probabilistic latent semantic indexing
(LSI), latent Dirichlet allocation (LDA), and correlated topic
modeling (CTM).

The LSI approach uses linear algebraic approaches such as
singular value decomposition and bags of words to represent
documents. It aims to extract words that carry similar meanings
(ie, it uses synonyms and polysemy for topic identification [26]).
The LSI approach assumes that each document has multiple
topics and that the probability of each consists of a weight for
a given document. On the basis of this assumption, the topics
in a document are identified.

A disadvantage of the LSI approach is that the number of
parameters in the model increases as the volume of data
increases, and this could lead to overfitting problems.
Furthermore, when the LSI model is used on documents that
were not part of the training data set, the topic probabilities have
to be assigned again [27].
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The CTM approach helps in identifying the correlation between
a specific topic and others. The correlation information might
help the users in identifying links or associations between a
specific topic from a database and other similar topics. The
CTM approach uses a logistic normal distribution to identify
topics from documents. A covariance matrix used for
parameterizing the distribution is then used to identify the
correlation between the topics. A topic graph is subsequently
drawn, in which the topics are represented by nodes and their
correlations with other topics are depicted [28]. The correlation
approach provides more information to the user and, thus,
enables better interpretation of the information. The CTM
approach achieves a higher predictive likelihood than the LSI
approach [29].

The LDA approach also works under the assumption of LSI (ie,
that each topic is a distribution of words and each document
has a certain distribution of topics). However, this assumption
is extended by using a hidden variable model of documents that
consists of hidden random variables with which the observed
data interact [30]. In LDA, the hidden variables are the topics
and how the document exhibits them, and the observed data are
the words. The learned or posterior distribution of the hidden
variables for the given documents determines their topical
composition. Furthermore, the LDA approach uses the Dirichlet
distribution to define the distribution of topics in a document
[31].

An advantage of the LDA approach is that the statistical
assumptions it makes for topic modeling enable it to uncover
sophisticated structures in the texts. For instance, the bag of
words assumption used in the LDA approach makes it invariant
to the order of words in the document. Furthermore, the order
of documents in the corpus is also not a criterion for the LDA
approach to extract topics from the document. This might not
be suitable if the patient’s experience needs to be analyzed
longitudinally (ie, over a period). However, in this study, as the
patient experience analysis did not consider the time factor, the
LDA method suited its aims.

We used the LDA topic modeling approach to categorize each
review into computer-generated topics. LDA initially assumes
the number of topics and attempts to calculate topics that best
represent the documents. It does this by calculating the
probability estimate of a word for a given topic as well as the
probability of a topic for a given document [32].

We used an LDA implementation called LDA Mallet owing to
its use of a more precise sampling method called Gibbs sampling
[33]. Data were preprocessed, including the removal of stop
words, verbs, and adverbs as well as lemmatization, formation
of bigrams, and conversion of the corpus into the bag-of-words
format. Bigrams were generated using the Gensim library
(RARE Technologies, Ltd), which automatically detects
common phrases [34]. LDA Mallet has 2 parameters, a number
of topics, and a hyperparameter α. These parameters were
optimized through a series of experiments, with the number of
topics ranging from 5 to 25 and α ranging from .01 to .99. Each
test was measured using the coherence score [35] as well as
using human judgment to determine the validity of the generated

topics. The highest-rated LDA model was then used to determine
the topic mixture of each review.

Reviews were then labeled according to the dominant topic.
The dominant topic was defined by the LDA model, predicting
the percentage contribution of that topic to be ≥50%. The
reviews that did not have any topic that contributed ≥50% were
not included in the following analysis.

Nested Topic Modeling
The corpus was divided into two subcorpora, the first one being
negative-sentiment–scoring reviews and the second one being
any positive-sentiment–scoring reviews. Similar to the topic
model for the entire corpus, we then performed experiments to
determine the optimal parameters for both corpora. Using these
parameters, we produced two models, one showing the topics
generated from negative-sentiment reviews and the other
showing topics generated from positive-sentiment reviews.
Applying these new LDA models to their respective corpora
produced a topic mixture for each entry of their respective
corpora.

The nested topic modeling approach enables the identification
of the rationale behind a particular sentiment of the patient in
each comment or review. The intent is to find out why the
patient was happy or unhappy about a particular topic in each
comment. The problem being addressed in this iteration of the
study was to find the possible reason behind a patient’s
sentiment for a particular topic in each comment.

Visualization
Visualizing the results from the NLP methods relied on a
Microsoft Azure Cloud Service [36] to host the SQL server,
web functions (API), and the web application. The SQL server
stored each review and service as well as the results from both
the sentiment analysis and topic modeling. The web functions
acted as an API to allow for a Representational State Transfer
and secure connection to the database. Finally, the cloud service
hosted the web application, which used NodeJS (OpenJS
Foundation) [37] as the back-end framework and VueJS [38]
as the front-end framework. The web application also used
packages such as Google Maps [39] and VueChartJS [40]. Both
of these packages ensured that the results were shown in a
logical, effective, and efficient way.

Results

NHS Patient Feedback
NHS England is segmented into seven geographical regions
with teams supporting the delivery of care locally: London,
Midlands, North East and Yorkshire, North West, East of
England, South East, and South West. Of the 11,103 possible
services across these regions, 2030 (18.28%) services received
a combined total of 51,845 reviews between October 1, 2017,
and October 31, 2019. Among the reviewed services, the mean
number of reviews per service was 26 (SD 60.3), and the highest
number of reviews for a single service was 550 for Lincoln
County Hospital. During the study period, the mean number of
reviews per month across England was 2028 (SD 449.1). The
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number of reviews per month declined from 2625 in October
2017 to 1611 in September 2019.

The number of services per 10,000 population was similar
around England, with the lowest being in London, which also
has the highest-density population (Table 1). Across England,

18.11% (2011/11,103) of the services received a review during
the study period, with the fewest services reviewed being in the
North East and Yorkshire and the most reviewed being in
London. The number of reviews per 10,000 population across
England was similar, with the fewest being in the South East
region and the highest in the East of England (Table 1).

Table 1. National Health Service England regions, services, and reviews.

South WestSouth EastNorth WestNorth East and
Yorkshire

MidlandsLondonEast of Eng-
land

EnglandCharacteristic

5.38.67.17.910.18.24.553.8Population (million)a

1176 (10.6)1929 (17.4)1572 (14.2)1865 (16.8)2123 (19.1)1343 (12.1)1095 (9.9)11,103 (100)Services, n (%)

221 (18.8)323 (16.7)269 (17.1)299 (16)369 (17.4)309 (23)221 (20.2)2011 (18.1)Reviewed services, n
(%)

955 (81.2)1606 (83.3)1303 (82.9)1566 (84)1754 (82.6)1034 (77)874 (79.8)9092 (81.9)Unreviewed services, n
(%)

4989 (9.8)7709 (15.2)6896 (13.6)7212 (14.2)10,047 (19.8)8337 (16.4)5517 (10.9)50,707 (100)Total reviews, n (%)

9.49.09.79.19.910.212.39.4Reviews per 10,000

2.22.22.22.42.11.62.42.1Services per 10,000

aPopulation data from the Office for National Statistics Census, 2011.

Sentiment Analysis
To explore the opinions held within the reviews, the sentiment
was analyzed for the entire corpus and for individual reviews.
The analysis generated a score for how positive (eg, happy or
pleased) or negative (eg, unhappy or disappointed) the sentiment
was between −1 (most negative) and 1 (most positive). Examples
of reviews and their corresponding score can be found in Table
2. The average sentiment of all reviews across the study period
did not demonstrate any significant changes (Figure 2A). A
comparison of sentiment by season revealed that there were no
significant differences among spring (March 20 to June 21),
summer (June 21 to September 22), and autumn (September 22
to December 21); however, a statistically significant decrease
occurred in winter (December 21 to March 20; mean sentiment
0.178, SD 0.21) compared with summer (mean sentiment 0.185,
SD 0.21; P=.02).

Table 3 reports the sentiment scores for each of the topics in
the corpus. Topics that are innately associated with positive
sentiments, such as good experience and good staff, have higher
sentiment scores than inherently negative topics such as rude
staff. The distribution of sentiment and topic frequency
demonstrates a tendency in the most frequently mentioned topics
to be the most polarized, appearing as a u-shaped curve (Figure
2B). The topic sentiment scores over time appeared to vary
around their overall corpus sentiment score and did not
significantly change throughout the study period. Consultancy
appeared to vary most significantly across the study period.
Mental health demonstrated a downward trend toward the latter
part of the study period. Good experience, good staff, and
operations and surgery had consistently higher sentiment scores
across the study period compared with the other topics (Figure
2C).

Table 2. Sentiment scale examples.

ReviewSentiment score

“Awful treatment in the SAUa area. Avoid using if you can!”−1.0

“I think there a load of rubbish whenever you ring them they dont answer tried 8 times today what a joke.”−0.5

“Have been attending clinic regularly. Always have eye problems after drops. Despite several attempts to bring this to staff at-

tention it has been dealt with in a dismissive manner. GPb attendance has been necessary. Phone always engaged or left ringing.”

0.0

“All midwives very helpful. An improvement could be that proper beds are provided for partners.”0.1

“I felt very respected and would like to say thank you.”0.2

“Excellent result from the procedure performed from the team, my sight is back to what I want. As always (department name)
do the business.”

0.5

“The care of all the staff was excellent; and some of them deserved an MBEc.”1.0

aSAU: surgical assessment unit.
bGP: general practitioner.
cMBE: Member of the Order of the British Empire.
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Figure 2. A collection of relationships within the data set. A: sentiment score over time; B: Relationship between topic frequency and sentiment score
over time; C: Relationship between topic frequency and sentiment. A&E: accident and emergency.

Table 3. Latent Dirichlet allocation–generated topics with their sentiment score (refer to Multimedia Appendix 1 for keywords generated for each
cluster).

Sentiment scoreClassified reviews, n (%)TopicID

0.3057951579 (7.1)Good staff1

−0.0069031136 (5.1)Waiting times2

0.2776272238 (10.1)A&Ea3

0.3310102205 (9.9)Operations and surgery4

0.002680647 (2.9)Food and cleanliness5

0.1226551463 (6.6)Mental health6

0.3330132369 (10.7)Good experience7

−0.0383622272 (10.2)Booking appointments8

0.139792640 (2.9)Consultancy and tests9

0.0288051577 (7.1)Car parking10

0.2728781075 (4.8)Obstetrics11

−0.1106591128 (5.1)Rude staff12

0.3304882646 (11.9)Procedure and dealing with anxieties13

0.2506701246 (5.6)Paramedic and ambulance14

0.18269522,221 (100)TotalN/Ab

aA&E: accident and emergency.
bN/A: not applicable.

Topic Modeling
A total of 14 clusters were identified from the entire corpus,
from which themes were derived manually (Table 3). Reviews

were then classified according to their dominant topic (ie, the
topic to which the review had a >50% probability of belonging
as identified by the LDA model). This threshold was selected
to reduce the confounding effect of sentiment analysis by
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co-occurring opposing sentiments that may be encountered in
reviews that contained multiple topics. Associations between
topic frequency and geographic distribution and their changes
over time were then characterized.

In total, 22,221 reviews were classified with a dominant topic,
as shown in Table 3, and the topics identified were reviewed
and labeled by GFB, who is a medical doctor in the NHS. The
most frequent topics identified were paramedic and ambulance
(topic 14; 1246/22,221, 5.61%), booking appointment (topic 8;
2272/22,221, 10.22%), good experience (topic 7; 2369/22,221,

10.66%), operations and surgery (topic 4; 2205/22,221, 9.92%),
and A&E (topic 3; 2238/22,221, 10.07%). These topics
comprised 46.49% (10,330/22,221) of the labeled reviews. Most
topics occurred at a steady rate across the study period. No
patterns in that variation in topic frequency were identified;
however, procedure and dealing with anxieties increased,
whereas obstetrics decreased in frequency across the study
period (Figure 3). Most topics were of similar proportions across
all regions in England; however, waiting time and A&E were
proportionately greater in London and the South West,
respectively (Figure 4).

Figure 3. Topics over time. A&E: accident and emergency.
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Figure 4. Topic frequency across different regions. A&E: accident and emergency.

Nested Topic Modeling
Using sentiment scoring, positive-scoring reviews (≥0.2) and
negative-scoring reviews (≤0.2) were separated into 2 smaller
corpora to undergo topic modeling to obtain new sets of positive
and negative topics. The optimal number of topics was decided
by creating a model for each number of topics in the range of
5 to 20 and using the coherence score as well as human intuition

to determine the best topic model. Positive and negative clusters
were identified, and the topics were labeled manually (Tables
4 and 5). The sentiments of both the positive and negative topics
demonstrated typical undulations over time, remaining around
their average. Regarding positive topics, admissions and surgery
demonstrated rapid increases and decreases back to their average
in 2019 and, of the negative topics, rude, booking appointment,
and food and cleanliness scored the lowest sentiment.

Table 4. Negative-sentiment topics (any review with a sentiment score <−0.2; refer to Multimedia Appendix 2 for keywords generated for each cluster;
n=863)

Reviews, n (%)Human-generated nameID

77 (8.9)Mental health1

58 (6.7)Care2

65 (7.5)Rudeness3

31 (3.6)Children4

81 (9.4)Pain management5

107 (12.4)Waiting for appointment6

68 (7.9)Phone7

49 (5.7)Cleanliness8

48 (5.6)Care9

159 (18.4)Booking appointment10

31 (3.6)GPa11

89 (10.3)Results12

aGP: general practitioner.
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Table 5. Positive-sentiment topics (any review with a sentiment score >+0.2; refer to Multimedia Appendix 3 for keywords generated for each cluster;
n=917)

Reviews, n (%)Human-generated nameID

119 (13)General care1

104 (11.3)A&Ea2

57 (6.2)Admissions3

93 (10.1)Service4

156 (17)Pediatrics5

177 (19.3)Appointment and consultation6

74 (8.1)Dealing with anxieties7

137 (14.9)Surgery8

aA&E: accident and emergency.

Visualization
The NLP analytics were then incorporated into a user-friendly
web-based interface that enables the exploration of the data
through the graphical user interface (Figure 5). Users can
navigate around the country using the Google Maps–based map,
which displays color-coded pins that aggregate analytics for
areas (Figure 5A). The color of the pins represents the average
sentiment score for that service. As the user zooms into an area,

the aggregated pins are divided into color-coded pins for
individual services (Figure 5B). Clicking on a service reveals
a short overview of the service, displaying the average
sentiment, the emotions, and the proportion of each topic derived
from the reviews of that service (Figure 5B). The emotions were
derived from an emotional analysis algorithm applied to each
review and accumulated to find the most common emotion.
This improves usability as it increases its appeal to the users.

Figure 5. Screenshots of the web-based interface user journey. A: Visualizing NHS services on a map of the United Kingdom; B: A closer view of
London and its NHS services; C: The visualization of the sentiment, emotion and topic model analysis. A&E: accident and emergency; NHS: National
Health Service.
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Discussion

Principal Findings
The outcomes of the study presented in this paper demonstrate
that NLP-based analysis using sentiment analysis and topic
modeling can be used to develop an automated solution for
analyzing patient feedback and reviewing the performance of
a health care center. The results of the sentiment analysis showed
that patient feedback can be accurately classified into positive
or negative sentiments and the topic modeling approach can be
used to identify topics in a patient review. Furthermore, the
identified topics were associated with a sentiment based on the
results of the sentiment analysis. This study also presented an
interface for stakeholders to view and interact with the outcomes
of the patient feedback analysis.

In this study, close to 52,000 reviews from 2030 services were
considered for analysis over a period of 2 years. The average
number of reviews per service was 26 (SD 60.3). This is
indicative of a generally low level of patient engagement with
providing service feedback. Furthermore, the number of reviews
over time shows that patient review activities have seen a
consistent downward trend.

A larger corpus of patient reviews can significantly contribute
to building analytical models with capabilities to perform more
granular analyses such as individual service performance, areas
of concern for a selected service, and similar fine-grained
analyses. They improve the communication channel between
patients and services, and incentives for patient engagement are
necessary for increasing the average number of patient reviews
and contributing to the development of improved assessment
tools.

The identification of a topic based on topic modeling is a useful
tool as it helps in understanding the areas of performance and
areas of concern for the NHS services. In this study, the most
frequent topic was procedure and dealing with anxieties
(2646/22,221, 11.91%), implying that undertaking a procedure
might be an anxious process for patients, and the average
sentiment score of 0.33 (SD 0.17; positive score) indicates that
the patients are generally happy with the service and care
provided by the NHS services.

On the contrary, another frequently reviewed topic was booking
appointments (2272/22,221, 10.22%; however, the associated
average sentiment score of −0.03 (SD 0.18) implies that the
patients might be unhappy with the current appointment booking
service. Therefore, topic identification, along with the associated
sentiment score, allows policy makers to use the learnings from
areas of success and potentially apply them to areas of concern
to improve patient satisfaction with the NHS services.

The study presented demonstrates a multifactorial analysis that
can be performed using topic modeling and sentiment analysis
approaches. A large corpus helps in achieving temporal analysis
of patient feedback, as demonstrated in Figures 2A-C. Such
time-based analysis could shed light on identifying the point
when the decline in an area of service occurred and the duration
for which the service performed well or poorly. For instance,
if the appointment booking service malfunctions frequently,

and assuming patients review the appointment service, a
temporal analysis could help understand the time and duration
for which the service malfunctions and help the service providers
diagnose the issue.

Figure 4 illustrates the topic frequency distribution for different
regions of NHS centers. It can be observed that topic frequency
largely varies from region to region. However, there are some
commonalities in the frequently reviewed topics. For instance,
the topic of A&E was most frequently reviewed across the
regions. Procedure and dealing with anxieties was another
frequently reviewed topic across regions. Region-based,
frequently reviewed topics are a piece of beneficial information
for policy makers to gain insights into the weak areas of NHS
services for each region and, in general, across all regions.

The combined approach of sentiment analysis of topics
identified from topic modeling methods helps collect insightful
information about health care services. In our study, the
sentiment classification of each topic helped in assessing the
public’s perception of the NHS services for a given topic, thus
reflecting the service quality. With a large corpus of reviews,
the sentiment analysis of identified topics over time can
potentially explore the links between temporal factors, such as
seasons, and patient experience for each topic. The results of
this study demonstrate a decrease in sentiment during the winter.
A more extensive and diverse data set of patient reviews has
the potential to extract links between seasons and specific topics
for further causal inferences to be made. For instance, a variation
in sentiment scores for a topic across seasons can be analyzed
for external causal factors such as influenza outbreaks,
pandemics, staff shortages, technological hindrances, political
changes, and similar outside factors.

We note that there are limitations to this study; the first one was
that we discounted reviews that did not include a dominant
topic. This reduced the population size and ignored reviews that
might provide valuable insight. Second, both sentiment analysis
and topic modeling inevitably have misclassification errors,
especially when the user reviews can be misspelled or have a
double meaning (sarcasm). The third limitation is that the topics
from the topic modeling are influenced by words that carry
sentiment; this causes some topics to carry sentimental meaning,
such as good staff, rather than just the topic itself. Although this
did not affect the accuracy of the results, it could cause the
topics to be less useful.

Providing patient reviews in an easily inferable format through
visualization tools to the public can foster competitiveness to
improve among the NHS services. It is essential to provide
analytical outcomes in an accessible format to general users to
support patient autonomy and decision-making. The
visualization tool developed in this study has the potential to
rapidly and easily disseminate the findings of this study using
maps and graph-based visual analytics. The visualization further
enables users to view the feedback of an NHS service based on
the key areas identified from the topics.

Conclusions
This study presents an automated system for the analysis of
patient feedback based on NLP techniques and topic modeling.
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The DSR methodology was adopted for this study to conduct
the patient feedback analysis in 3 iterations. In the first iteration,
sentiment analysis of the patient feedback corpus was performed
followed by a topic modeling–based analysis of the corpus. In
the third iteration, the sentiment scores and topics identified
were further analyzed to associate the sentiment scores with the
topics identified and categorize the corpus into good and bad
corpora. Furthermore, we provided a data visualization interface

with potential use for policy makers and associated stakeholders
to review the performance of health care centers individually
as well as by regions and identify the possible causes behind
the performance of a health care center. The future work of our
study aims to collect and analyze larger patient feedback
databases to build more accurate analytical models. We are
exploring artificial intelligence–based NLP models to include
them in our analysis.
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Abstract

Background: The COVID-19 pandemic highlighted the importance of making research data from all German hospitals available
to scientists to respond to current and future pandemics promptly. The heterogeneous data originating from proprietary systems
at hospitals' sites must be harmonized and accessible. The German Corona Consensus Dataset (GECCO) specifies how data for
COVID-19 patients will be standardized in Fast Healthcare Interoperability Resources (FHIR) profiles across German hospitals.
However, given the complexity of the FHIR standard, the data harmonization is not sufficient to make the data accessible. A
simplified visual representation is needed to reduce the technical burden, while allowing feasibility queries.

Objective: This study investigates how a search ontology can be automatically generated using FHIR profiles and a terminology
server. Furthermore, it describes how this ontology can be used in a user interface (UI) and how a mapping and a terminology
tree created together with the ontology can translate user input into FHIR queries.

Methods: We used the FHIR profiles from the GECCO data set combined with a terminology server to generate an ontology
and the required mapping files for the translation. We analyzed the profiles and identified search criteria for the visual representation.
In this process, we reduced the complex profiles to code value pairs for improved usability. We enriched our ontology with the
necessary information to display it in a UI. We also developed an intermediate query language to transform the queries from the
UI to federated FHIR requests. Separation of concerns resulted in discrepancies between the criteria used in the intermediate
query format and the target query language. Therefore, a mapping was created to reintroduce all information relevant for creating
the query in its target language. Further, we generated a tree representation of the ontology hierarchy, which allows resolving
child concepts in the process.

Results: In the scope of this project, 82 (99%) of 83 elements defined in the GECCO profile were successfully implemented.
We verified our solution based on an independently developed test patient. A discrepancy between the test data and the criteria
was found in 6 cases due to different versions used to generate the test data and the UI profiles, the support for specific code
systems, and the evaluation of postcoordinated Systematized Nomenclature of Medicine (SNOMED) codes. Our results highlight
the need for governance mechanisms for version changes, concept mapping between values from different code systems encoding
the same concept, and support for different unit dimensions.
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Conclusions: We developed an automatic process to generate ontology and mapping files for FHIR-formatted data. Our tests
found that this process works for most of our chosen FHIR profile criteria. The process established here works directly with FHIR
profiles and a terminology server, making it extendable to other FHIR profiles and demonstrating that automatic ontology
generation on FHIR profiles is feasible.

(JMIR Med Inform 2022;10(4):e35789)   doi:10.2196/35789

KEYWORDS

federated queries; feasibility study; Fast Healthcare Interoperability Resource; FHIR Search; CQL; ontology; terminology server;
query; feasibility; FHIR; terminology; development; COVID-19; automation; user interface; map; input; hospital; data; Germany;
accessibility; harmonized

Introduction

Background
Researchers require data to test, refine, and improve their
models. Historically in health care, these data have often only
been accessible and discoverable locally. Due to different
protocols, proprietary solutions, and missing terminology, there
is a lack of standardization to promote interoperability and data
reuse [1].

In a national effort, the Medical Informatics Initiative (MII) in
2017 started to establish a national research platform for health
care professions [2]. Local data integration centers (DICs)
collect the vast amount of health care data from the clinics and
make them accessible across institutional boundaries. The DICs
provide different services, such as data integration, data
harmonization, standardized data repositories, consent
management, and ID management, and form the backbone of
a cross-institutional research network.

Data harmonization is achieved by applying Health Level 7
(HL7) Fast Healthcare Interoperability Resources (FHIR), which
is an interoperability standard for health care information [3].
It defines a common health care business entity model with
Resources as basic building blocks. Each Resource has a defined
set of data elements, constraints, and relationships to other
Resources. Common Resources relevant to clinical researchers
are Patient, Observation, Condition, Procedure,
MedicationStatement, Consent, and Immunization. FHIR profiles
can further constrain and extend the predefined Resources for
specific use cases.

The COVID-19 pandemic revealed the urgency of addressing
the interoperability challenge [4]. The German Corona
Consensus Dataset (GECCO) [5] and its representation in FHIR
profiles were developed to address the semantic interoperability
challenge on a national level.

GECCO consists of 83 data elements defined in FHIR profiles
that characterize COVID-19 patients according to their medical
history, findings, demographics, laboratory values, medications,
symptoms, therapy, and vital signs. Each profile’s Bindings to
ValueSets (defined sets of medical terminology) that reference
the CodeSystems Systematized Nomenclature of
Medicine-Clinical Terms (SNOMED CT), Logical Observation

Identifiers Names and Codes (LOINC), International
Classification of Diseases and Related Health Problems, 10th
edition, German version (ICD-10-GM), and Anatomical
Therapeutic Chemical (ATC) [5] define the medical terms
associated with COVID-19 patients within the German health
care system. The data set is under ongoing development.

In the CODEX project funded by the German Federal Ministry
of Education and Research (BMBF), the existing infrastructural
progress of the MII is the foundation to create a web-based
federated query tool, which researchers can use for cohort
discovery/feasibility queries based on the GECCO data model.

Within the CODEX feasibility architecture (Figure 1), all
German university hospitals extract, transform, and load (ETL)
their COVID-19 patient data from their primary source systems
to a local FHIR server in GECCO format. Feasibility queries
created in the central CODEX feasibility user interface (UI) are
forwarded via the CODEX feasibility platform to the
decentralized FHIR server within the DICs. Their responses are
then transported back to the feasibility UI and displayed to the
user, anonymized and aggregated. The detailed architecture is
described in a separate publication [6].

The feasibility platform developed within the CODEX project
is independent of the COVID-19 use case. Within the FHIR
server, arbitrary data can be stored if ETL processes exist to
convert the clinical source systems data to FHIR. Furthermore,
the query languages (FHIR Search and Clinical Quality
Language [CQL]) used at the DICs are universally applicable
for arbitrary FHIR data. The highly reusable nature of the
infrastructure lends itself well to developing a UI that is
use-case-independent. The structure of feasibility queries is
consistent—only the use-case-specific query criteria need to be
identified. Therefore, for our use case, the data elements within
GECCO need to be provided to the user as query criteria.

Extracting criteria from structured data based on a clinical data
model for a visual representation on a query interface was also
performed by Haarbrandt et al [7] for the openEHR format
(where “EHR” refers to “electronic health record”). Contrary
to their approach, we keep the FHIR data in their existing format
and do not rely on ETL processes. Similar to other federated
approaches [8-10], we create feasibility queries centrally and
distribute them to the clinical sites. In contrast to them, our
feasibility platform is based on FHIR profiles.
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Figure 1. CODEX feasibility architecture. DIC: data integration center; ETL: extract, transform, and load; FHIR: Fast Healthcare Interoperability
Resources; UI: user interface.

Aim
The complex nature of FHIR profiles makes them unsuitable
as a direct interaction format for researchers. This study
investigates the use of FHIR profiles, using the GECCO profile
as an example, to automatically generate an ontology that
provides a generic UI with all the information needed to create
feasibility queries and execute them at the hospital sites. We
use the term “ontology” following Informatics for Integrating
Biology & the Bedside (i2b2; i2b2 Foundation Inc) to refer to
hierarchically structured concepts that allow users to create
queries using the concepts as criteria [7].

Methods

Overview
The aim of generating an ontology is to make criteria findable
and identifiable by researchers. These criteria are often
independent of how data are stored and processed on a technical
level. To bridge this gap, this study investigated not only how

to generate an ontology for a UI but also how a mapping and a
terminology tree file can be automatically generated to support
FHIR request generation.

Thus, we divided the investigation of the problem into 2 parts:

• Creating UI profiles for the visual representation in the UI
• Creating a mapping and a terminology tree for query

translation

UI Profiles
The UI (Figure 2), designed for feasibility queries, allows the
user to select inclusion and exclusion criteria. The criteria can
be chosen from a tree representation (green) or searched for
directly (orange). Inclusion and exclusion criteria are presented
in a drag-and-drop area where different criteria can be joined
using the Boolean AND and OR operations and moved from
inclusion to exclusion and vice versa (blue and purple). The
represented concepts can be stand-alone or further specified by
the user with a value while defining the query. The criteria the
user can choose from in the CODEX project are based on
GECCO.

Figure 2. The Codex feasibility UI containing widgets to choose criteria and to create suitable queries. UI: user interface.

The GECCO profiles are defined as FHIR StructureDefinitions
and can be obtained from Simplifier [11]. Each profile can be
regarded as a blueprint of possible Resource instance data stored
in the DICs.

A profile analysis must provide uniquely identifiable elements
and values of interest that define the criteria to create the
ontology for the user. Manual maintenance of such an ontology
would be a time-consuming, error-prone, and laborious task
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[12]. Given the structured nature of the FHIR profiles, an
automated approach can be used to generate the ontology. For
this purpose, we implemented a Python script [13], which creates
a JavaScript Object Notation (JSON) representation of the
ontology—the UI profiles (see Figure 3 for an excerpt). This
representation puts all criteria in a hierarchical context using a

children element for each criterion and provides the UI with all
the necessary information to display each criterion. If the
children element is empty, the criterion is a leaf criterion, which
does not need to be expanded further.

Figure 4 illustrates the entire program's procedure. Besides the
UI profile, a mapping and a terminology tree were created.

Figure 3. UI profile excerpt. UI: user interface.

Figure 4. Processing of the GECCO profile to UI profile, mapping, and terminology tree. First, the FHIR profiles are identified within the LogicalModel.
Next, the ValueSets defined in the Bindings of specific attributes within the FHIR profiles are identified. Afterward, the ValueSets are expanded utilizing
a terminology server. Finally, the combined information from the LogicalModel, the FHIR profiles, and the expanded ValueSets gets processed and
converted to the UI profile, the mapping, and the terminology tree. FHIR: Fast Healthcare Interoperability Resources; GECCO: German Corona
Consensus Dataset; JSON: JavaScript Object Notation; UI: user interface.
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In addition to the StructureDefinitions, the GECCO profile
provides a LogicalModel. FHIR logical models serve the purpose
of collecting requirements from medical experts without having
to adhere to the FHIR specifications in the early stages of profile
development. In later stages, the elements within the
LogicalModel can be mapped to the StructureDefinitions. For
us, the JSON representation of the LogicalModel served to
identify the categories of our UI. For each category, the
LogicalModel further defined a set of logical criteria. The name
of each criterion was then used to identify the respective profile
representing the criteria. Not every GECCO profile needs to be
handled individually. The implementation effort can be

drastically reduced by grouping all profiles based on the FHIR
ResourceType.

Each criterion is specified by a code from a terminology system.
An optional value allows further restricting the criteria. If no
value is provided, the existence of the code is the criterion.

An in-depth analysis of the FHIR profiles allowed us to identify
the attributes that specify the criteria and their values. Table 1
displays the attributes of a FHIR profile, which specify the
criteria and the values for each FHIR ResourceType. In total,
75 (90%) of the 83 defined profiles could be represented in this
fashion.

Table 1. Identified attributes that specify the concepts and values for the criteria.

ExampleValue-specifying attributeCriteria-specifying attributeResourceType

Type 2 diabetes mellituscodeCondition

Sex assigned at birth: femalevalue (CodeableConcept)codeObservation (concept)

Weight: 70 kgvalue (Quantity)codeObservation (quantity)

Plain radiography (procedure)codeProcedure

Product containing antipyreticcodeMedicationStatement

Typhus vaccine (product)vaccineCodeImmunization

Diagnostic imaging study: radiological finding charac-
teristic for COVID-19

conclusioncodeDiagnosticReport

Blood specimentypeSpecimen

Some profiles with the same ResourceType do not hold the
information on the value in the same attribute. For these cases,
additional heuristics or corner cases need to be established. One
reoccurring case in this regard is the representation of the
ObservationResource. FHIR does not differ between
Observations that have recorded a concept or a value. For
example, the concept of smoking status is defined as an
Observation with values indicating the smoking frequency. The
body height is also defined as an Observation but has a quantity
as a value. Therefore, different UI profiles and mappings are
needed.

The profile itself is not a criterion. Instead, the profile's
criteria-specifying attribute (see Table 1) defines the set of
criteria, and the profile specifies how all criteria within this set
will be modeled.

After identifying the ResourceType, the set of criteria and
possible values for each criterion can be resolved using the
Bindings of each specifying attribute. Each Binding contains
the canonical URL of a ValueSet. A ValueSet defines a set of
medical terms from medical terminology, such as ICD-10. An
instance of the Ontoserver, a terminology server [14] based on
the FHIR standard, administers all ValueSets from the GECCO
profile. After identifying the ValueSet, the available values can
be obtained from the terminology server using the expand
operation. Each concept in the ValueSet has a unique
combination of code and system, which identifies the criterion.
The concepts are represented in a list. To build our ontology,
we derived the hierarchy of codes based on the is-a relationship
between them. We further enriched our ontology with

information about how the criteria should be represented (ie,
which criterion is selectable).

To illustrate the process, take the criteria group “Chronic Lung
Disease” with the parent category “Anamnesia/Risk Factors.”
The profiles JSON is analyzed and based on the field
ResourceType, identified as a Condition whose attribute “code”
(contains a code and a system) defines the criterion. Other
attributes are in this case not of primary interest to the researcher
and can be ignored during query processing or set to specific
values for the most common research interest, like only
searching for verified conditions.

Valid codes can be obtained from SNOMED-CT and
ICD-10-GM ValueSets. Currently, valid codes are only displayed
for codes from a single CodeSystem due to the potential
confusion caused by the overlap of concepts between
CodeSystem (ie, sleep apnea is part of ICD-10 and SNOMED
CT). The ICD-10-GM CodeSystem is chosen because of its
broader adaptation in clinics. The ValueSet is transformed into
a tree structure based on the subsumption relations within the
terminology and appended below the “Chronic Lung Disease”
node.

FHIR Search/CQL
Between its visual representation and the execution as a FHIR
Search request at the university hospital sites, the feasibility
query created in the UI is sent to the backend in an intermediate
data format. The intermediate query format was developed
within the CODEX project and is named Structured Query (SQ).

Like the UI, the SQ is composed of 2 parts:
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• The inclusion criteria are in conjunctive normal form
without negation.

• The exclusion criteria are in disjunctive normal form
without negation.

They are combined in an AND NOT expression:

SQ=inclusion criteria (CNF) ¬ exclusion criteria
(DNF)

The use of an intermediate format simplifies the translation into
multiple query languages. FHIR Resources can be requested
using FHIR Search or CQL. FHIR Search uses GET requests
to obtain Resources from an FHIR server. All Resources define
a set of search parameters that can be used to filter the search
result.

FHIR Search has limitations in its expressiveness. It requires
defined search parameters and cannot express inclusion and
exclusion criteria in a single query [15].

Although these issues have been overcome within the CODEX
project through workarounds including custom search
parameters, multiple FHIR Search requests, and combination

logic of the results, CQL presents a promising solution to
overcome the limitations of FHIR Search [16].

Mapping
To allow for a high degree of modularity we applied the software
design pattern Separation of Concerns [17]. This allowed for
independent development of the components and provided more
flexibility to adjust to individual sites’ existing infrastructure
and future developments. The UI is separated from the query
process and the query language, allowing high maintainability.
Therefore, the UI profiles do not hold information on the
underlying FHIR data model or the query languages.
Furthermore, the hierarchic information is not transferred in the
SQ, allowing for independent ontology development.

Therefore, the lost information about the Resources and their
search parameters needed to create the FHIR Search request at
the clinical server side must be reintroduced.

To achieve this, we created a mapping for each criterion (Figure
5), storing all information needed to translate the SQ into FHIR
Search and CQL requests.

Figure 5. Mapping entry for "Chronic Lung Disease." The search parameter for the code identifying the criterion is "code." The value of verificationStatus
is fixed to “confirmed.”

Again, we used the same process as established previously to
generate the UI profiles. Instead of rendering the codes for the
criteria- and value-specifying attributes, we linked the codes
and the search parameter and FHIR paths for the same criteria.

Utilizing the criteria code as a key, we specified the search
parameters for the code and the value.

Not all attributes of a FHIR profile have a default search
parameter, especially all Extensions as they are not part of the
official FHIR standard. To handle these cases, additional
(custom) search parameters needed to be defined, added to the
FHIR server, and referred to in our mapping.

We further defined so-called fixed criteria to restrict attributes
not available to the user by setting their search parameter to a

predefined value. This is necessary, for example, to only search
for confirmed diagnoses.

For the chronic lung disease example, a mapping entry was
created for each chronic lung disease code with the
corresponding information that the code can be found within
the resource Condition under the search parameter “code” with
a fixed criterion “verification-status” with the value “confirmed”
(see Figure 5).

Criteria that are not leaves in the ontology tree represent all
criteria that descend from it. The subcriteria are not sent in the
SQ and need to be resolved at the clinical sites. Due to the lack
of terminology servers, we provided the terminology tree JSON
file, which represents the UI profiles reduced to only hierarchic
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information between codes. A terminology tree consists of nodes
with 2 properties: the code that identifies the concept within the
tree and a list of child nodes.

Results

Corner Cases
The established process can parse all profiles defined in
GECCO. However, in an in-depth analysis of the GECCO
profiles, we identified 7 corner cases needing explicit handling,
increasing the implementation effort. Table 2 lists the issues
preventing the handling based on ResourceType. Explicit
handlings were implemented for each case.

Using the explicit and ResourceType-based mapping, we
successfully created the UI profiles, mapping, and terminology
tree for the additional 7 corner cases, thus covering a total of

82 (99%) of 83 profiles. Only the date of birth was excluded
due to privacy concerns but could have been implemented in a
similar manner.

Examples of the feasibility UI with the loaded UI profiles and
an example query can be found in Multimedia Appendix 1.

The overall architecture utilized the results as shown in Figure
6.

The criteria were selected and combined into a feasibility query
based on the UI profiles. The resulting SQ was sent to a
back-end component, which translated the SQ utilizing the
mapping. The resulting FHIR Search requests were distributed
to all DICs at the clinical sites and executed on the
GECCO-harmonized data using the mapping and terminology
tree we generated. The responses were aggregated, anonymized,
and sent back to the feasibility UI to display the result.

Table 2. Corner cases, by their profile name and ResourceType, and the issue preventing the default handling.

Issue preventing default handlingResourceTypeProfile

The value of the SOFA score is stored in value[integer], not in value[quantity].ObservationSequential Organ Failure
Assessment (SOFA)

The information of interest is stored in a component.ObservationHistory of Travel

The information of interest is stored in a component. Contrary to the “History of Travel,” “Sys-
tolic/Diastolic Blood Pressure” is stored as a quantity, not as a concept.

ObservationSystolic/Diastolic Blood
Pressure

For COVID-19 symptoms, we decided that the severity should also be settable by the researcher
as a value.

ConditionCovid-19 Symptoms

The ethnic group is an extension and needs a specific search parameter and FHIRa path.ExtensionEthnic Group

Age is an extension and needs a specific search parameter and FHIR path.ExtensionAge

aFHIR: Fast Healthcare Interoperability Resources.

Figure 6. Activity diagram showcasing the creation and execution of the feasibility request based on the UI profiles in the CODEX feasibility architecture.
DIC: data integration center; FHIR: Fast Healthcare Interoperability Resources; JSON: JavaScript Object Notation; UI: user interface.
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Evaluation
At the time of writing this publication, the DICs were still under
development, and the ETL processes to fill the FHIR servers
with real-world GECCO data have yet to be rolled out. Many
hospital sites use the electronic data capture tool REDCap [18]
to collect COVID-19 patient data and the ODM2FHIR tool [19]
to transform the data to FHIR. For our automated and manual
tests, we used this toolchain to create our test patients. The
manual tests were conducted by selecting logical combinations
from the criteria defining the test patient in the UI. In addition,
we generated SQs that request each criterion and should return
our test patient as a result. The test data and the generated SQs
are available in Ref. [20].

In 6 (7%) of 84 conducted manual tests, a discrepancy between
the test data encoding and the available elements in the UI made
it impossible to obtain the data of interest. The 6 discrepancies
were caused by 4 different sources of errors:

• SNOMED CT postcoordination: SNOMED CT makes it
possible to specify concepts (eg, defining the body side of
a finding) using postcoordinated expression (PCE) [21].
PCE-coded concepts represent a subset of a non-PCE-coded
concept but are not part of expanded value sets if not
explicitly defined. In consequence, only the non-PCE-coded
concept is available in the UI.

• GECCO version discrepancies: Although GECCO version
1.0.4 was used as the basis for the UI implementation, the
test data is still based on the previous version 1.0.3. This
discrepancy sometimes results in different coding for the
concepts.

• Unit definitions: The LogicalModel of GECCO defines
units for all quantitative values. The current implementation
does not allow converting between units. Users must search
the unit according to the test data, leading to errors in 2
cases where the unit is unavailable.

• CodeSystem discrepancies: Although the GECCO profile
allows for values from different CodeSystem, we reduced
this complexity to values from a single CodeSystem. Not
for every value does a corresponding code in all CodeSystem
exist. Consequently, some codes in the test data are not
available in the UI.

Discussion

Principal Findings
We presented the automatic generation of an ontology for a
federated feasibility search tool and the necessary information
to translate an intermediate query format to FHIR Search and
CQL. We based the generation of the ontology, and the mapping,
on FHIR profiles, allowing us to generalize our method to FHIR
profiles, which represent a concept with a unique identifying
code and an optional value. We successfully implemented UI
profiles (UI representations) as well as the mapping for all
criteria from GECCO and verified our solution based on an
independently developed test patient.

We use FHIR data in their original format while simultaneously
representing the concepts as criteria in a simplified model for
the end user, resulting in a reduced technical burden, which

improves usability. Other ETL processes on the FHIR data are
unnecessary. Further, we generated the ontology automatically
and did not rely on manual maintenance. Consequently, the
development time of an ontology can be drastically reduced,
and the ontology can be adapted rapidly to version changes of
the data set.

Related Work
The development of a feasibility portal for medical health data
poses an ill-structured problem. A wide opportunity space holds
solutions in different architectures, data formats, query
languages, and tooling.

A federated approach is the greatest common feature between
existing feasibility solutions to overcome legal boundaries and
ensure privacy protection on sensitive health care data. For
proprietary, i2b2, and Observational Medical Outcomes
Partnership (OMOP) data, solutions exist that provide
researchers with an ontology-based UI [9,10,22]. These
platforms can also be utilized for FHIR and openEHR data but
require additional ETL processes [7,23]. The Leaf project [8]
presents an alternative approach by using a model agnostic
query system for medical data stored in Structured Query
Language (SQL) databases. Like our approach, an ontology
holds the information on the criteria available to the user, and
similar criteria are mapped to WHERE clauses for SQL
statements. To apply their query system to FHIR requires a flat
representation of the FHIR Resources in a SQL database. As
the used FHIR servers at the DICs do not store flattened
representations of the FHIR profiles and an additional
representation in flattened form would cause data redundance,
their solution could not be applied to our problem. Regardless,
an ontology and a mapping would have also been needed to
utilize the Leaf approach. Other existing solutions utilizing the
FHIR standard for federated feasibility queries rely on computer
scientists to transfer their research questions to FHIR Search,
CQL, or SQL [24,25]. Existing FHIR-based federated feasibility
query tools with a graphical UI, developed for health care
professionals, rely on manual curation of search criteria [26,27].
Manual curation is a laborious task and can take years.

With the presented work, we provide a solution for creating an
ontology based on FHIR profiles suitable for medical
professionals to create and execute federated feasibility queries
for data in FHIR format.

Lessons Learned
The presented methodology relies on the extensive investigation
of the FHIR profiles. Often, the expertise in those lies with the
domain experts and modelers. Software developers must not
only identify handling for individual Resources based on FHIR
types but also discover all corner cases. A more interdisciplinary
team could facilitate and shorten the development process. The
presented implementation for GECCO can act as a starting point
for other FHIR profiles. Developers need to add handling for
ResourceTypes that are not yet implemented and add corner
cases for profiles that do not align with the default handling.

The development and especially the delivery of the ontology
rely on the infrastructure at the clinical sites. The Blaze FHIR
server [28] implementation utilized in this project allowed the
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usage of CQL and custom search parameters. In contrast, a lack
of terminology servers at the sites resulted in the need to make
the ontology available in a proprietary format and prevented
using the below modifier a terminology server offers. In the
future, the definition of custom search parameters should be
part of the profiling process to ensure that the criteria defined
in GECCO are queryable.

Limitations
Further improvements can be made to our solution to address
the issues found. The SNOMED CT postcoordination limitations
can be addressed by using the below modifier in FHIR Search
requests. The below modifier resolves the is-relation between
the PCE and the non-PCE equivalent but requires a SNOMED
CT CodeSystem at every site.

Given the ongoing development and fixes in GECCO, our static
approach for the UI profiles currently limits the use to a single
version. Given the federated nature of the project, we cannot
guarantee that every site uses the newest version. Therefore,
support of multiple versions would be helpful. Improvements
can be made by utilizing the terminology server in conjunction
with versioning at run time to create the UI profiles
semidynamically.

For usability, the units provided should be converted to the units
used at each site during query execution. Research efforts to
address this issue can be found in Ref. [29].

The flexible use of values from different CodeSystems represents
the most significant challenge, as it cannot be solved on a purely
technical level. Reducing the values provided to values from a
single CodeSystem serves to simplify the presentation for the
user. Concepts repeated in different CodeSystems are listed only
once in the UI (eg, sleep apnea is available in ICD-10-GM and
SNOMED CT but can only be selected as an ICD-10-GM
concept). A mapping between all codes would be necessary to
support both code systems. This mapping requires medical
expertise as not all concepts can be as directly matched as the
example. Stricter profiling with values limited to a single
CodeSystem would have resulted in a higher workload at each
site but improved organizational interoperability. Narrowing
the optionality reduces the complexity, ultimately leading to
better interoperability [30].

Future Directions
The high adaptability of the developed platform and the
presented methodology open possibilities for a wide range of

future work. Applying the presented approach to other FHIR
data sets is part of ongoing work in the successor project of
CODEX, ABIDE [31], where the same approach is applied to
the MII core data set [32]. For cancer research, the presented
approach could also be applied to the data model in Ref. [33].

Regarding FHIR, we want to expand the code value
representation by establishing attribute filters that further refine
the criteria using multiple FHIR Resource attributes.

Beyond FHIR, it would also be of interest to test the adaptability
of our approach to other structured health care data. Primarily
dependent on the mapping capabilities, we see the potential to
use the SQ as an intermediate query language for FHIR and
other query languages (ie, Archetype Query Language [AQL])
[34]. Previous research work [35] indicates the feasibility of
this idea.

The current representation of the ontology is a proprietary format
developed within this project. For better exchange, it should be
investigated whether the features of a terminology server can
be used to exchange the developed ontology in the standardized
FHIR format (ie, using a structure map for the mapping) and
dynamically load it from there.

Finally, a mapping between complex FHIR Resources and
simplified interface patterns should be further investigated. The
Release 5 draft of the FHIR standard introduces interface
patterns, which could abstract a simplified representation from
the FHIR Resource. Combined with the FHIR mapping
language, a simpler resource data model for querying could be
developed by domain experts rather than software developers.

Conclusion
We demonstrated an automated process to generate an ontology
for feasibility criteria based on GECCO profiles, showcasing
the feasibility of our approach for FHIR-profiled data. We
described how to obtain user-relevant data from the FHIR
profiles and how to use the same information to create a
mapping to translate an intermediate query language to CQL
and FHIR Search.

The underlying platform has been deployed across 33 university
hospitals in Germany. Test data were used to evaluate our
approach and demonstrate its validity.

We see great generalization potential not only for other FHIR
profiles but also for structured health care data in general.
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Abstract

Background: Although decision-makers in health care settings need to read and understand the validity of quantitative reports,
they do not always carefully read information on research methods. Presenting the methods in a more structured way could
improve the time spent reading the methods and increase the perceived relevance of this important report section.

Objective: To test the effect of a structured summary of the methods used in a quantitative data report on reading behavior with
eye-tracking and measure the effect on the perceived importance of this section.

Methods: A nonrandomized pilot trial was performed in a computer laboratory setting with advanced medical students. All
participants were asked to read a quantitative data report; an intervention arm was also shown a textbox summarizing key features
of the methods used in the report. Three data-collection methods were used to document reading behavior and the views of
participants: eye-tracking (during reading), a written questionnaire, and a face-to-face interview.

Results: We included 35 participants, 22 in the control arm and 13 in the intervention arm. The overall time spent reading the
methods did not differ between the 2 arms. The intervention arm considered the information in the methods section to be less
helpful for decision-making than did the control arm (scores for perceived helpfulness were 4.1 and 2.9, respectively, range 1-10).
Participants who read the box more intensively tended to spend more time on the methods as a whole (Pearson correlation 0.81,
P=.001).

Conclusions: Adding a structured summary of information on research methods attracted attention from most participants, but
did not increase the time spent on reading the methods or lead to increased perceptions that the methods section was helpful for
decision-making. Participants made use of the summary to quickly judge the methods, but this did not increase the perceived
relevance of this section.

(JMIR Med Inform 2022;10(4):e29813)   doi:10.2196/29813

KEYWORDS

decision-making; health care reports; reading behavior; research methods; eye-tracking; perceived importance; electronic health
records; feasibility; quantitative methods

Introduction

Many quantitative reports are produced to help decision-makers
in clinical practice, management, and health care policy. For

the adequate use of these reports in decision-making,
understanding the research methods used to generate their results
and conclusions is essential for an assessment of the validity of
the presented quantitative data. Previous studies have shown
that the methodological limitations of claims made about health
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interventions are neglected or not well understood by readers
[1]. Even policy makers often fail to think critically about the
trustworthiness of claims, and many people do not grasp that
two things can be associated without one necessarily causing
the other [1]. Various studies have shown that clinicians do not
completely understand the information on treatment effects
from meta-analyses [2] and that midwives and obstetricians are
often unable to correctly interpret probabilistic screening
information [3]. The QuantEV study examined the reading
behavior of potential decision-makers by showing them a
quantitative data report and found that reading behavior in the
methods sections was variable and that overall, the section was
not read thoroughly [4]. Critical assessment of the validity of
data and methods is a part of the education of many health
professionals and health care decision-makers (as one source
puts it: “You cannot judge results without judging methods”
[5]). Recently, an alliance of 24 researchers stated that teaching
people to think critically about claims and comparisons will
help them to make better decisions [1]. As more large-scale data
is routinely collected and becomes available for
decision-makers, the importance of knowing and understanding
the validity and limitations of data reports has increased
accordingly.

So far, a considerable body of research has focused on the
evaluation and improvement of the critical appraisal skills of
research users; in other words, how to train these users to
increase their knowledge and improve their attitudes toward the
use of research evidence [6]. Multiple studies have addressed
the topic of reporting evidence (in this context, this corresponds
to reporting results) and have given recommendations on how
to present quantitative results visually [7,8]. By contrast, few
intervention studies have focused on how research reports should
present the validity of the evidence (ie, how they should present
the methods). Moreover, many studies on reading behavior have
used measurements that depend on self-reporting, or they have
used methods like thinking aloud or the click-and-read method,
all of which have uncertain validity [9-11]. Thus, we observe
a need for readers to pay more attention to the methods used in
reports and a lack of studies on how to achieve this. In the light
of these observations, we developed an intervention which
aimed at enhancing the understanding of the methods used in
reports.

To design this intervention, we built on the results of a previous
study (QuantEV), which assessed the reading behavior of future
health policy decision-makers who were given quantitative data
reports [4]. That study showed a high variation in reading time
for the methods section, indicating that some decision-makers
read the methods well, but others hardly paid attention to them.
Reasons for paying less attention varied, but time constraints
emerged as an important factor. In particular, the interplay
between perceived relevance and time constraints led some
participants to spend time on only those sections that they
perceived as most relevant to decision-making. Although it is
not easy to improve perceptions of relevance and methodological
knowledge, time constraints can be addressed by reducing the
time necessary to read the methods section.

To test whether reducing the time necessary to read the methods
section would increase the attention paid to it, we developed an

information textbox that offered a structured summary of a
report’s methods section. This textbox was placed at the
beginning of the methods section in the upper left position, as
this position attract readers’ initial attention [12]. We designed
the box while following guidelines developed for designing
readable patient education materials. These guidelines state that
critical information should be placed prominently, important
elements and key points should be highlighted with visual cues
(using devices such as boxes), and lists should be bulleted, so
that they are easier to follow [13]. The textbox showed the
structure of the report with headings that corresponded to the
elements that readers usually find first during the skimming
phase of reading [14]. We also used appropriate highlighting,
which has been shown to enhance comprehension [15] and
added tables, which are read more extensively than free text
[16]. Drawing attention to a textbox enables readers to quickly
judge whether there is anything questionable about the methods.
In this way, adding a box can motivate readers to read more of
the full methods section. Thus, this study set out to investigate
whether adding a box led readers to read the methods more
extensively. A secondary aim was to examine how this box
influenced readers’ appreciation of the importance of the
methods for decision-making.

We hypothesized that by including a box with the highlights of
the methods section, more participants would read at least a
part of the methods section and the overall attention paid to the
methods section would increase.

Methods

Study Design
We performed a nonrandomized pilot trial with a historical
control arm in a computer laboratory setting. The trial used a
computer-based quantitative data report; outcome measures
were obtained with an eye tracker, a questionnaire, and a
semistructured interview. The aim was to explore whether
presenting the methods section in a structured and summarized
manner could increase reading time and the perceived
importance of the methods section.

Study Population and Research Setting
The study population was sampled from medical students in
their seventh semester of study or later. All were potential future
health care professionals who might become involved in local
health care policy making. The eye-tracking measurements
required that participants were not blind and did not have
implanted artificial lenses. For the reading task, we requested
that subjects have good knowledge of the German language.
Students were invited to join the study with an email that was
sent by the study program coordinators or the secretary.
Additionally, posters were placed on campus and short
presentations were given to students studying for bachelor’s or
master’s degrees. For the control group, we used a historical
control arm taken from the original project; these participants
thus received the standard report. For the intervention group, a
new sample was selected following the same criteria as the
control group. A total sample size of at least 30 participants was
felt to be sufficient for the exploratory nature of this pilot study.
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Data were collected at the eye-tracker laboratory of the Scientific
Databases and Visualization group at the Heidelberg Institute
for Theoretical Studies between April 2019 and March 2020.

Intervention
Participants were presented a decision scenario in the field of
health care policy making with a quantitative data report to
support the decision. The scenario was hypothetical, yet realistic:
the participants had to advise the local district administrator on
the use of additional funds for long-term care. The participants
had to choose from 3 predefined options given by the research
team. They were instructed to spend no more than 20 minutes
on both reading the report and making the decision. We assumed
a reading speed of 5 minutes per 1000 words, so given that the
report contained around 4400 words, this time constraint was
tight [17]. This was a deliberate choice, as in real
decision-making scenarios, the amount of available information
exceeds the time to read all of it. We also wanted to force the
participants to restrict their reading time to the report sections
that they found most valuable, thereby revealing how they
prioritized the sections. The presented report was written in
German and was 13 pages long, containing 3915 words. It was
structured as a short project report, comprising a title page, a

table of contents, an introduction (together approximately 1.5
pages), a methods section (approximately 3.5 pages), a results
section (approximately 4.5 pages), and a discussion and
conclusion section (together approximately 1 page). The
quantitative data presented in the report were real descriptive
figures on the current and projected demand and supply of
long-term-care services in the region of interest; the data were
based on secondary data analyses of real data [18].

The historical control arm received the original report with a
traditional methods section, whereas the intervention arm
received a version of the report with an additional textbox
containing highlights of the methods. This box was developed
to offer a structured presentation of the key aspects of the study
design and methods. We designed the box to follow the
STROBE (Strengthening the Reporting of Observational Studies
in Epidemiology) checklist for conference abstracts, as provided
by the Equator Network [19]. Thematically related bullet points
were presented following the original structure of the full
methods section (ie, data sources, definitions, and analyses)
(Figure 1). Thus, this box provided the most relevant information
at a glance and could help readers quickly grasp key information
about the methods.

Figure 1. Example of textbox showing highlights of the study methods.

Measurements
We collected 3 different types of measurements from each
participant: eye-tracking data during the performance of the
task, answers to a questionnaire, and findings from a
face-to-face, semistructured interview conducted after the task.
For the eye tracking, we used the Tobii-X1 Light (Tobii AB)
[20], a desktop-mounted, binocular eye tracker, and the Tobii
eye-tracker software (version 3.4.8).

Based on the eye-tracking data, we extracted 3 measurements
and calculated their mean values for the methods section (which
included the box in the intervention group). First, we recorded
the time spent (in minutes) to read the report and complete the
task. Second, we computed the average fixation duration (in
milliseconds) with the Tobii I-VT fixation filter and Tobii
eye-tracker software [21]. Fixation duration was used as an
indicator of attention to the report and information processing

by the reader [22]. Fixation duration for individual readers varies
during reading, and this variability can be used to provide a
real-time reflection of ongoing cognitive and language
processing [22]. Fixation duration serves as a primary source
of evidence for testing theories of reading, and the central focus
of computational models of skilled reading is to account for the
influence of text processing on fixation duration [23-25]. Third,
pupillary response was measured as an indicator of cognitive
load [26-28]. The pupillary response was calculated as the
change in pupil diameter from the average value as the eye
passed over the screen [29]. While fixation duration accounts
for cognitive and language processing, the pupillary response
is associated with several cognitive functions, such as mental
effort, interest, and decision-making [30-32]. All these cognitive
functions, which cause variation in the size of the pupil, are
related to attention [33,34]. Our main hypothesis was that the
time spent on reading the methods section would be higher in
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the intervention group. Furthermore, we expected that attention
would be higher in the intervention group.

The questionnaire was used to collect individual characteristics,
such as age, sex, and the participants’ risk literacy. Risk literacy
was measured using the validated Berlin numeracy test, which
is a 4-item paper and pencil test taken in the German language
[35]. We expected that participants with higher risk literacy
would have more affinity with the quantitative methods. Risk
literacy was therefore measured to control for potential
differences between study arms. Finally, the participants were
asked to assess each section of the report (ie, the introduction,
methods, results, discussion, and conclusion) for
understandability and helpfulness during the decision-making
task, both on a 10-point Likert scale.

A semistructured question guide was developed to explore the
experiences of the participants in completing the task. Interview
questions were developed by the authors in cooperation with 2
colleagues with a sociology and health science background. The
participants were encouraged to speak frankly about their
experiences generally and about the way they had read the report
specifically. The interviews were audio recorded and transcribed.
Additional details on these methods have been previously
published [4].

Analyses
Participants were the unit of analysis. Questionnaire and
eye-tracking data (after data preparation with the Tobii
eye-tracker software) were analyzed using SPSS Statistics
(version 25; IBM). Descriptive analyses and the t test were used
to find differences between the study arms. Additionally, the
Pearson correlation was calculated to explore the relationships
between fixation, pupillometric data, and participant

characteristics. Considering the exploratory nature of the study
and the small sample size, we regarded a P value <.1 as
significant. For analyzing the interviews, qualitative content
analysis was conducted to explore reasons mentioned by
participants as to why they gave more or less attention to a
report section during decision-making. The qualitative content
analysis was conducted by 2 of the authors with the support of
a third colleague.

Ethics Approval
This study was approved by the research ethics committee of
Heidelberg University Hospital (S-857/2018) and was part of
the QuantEV project, which has been described previously [4].
Before data collection, participants were informed orally and
in writing about the study context, the data collection procedure,
and data security. All participants provided consent for
participation. Participation was voluntary, and study withdrawal
was possible at any time before the collected data were
anonymized.

Results

In total, 35 participants were included, 22 in the control arm
and 13 in the intervention arm (Table 1). In both the control
and intervention arms, women were more represented (18/22,
82%; and 8/13, 64%, respectively). The average age of the
participants was 23.7 years; this was similar between the arms.
The average risk literacy score was 68.0 (ie, 68% of the answers
were correct); this was similar between the control and
intervention arms (with an average risk literacy score of 69.3
and 65.4, respectively). The decisions made after reading the
report were also similar in both groups, with option C
(increasing ambulant nursing capacity) being the dominant
choice, chosen by 27 of 35 (77%) of the participants.

Table 1. Characteristics of study participants.

Overall (N=35)Intervention group (n=13)Control group (n=22)Characteristics

27 (76)8 (64)18 (82)Female, n (%)

23.7 (1.8)23.5 (2.3)23.9 (1.5)Age (years), mean (SD)

68.0 (32.4)65.4 (31.5)69.3 (33.6)Risk literacy score, mean (SD)

Decision on how to spend funds

4 (11)2 (15)2 (9)Option A: more support for informal caregivers, n (%)

4 (11)1 (8)3 (14)Option B: more nursing home capacity, n (%)

27 (77)10 (77)17 (77)Option C: more ambulant nursing capacity, n (%)

Table 2 shows the eye-tracking and questionnaire results for
participants from both study arms and eye-tracking data for the
intervention group only. Differences between the study arms
were tested for statistical significance (rightmost column). The
overall time spent on the methods and the pupillary response
did not differ between the 2 study arms. The average fixation
duration was higher in the control arm, but not significantly
(0.445 seconds vs 0.337 seconds, P=.56). The questionnaire
results did not show a difference in perceived understandability,
but the intervention group found the methods less helpful for
decision-making (score 2.9 vs 4.1, P=.09). These findings do
not provide support for the hypothesis that the box would

increase attention paid to the methods section. The box-only
results for the intervention group showed that the participants
spent about half a minute reading the box, while the other
eye-tracking values were similar to those for the overall
methods.

Figure 2 shows box plots for time spent on reading the methods
section in both study arms. Whereas the mean time was very
similar, the median time, as well as the 25th and 75th
percentiles, were lower in the intervention arm. The variation
was also higher in the intervention group, mostly due to 2
participants who spent over 10 minutes reading the methods.
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Our findings for variation in time spent looking at the box
showed that 2 participants hardly looked at it at all, while the
other participants spent between 0.2 and 1 minute looking at it.
Most of the participants took at least a brief look at the box,
which could provide support for our hypothesis that the box
would lead to more participants reading at least a minimal part
of the methods section.

Figure 3 shows the relationship between the time spent reading
the box and the time spent subsequently reading the whole
methods section in the intervention group. Each data point
represents a single participant. There was a clear positive
relationship between the 2 parameters: participants who spent
more time reading the box tended to spend more time reading
the full methods (Pearson correlation 0.81, P=.001). This
relationship held for both the single participant who did not
read either the box or the full methods and for the 3 participants

who spent the most time on the box, who were also the ones
who spent the most time on the methods.

We used heat maps to perform a qualitative analysis of reading
patterns. This confirmed the relationship between time spent
reading the box and the full methods (Figure 4). Participants
who read the box spent more time reading the methods section.
In some cases, a participant only briefly skimmed the box and
ignored the rest of the methods. This provides support for the
idea that introducing the box prompted participants to read at
least a minimal amount of the methods section. There was no
case in which a participant read the box thoroughly and then
skipped reading the full methods. This supports the idea that
the box could potentially increase overall attention paid to the
methods section. Some participants read the whole methods
section, including the box, while others paid more attention to
specific subsections.

Table 2. Eye-tracking and questionnaire measures by study arm.

P value Δ: control – interventionInterventionControlMeasure

Box onlyOverallOverall

Eye tracking

.960.46 (0.31)4.07 (3.68)4.03 (2.39)Time spent in minutes, mean (SD)

.560.316 (0.145)0.337 (0.213)0.445 (0.643)Average fixation duration in seconds, mean (SD)

.910.032 (0.014)0.034 (0.017)0.033 (0.011)Pupillary response in mm, mean (SD)

Questionnaire

.96N/A6.6 (2.0)6.6 (2.1)Understandability, range 1-10, mean (SD)

.09N/A2.9 (1.3)4.1 (2.2)Helpfulness for decision-making, range 1-10, mean (SD)

aN/A: not applicable.

Figure 2. Time spent reading the methods section in reports with and without an added box (in the intervention and control groups) and time spent
reading the box itself (in the intervention group) in minutes.
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Figure 3. Time spent on reading the box vs the full methods.

Figure 4. Heat map of intervention group reading time. The methods section is shown between the horizontal lines.

In the qualitative interviews, participants reported why they
preferred specific report sections. Some participants reported
that they paid less attention to the methods because they did not
perceive them as relevant for decision-making, and that they
trusted the authors to have used valid methods. Other
participants reported that they used the box to gain a broad
understanding of the methods, and then only briefly scanned

the full section, because they did not perceive it as very
important and felt it was not necessary to read it thoroughly.

Discussion

Adding a textbox with a structured summary of the methods
did not increase the total time spent reading the full methods
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section, but it was successful in attracting attention, as most
participants at least skimmed the box. However, including the
box resulted in a lower appreciation of the helpfulness of the
information on research methods. Participants who spent more
time on the box also spent more time on the methods in general.
The finding that the box seemed to attract attention provides
support for our hypothesis that it led more participants to read
at least a minimal portion of the methods section. Our findings
from the heat map also support this hypothesis. However, as
overall reading time did not increase, and we even found that
appreciation of the helpfulness of the methods section decreased,
we did not obtain support for our hypothesis that the box would
increase the overall attention paid to the methods section.

Hypothetically, including the box could have either enhanced
or reduced time spent reading the methods section. If it had
been seen as complementary information, as we hypothesized
it would be, it could have motivated participants to read the full
text. However, the finding that there was no increase in overall
reading time for the methods does not support the idea that the
box was complementary. The linear relationship between time
spent reading the box and the methods could have been caused
by general interest, or lack thereof, in the methods, rather than
indicating that participants read the box purposefully, to quickly
gain an overview of the methods without having to read the full
section. A potential explanation was provided by the interviews:
some participants indicated that they paid less attention to the
methods because, considering the time constraints, they did not
perceive this section as relevant. The specific sample of medical
students examined in this study could also have been a factor,
as they might not have been very comfortable with quantitative
and statistical methods [36]. Thus, rather than serving a
complementary function, the box could have been used as a
substitution for the full text, resulting in less attention paid to
the methods as a whole. This explanation is supported by the
findings that participants did not spend less time on the methods
overall and that there was a positive, linear relationship between
time spent reading the box and the methods.

The finding that fixation duration was shorter in the intervention
group (although this was nonsignificant) could indicate that
there was less engagement with the presented text [22]. This

explanation would correspond with the finding that by adding
the box, the methods were perceived as less useful to complete
the presented task. However, fixation duration could also
indicate language processing [37]. If the box helped the reader
to become familiar with the topic, the full methods section might
have been perceived as less complex, reducing the need for
language processing and enabling an increase in reading speed.
Our use of eye tracking in addition to a questionnaire allowed
us to collect rich data on reading behavior that was not
influenced by the limitations of self-reported behavior.
Limitations in our study were caused by the specific participants
we recruited and our measurements of reading time. Our sample
consisted of future health care professionals with only limited
experience in decision-making, meaning that the findings may
not be fully generalizable to more experienced policy makers,
who might have perceived and used the report differently.
However, our participants were already advanced students and
all had received training in interpreting studies, reflected by a
slightly higher numeracy level than general practitioners and
other medical students [38]. Our method of measuring time
spent on the methods did not automatically mean that a subject
also read the text. Nevertheless, our findings on average fixation
duration suggest that our subjects did read the text, as fixation
is, on average, about 0.25 seconds while reading [22].
Additionally, the study design was primarily tailored to the
design of a past project rather than to the present intervention
study.

In this study, we aimed to explore whether presenting the
methods of a report as a structured summary could increase
time spent reading the methods section. Our findings indicate
that including a box might help to attract attention, but that it
might not increase overall interest in the methods section. The
intervention might have motivated more decision-makers to
read at least some of the methods and helped them judge if the
methods needed a full inspection. However, the limited attention
paid to the methods by some participants, who considered the
methods not relevant for decision-making, is a problem that
might not be solvable by changing the input (ie, the format of
the report). Rather, it might require an intervention at the
individual level to increase awareness of the relevance of the
methods section to decision-making.
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Abstract

Background: Although the trend of progressing morbidity is widely recognized, there are numerous challenges when studying
multimorbidity and patient complexity. For multimorbid or complex patients, prone to fragmented care and high health care use,
novel estimation approaches need to be developed.

Objective: This study aims to investigate the patient multimorbidity and complexity of Swiss residents aged ≥50 years using
clustering methodology in claims data.

Methods: We adopted a clustering methodology based on random forests and used 34 pharmacy-based cost groups as the only
input feature for the procedure. To detect clusters, we applied hierarchical density-based spatial clustering of applications with
noise. The reasonable hyperparameters were chosen based on various metrics embedded in the algorithms (out-of-bag
misclassification error, normalized stress, and cluster persistence) and the clinical relevance of the obtained clusters.

Results: Based on cluster analysis output for 18,732 individuals, we identified an outlier group and 7 clusters: individuals
without diseases, patients with only hypertension-related diseases, patients with only mental diseases, complex high-cost high-need
patients, slightly complex patients with inexpensive low-severity pharmacy-based cost groups, patients with 1 costly disease, and
older high-risk patients.

Conclusions: Our study demonstrated that cluster analysis based on pharmacy-based cost group information from claims-based
data is feasible and highlights clinically relevant clusters. Such an approach allows expanding the understanding of multimorbidity
beyond simple disease counts and can identify the population profiles with increased health care use and costs. This study may
foster the development of integrated and coordinated care, which is high on the agenda in policy making, care planning, and
delivery.

(JMIR Med Inform 2022;10(4):e34274)   doi:10.2196/34274
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Introduction

Health care systems worldwide are facing considerable
challenges from the increasing number of chronic and
multimorbid patients, characterized by complex needs and
frequent transitions between care settings [1]. In Switzerland,
2.2 million people report a chronic disease and nearly 20% of
the population older than 50 years have multiple chronic diseases
(multimorbidity) [2]. Although the trend of progressing
multimorbidity is widely recognized [3-6], it is still unclear how
best to take care of patients with multimorbidity and which
interventions would be effective. For more than two decades,
integrated and coordinated care have been developed worldwide
[7]. Nevertheless, integrated and coordinated care faces
continuing challenges such as scaling-up, implementation, and
sustainability difficulties. Additionally, integrated and
coordinated care requires development of novel approaches to
evaluate and measure patients multimorbidity and complexity.
This is key to stratify the targeted population and adapt the
intervention to the needs of the patients. Often, such evaluations
and measures rely on morbidity indices (eg, Charlson and
Elixhauser) or on the number of (self-reported) chronic
conditions or comorbidities [8]. Whereas the former were
developed in an inpatient setting as predictors of mortality, the
latter may not comprehensively reflect the patient’s disease
burden and complexity. Despite these limitations, they remain
often used because of their relative accessibility and simplicity.
In settings where electronic medical (health) records, national
disease registries, or data on chronic conditions are unavailable,
administrative health insurance claims data represent a
potentially useful source of information. In fact, they are
increasingly used in health services research, especially to
express multimorbidity using pharmacy-based cost groups
(PCGs) [9,10]. PCGs, based on use of prescribed drugs rather
than on clinical information, were developed as a proxy for
morbidity measure [11]. Although the approach has limitations
related to underestimation of medicines used, unclaimed, or
paid out-of-pocket and thus not present in the data or the
assumption that the drug is used exclusively for treating the
particular condition [11,12], it allows mapping patient profiles
to reflect their morbidity status. As such mapping approaches
and comorbidity counts are considered simplistic [13],
researchers may consider alternative methods to investigate
patient complexity more exhaustively. One such method is
cluster analysis, which relies on the idea that many common
conditions cluster together in the population in predictable
patterns [13]. It has been shown that cluster analysis of
real-world data for drug use research can be used for detecting
clinically plausible subgroups [14]. Similar approaches of
classifications based on multimorbidity patterns have been
applied in the literature [14-16], but using PCGs as the
multimorbidity indicator for cluster analysis is novel. In that
context, the aim of our study is to investigate patient
multimorbidity and complexity beyond simple mapping and
counts of PCGs, using clustering methodology in claims data
of Swiss residents aged ≥50 years.

Methods

Data Source and Sample
We included data of 240,511 insured people aged ≥50 years
continuously enrolled in one of the largest health insurance
companies in Switzerland, Groupe Mutuel, for the 2015-2018
period. In addition to demographic information (age and gender),
data contained PCGs for each individual, costs covered by the
patient (cost sharing), type of health insurance model (with or
without gatekeeping), and reimbursed health care services:
number of visits to various physicians with associated costs and
physicians’ specialization and hospitalizations. To identify
insured persons with cost-intensive, chronic diseases and
correspondingly high health care use based on their drug
consumption, health insurance companies are translating the
drug use data reflecting active ingredient and quantity, based
on Anatomical Therapeutic Chemical and defined daily dose,
into the PCGs. This procedure was developed and officially
accepted by the Federal Office of Public Health in Switzerland
[17]. In our study, the patients were classified as multimorbid
when they were assigned two or more PCGs, based on their
yearly drug use.

Ethical Considerations
Data were deidentified by the insurance company to guarantee
anonymization, and ethical approval for this study was waived
by the Cantonal Commission for the Ethics of Research on
Human Beings (Lausanne, Switzerland).

Cluster Analysis
We adopted a clustering methodology based on random forests
(RFs) [18]—a popular classification and regression tree-based
method—that includes several steps and machine learning
algorithms [19-21]. The methodology is inspired by a clustering
methodology designed by Breiman and Cutler [19], the creators
of RFs [20,21].

In a preprocessing step, we extracted 34 PCGs as the only input
feature for the clustering procedure. We grouped the 34 PCGs
into 15 disease categories, which were valued meaningful from
a clinical perspective (Multimedia Appendix 1). We then
considered the first year of information only, and extracted a
10% random sample, to allow for effective processing for the
computationally expensive steps. To confirm the results, the
random sampling was performed multiple times, which led to
similar clusters. Finally, we discarded points showing no PCG
or only one type of PCG. Since we ultimately use an algorithm
to detect clusters based on density given by the distances
between points, the presence of many identical points at the
same positions may perturb the algorithm and unnecessarily
make the computation more expensive. Keeping a small random
sample of these points would reduce the perturbation but not
change the results while adding a dispensable complication,
notably for the hyperparameter selection needed to detect these
additional clusters.

To initiate the clustering procedure, we created a synthetic data
set of the same size as the original data, by random sampling
from the distributions of each input variable within the data.
The idea is then to train an RF model to classify synthetic and
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original points, with the aim of taking advantage of the proximity
measure, an embedded RF metric of similarity between points.
An RF aggregates the prediction of multiple decision trees (DTs)
by considering the class they predict in majority. DTs are
classification models that separate the data points into subspaces
(leaves) by imposing thresholds on the input variables and
predicting the class within each subspace as the majority class.
The proximity between two points is then computed as the
number of times they fall in the same leaf across the trees in
the forest. To stabilize the random effects of RFs, we trained
10 RF models, computed the proximities for all pairs of points
for each model, and averaged them to obtain a mean proximity
matrix characterizing the data. We then used multidimensional
scaling (MDS) [22] to project the corresponding distance matrix
(1 – proximity matrix / (number of trees)) in 2D while preserving
the distances and allow for visualization of the resulting clusters.
Finally, we applied hierarchical density-based spatial clustering
of applications with noise (HDBSCAN) [23] to detect clusters
within the obtained 2D data, after discarding the synthetic points
from the data. HDBSCAN extracts clusters as dense gatherings
of points separated by sparse regions with few points. Given
that no cross-validation is possible with clustering
methodologies, reasonable hyperparameters were chosen for
the RF, MDS, and HDBSCAN steps based on various metrics
embedded in the algorithms and the clinical relevance of the
obtained clusters. The metrics includes the out-of-bag (OOB)
misclassification error, which shows how well RF differentiates
the original data from the synthetic one. The outcome reflects
how much structure there is in the data [19]. Another metric
was normalized stress, measuring whether the distances between
points are reasonably preserved after projection [22], and the
cluster persistence, HDBSCAN embedded metrics indicating
how well the clusters are defined and separated from each other
[23]. In practice, we used the HDBSCAN and Scikit-learn
libraries (in Python) for the final clustering and all previous
steps.

Results

After discarding individuals with missing information, our data
set comprised 18,732 individuals (points). An initial examination
of the data set exhibited three large “single” clusters that we
extracted prior to the clustering procedure, showing no PCGs,
only hypertension PCGs, and only mental disease PCGs,
representing 67.9% (n=12,720), 9.7% (n=1813), and 4.1%
(n=765) of the population, respectively. Clustering analyses,
performed on the remaining 3434 patients not included in the
latter “single” clusters, identified four distinct clusters: Cluster
0 to Cluster 3, numbered in the order in which they are detected

while applying HDBSCAN (Figure 1). The clusters can be
clearly visualized from this tree (Figure 2); and a good
persistence of 0.29, 0.24, 0.15, and 0.24, respectively, was
found. The average OOB misclassification error from the 10
RFs was 0.51, which is quite high, showing that RF does not
differentiate well between the original and the synthetic data,
and there is not much structure in the data. Regarding the
performed MDS, the normalized stress was 0.31, indicating
reasonable preserving of the distances between points.

The 4 detected clusters encompass different mixes of PCGs
(Table 1 and Figure 3): Cluster 0 comprises a large mix of PCGs
(mental + hypertension + pain + asthma [chronic obstructive
pulmonary disease]) often appearing jointly; Cluster 1 comprises
PCGs (thyroid, hypertension, glaucoma, and mix of others)
appearing jointly less often; Cluster 2 comprises asthma,
Parkinson, cardiac diseases, and pain rarely appearing jointly;
and Cluster 3 comprises a large mix of PCGs almost never
appearing jointly (single diseases).

The following description and interpretation of clusters is based
on the descriptive statistics of health care use and costs data
(Table 1), which help to understand the underlying principle of
grouping individuals into PCG clusters. First, the members of
Cluster 0 (n=817, 4.4%) had the highest number of PCGs and
highest costs and health care use, and were referred to as
“complex high-cost high-need patients” (for a detailed
description, see Table 1). The degree of complexity in these
settings was reflected as the combination of the following
characteristics interpreted from descriptive statistics (Table 1):
average number of PCGs, percentage of multimorbid patients,
levels of health care use (eg, number of doctor consultations
and hospital stays), and costs in the population subgroup. The
members of Cluster 1 (n=709, 3.8%), although having multiple
PCGs, had health care costs and use lower than in Cluster 0;
thus, they were referred to as “slightly complex with inexpensive
low-severity PCGs.” The members of Cluster 2 (n=531, 2.8%)
were of the oldest age and presented especially high use of
hospitalizations and visits to the generalist doctor and, thus,
were referred to as “oldest at high risk.” High risk, interpreted
in these settings from the descriptive statistics, was reflected
by relatively high use of hospital care, yet lower than in the
most complex cluster: long length of stay (5.6 and 6.6 nights
for clusters “Oldest at risk” and “Complex high-cost high-need,”
respectively) and high inpatient costs (CHF 2749 [US $2950]
and CHF 3109 [US $3333], respectively). The members of
Cluster 3 (n=1056, 5.6%) were characterized by a relatively
small number of PCGs (close to 1) and the highest costs of
medications and, thus, were referred to as “patients with 1 costly
disease.”
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Figure 1. MDS projection of the data in two dimensions. The four clusters found by HDBSCAN are marked by the different colors and coded with
the labels 0, 1, 2, and 3. The code –1 refers to the outliers. HDBSCAN: hierarchical density-based spatial clustering of applications with noise; MDS:
multidimensional scaling.

Figure 2. Condensed tree resulting from the hierarchical density-based spatial clustering of applications with noise algorithm performed on the data.
Note: similar to a classical dendogram in a hierarchical clustering setting, the first yellow rectangle represents the entire data, which is split into two
parts (called “branches”) when we reduce the maximum distance allowed between points within each branch (λ value = 1 / distance). Each rectangle
represents a subpart of the data after a split and with a size proportional to the number of data points in the subpart. The entire data splits into cluster 0
and the green rectangle, which further splits into cluster 1 and a turquoise rectangle, when we reduce the distance allowed. The 4 detected clusters
(signified by a circle and their number) are the branches that persist the most (do not split further, according to various rules of the algorithm) when the
imposed maximum distance between points decreases while keeping a minimum size. The persistence is proportional to the length of the rectangles
across the vertical axis. The tree can be interpreted as a probability distribution function upside down, with each cluster being a peak in the distribution.
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Table 1. Descriptive statistics of clusters.

Mental health
“Only mental
diseases”

Hyperten-
sion “Only
hyperten-
sion”

No PCGsCluster 3 “Pa-
tients with 1
costly dis-
ease”

Cluster 2
“Oldest at
high risk”

Cluster 1
“Slightly
complex
with inexpen-
sive low-
severity

PCGsa”

Cluster 0
“Complex
high-cost
high-need”

OutliersAll dataStatistics

765

(4.1)

1813

(9.7)

12,720

(67.9)

1056

(5.6)

531

(2.8)

709

(3.8)

817

(4.4)

321

(1.7)

18,732

(100.0)

Patients, n (%)

63.2

(10.9)

67.6

(9.7)

64.0

(10.4)

68.1

(11.2)

69.4

(10.9)

67.8

(10.2)

66.3

(10.6)

66.3

(10.8)

65.0

(10.6)

Age (years), mean
(SD)

Sex, n (%)

221

(29)

1158

(64)

5772

(45)

536

(51)

279

(53)

205

(29)

325

(40)

130

(40)

8626

(46)

Men

544

(71)

655

(36)

6948

(55)

520

(49)

252

(47)

504

(71)

492

(60)

191

(60)

10,106

(54)

Women

558

(599)

612

(657)

908

(974)

562

(603)

524

(562)

535

(574)

448

(481)

511

(548)

794

(852)

Deductible (CHF;
US $), mean

0.50.50.50.40.40.40.40.40.5Model with

gatekeeperb

1.01.00.01.11.31.72.11.20.4Number of PCGs,
mean

0.00.00.00.10.30.60.80.10.1Multimorbid (yes)b

7571

(8125)

5462

(5861)

4074

(4372)

10,362

(11,120)

9728

(10,439)

7477

(8024)

11,731

(12,589)

7967

(8549)

5395

(5789)

Ambulatory costs
(CHF; US $), mean

1585

(1701)

1372

(1472)

1199

(1287)

1575

(1690)

2749

(2950)

1811

(1943)

3109

(3336)

2134

(2290)

1419

(1523)

Inpatient costs
(CHF; US $), mean

1961

(2104)

1732

(1859)

965

(1036)

4450

(4775)

3587

(3849)

2221

(2383)

4073

(4371)

2683

(2879)

1563

(1677)

Costs of medications
(CHF; US $), mean

12,025

(12,904)

9439

(10,129)

6611

(7094)

17,312

(18,578)

17,057

(18,304)

12,440

(13,349)

19,950

(21,409)

13,684

(14,684)

8929

(9582)

Total cost (CHF; US
$), mean

3.52.42.03.45.63.66.64.32.6Number of days in
the hospital, mean

0.30.30.20.30.40.30.50.40.2Number of hospital-
izations in a year,
mean

18.512.79.916.117.517.020.216.011.9Total number of
consultations, mean

9.58.36.09.411.39.811.610.07.2Number of consulta-
tions with generalist,
mean

Mental dis-
eases

Hyperten-
sion

N/AdCancer + dia-
betes + inflam-
matory + im-

Asthma +
Parkinson +
cardiac dis-
eases + pain

Thyroid +
hypertension
+ glaucoma
+ mix of oth-
ers

Mental + hy-
pertension +
pain + asth-

ma (COPDc)

Mostly
Pain

All 34
PCGs

PCG groups in the
cluster

mune + other
mental + glau-
coma + HIV
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Mental health
“Only mental
diseases”

Hyperten-
sion “Only
hyperten-
sion”

No PCGsCluster 3 “Pa-
tients with 1
costly dis-
ease”

Cluster 2
“Oldest at
high risk”

Cluster 1
“Slightly
complex
with inexpen-
sive low-
severity

PCGsa”

Cluster 0
“Complex
high-cost
high-need”

OutliersAll dataStatistics

Youngest,
more female
patients, rela-
tively low de-
ductibles, low
health care use
and costs (but
higher than for
hypertension
group), a lot
of visits to
doctors

Slightly
older, more
male pa-
tients, rela-
tively low
health care
use and
costs

Young,
highest de-
ductibles,
low health
care use
and costs

Relatively old,
on average 1
PCG, highest
cost of
medicaments,
and high ambu-
latory costs,
relatively low
hospitaliza-
tions and doc-
tor visits

Oldest, rela-
tively low
deductibles,
some com-
plexity
(more than 1
PCGs on av-
erage), very
high use of
doctor visits
(especially
generalist),
many hospi-
talizations
and high in-
patient costs

Slightly old-
er, more fe-
male pa-
tients, rela-
tively low
deductibles,
high amount
of PCGs
(1.7) and
multimorbid-
ity (but less
than cluster
0), relatively
low health
care use and
costs

Average age,
slightly few-
er male pa-
tients, lowest
deductibles,
highest
amount of
PCGs and
multimorbid-
ity, highest
health care
use and costs
(except for
costs of med-
ications)

Average
age,
slightly
fewer
male pa-
tients,
higher
hospital
costs and
hospital
stays

N/ADescription of the
clusters based on
overall descriptive
statistics

aPCG: pharmacy-based cost group.
bRatios rounded off to one decimal place.
cCOPD: chronic obstructive pulmonary disease.
dN/A: not applicable.

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e34274 | p.251https://medinform.jmir.org/2022/4/e34274
(page number not for citation purposes)

Nicolet et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 3. Joint distributions of PCGs within the 4 clusters (group 0-3) and outliers (group –1). PCG: pharmacy-based cost group.

Discussion

Our study shows that performing cluster analysis to explore
patient multimorbidity and complexity is feasible. We
demonstrated that individuals with single PCGs of mental
diseases or hypertension, individuals with multiple PCGs, or
individuals with a single high-cost PCG have different health
care use patterns and represent different complexity groups.

Earlier studies focusing on chronic conditions identified from
electronic health records evidenced the existence of systematic
associations between chronic diseases, whereby chronic
diseases, often from dissimilar disease categories, coappeared
within a multimorbidity pattern or cluster [24-26]. Importantly,
though, these studies showed that the complexity of
multimorbidity patterns in terms of diseases and associated drug
use increased with age, which holds true for both genders.
Moreover, in line with our findings, multiple earlier studies
used cluster analysis for identifying clinically homogenous
multimorbidity patterns in the population, where clusters were
composed of diagnosis-related groups [16,27-30]. However,
these studies used measures of multimorbidity and comorbidity
or clinical diagnosis data rather than PCGs from claims data.
This makes direct comparison of results challenging, due to the
differences in methodologies and level of diagnosis details. A
recent systematic review confirmed that analytical methods

used to identify patient profiles with multimorbid conditions
are heterogeneous (including factor analysis, multiple
correspondence analysis, hierarchical clustering, and three-step
unified-clustering method), which may explain the variation in
the multimorbidity patterns reported in various studies [31].
Despite those differences, the observed most prevalent clusters
or groups are similar across studies and included hypertensive
or metabolic diseases [28,29] and mental and behavioral diseases
[16]. The greater prevalence of and similarities in metabolic
and mental clusters were confirmed by a systematic review of
multimorbidity patterns, whereby these clusters were identified
in 9 and 10 of 14 reviewed articles, respectively [32]. One study
compared multimorbidity patterns between populations of two
European countries (Spain and the Netherlands) and found that,
indeed, the highest similarities were observed in the cardio
metabolic cluster, even though the populations are likely to
differ across countries [26].

The existing literature on the use of cluster analysis to identify
homogenous segments based on health care use and expenditures
is limited [33-37]. Specifically, the study by Nnoaham and Cann
[33] identified segments (or clusters), similar to ours, based on
health care use (expressed by visits to the physicians,
medications, and admissions) and complexity (expressed by
long-term conditions). Other studies used cluster analysis to
identify groups with high expenditures and deduced that, despite
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having a lot of heterogeneity, the high expenditures cluster
typically exhibited fair or poor health with more medical
conditions or comorbidities [34,35]. These findings confirm
ours; they nevertheless need to be interpreted with caution due
to differences in methodologies, age of the population, and level
of details available for background individual characteristics
and diagnoses. There is evidence that cluster analysis may
provide more information to decision makers than a list of
possible statistically significant variables or a list of individuals
who are the highest users [35].

To our knowledge, this is the first study using cluster analysis
to explore patients’ multimorbidity and complexity, reflected
by the mix of PCGs and health care use patterns. In addition, it
benefits from the richness of health care use data, a large sample
size, and advanced clustering methods. However, the study has
certain limitations. The first limitation stems from the process

of multiple parameters configuration, which increases
complexity while not allowing results validation. Thus, the
cluster interpretation has to rely on metrics from the algorithms,
descriptive statistics, and clinical relevance. Second, as the data
were lacking clinical information, we only relied on PCGs
mapping, which may give an incomplete picture of drug data
[9,11,12].

Our study shows that PCG-based cluster analysis of health care
use claims data allows diverting from an approach of simple
comorbidity counts and can identify the population profiles with
increased health care use and costs. Such results may provide
insightful information for policy making, care planning, and
care delivery to facilitate the transformation from procedures
and guidelines focusing on a single disease toward development
of integrated and better coordinated care.
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Abstract

Background: Clinical trials are the gold standard for advancing medical knowledge and improving patient outcomes. For their
success, an appropriately sized cohort is required. However, patient recruitment remains one of the most challenging aspects of
clinical trials. Information technology (IT) support systems—for instance, patient recruitment systems—may help overcome
existing challenges and improve recruitment rates, when customized to the user needs and environment.

Objective: The goal of our study is to describe the status quo of patient recruitment processes and to identify user requirements
for the development of a patient recruitment system.

Methods: We conducted a web-based survey with 56 participants as well as semistructured interviews with 33 participants
from 10 German university hospitals.

Results: We here report the recruitment procedures and challenges of 10 university hospitals. The recruitment process was
influenced by diverse factors such as the ward, use of software, and the study inclusion criteria. Overall, clinical staff seemed
more involved in patient identification, while the research staff focused on screening tasks. Ad hoc and planned screenings were
common. Identifying eligible patients was still associated with significant manual efforts. The recruitment staff used Microsoft
Office suite because tailored software were not available. To implement such software, data from disparate sources will need to
be made available. We discussed concrete technical challenges concerning patient recruitment systems, including requirements
for features, data, infrastructure, and workflow integration, and we contributed to the support of developing a successful system.

Conclusions: Identifying eligible patients is still associated with significant manual efforts. To fully make use of the high
potential of IT in patient recruitment, many technical and process challenges have to be solved first. We contribute and discuss
concrete technical challenges for patient recruitment systems, including requirements for features, data, infrastructure, and
workflow integration.

(JMIR Med Inform 2022;10(4):e28696)   doi:10.2196/28696
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Introduction

Medical research requires the involvement of sufficiently sized
and eligible patient cohorts. A shortage of participants may
result in delays, reduced statistical validity, increased costs, or
even the failure of costly trials [1]. Indeed, poor recruitment
has been found to be the main reason for trial discontinuation
[2,3]. Only 31% of the analyzed clinical trials were able to reach
the targeted participant count within the time frame [4,5].
Williams et al [6] analyzed ended trials published on
ClinicalTrials.gov and concluded that 57% of those were
terminated owing to an insufficient rate of accrual. Those
numbers point to a strong need for support, and software tools
are a promising approach that may improve effectiveness and
efficiency [7-12]. As noted by Beresniak et al [7], optimizing
processes and using efficient IT support could reduce costs and
allow for more clinical trials to be successfully completed with
fewer resources. Software can support the recruitment process
in various ways. In this work, we are particularly interested in
tools that support the recruitment staff in identifying eligible
patients by screening large amounts of routine data, including
screening electronic health records (EHRs) for specific criteria.
Those systems are commonly called patient recruitment systems
(PRS), clinical trial recruitment support systems (CTRSS), or
sometimes also called clinical decision–support systems [13].

There are numerous studies on approaches, prototypes, and tools
to support patient recruitment. Cuggia et al [12] compared 28
PRS regarding their contributions, limitations, features, and
efficacy. Köpcke et al [14] reviewed 79 PRS regarding their
design and theorized on the approaches; for example, why they
think specific design decisions were taken. A very recent review
of Pung and Rienhoff [1] included 36 articles that evaluated
recruitment-related electronic systems or described related
workflows. A major caveat of these works is that neither their
efficiency nor their design have been sufficiently evaluated in
a real-world, clinical environment. These publications note
improvements in recruitment in terms of effectiveness and
efficiency; for example, increased recruitment numbers and
time savings. However, only a few systems have been subjected
to meaningful evaluation to date.

In their review, Köpcke et al [14] concluded that the utility of
a PRS depends on the patient data available and the integration
of the PRS into study and clinical workflows, but they also say
that this has not been sufficiently explored. Cuggia et al [12]
showed that the workflow, organization, and communication
as well as users' perception and acceptance have not yet been
sufficiently considered. Based on their review of the matter,
they identified the physicians' limited time as well as their
knowledge and awareness of trials to be some of the major
obstacles.

Straube et al [15] identified limited human and technical
resources and the high documentation effort as the most
prevalent barriers. Schreiweis and Bergh [16] argue that “a

detailed analysis of stakeholders’ requirements would help
implementing better patient recruitment systems (PRS) in the
future” and took a 2-fold approach to do so. They named some
functional requirements for PRS, but no information on the
context, the methods, or the participant count (N) was provided.
Trinczek et al [17] interviewed 6 “domain experts” and
identified a set of 23 tasks, with most tasks being related to
patient identification. In a later study, Trinczek et al [18] showed
that a large proportion of the work is manual and paper-based
because the ability to search in the clinical databases is very
restricted.

A PRS may be a solution to many of these issues. For an
effective and accepted solution, we first need to thoroughly
understand the users’ needs, current workflows, tasks, and
barriers. Systems that are not well-embedded in the hospital
work environment or those that do not answer direct needs are
likely to be ineffective or even rejected by the users, which is
why involving users in the design process is crucial for the
success of these systems [19-21]. As listed above, few studies
have evaluated the workflows and tasks, and they all have strong
limitations; for example, they included few participants, provide
little information about their methods and analysis, or only
report on few aspects or requirements. We are not aware of a
study that draws a complete picture and has holistically
investigated the status quo in patient recruitment, including the
recruitment workflows and tasks, as well as the users’
requirements and wishes regarding future PRSs. To extend the
existing work, we applied a user-centered research approach
and surveyed 56 prospective users and interviewed 33 potential
ones—that is, patient recruitment staff—from 10 Medical
Informatics in Research and Care in University Medicine
(MIRACUM) university hospitals. We performed a qualitative
analysis of the state-of-the-art recruitment workflows,
procedures, issues, and existing technological support from the
10 sites. Furthermore, we established a collection of user-centric
requirements for future patient recruitment systems. We
completed this paper with a discussion of technical and
functional requirements as well as how and where a PRS may
be integrated in the clinical infrastructures and processes.

Methods

Methods Overview
We aimed to assess the status quo in patient recruitment to better
support it with appropriate IT systems. We predominantly
collected quantitative data from a web-based survey and
qualitative data based on interviews. Both, the web-based survey
and interviews were developed and carried out simultaneously
and took place at 10 university hospitals that are part of the
MIRACUM consortium.

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e28696 | p.257https://medinform.jmir.org/2022/4/e28696
(page number not for citation purposes)

Fitzer et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Web-based Survey

Design
The survey contained different questions about the current, local
recruitment workflows, and specifically about the screening
tasks and timing as well as the communication of recruitment
suggestions. Furthermore, we were interested in different patient
recruitment tools: we asked about their attitude toward such
systems, the expected usefulness, and specific requirements.
The initial set of questions were brainstormed collaboratively
within the team. After these questions were transferred to the
web-based survey tool, a pretest was conducted allowing all
team-members to try the survey and report any issues and
feedback. In total, the survey consisted of 16 questions with
multiple-choice, rating scale, and free-text answer formats,
which were structured thematically on 6 different pages. Each
page contained between 3 and 7 items, where all items were
mandatory to answer, but contained a “not applicable/can’t say”
option. The web-based survey was generated using SoSci Survey
and captured data anonymously between December 2018 and
June 2019 [22].

Participants
To capture as many different workflows and perspectives as
possible, we aimed to recruit staff members who (1) were
involved in the patient recruitment process and (2) filled
different positions across a broad spectrum of wards. The survey
was sent out to the members of the MIRACUM consortium,
who then redirected it to researchers and clinical staff at their
site.

Analysis
The survey had a completion rate of 93%. The statistical analysis
was anonymously conducted using the R (version 3.6, The R
Foundation) [23]. Since 30 questions had to be answered using
a rating scale ranging from 1 to 5, we used the sjPlot package
to visualize the results [24]. All multiple-choice questions were
visualized with simple bar plots using the plotly package [25].
We only analyzed complete answers, and answers pertaining
to free-text questions on work experience, job title, age, and
work experience were manually preprocessed and grouped into
common categories before plotting.

Interviews

Design and Procedure
By means of semistructured interviews, we aimed to gather
qualitative insights into the workflows, procedures, tasks and
other relevant aspects of patient recruitment. We considered the
works of DeMoor [10] and Trinczek [18] when designing 14
questions targeting (1) status quo in recruitment, (2) existing
technological support, (3) perceived quality and problems, (4)

and requirements for a PRS. On average, the interviews took
about 45 minutes.

Participants
Overall, we collected data from 33 participants from all 10
hospitals (2-7 interviewees per site). Face-to-face and
voice-recorded interviews were conducted with 12 participants
who gave written consent. Furthermore, we collected answers
in free written form from 21 participants with whom scheduling
an in-person interview was not possible such as to reach a larger
number of participants.

Analysis
Before transcribing the voice-recorded interviews, we
anonymized all data. We then applied a content analysis
approach, as suggested by Mayring [26].

Two authors then read and independently coded 3 randomly
selected interviews into codebooks. In this process, codes were
assigned for the respective answers to the questions. If a
researcher gave a very similar answer to a question, the same
code was used. Afterward, the authors compared the
independently created codes and merged the codebooks. Owing
to a high coding agreement of 95%, the two authors then
proceeded to code the remaining 30 interviews independently
(15 each). In the case of incomplete interviews, only the
answered questions were considered and also coded, as they
contained valuable insights. Unanswered questions were not
considered in the evaluation.

Ethical Approval
This study was ethically approved by the ethics committee of
the Friedrich-Alexander-University Erlangen-Nürnberg
(approval number 412_18B).

Results

Results Overview
Below, we report the results obtained from the interviews and
the web-based surveys. We illustrated (1) the procedures
currently implemented at the participating hospitals as well as
(2) the requirements for future patient recruitment tools. We
received 56 complete responses of doctors (n=26, 46%), study
coordinators (n=7, 13%), study nurses (n=4, 7%), medical
documentalists (n=4, 7%), study assistants (n=2, 4%), scientific
and technical staff (n=1 each, 2%), and others (n=4, 7%). Seven
participants (13%) did not specify their role. Fourteen
respondents were aged 25-34 years, 25 were aged 35-44 years,
and 10 were aged 45-54 years. The average number of working
experiences in the field of patient recruitment was 12. The
interviews were conducted between December 2018 and June
2019. The number of participants by medical specialty and
participating site is shown in Table 1.

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e28696 | p.258https://medinform.jmir.org/2022/4/e28696
(page number not for citation purposes)

Fitzer et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Participants by medical specialty and participating site.

Participants, nMedical specialty or
department

TotalMannheimMarburgMainzMagdeburgGreifswaldGießenFreiburgFrankfurtErlangenDresden

40010000012Obstetrics and

gynecology

112031102101Internal medicine

20000000011Surgery

20000010010Pediatrics

31001000100Urology

20010010000Anesthesiology

10000010000Psychiatry

10000010000Medical genetics

20100100000Neurology

10001000000Radiation oncology

30111000000Ophthalmology

30100100001Coordination Center

for Clinical Studies

10000000001(Comprehensive)
Cancer Center

3364342236Total

Current Recruitment Procedures and Infrastructure

Communication of Recruiting Trials
Our analysis revealed that the first hurdle was to ensure that all
the involved parties were aware of a recruiting trial and its
accompanying criteria. This awareness was raised through
various channels that were either specific to a department and
topic or to certain roles and duties. Our interviewees mentioned
that they primarily learned about new trials through regular
meetings (n=15), such as the tumor board review, through staff
from the same clinic and department (n=9), through staff from
other clinics and departments (n=9), through sponsors and
industry partners (n=11), through clinical partners (n=2), or
through personal networks (n=2). Furthermore, our interviewees
mentioned that they learned about new studies in the context
of training and courses (n=7) as well as at events of associations,
fairs, and congresses (n=4), emails (n=3), telephone or SMS
(n=2), or printed mail (n=1). Four interviewees highlighted that
whether one knows about and is aware of a trial during everyday
work depends on the interest and motivation of the employee.

Recruitment Procedures and Difficulties
In this section, we break down and summarize all recruitment
procedures.

Procedures, Roles, and Tasks
Our interviews revealed that the clinical staff was mainly
responsible to look for potential participants and forward
suitable patient data for further screening (n=10). Research
departments (n=2), coordinators (n=2), and auxiliary personnel
(n=2) may also support the search; for example, by going

through surgery schedules. When potential participants were
identified, the research staff took over the detailed eligibility
screening. Clinical investigators (n=8), study nurses (n=6), and
assistants (n=3) may also be involved in this step. In contrast,
our web-based survey exposed a different trend. According to
our respondents, clinicians (n=44, 79%) and clinical
investigators (n=45, 80%) were nearly equally involved in the
identification of patients. Other staff members (n=31, 55%),
study nurses and assistants (n=8, 14%) were also involved in
identifying patients. Regarding the screening of patients, results
from the interviews and web-based survey were more aligned.
The survey showed that this task is assigned primarily to
research staff; that is, clinical investigators (n=49, 88%) and
study nurses and assistants (n=7, 13%). Furthermore, many of
our survey respondents (n=22, 39%) stated that clinicians also
take over certain screening duties.

Timing
In total, 23 interviewees mentioned that they followed a regular,
cyclic, or daily recruitment procedure. In an ad-hoc manner, 4
interviewees screened newly moved patients to their ward, and
3 interviewees did not follow regular timing. The results of the
web-based survey is presented in Figure 1, which shows the
care-giving steps and the survey responses (as percentage values;
multiple choices allowed). A patient's suitability for a trial was
usually checked during admission, diagnosis, therapy choice,
or during the tumor board, and less frequently checked when
extracting or analyzing bio-materials, or upon discharge. A
number of survey participants stated that they screened patients
multiple times, either regularly (n=8, 14%) or without particular
timing (n=24, 43%). In total, 19 respondents (34%) stated to
screen a patient exactly once and 7 (13%) at every visit.
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Figure 1. Patients are screened for eligibility at several stages during their hospital stay. The participants could select multiple stages.

Locations and Sources
Patients are recruited from their affiliated (n=17) and other
departments (n=13), the emergency room (n=15), specific wards
(n=9), and through the tumor board (n=12). Patients are recruited
through external doctors (n=6) and partners (n=3),
advertisements and press (n=5), and referred via other hospitals
(n=2). Participants may be searched within (printed)
ward-specific lists or schedules (n=4), patient files and medical
reports (n=2 each). During the search, they first look at the

department or clinic of the patients (n=7) as well as their
diagnoses, procedures, laboratory samples and (existing)
consents (n=1 each). Then, detailed screening in accordance
with the eligibility criteria takes place. In the survey, our
respondents rated different sources regarding their suitability
for identifying potential participants from little useful (orange)
to very useful (cyan). Figure 2 illustrates that electronic patient
files, laboratory results, doctor’s letters, and pathological
findings are highly useful sources for finding participants.
Paper-based or free-text data are regarded as slightly less useful.

Figure 2. Our participants rated a predefined set of data sources regarding their usefulness for identifying potential participants.

Difficulties
Overall, our interviewees judged the patient recruitment process
as running very well (n=5), well (n=14), bad (n=5), or varying
(n=4); for example, depending on the ward and staff. Many
interviewees emphasized that sufficient direct communication
between employees is essential to the recruitment procedure
(n=18). They pointed out that staff-related problems such as
staff turnover or shortfalls in motivation, communication, or
support from external doctors (n=8) and logistic problems (n=6)
are the most prevalent issues in the recruitment process.
Furthermore, they mentioned that the data available in the
hospital information system (HIS) were insufficient for

screening (n=3) or that the eligibility criteria were too specific
or complex to search via systems and databases (n=3).

In total, 46% of our interviewees stated that the identification
of suitable patients hampers routine care. The screening
procedure, consisting of searching for patients to checking all
the eligibility criteria, was identified as the most time and
labor-intensive step in recruitment (n=16). Informing participant
candidates about the trial (n=10) and coordination tasks such
as further diagnostics and data retrieval, questionnaires, and
appointment management (n=9) were also considered
time-consuming.
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Infrastructure and Systems in Use
In total, 17 interviewees indicated that they already had systems
deployed to support the recruitment process, and 13 said that
they actually make use of them. Most of those systems were
not dedicated to the recruitment process but rather tools
developed for other duties and modified to fill the gap. To flag
and document the recruited patients, various tools were used:
Microsoft Office Tools (n=10), HIS and databases (n=12), SAP
(n=7), patient files (n=5), papers (n=5), trial documents (n=5),
and the tumor board (n=3). Four participants did not flag
recruited patients. Our interviewees emphasized that the systems
should provide a good overview (n=3), a good search and query
opportunity (n=3), a good overall power (speed, data protection,
and user and management function) (n=3). They complained
about low data quality and, in particular, that data are
insufficiently structured, outdated, and in need of further
processing (n=2), which is why the resulting IT tools were not
adequately functional.

Infrastructure Needs and Opportunities

Patient Data
Our interviewees mentioned a broad spectrum of patient data
that they would like to screen using IT support:

• Diagnoses (n=37): International Classification of
Diseases–coded diagnoses (n=20), disease-specific values
(n=7; eg, tumor values, heart values, scores, device data,
and electrocardiographs), concomitant diseases (n=7),
genetic information (n=2), and medical history (n=1)

• Demographic data (n=21): age (n=12), gender (n=6) and
ethnicity, marital status, and place of residence (n=1 each)

• Treatment data (n=17): medication (n=6), therapy (n=6),
Operation and Procedure Classification System–coded
procedures (n=2), the date of surgery (n=2), and clinical
findings (n=1)

• Laboratory data (n=12): blood count, heart failure markers,
and histology; further laboratory values were indicated but
not explicitly named

• Vital signs (n=8): patient's general condition (n=2), height
(n=2), weight, implants, organ function, and study
participation (n=1 each)

The survey results were overall in line with those of the
interviews. Our survey respondents selected the diagnosis as
the most important criteria, followed by laboratory data,
demographics, medications, and procedures (summarized to
treatment above). Vital signs also seemed useful, albeit with a
lower priority. Figure 3 shows the respondents' estimated
usefulness of the data rated on a 5-item scale.

Figure 3. Our participants rated a predefined set of data groups regarding their usefulness for patient identification.

Recruitment Suggestions
For recruitment suggestions, our interviewees wanted to be
notified by a system (n=26) or to check suggestions by
themselves (n=16). Three interviewees did not want to be
notified. Notifications by email (n=9), popups (n=4),
highlighting of the patient (n=3), SMS text messages or
telephone (n=1), or in any way (n=8) were mentioned. Many
interviewees desired a list of all patient suggestions, potentially
integrated into the HIS (n=15). The survey results underline
these desires: 83% of the respondents wanted a screening list

with recruitment proposals and 81% wanted to receive email
notifications.

Wishes and Requirements
Our interviewees expressed other wishes; that is, they requested
functional extensions and optimizations of existing clinical
applications (n=18), more sophisticated searches for eligible
patients (n=15), and an optimized tracking of included patients
(n=3). They especially desired improvements regarding
searching, usability, design, interoperability of research and
clinical systems (n=9 overall), popups for requesting input of
additional research data (n=6), and decision support (n=3).
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Opinions and Expectations
As part of the web-based survey, we were interested in our
participants' expectations concerning the capabilities of a PRS.
Figure 4 illustrates the participants' selection of predefined
multiple-choice answers in percentages, split in accordance with

the 5-item scale. In general, our participants would want to use
such a tool, and they assume that this type of system could be
capable of supporting complex recruitment processes. They also
expect that this tool would increase the number of recruited
patients as well as the documentation quality, while potentially
lowering errors.

Figure 4. Our participants' expectations of a patient recruitment system. EHR: electronic health record, IT: information technology.

Requirements for Patient Recruitment Systems
In the following section, we relate our findings to those reported
in the literature and discuss functional and technical
requirements toward future PRS.

Functional Requirements
We explicitly asked our interview participants to name their
expectations and requirements toward a PRS. Below, we
summarize the most relevant ones.

Overview of Patients
Almost all of our participants wanted an overview of potentially
eligible patients for their study. Namely, one should be able to
mark participants, make notes, and track the recruitment status.
In addition, one should be able to manually add or remove
patients from the recruitment list. Some participants specifically
requested that patient summaries be integrated into existing
systems.

Overview of Trials
Participants expressed that the PRS should include a module to
manage studies and inclusion criteria, and that a link to the
ClinicalTrials.gov study registry would also be useful. Many
participants would also like to see a registry of all ongoing
studies at the clinic. In some cases, cross-site recruitment support
with other hospitals was desired.

Notifications
Furthermore, our participants wanted to instantly be notified
when an eligible patient was found. Those notifications should

also be manageable by the user to fit individual preferences as
well as the workflow and roles [12,14].

Search
Additionally, our participants mentioned that a PRS absolutely
needs to offer sophisticated search options; for example, for
feasibility tests.

User Management and Interface
Our participants mentioned that the PRS must contain a
sophisticated rights concept to account for the various roles in
the study and at the clinical center, while the PRS must be easy
to use by means of a clear and fast user interface.

Learn from Workarounds
Our interviewees mentioned that certain programs—for instance,
Microsoft Office tools—are currently being used for patient
recruitment, although these were not designed for this purpose.
Future studies should therefore investigate how and for what
these programs are used, so as to extract further functional
requirements for the PRS.

Integration Into Workflows
Integrating PRS into clinical workflows can change various
staff tasks and roles. Currently, many processes are carried out
manually and are paper-based. For example, research staff might
sift through recruitment proposals instead of manually screening
all patient records as they do now. Physicians would no longer
have to search for patients during rounds. However, we still
assume that they would still be busy with other recruitment
tasks, such as further diagnostics or patient education. However,
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according to Good Clinical Practice, the final screening task
should always be performed by a physician. A PRS could only
make recruiting recommendations. Before a PRS is ready for
real-world use, further research should examine its usability,
effectiveness, and workflow integration or modification. Another
round of development may be required to adapt the PRS to the
new workflows and to ensure its acceptance and effectiveness.

Integration Into Technical Infrastructures
Schreiweis et al [16] suggest that a PRS needs to be integrated
with existing systems, especially to avoid additional
documentation burden on the staff. According to Campbell et
al [4], a lack of integration of systems is one of the reasons why
many studies do not achieve the required recruitment numbers.
We argue that a PRS must be integrated or at least connected
to the existing technical infrastructure to make data accessible
to the PRS in a timely manner. This would also have the
advantage of reusing central user and rights management and
would avoid further tool changes. Often, data required for
recruitment are distributed across multiple systems. Therefore,
a PRS must either be able to handle disparate data sources or
the facility establish and advance data integration protocol to
create a unified, hospital-wide research repository. Using data
from standardized research repositories (such as i2b2 or the
Observational Medical Outcomes Partnership Common Data
Model) has the major advantage that the PRS can be reused at
any site implementing such a repository.

Data Availability and Accessibility
Our participants identified various criteria and data types that
are needed to search and screen for eligible patients. They also
mentioned that sophisticated searches in digital documents and
data repositories are rarely possible. This inaccessibility may
have various reasons, including the following:

1. Data are not collected, meaning that the data needed to
compare a patient with trial criteria are not consistently
collected for every patient and thus not available at all,

2. Data are analog (paper-based) or a digital version is not
available and thus not accessible to the systems,

3. Data are unstructured, as in medical letters and thus not
easily processed and searched,

4. Data quality is insufficient; for example, incomplete data
or with documentation errors, and is thus not reliable,

5. Interoperability or rights are limited, meaning that data are
present but in an inaccessible system,

6. Users are not provided with the right tools; for example,
because there simply is no system that allows for a
sophisticated search or the system is too complex for the
users.

Each of these reasons points to specific criteria that are needed
for the success of future PRS: relevant data must be collected,
digitized, structured, quality-checked, and made available in a
system that respects data privacy regulations and that is not too
complex for the user. This is in line the findings of Trinczek et
al [18]. Doods et al [27] developed a comprehensive clinical
trial data inventory. They reviewed which data types were
available in 9 European hospitals. Their results clearly show
that hospitals are far from having complete data available for

PRS. Nevertheless, their generated data lists can serve as an
agenda for what data needs to be addressed and with what
priority.

Discussion

Principal Findings
Low recruitment is one of the major reasons why clinical trials
fail. Many studies indicate that patient recruitment systems can
increase recruitment effectiveness and efficiency. To ensure
that PRSs are successfully integrated in clinical environments
in the long term, an in-depth analysis of the system context and
requirements is needed [12,14,16]. Our study aims at identifying
many aspects needed for a successful PRS and confirms many
findings of related works, but also extends them in various ways.
Similar to Becker et al [28], we found that approximately half
of our participants do not use any software, and that most of
those who do adopt a system (eg, Microsoft Excel), adopt one
that is not intended for patient recruitment. Successful
recruitment highly depends on the staff, particularly their
motivation and knowledge [12,28,29] and interpersonal
communication. A PRS, which can identify and screen patients,
could change particular duties of staff members and possibly
affect their workflows and collaboration. A future PRS will also
need to be as flexible as the recruitment workflows, especially
regarding when and how it is used. Similar to the study of
Trinczek et al [18], our results show that a tremendous amount
of work is done manually and is paper-based. Our results also
confirm that highly specific searches in the clinical data
repositories are not possible or very limited. Instead, our
participants rely on various, often paper-based sources, such as
consultation schedules and medical reports, to find and screen
eligible patients. Doods et al [27] reported that only a fragment
of the data needed for clinical trial feasibility studies is readily
available and accessible in European hospitals. Furthermore,
we show which data our participants regard as most important
for patient recruitment as well as from which sources they get
those data. It should be noted, however, that according to Gulden
et al [30] not all data elements can be meaningfully queried by
IT systems; for example, pregnancy status or capacity to consent
is rarely documented.

We also demonstrated which concrete requirements a PRS needs
to fulfill to be successful. Overall, our results confirm and extend
the list of requirements reported by Schreiweis et al [16]. In
addition, we have discussed various functional and technical
requirements and provided concrete recommendations for the
design, development, and integration of future PRS. Prospective
users should be involved in the design and development process
to ensure that the system meets their needs and capabilities.
Sophisticated user studies should furthermore assess the quality
of the systems well as their effectiveness for patient recruitment.

Limitations and Methodological Implications
In total, there are 33 university hospitals in Germany. In this
study, we recruited 56 participants from 10 sites, which indicates
that our sample is not necessarily representative of the status
quo in Germany. We could neither include all hospitals nor
recruit participants from each ward, department, and clinic from
the hospitals involved in this study. Furthermore, the numbers
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of participants in the interviews and web-based questionnaires
were not evenly distributed across the sites. The web-based
survey was answered by approximately 2-3 persons per site.
Few sites were able to recruit additional participants, which
adds more weightage to the responses of those sites. Since
procedures can vary between wards as they vary between
hospitals, we do not consider this problematic. On the contrary,
to obtain highly representative findings, it was important to us
to recruit a large number of clinicians from as many different
specialties as possible. Further, we did not enforce the
semistructured interviews to be conducted in person, causing
some participants to opt for answering the questions in written
form. This resulted in short or missing responses in some cases.
We did not exclude those participants from our analysis as they
all presented valuable insights. As some of those insights were
only mentioned by a single participant, an exclusion of
incomplete responses would mean to a loss of valuable findings.
In a qualitative analysis, obtaining the same number of codes
for every participant and every question can generally not be
assured, which implies that even if all responses were complete,
they might not contain more findings. Thus, we were able to
obtain insights and requirements from a larger group of
participants and specialist areas.

Conclusions and Future Prospects
Problems in patient recruitment are common in clinical trials.
There are various ambitions to overcome this issue by means
of a patient recruitment system, which supports the identification
of potential participants. However, those attempts are not based
on a profound investigation of the status quo of recruitment,
the workflows and environment in which a PRS would have to
be embedded, which risks user acceptance and therefore the
success of such a system. We present detailed findings on the
recruitment workflows, tasks, and timing. Furthermore, we
report on the momentary IT support and discuss functional and
technical requirements for patient recruitment systems. We
showed that identifying eligible patients is still associated with
significant manual effort. To enable the use of a PRS, data from
disparate sources will need to be made available. Lastly, we
contribute and discuss concrete technical challenges for patient
recruitment systems, including requirements for features, data,
infrastructure, and workflow integration. Regarding the next
step, we suggest that our findings should be translated into
interface and interaction concepts, which may then serve as a
basis for development. We argue that users need to be involved
in both steps, concept design and system testing, to ensure the
success of the PRS.
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Abstract

Background: Nowadays, intelligent medicine is gaining widespread attention, and great progress has been made in Western
medicine with the help of artificial intelligence to assist in decision making. Compared with Western medicine, traditional Chinese
medicine (TCM) involves selecting the specific treatment method, prescription, and medication based on the dialectical results
of each patient’s symptoms. For this reason, the development of a TCM-assisted decision-making system has lagged. Treatment
based on syndrome differentiation is the core of TCM treatment; TCM doctors can dialectically classify diseases according to
patients’ symptoms and optimize treatment in time. Therefore, the essence of a TCM-assisted decision-making system is a TCM
intelligent, dialectical algorithm. Symptoms stored in electronic medical records are mostly associated with patients’ diseases;
however, symptoms of TCM are mostly subjectively identified. In general electronic medical records, there are many missing
values. TCM medical records, in which symptoms tend to cause high-dimensional sparse data, reduce algorithm accuracy.

Objective: This study aims to construct an algorithm model compatible for the multidimensional, highly sparse, and
multiclassification task of TCM syndrome differentiation, so that it can be effectively applied to the intelligent dialectic of different
diseases.

Methods: The relevant terms in electronic medical records were standardized with respect to symptoms and evidence-based
criteria of TCM. We structuralized case data based on the classification of different symptoms and physical signs according to
the 4 diagnostic examinations in TCM diagnosis. A novel cross-feature generation by convolution neural network model performed
evidence-based recommendations based on the input embedded, structured medical record data.

Results: The data set included 5273 real dysmenorrhea cases from the Sichuan TCM big data management platform and the
Chinese literature database, which were embedded into 60 fields after being structured and standardized. The training set and test
set were randomly constructed in a ratio of 3:1. For the classification of different syndrome types, compared with 6 traditional,
intelligent dialectical models and 3 click-through-rate models, the new model showed a good generalization ability and good
classification effect. The comprehensive accuracy rate reached 96.21%.

Conclusions: The main contribution of this study is the construction of a new intelligent dialectical model combining the
characteristics of TCM by treating intelligent dialectics as a high-dimensional sparse vector classification task. Owing to the
standardization of the input symptoms, all the common symptoms of TCM are covered, and the model can differentiate the
symptoms with a variety of missing values. Therefore, with the continuous improvement of disease data sets, this model has the
potential to be applied to the dialectical classification of different diseases in TCM.
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Introduction

According to the 2019 edition of LatestGlobal Medical Summary
released by the World Health Organization, TCM is evaluated
as complementary and alternative medicine that can effectively
prevent and treat a variety of diseases [1]. TCM has been tested
and refined through thousands of years of medical practice,
exerting extensive influence in East Asia and even in the world
[2]. In clinical practice, the effectiveness of TCM has been
significant for chronic diseases such as chronic obstructive
pulmonary disease [3] and diabetes [4] as well as for
gynecological conditions such as infertility [5] and
dysmenorrhea [6]. However, TCM, an empirical product, lacks
objective evaluation indicators. The treatment process of TCM
is more like a black box, which makes people doubt its
reliability, but TCM does manifest advantages in clinical
practice. Similarly, the result of neural network classification
is also a black box to obtain the practice of the process.
Therefore, an increasing number of Chinese researchers have
begun to apply a neural network to explore the treatment rules
of TCM to further prove its objective effectiveness [7-9].

Syndrome differentiation is an important classification task.
The treatment of diseases in TCM is subject to certain law:
principle-methods-formulas-medicinal. The principle refers to
the guidance of TCM theory. More specifically, under the
guidance of TCM theory, patients’ syndromes can be
differentiated according to their symptoms, preferred treatment
method is identified, an appropriate prescription is selected, and
medication is chosen. In addition, correlation of all 4
examinations is essential to TCM treatment. Overall, the
symptoms can be obtained from 4 diagnostic methods:
inspection, auscultation and olfaction, inquiry, and palpation.
From the point of view of machine learning, TCM dialectics
can be regarded as a complex model, whose input is the 4
diagnostic information aspects of the patient and output is the
syndrome type. With the advancement of machine learning
technology, researchers have devoted themselves to the
construction of this model. As traditional machine learning
methods, decision tree [10,11], K-nearest neighbor [12], Bayes
[13,14], and support vector machine (SVM) [15,16] have been
widely used in intelligent dialectical tasks. In existing reports,
these algorithms show satisfactory classification performance
under complete data sets. However, electronic medical record
data often have a significant amount of missing data. Missing
data in these 4 models is a difficult problem to solve. With the
rise of deep learning, neural networks have been gradually
applied to such tasks [17,18]. With the deepening of the model,
the amount of imbalanced data for different syndrome types is
becoming more and more prominent. Due to the existence of
rare syndrome types and unbalanced data sets of model diseases
in TCM dialectics, over-fitting problems may occur in deep
neural networks (DNNs). With the deepening of research, some
researchers have further improved the training of dialectical

models from the aspect of training data preprocessing to obtain
a better fitting degree. From the point of symptom preprocessing,
the 4 diagnosis information aspects were divided into multiple
dimensions according to different categories [19]. Starting from
the syndrome type, some researchers divide the syndrome type
into smaller syndrome type factors [20]. These optimization
methods solve the problem of data normalization to a certain
extent but require more data integrity. In short, although existing
models can distinguish their corresponding data sets well, they
have high requirements with respect to data. Sufficient and
complete patient information is required. In the real world, there
is bound to be many missing data in patient information
acquisition. Therefore, a model that is closer to the real world
and that can effectively distinguish high-dimensional sparse
data is needed.

The input dimension in the click-through-rate (CTR) task is
large and sparse. Factorization machines (FMs) [21,22] obtain
the relationship between 2 features by performing the inner
product of the weights of the 2 corresponding features and
automatically carrying out feature engineering. However, FMs
are limited to a second-order cross-product in feature selection,
hindering automatic selection of high-dimensional features. To
automatically extract higher-order feature combinations, deep
FMs classify each bit feature of the input into a field [23] based
on the original FM model and construct a DNN in parallel to
obtain high-order nonlinear features [24]. It can learn both
low-order and high-order features, but it can only learn
2-dimensional and 1 high-dimensional feature and its coverage
is not strong. With the advent of deep & cross network (DCN)
[25], multidimensional cross features can be learned at the same
time by using a cross network instead of FM. The DNN part of
deep FM and DCN pays more attention to the nonlinear
high-dimensional features generated by global data, ignoring
some local features. Feature generation by convolution neural
network (FGCNN) [26] uses a convolution neural network to
extract local features and combines the advantages of the
original multilayer perceptron (MLP) for global feature
extraction, which allows the high-dimensional features of the
model to contain more information. The success of the CTR
model in the binary classification of high-dimensional sparse
data inspired us to construct an improved dialectical
multiclassification model suitable for the high-dimensional
sparse symptom data of TCM.

Dysmenorrhea refers to severe pain in the lower abdomen before
or during menstruation, which greatly affects the work, study,
and life of women [27,28]. According to the presence or absence
of pathological pelvic diseases, dysmenorrhea can be divided
into primary dysmenorrhea and secondary dysmenorrhea [29].
At present, the main treatment of dysmenorrhea is nonsteroidal
anti-inflammatory drugs or oral contraceptives; however, these
medicines exert adverse effects on metabolism and the digestive
system [30]. TCM has proven to be associated with fewer
adverse effects and to have a more remarkable curative effect
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on dysmenorrhea [31,32]. It is considered a safe and reliable
alternative therapy for dysmenorrhea. In this paper,
dysmenorrhea data were divided into fields according to the
diagnosis module of TCM. A cross-FGCNN model was
constructed, in which linear cross features were obtained by
cross-layer and nonlinear high-dimensional features were
generated by FGCNN. The contributions of this paper are as
follows:

1) According to the thinking system of TCM diagnosis, a filed
segmentation suitable for TCM dialectics was constructed so
that the model can better fit different diseases.

2) Because of the large dimension and high sparsity of TCM
symptom data, we used cross-layer to obtain multidimensional
linear cross features and used FGCNN to obtain nonlinear
high-dimensional features, including local and global features.
As many features as possible were obtained from sparse data.

3) Training data and test data consisted of 4000 real
dysmenorrhea clinical cases from Sichuan TCM big data
management platform and 1273 dysmenorrhea cases from the
Chinese literature database, so diversity of medical record data
source was ensured. Two professional TCM doctors verified

the data according to the relevant standards of TCM to ensure
reliability of the data. To ensure the objectivity of this study, 6
traditional, intelligent dialectical models and 3 CTR models
were selected and compared with our model in terms of
accuracy, F1 score, confusion matrix, and log-loss.

The structure of the rest of this paper is as follows: in the second
section, we introduced our data acquisition, processing methods,
and overall model structure; in the third section, we showed the
experimental results; and in the last section, we put forward our
conclusions.

Methods

Overview
Figure 1 shows the intelligent syndrome differentiation block
diagram. Electronic medical records were first standardized.
Then, standardized data were structured according to the
classification of symptoms and physical signs in TCM
diagnostics. The first 2 steps were the data preparation module.
Finally, the prepared data were input to the intelligent dialectical
model for TCM dialectical classification.

Figure 1. Intelligent syndrome differentiation block diagram. TCM: traditional Chinese medicine.

Data Preparation
A total of 4000 high-quality electronic medical records of
dysmenorrhea were obtained from the Sichuan TCM big data
management platform and 1273 cases of dysmenorrhea were
obtained from the Chinese literature database. Any data related
to the study were retained, such as symptoms, syndromes, and
disease names. Before TCM doctors conduct syndrome
differentiation, they synthesize the characteristics of many
symptoms [28]. Therefore, in this study, professional TCM
practitioners standardized the syndrome type and symptom
dimension according to “GB/T20348-2006 TCM basic theory

terminology” and “GB/T16751.2-1997 TCM Clinical diagnosis
and treatment terminology-Syndrome part” issued by the State
Administration of TCM. All symptoms related to the dialectics
of TCM were classified according to the Diagnostics of TCM.
For example, “white tongue coating” and “yellow tongue
coating” were classified into inspection of tongue coating color.
Later, the label encoder was carried out according to different
symptom attributes. The overall division is shown in Table 1.
Each symptom or physical sign represented an input dimension,
so the overall input dimension was 60 dimensions. All symptoms
or physical signs could not occur at the same time, so there must
be a missing value and the missing value was −1.
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Table 1. Classification of symptoms.

ElementsDiagnosis

Inspection (30 symptoms and physical signs in total) • Expression
• Complexion
• Physique
• Posture
• Head
• Face
• Nose
• Eye
• Ear
• Mouth
• Tooth
• Neck
• Chest
• Abdomen
• Lumbar
• Exterior genitalia
• Anus
• Skin
• Phlegm
• Saliva
• Vomitus
• Excrement
• Urinating
• Index fingers’ superficial venules
• Tongue nature
• Tongue shape
• Tongue color
• Tongue coating nature
• Tongue coating color
• Hypoglossal vessels

Listening and smelling (6 symptoms and physical signs in total) • Voice
• Breathing sound
• Snoring
• Coughing sound
• Belching
• Tone

Inquiry (22 symptoms and physical signs in total) • Cold and heat
• Sweating
• Pain site
• Nature of pain
• Head discomfort
• Physical discomfort
• Limb discomfort
• Ear discomfort
• Eye discomfort
• Sleep
• Diet
• Thirst
• Abnormal defecation
• Abnormal urine
• Menstrual period
• Menstrual color
• Menstrual volume
• Menstrual nature
• Emotion
• Family history
• Vaccination history
• Physiological abnormality

Pulse feeling and palpation (2 symptoms and physical signs in total) • Pulse condition
• Pressing feeling
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According to our dysmenorrhea data, the main syndrome types
could be summarized into 9 types: liver-kidney depletion, pattern
of congealing cold with blood stasis, cold-dampness stagnation,
liver constraint and dampness-heat, deficiency of qi and blood,
qi stagnation and blood stasis, kidney deficiency and blood
stasis, dampness-heat stasis obstruction, and yang deficiency
and internal cold. Therefore, the output of our classification
model only focused on these 9 syndrome types. The proportion

of the 9 syndrome types is shown in Table 2, which shows that
our data were unevenly distributed.

Through standardization and structured operations, electronic
medical data could be transformed into structured data. These
data were used as input to the intelligent dialectical model.
Figure 2 shows the preprocessing results of a real electronic
medical record.

Table 2. Proportion of syndrome types (N=5273).

Total, n (%)Syndrome type

514 (9.7)Liver-kidney depletion

720 (13.6)Pattern of congealing cold with stasis

568 (10.7)Cold-dampness stagnation

522 (9.8)Liver constraint and dampness-heat

575 (10.9)Deficiency of qi and blood

751 (14.2)Qi stagnation and blood stasis

543 (10.2)Kidney deficiency and blood stasis

544 (10.3)Dampness-heat stasis obstruction

536 (10.1)Yang deficiency and internal cold

Figure 2. An example of electronic medical record preprocessing. EMR: electronic medical record.

Intelligent Syndrome Differentiation Model:
Cross-FGCNN
First, this section illustrates an overview of cross-FGCNN,
which can automatically learn the feature interaction of
high-dimensional and sparse symptom data to complete the
intelligent dialectical task. Next, we describe in detail how to
extract high-order combination features of low-dimensional
representation from high-dimensional sparse vectors. Finally,
data are classified.

Overall Structure of the Model
The whole model could be divided into 4 modules: data
embedding module, cross linear feature extraction module,

nonlinear feature extraction module, and classification module.
The model read the symptom data found by label encoder and
conducted a one-hot encoder according to each field. Then the
embedding layer was used to map the high-dimensional sparse
data to the low-dimensional dense features. The embedding
data were used as shared input for the 2 parallel modules: the
linear feature extraction module and the nonlinear feature
extraction module. After the corresponding features were
generated by the 2 modules, the 2 features were combined and
input into the classification module, and finally the result
syndrome type was obtained. The overall structure of the model
is shown in Figure 3.
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Figure 3. Model structure. DNN: deep neural network; FGCNN: feature generation by convolution neural network.

Data Embedding Module
The data embedding module of the model consisted of many
structures as shown in Figure 4. According to the symptom and
physical signs classification in TCM diagnostics, the obtained
symptoms were mapped to different fields and one-hot coding
was carried out. Embedding in the vector through dense
embedding aimed to reduce the dimension of the embedding

vector mapped from the field to the input model and ensured
the density of the vector. For example, the physical sign, white
tongue coating, was obtained from electronic cases and mapped
to coating color field for encoding. The dimension of each field
could be reduced to the specified dimension by the embedding
operation, and the dimension of each field in the embedding
layer was the same.
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Figure 4. Coating color field of data embedding module.

High-Order Linear Cross Feature Extraction Based on
Cross Network
As shown in Figure 5, we used cross network to extract linear
cross features in the model. As the number of layers increases,
more cross features can be obtained. The output xl+1 or the layer
l was obtained (1) from the original input data x0 and the output
xl from the previous layer. f(xl,wl,bl) was represented by (2),
where bl represents bias, wl represents weight, x0 represents the
initial input vector, and xl represents the output vector of the
upper layer. The advantage of (2) is that the input and output

dimensions of each layer are the same while retaining the initial
characteristics in each layer operation. Finally, the cross-feature
vector C was obtained. Higher-order linear mixed features were
obtained through the initial input vector and the previous output
vector cross. The output of the previous layer was added after
feature crossing, which is similar to residual and could
effectively prevent gradient dissipation. As the number of layers
of cross network increased, the degree of feature crossover in
different fields increased.

xl+1 = f(xl,wl,bl)+xl (1)

(2)

Figure 5. Cross network.
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Multiorder Nonlinear Cross Feature Extraction Based
on FGCNN Module
Due to the small number of parameters in the cross network,
the ability of the model was limited. To capture high-order
nonlinear crossover features, we introduced a deep network in
parallel, as shown in Figure 6. It is difficult for the traditional
neural network to learn local patterns; however, a convolution
neural network can quickly obtain local patterns through
convolution operation and combine it to generate a new model.
Unlike text or image classification models, intelligent dialectical
models have a local correlation in the input data. Therefore,
after the convolution neural network output the cross features
of the local patterns, it was input into an MLP model to obtain
some global cross information. In the convolution layer, we
entered the matrix E obtained by the embedded layer, which is
an nf*k*1 matrix, where nf is the number of field and k is the
embedding size. Then, it was convoluted with a convolution
kernel with the size of h*1*m1, and the corresponding
convolution value was obtained by using tanh as the activation
function. Because of the property of convolution, the
convolution kernel using h*1 can obtain the cross features of
adjacent h rows and output the feature graph of the specified
number of channels. In terms of the first convolution, the
number of channels in the convolution kernel was m1, the size
of the output convolution matrix of the first convolution C1 was
nf*k*m1. After obtaining the convolution matrix, the first pooled

matrix S1 was obtained through the maximum pooling layer
p*1. After it was pooled, the matrix size was as follows:

The pooled matrix S1 was passed down as the input of the next
convolution layer and then recombined. Recombination was a
fully connected operation shown as (3) and (4), using tanh as
the activation function, Bi as the ith recombination bias matrix,
Wi as the ith recombination weight matrix, and the first resulting
high-order nonlinear feature size was as follows:

After this, repeat n-1 times convolution, pooling, and
recombination, the entire convolution operation generated n
reconstruction matrices, R= {R1, R2, …., Rn}. To better integrate
with the features of cross network output, R was converted into
a new matrix according to the second dimension concat
according to the traditional concept of convolution network,
and then the reconstruction matrix flatten was passed into an
MLP. Finally, a nonlinear high-dimensional feature vector F
with local and global cross features was obtained.

Ri = tanh(SiWi+Bi) (3)
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Figure 6. Improved feature generation by convolution neural network.

Classification Module
We combined the linear and nonlinear vectors constructed
automatically by FGCNN and cross network to get the vector
I1=(C,F), which is used as the input vector of the MLP. The
input of the ith hidden layer was Oi, and its calculation is shown

in (5), where Wi represents the weight matrix of the ith hidden

layer and Bi represents the bias matrix of the ith hidden layer.

Oi =relu(IiW
i+Bi) (5)

Since there was a multiclassification problem, we made a final
decision after the last hidden layer (nh):

Finally, in the whole cross-FGCNN model, we chose
cross-entropy as the loss function of the whole model.

Where N was the total number of input data sets, Y was the real
value, ŷ was the predicted value.

Experiment

Experimental Operation
We used the cross-FGCNN and dysmenorrhea data mentioned
earlier for the experiment. For training data, 75% of data were
randomly selected and for test data, 25% of data were selected.
A 60-dimensional label encoder vector was input, and 6-layer
cross network was selected. In FGCNN, a convolution kernel
with a depth of 14, 16, and 18 and a width of 4 was selected for
a 3-layer convolution operation, and the depth of the MLP was

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e29290 | p.275https://medinform.jmir.org/2022/4/e29290
(page number not for citation purposes)

Huang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


3 layers. A 3-layer neural network was selected in the
classification module, and the number of neurons was 1024,
512, and 128. To maintain the robustness and optimization
efficiency of the algorithm, we chose a dropout ratio of 0.2, set
the learning rate to 0.001, and performed 1000 iterations.

Comparison With Other Models
A total of 6 traditional intelligent dialectical models were
chosen: Bayesian classifier, multilabel K nearest neighbor
(ML-KNN) classifier, 10-layer artificial neural network (ANN),
decision tree, spectral clustering, and support vector machine.
At the same time, to show the superiority of our algorithm for
sparse symptom classification, 3 traditional CTR models DNN,
FGCNN, and DCN were used in intelligent syndrome
differentiation.

Results

The Experimental Results of Cross-FGCNN
Firstly, we calculated the model’s accuracy, which can directly
express the reliability of the model.

P represents the correct amount predicted by the model, and
total represents the total number of input data from the model.
The accuracy of cross-FGCNN was 96.21%. In Table 2, the
amount of data between the classes of the entire data set was
unbalanced, so we introduced F1 score and the confusion matrix
[29].

P and R stand for precision and recall, respectively. The F1
score of cross-FGCNN was 0.9621, indicating that
cross-FGCNN could be good at intelligent dialectics of TCM.
Figure 7 shows the scatter diagram of the model accuracy
changing with iteration times. After about 200 iterations, the
accuracy of the model remained around 96%. Figure 8 shows
cross-FGCNN’s classification confusion matrix, where the
model divided all classes into the correct classes as much as
possible. In short, cross-FGCNN showed great strength in
intelligent dialectical tasks.

Figure 7. Cross-FGCNN accuracy-iteration times scatter diagram. FGCNN: feature generation by convolution neural network.
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Figure 8. Cross-FGCNN confusion matrix. FGCNN: feature generation by convolution neural network; LKD: liver-kidney depletion; PCCBS: pattern
of congealing cold with stasis; CDS: cold and dampness stagnation; LCD: liver constraint and dampness-heat; DQB: deficiency qi and blood; QBS: qi
stagnation and blood stasis; KDBS: kidney deficiency and blood stasis; SDH: stagnation dampness-heat; YDIC: yang deficiency and internal cold.

Comparison Between Models
Table 3 shows the comparison between the cross-FGCNN model
and other models with respect to accuracy and F1 score.
Although 10-layer ANN [15] had a good classification effect,
it still differed from the cross-FGCNN by 5% in accuracy. At
the same time, the CTR model also displayed some potential
in the intelligent dialectical task, where the accuracy of the
FGCNN can even surpass the traditional intelligent, but there
was still a gap compared with our model. To show how each
model fits unbalanced classes, we introduced log-loss and
receiver operating characteristic (ROC) curves.

The equation represents the calculation of log-loss: n
corresponds to the number of our samples or the number of
inputted instances, i corresponds to a certain sample or instance,
m represents the possible number of categories of our samples,
j represents a certain category, and yij denotes that for a sample
i, it belongs to the label of classification j. Therefore, the smaller
the log-loss, the better the fitting effect of the reaction model,
and cross-FGCNN still performed well in this respect. Compared
with other models, cross-FGCNN manifested great potential

for intelligent dialectics, which is a high-dimensional sparse
vector multiclassification task.

The abscissa of the ROC curve was a false positive rate, and
the ordinate was a true positive rate. The ROC curve remained
constant as the distribution of positive and negative samples in
the test set changed. For TCM syndrome differentiation, some
syndrome types were rare. Therefore, it is necessary to evaluate
the intelligent dialectical model by ROC. Intuitively, the closer
the ROC curve was to the upper left corner, the better the model
classification effect was. Figure 9 and Figure 10 show the ROC
curve of a new model and the traditional CTR model and the
traditional intelligent dialectical model, respectively. Figure
9A-Figure 9F respectively depicts the ROC curve of decision
tree, 10-layer ANN, ML-KNN, hypergraph clustering, Bayesian,
and SVM, and Figure 10A-Figure 10D respectively displays
the ROC curve of cross-FGCNN, deep & cross network,
FGCNN, and DNN. It is clear that cross-FGCNN outperformed
the other models in the classification of different syndrome
types. Secondly, the area under the ROC curve can also be used
as one of the indicators of the model classification effect. By
comparing the area under the macroaverage ROC curve, the
new intelligent dialectical model still showed great strength.
For the classification comparison of single syndrome type, it is
obvious that cross-FGCNN outperformed the other models in
syndrome differentiation.
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Table 3. Result indicators of each model.

Log-lossF1 scoreAccuracyModel

0.83560.96210.9621Cross-FGCNNa

6.45330.74390.7448Decision tree

1.90710.91150.912110-layer ANNb

2.72110.90760.9075ML-KNNc

3.84360.88140.8816Hypergraph clustering

4.55550.78150.7816Bayesian

3.22890.89890.8992SVMd

3.16020.79970.7992Deep & cross network

1.28200.93900.9390FGCNN

3.94390.68040.7220DNNe

aFGCNN: feature generation by convolution neural network.
bANN: artificial neural network.
cML-KNN: multilabel K nearest neighbor.
dSVM: support vector machine.
eDNN: deep neural network.

Figure 9. ROC Curves of CTR models. ROC: receiver operating characteristic; CTR: click-through-rate; FGCNN: feature generation by convolution
neural network; deep neural network; LKD: liver-kidney depletion; PCCBS: pattern of congealing cold with stasis; CDS: cold and dampness stagnation;
LCD: liver constraint and dampness-heat; DQB: deficiency qi and blood; QBS: qi stagnation and blood stasis; KDBS: kidney deficiency and blood
stasis; SDH: stagnation dampness-heat; YDIC: yang deficiency and internal cold.
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Figure 10. ROC curves of traditional intelligence dialectical models. ROC: receiver operating characteristic; ANN: artificial neural network; SVM:
support vector machine; LKD: liver-kidney depletion; PCCBS: pattern of congealing cold with stasis; CDS: cold and dampness stagnation; LCD: liver
constraint and dampness-heat; DQB: deficiency qi and blood; QBS: qi stagnation and blood stasis; KDBS: kidney deficiency and blood stasis; SDH:
stagnation dampness-heat; YDIC: yang deficiency and internal cold; ML-KNN: multilabel K nearest neighbor.

Discussion

TCM intelligent dialectic can be regarded as a classification
model of a high-dimensional sparse vector. Based on this, we
improved the new intelligent dialectical model with the CTR
model. Different from other related studies, this study classified
different symptoms into 60 fields under the guidance of TCM

diagnostics. According to this method, the expected symptom
information of the 4 diagnostic methods can correspond to
different fields, achieve dimensionality reduction, and
standardize symptom information. This method displayed strong
portability because all fields were defined following the standard
of TCM, and another data set could be made to construct a new
system of syndrome differentiation and treatment. Furthermore,
as proof, 5273 cases of dysmenorrhea were used to train
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cross-FGCNN in this study. In the model, cross network was
used to construct new linear crossover vectors automatically,
and FGCNN was used to construct new nonlinear crossover
features. Two new features were combined for classification
and compared with the other 9 types of models. Cross-FGCNN
showed great potential in intelligent dialectics, a
high-dimensional sparse vector multiclassification task.
Nonetheless, advancements are still needed to achieve the
overall optimization of the model and intelligent data
acquisition.

1) The size of the data set has a great impact on the accuracy
of the model, so data on dysmenorrhea and other diseases are
still continuously collected to verify and improve the model.

2) The quality of data is also an essential factor affecting the
model. Next, we not only continue to include new data but

should also strictly check acquisition of new data and invite
more professional practitioners of TCM to clean the data.

3) Intelligent medical treatment is the whole process of
intelligence from data collection to patient prescription.
Although we performed intelligent dialectics, it is still difficult
to guarantee the reliability of data collection. There are still
subjective judgments of TCM doctors in tongue diagnosis and
other diagnoses, so we have begun to build an intelligent
inspection model.

4) In the future, our team will construct an objective, TCM
intelligent 4-diagnosis system, which integrates objective
observation of TCM, intelligent listening of cough sound, remote
intelligent consultation, intelligent acupoint detection of flexible
portable equipment, and intelligent dialectics.
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Abstract

Background: As a major health hazard, the incidence of coronary heart disease has been increasing year by year. Although
coronary revascularization, mainly percutaneous coronary intervention, has played an important role in the treatment of coronary
heart disease, major adverse cardiovascular events (MACE) such as recurrent or persistent angina pectoris after coronary
revascularization remain a very difficult problem in clinical practice.

Objective: Given the high probability of MACE after coronary revascularization, the aim of this study was to develop and
validate a predictive model for MACE occurrence within 6 months based on machine learning algorithms.

Methods: A retrospective study was performed including 1004 patients who had undergone coronary revascularization at The
People’s Hospital of Liaoning Province and Affiliated Hospital of Liaoning University of Traditional Chinese Medicine from
June 2019 to December 2020. According to the characteristics of available data, an oversampling strategy was adopted for initial
preprocessing. We then employed six machine learning algorithms, including decision tree, random forest, logistic regression,
naïve Bayes, support vector machine, and extreme gradient boosting (XGBoost), to develop prediction models for MACE
depending on clinical information and 6-month follow-up information. Among all samples, 70% were randomly selected for
training and the remaining 30% were used for model validation. Model performance was assessed based on accuracy, precision,
recall, F1-score, confusion matrix, area under the receiver operating characteristic (ROC) curve (AUC), and visualization of the
ROC curve.

Results: Univariate analysis showed that 21 patient characteristic variables were statistically significant (P<.05) between the
groups without and with MACE. Coupled with these significant factors, among the six machine learning algorithms, XGBoost
stood out with an accuracy of 0.7788, precision of 0.8058, recall of 0.7345, F1-score of 0.7685, and AUC of 0.8599. Further
exploration of the models to identify factors affecting the occurrence of MACE revealed that use of anticoagulant drugs and
course of the disease consistently ranked in the top two predictive factors in three developed models.

Conclusions: The machine learning risk models constructed in this study can achieve acceptable performance of MACE
prediction, with XGBoost performing the best, providing a valuable reference for pointed intervention and clinical decision-making
in MACE prevention.

JMIR Med Inform 2022 | vol. 10 | iss. 4 |e33395 | p.283https://medinform.jmir.org/2022/4/e33395
(page number not for citation purposes)

Wang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:xfzhu@nju.edu.cn
http://www.w3.org/Style/XSL
http://www.renderx.com/


(JMIR Med Inform 2022;10(4):e33395)   doi:10.2196/33395

KEYWORDS

major adverse cardiovascular events; risk prediction; machine learning; oversampling; data imbalance

Introduction

The treatment of coronary heart disease has experienced major
advances with respect to thrombolysis [1], percutaneous
coronary intervention (PCI) [2], coronary artery bypass grafting
(CABG) [3], and other modalities, which have significantly
reduced the disability and mortality rate of coronary heart
disease with increased efficacy and safety. Despite the mature
use of coronary revascularization, the possible concomitant
postoperative complications, including stent restenosis, stent
thrombosis, coronary microvascular dysfunction, myocardium
ischemic/reperfusion injury, depression/anxiety before and after
surgery, and procedure-related vascular complications, have
led to a high rate of major adverse cardiovascular events
(MACE), with an incidence of approximately 15% to 25%,
mainly occurring within 6 months or 12-18 months after the
operation [4,5]. The occurrence of MACE is a serious issue that
markedly affects the prognosis of patients; thus, developing
methods to reduce or even avoid MACE has been a
long-standing and imperative clinical challenge. Faced with
these needs, a reliable risk prediction model of MACE after
coronary revascularization can effectively predict the severity
of disease to help clinicians and patients in the shared
decision-making process of treatment and rehabilitation plans,
which is of practical significance to take early measures so that
interventions can be delivered early to reduce the probability
of adverse events.

In recent years, there has been an explosion of studies on MACE
risk assessment, which can be divided into rule-based expert
systems, statistical-based analysis techniques, and machine
learning (ML)-based prediction models [6]. As a representative
expert system, the assistive diagnostic system MYCIN,
developed by Shortliffe et al [7], uses predicate logic and
first-order logic to imitate the reasoning process of an expert to
identify bacterial infections and provide available treatment
options. However, this medical expert system requires a manual
summarization of a large number of expert rules, which leads
to high maintenance costs and poor expansibility. In response
to these problems, statistical analysis has been incorporated into
medical data processing to aid clinical decision-making by
exploring the relationship between target and explanatory
variables [8,9]. With the continuous development of data mining,
ML algorithms [10] have been gradually applied in the field of
clinical medical research [11,12] by virtue of the powerful data
processing and knowledge representation capabilities, achieving
better predictive performance by deeply mining the inherent
laws of data to obtain insight into the tendency of future
development. Disease identification and prediction are often
regarded by ML as a classification problem with clinical
manifestations as feature variables and the corresponding
diagnostic results as targeted labels. For example, Zhu et al [13]
constructed a model for predicting the risk of central lymph
node metastasis utilizing available preoperative characteristics

and intraoperative frozen section information. Patel et al [14]
developed a fast and efficient detection technique for heart
disease based on 303 records with 76 attributes. Duan et al [15]
proposed a novel approach of MACE prediction for patients
with acute coronary syndrome using not only static patient
features but also dynamic treatment information during their
hospitalization, which appeared to boost the performance and
readily meet the clinical prediction demand.

These studies have indicated that ML has better predictive
performance over conventional statistical approaches. Hence,
it might be a better choice to develop a predictive model by
capitalizing on the strong generalization and robustness of ML
methods. However, in clinical reality, a nonnegligible problem
is that the distribution of data is often imbalanced and can even
be severely imbalanced in some cases [16]; that is, the number
of samples with MACE occurrence is significantly smaller than
that without MACE occurrence. In such a case, poor risk models
may be obtained because the decision boundary is likely biased
in response to the unbalanced data [17].

Data imbalance is a common clinical occurrence [18]. For
example, in early cancer screening, the general population is
much larger than the population of cancer patients [19]. In the
identification of frailty in the elderly, the number of subjects
from the negative sample far exceeds that of the positive sample
[20]. Similarly, in considering risk prediction of MACE
occurrence after coronary revascularization, there are relatively
fewer patients with MACE occurrence than without. The
challenge with using imbalanced data sets is that most ML
techniques, which aim for overall classification accuracy, will
ignore the minority class in model training, making the minority
perform poorly [21]. In such a case, although high overall
accuracy can be achieved, the recognition rate of the minority
class is extremely low, which is usually more important. Sample
reconstruction is a commonly used intervention for imbalanced
classification to balance the positive and negative classes, mainly
including undersampling and oversampling [22]. Undersampling
aims to balance uneven data sets by removing data from the
majority class and keeping all of the data in the minority class.
Although it is a common and important approach, undersampling
can somewhat affect the model performance as some potentially
important information can be lost. Conversely, oversampling
extends the size of the minority class by duplicating or
synthesizing. This approach is appropriate when the original
sample set does not contain sufficient information. The most
frequently employed oversampling approach is the synthetic
minority oversampling technique (SMOTE) [23], which has
been successfully applied in imbalanced learning in various
fields [24,25], including clinical research [26,27]. For example,
Ishaq et al [27] proved that their model achieved the best
performance on a data set that was balanced with the SMOTE
technique in the prediction of survival for patients with heart
disease. In addition to direct employment of the original SMOTE
technique, some improved versions have been developed to
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synthesize higher-quality samples [28,29]. For example, Prusty
et al [28] proposed the weighted-SMOTE approach, in which
oversampling of each minority data sample is carried out based
on an assigned weight.

Accordingly, to achieve risk prediction of MACE after coronary
revascularization, the aim of this study was to establish
prediction models using ML algorithms based on sufficient data
processing. First, the SMOTE technique was adopted to balance
the initial imbalanced data set. For model construction, six
algorithms were respectively employed to build six predictive
models, and then the optimal model was determined according
to systematic comparison and evaluation. The models were then
further explored to identify factors affecting the occurrence of
MACE. This study can therefore provide a valuable reference
for pointed intervention and clinical decision-making in MACE
prevention.

Methods

Study Participants
We retrospectively collected the medical records of patients
who underwent coronary revascularization at The People’s
Hospital of Liaoning Province and Affiliated Hospital of
Liaoning University of Traditional Chinese Medicine from June
2019 to December 2020, including clinical information and
follow-up information within 6 months of surgery.

Inclusion and Exclusion Criteria
The general inclusion criteria were as follows: (1) age ≥18 years
and ≤85 years; (2) patients with previous coronary
revascularization (including CABG and/or PCI).

Exclusion criteria were as follows: (1) patients with incomplete
medical records and unable to provide original surgical
information; (2) patients who had not undergone coronary
revascularization or for whom the surgery failed; (3) patients
who required mechanical assistive therapy with an intraaortic
balloon pump (IABP) after successful coronary revascularization
treatment, since these patients are critically ill, requiring IABP
treatment to maintain vital signs and do not have indications
for discharge or follow-up; (4) combined with other heart
diseases such as malignant arrhythmia, cardiac insufficiency
before and after surgery (ie, patients with New York Heart
Association class IV or Killip class IV), or severe
cardiopulmonary insufficiency, as these patients are in a severe
condition and have underlying diseases resulting in a poor
prognosis or even surgical intervention, leading to lack of
follow-up or are already at the endpoint before enrollment; and
(5) patients with neuropathy or those who may not be able to
participate in the study due to literacy, language, or other
communication barriers.

Data Exploration
Before data modeling, data analysis and preprocessing are
indispensable [30]. We used the occurrence of MACE within
6 months after coronary revascularization as the study endpoint.
For this study, MACE was defined to involve all-cause deaths,
nonfatal myocardial infarction, recurrent angina, repeat
revascularization, stroke, and readmission within 6 months after

coronary revascularization. The total number of characteristic
variables in the raw data set was 49, which mainly involved
five aspects: subject characteristics, medical history, drug
prescriptions, clinical events, and clinical psychiatric
evaluations. Initially, removing the records with null clinical
endpoints and those with more than 80% missing features, we
obtained a data set containing 1004 records, including 753
without MACE and 251 with MACE. Subsequently, eight
unimportant characteristic variables with high missing rates
(over 60%) were deleted through communication with clinical
experts, and the missing values of the remaining 41
characteristic variables, if any, were filled in. The specific
data-filling approach was as follows. First, we logged into the
Data Management Center of Jiangsu Famous Medical
Technology Co Ltd, the cloud storage platform for the data, to
search for missing values, because there may have been a system
failure during the data export process. If not available, we would
continue to search for paper copies of the original information
and records. If these were not found, data-filling methods were
employed [31] using the expectation-maximization algorithms
for continuous variables and the mode for filling in missing data
of discrete variables.

The preliminary exploratory analysis revealed that the original
data set had a category imbalance problem; that is, the ratio of
the number of samples with and without MACE was
approximately 1:3, which would affect the performance of the
final risk prediction model to a certain extent. Therefore, we
determined that the original data set should first be processed
by equalization. Currently, the main strategies to solve the
imbalanced classification problem include oversampling and
undersampling [32], among which the former, represented by
SMOTE [23,33], is widely believed to be an effective strategy
for resolving class imbalance. Therefore, we adopted SMOTE
for sample reconstruction in this study.

SMOTE Technique
SMOTE is a novel oversampling technique proposed by Chawla
et al [23], which has become an effective preprocessing
technique for uneven data sets. In contrast to many traditional
oversampling methods, SMOTE does not simply duplicate the
samples but rather increases the number in the minority class
by creating new synthetic samples. This reduces the likelihood
of overfitting and improves the generalization performance of
the classifier on the test set. The algorithm flow is as follows
[23]:

(1) For each sample x in the minority class, calculate the
Euclidean distance between x and all samples in the minority
class and obtain its k-nearest neighbors.

(2) Select several samples from the k-nearest neighbors of x at
random.

(3) For each randomly selected neighbor xn, a new sample is
synthesized according to the formula:

xnew= x+rand(0,1)×(xn–x)

Depending on the sampling rate, we set the execution time and
repeated the above process. Finally, we obtained the final
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minority class by combining the synthetic samples with the
original samples.

Research Technique
All data were statistically analyzed with SPSS 26.0 software.
The enumeration data are expressed as count (percentage),

processed with a χ2 test, whereas the measurement data are
presented as means (SD) and analyzed by t tests. A P value less
than .05 was accepted to indicate statistical significance.

ML algorithms are characterized by better performance
compared with traditional statistical methods in risk prediction,
which were selected for modeling in MACE prediction in this
study. We randomly separated the entire data set into a training
set and validation set with an approximate ratio of 7:3, in which
the training set was used to construct the prediction model and
the validation set was used to verify and evaluate the model
performance. Six ML algorithms were employed to construct
risk prediction models: decision tree (DT), random forest (RF),
logistic regression (LR), naïve Bayes (NB), support vector
machine (SVM), and extreme gradient boosting (XGBoost).
Among them, RF and XGBoost are ensemble ML classifiers
and the others are single classifiers. Throughout the experiment,
we implemented modeling and evaluation using Python 3.8
with open-source Python libraries. During the training process,
the optimal parameters were determined by 10-fold

cross-validation to prevent overfitting, and then we obtained
the final ML-based risk models of MACE prediction.

Evaluation Metrics
The performance of ML models is often assessed with certain
evaluation metrics [34]. The blend of various evaluation metrics
is expected to facilitate analytical research [35]. In this study,
the indicators accuracy, precision, recall, F1-score, and area
under the receiver operating characteristic (ROC) curve (AUC)
were all employed for model evaluation. Values closer to 1 for
these metrics indicate better performance of the predictive
models. We also used the ROC curve as a common measure to
graphically visualize the discriminative power of models.

For classification tasks, the confusion matrix [34] is also a
critical index in model evaluation. The confusion matrix for
binary classification is shown in Table 1.

Based on the confusion matrix, the values of the other evaluation
metrics can be readily calculated, as follows:

Accuracy=(TP+TN)/(TP+FP+TN+FN)

Precision=TP/(TP+FP)

Recall=TP/(TP+FN)

F1-score=2×TP/(2×TP+FP+FN)=2×precision×recall
/(precision+recall)

Where TP is true positive, TN is true negative, FP is false
positive, and FN is false negative.

Table 1. The confusion matrix for binary classification.

Predicted as positivePredicted as negativeLabeled

False positiveTrue negativeNegative

True positiveFalse negativePositive

Ethics Approval
This study was approved by the Institutional Review Board of
The Affiliated Hospital of Liaoning University of Traditional
Chinese Medicine (2019034FS(KT)-016-02).

Results

Univariate Analysis
Based on expert experience, a total of 1004 samples with 41
characteristic variables were finally adopted for model
construction after data preprocessing, including 251 cases with
MACE and 753 cases without MACE. The detailed statistical
information of the feature variables and results of the univariate

analysis of MACE are shown in Table 2. Due to space
limitations, only the statistically significant characteristic
variables are presented, and the complete information of the 41
variables is provided in Multimedia Appendix 1. The results
revealed that 21 characteristics were significantly different
(P<.05) between the groups without and with MACE, namely
age, smoking, work, course of the disease, family history,
seasonal onset, previous myocardial infarction, dyslipidemia,
brain infarction, cardiac insufficiency, traditional Chinese
medicine (TCM) treatment, anticoagulant drugs, antiarrhythmic
drugs, diuretic, lansoprazole injection, bleeding events, left
atrial diameter (LAD), left ventricular ejection fraction (LVEF),
bypass surgery, Hamilton anxiety scale (HAMA), and Hamilton
depression scale (HAMD).
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Table 2. Significant variables in univariate analysis.

P valuedfStatisticbWith MACE (n=251)Without MACEa (n=753)Characteristics

<.0011002–4.18066.82 (11.10)63.47 (10.98)Age (years), mean (SD)

.0414.360Smoking, n (%)

124 (49.4)429 (57.0)No

127 (50.6)324 (43.0)Yes

.01316.213Type of work, n (%)

95 (37.8)353 (46.9)Physical work

156 (62.2)400 (53.1)Mental work

<.001387.17–4.9305.43 (5.81)3.41 (5.11)Course of disease (years since diagnosis), mean (SD)

.0414.387Family history, n (%)

220 (87.6)693 (92.0)No

31 (12.4)60 (8.0)Yes

<.001117.920Seasonal onset, n (%)

199 (79.3)675 (89.6)No obvious seasonality

52 (20.7)78 (10.4)Obvious seasonality

<.001180.775Previous myocardial infarction, n (%)

147 (58.6)643 (85.4)No

104 (41.4)110 (14.6)Yes

.0116.659Dyslipidemia, n (%)

240 (95.6)681 (90.4)No

11 (4.4)72 (9.6)Yes

<.001124.822Brain infarction, n (%)

192 (76.5)671 (89.1)No

59 (23.5)82 (10.9)Yes

.0116.249Cardiac insufficiency, n (%)

226 (90.0)712 (94.6)No

25 (10.0)41 (5.4)Yes

.0314.489TCM c treatment, n (%)

173 (68.9)570 (75.7)No

78 (31.1)183 (24.3)Yes

<.001147.408Anticoagulant drugs, n (%)

185 (73.7)367 (48.7)No

66 (26.3)386 (51.3)Yes

.0414.123Antiarrhythmic drugs, n (%)

243 (96.8)703 (93.4)No

8 (3.2)50 (6.6)Yes

.0116.055Diuretic, n (%)

195 (77.7)636 (84.5)No

56 (22.3)117 (15.5)Yes

<.001114.381Lansoprazole injection, n (%)

235 (93.6)634 (84.2)No

16 (6.4)119 (15.8)Yes
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P valuedfStatisticbWith MACE (n=251)Without MACEa (n=753)Characteristics

<.001112.446Bleeding events, n (%)

233 (92.8)735 (97.6)No

18 (7.2)18 (2.4)Yes

.0031002–2.98837.70 (5.54)36.59 (4.91)LADd (mm), mean (SD)

.04395.972.11351.31 (8.91)52.65 (8.08)LVEFe (%), mean (SD)

.00717.200Bypass surgery, n (%)

242 (96.4)745 (98.9)No

9 (3.6)8 (1.1)Yes

<.001392.12–4.8779.27 (5.87)7.23 (5.26)HAMDf, mean (SD)

<.0011002–5.97911.13 (6.83)8.23 (6.59)HAMAg, mean (SD)

aMACE: major adverse cardiovascular events.
bt statistics for continuous variable comparisons and χ2 statistics for categorical variables.
cTCM: traditional Chinese medicine.
dLAD: left atrial diameter.
eLVEF: left ventricular ejection fraction.
fHAMD: Hamilton depression scale.
gHAMA: Hamilton anxiety scale.

Oversampling
To cope with data imbalances in the original data sets, the
SMOTE algorithm was employed. The sample distribution

before and after oversampling is shown in Table 3. The ratio of
sample numbers with and without MACE occurrence was 1:1
after oversampling for both the training and validation set.

Table 3. Data distribution before and after oversampling.

Validation setTraining setOversampling

With MACEWithout MACEWith MACEWithout MACEa

75226176527Before

226226527527After

aMACE: major adverse cardiovascular events.

Modeling and Evaluation
Taking whether MACE occurred within 6 months as the label
and 21 statistically significant factors in the univariate analysis
as features, the MACE risk prediction models were constructed
by DT, RF, LR, NB, SVM, and XGBoost, respectively. As the
central aspect, model evaluation is quite essential. First, we
comprehensively compared ML algorithms before and after
oversampling to test the effectiveness of the SMOTE strategy,
with specific results presented Table 4. The performance of the
ML models based on the oversampled data set was significantly
better than that of models based on the original imbalanced
dataset, thus demonstrating the rationality of the oversampling
strategy. It is worth noting that although the accuracy before
oversampling was slightly higher than that obtained after
oversampling, other indicators such as precision, recall,
F1-score, and AUC were significantly lower than those obtained
after oversampling, especially precision, recall, and F1-score.
The reason for the high accuracy before oversampling is that
this comes at the expense of the accuracy of minority samples
to improve the overall accuracy, which is of little significance

for the imbalanced classification problem [36], whereas the
evaluation indicators such as precision, recall, F1-score, and
AUC should be more relevant than the overall accuracy on
imbalanced issues.

The ROC curves for the six ML algorithms based on balanced
data sets are detailed in Figure 1. Combined with the results of
Table 4, it is clear that XGBoost and RF had better performance
with respect to accuracy, precision, F1-score, and AUC, with
XGBoost having the best effect. This is likely because both
XGBoost and RF belong to ensemble learning methods, with
the advantages of integrating the performance of multiple weak
classifiers. However, NB outperformed the other models in
terms of recall. From the definition, as detailed above, recall is
the proportion of correctly identified positive samples among
all positive samples, which indicates that NB is more sensitive
to positive samples than other models. However, as previously
explained, no single indicator exists that can comprehensively
evaluate a model’s performance. NB had the lowest values for
all metrics except for recall. Therefore, it is clear that XGBoost
achieved optimal performance in MACE prediction from an
overall perspective, with an accuracy of 0.7788, precision of
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0.8058, recall of 0.7345, F1-score of 0.7685, and AUC of
0.8599.

As another method to assess the effectiveness of classification,
the confusion matrices of all methods are illustrated in Figure
2. Specifically, 0 stands for the negative samples (ie, patients
without MACE occurrence) and 1 represents the positive
samples (ie, patients with MACE occurrence). It can be
intuitively seen that DT, RF, SVM, and XGBoost had higher
recognition rates for negative samples, with XGBoost
performing the best. The fact that XGBoost had only 100
misclassified samples, which was the lowest among all models,
further proving its superiority. In contrast, LR and NB had
higher identification rates for positive samples, with NB
accurately identifying 192 positive samples, confirming that
NB is more sensitive to the minority class. However, NB only
identified 127 negative samples, which was the lowest
recognition rate of negative samples among all models. In
addition, there were 133 misclassified samples with NB, which
was second only to DT. Combining these results with those
shown in Table 4, we can infer that NB is poor at identifying
negative samples despite its high recall, which suggests that the
classification boundary is biased toward the minority class (ie,
patients with MACE).

For a deeper exploration and interpretation of the constructed
models, the relative importance of feature variables in each
MACE-predicting model is shown in descending order in Figure
3. Since the SVM prediction model used in this study adopted
the radial basis function—a complex Gaussian kernel function
that makes the SVM model a black box—the direct influence
of each feature variable on the SVM model could not be
obtained. Similarly, the algorithm of NB used in this study was
Gaussian NB. Therefore, only the results of the other ML
prediction models are shown.

As shown in Figure 3, the overall trends of DT, RF, and
XGBoost demonstrated similar performance, although the
relative importance rankings of the three ML models were not
completely consistent. More specifically, anticoagulant drugs
and the course of disease consistently ranked in the top 2 for
all three prediction models. In contrast, the top 2 important
features of LR were previous myocardial infarction and HAMA.
The relative importance of high-ranking features of XGBoost,
the optimal model as a whole, was as follows (in descending
order): anticoagulant drugs, course of the disease, smoking,
lansoprazole injection, dyslipidemia, HAMA, diuretic, LAD,
seasonal onset, bleeding events, HAMD, LVEF, age,
antiarrhythmic drugs, TCM treatment, previous myocardial
infarction, brain infarction, work, and cardiac insufficiency.

Table 4. Comparisons of machine learning algorithms before and after oversampling.

AUCaF1-scoreRecallPrecisionAccuracyAlgorithms

Before oversampling

0.72960.39670.32000.52170.7575DTb

0.78880.29170.18670.66670.7741RFc

0.75340.35710.26670.54050.7608LRd

0.72240.46890.45330.48570.7442NBe

0.74310.16470.09330.70.7641SVMf

0.78730.46770.38670.59180.7807XGBoostg

After oversampling

0.77480.68540.64600.730.7035DT

0.84340.74310.71680.77140.7522RF

0.78410.75320.78320.72540.7434LR

0.74630.74210.84950.65980.7058NB

0.80750.74210.72570.75930.7478SVM

0.85990.76850.73450.80580.7788XGBoost

aAUC: area under the curve.
bDT: decision tree.
cRF: random forest.
dLR: logistic regression.
eNB: naïve Bayes.
fSVM: support vector machine.
gXGBoost: extreme gradient boosting.
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Figure 1. ROC curves of machine learning algorithms after oversampling. ROC: receiver operating characteristic; DT: decision tree; RF: random
forest; LR: logistic regression; NB: naïve Bayes; SVM: support vector machine; XGBoost: extreme gradient boosting; TPR: true positive rate; FPR:
false positive rate.

Figure 2. Confusion matrix of the risk prediction models with machine learning algorithms: (A) decision tree (DT), (B) random forest (RF), (C) logistic
regression (LR), (D) naïve Bayes (NB), (E) support vector machine (SVM), (F) extreme gradient boosting (XGBoost).
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Figure 3. The relative importance of feature variables of the risk prediction models with machine learning algorithms: (A) decision tree (DT), (B)
random forest (RF), (C) logistic regression (LR), (D) extreme gradient boosting (XGBoost). TCM: traditional Chinese medicine; LAD: left atrial
diameter; LVEF: left ventricular ejection fraction; HAMD: Hamilton depression scale; HAMA: Hamilton anxiety scale.

Discussion

Principal Results
MACE such as recurrent angina can still occur after coronary
revascularization, thus affecting the efficacy and prognosis of
surgery. Detecting the postoperative characteristics of patients
and combining them with preoperative information to establish
a risk assessment model can provide timely warning of the risk
of MACE occurrence, thereby helping medical staff and patients
to intervene in a timely manner and achieve the purpose of
treating the disease before it occurs [37]. In this study, we
constructed and evaluated multiple risk models with ML
algorithms for MACE prediction in patients within 6 months
after coronary revascularization. Performance comparisons of
the ML models demonstrated that the XGBoost model
performed the best from an overall perspective. Moreover, a
deeper exploration of the relative importance of feature variables
of the constructed ML models was performed, which is valuable
to provide a reference for the pointed intervention and clinical
decision-making in MACE prevention.

According to existing studies, the risk factors of MACE after
coronary revascularization can be roughly divided into two
categories [38]: (1) uncontrollable factors such as gender, age,
and family history; and (2) controllable factors such as
environment and personal undesirable lifestyle habits. The
finding that the risk of MACE occurrence increases with age is

similar to that of previous studies [39]. The American Heart
Association lists seven major controllable risk factors for
coronary heart disease [40]: smoking, physical inactivity, diet,
being overweight or obese, abnormal cholesterol levels, high
blood pressure, and diabetes. Ritchie et al [41] demonstrated
that environment and personal habits contribute to a higher risk
of MACE occurrence. Likewise, we found that smokers had a
5.8% higher MACE incidence than that of nonsmokers and
mental workers had a 6.9% higher rate than that of manual
workers, possibly due to lack of exercise. In addition, we
discovered that the occurrence of MACE was correlated with
the course of the disease and seasonal changes, which is in line
with previous studies [42]. The longer the course of the disease,
the higher the incidence of MACE. In addition, the seasonal
onset is a reminder of the importance of being proactive in
disease prevention according to the seasonal changes in clinical
practice.

The secondary prevention of coronary heart disease consists of
two main measures: (1) identification and control of risk factors
and (2) appropriate drug therapy [43]. For drug therapy, the use
of antiplatelet and anticoagulant drugs after coronary
revascularization can reduce the incidence of cardiovascular
events [44]. The Chinese expert consensus on the clinical
application of perioperative nonoral anticoagulants for PCI
published in 2018 [45] states that the perioperative period
(before, during, and after PCI) is associated with a high
incidence of thrombotic events and therefore anticoagulant
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treatment is important. In this study, the incidence of MACE
was lower in patients who were taking anticoagulants than for
those without anticoagulants, which was consistent with the
findings of Song et al [46] showing that routine anticoagulation
treatment after surgery may help to reduce the risk of MACE
occurrence. However, anticoagulants can also increase the risk
of bleeding [47], especially upper gastrointestinal (UGI)
bleeding. It is now generally accepted that proton pump
inhibitors have a significant protective effect against UGI
bleeding caused by antiplatelet and anticoagulant drugs, with
omeprazole and lansoprazole being the most potent inhibitors
of CYP2C19 [48], which partly explains the lower incidence
of MACE in patients using lansoprazole in our study.
Additionally, the univariate analysis showed that the incidence
of MACE in patients taking diuretics was 8.9% higher than that
of patients who were not taking diuretics, which is consistent
with previous research [49,50], and is likely related to the fact
that diuretics reduce renal blood flow and increase blood
concentrations. Therefore, the use of diuretics should be
cautiously considered with a full assessment of the fluid status
of patients.

Coronary heart disease belongs to the category of “chest pain”
or “heartache” in TCM. The main purpose of treatment is to
reduce the incidence of angina pectoris, heart failure, myocardial
infarction, and other adverse cardiovascular events [51]. In
recent years, clinical practice and related studies have confirmed
that TCM treatment has some advantages in relieving angina
pectoris, intervening restenosis after PCI, preventing and
controlling coronary no-reflow after reperfusion, improving
quality of life, increasing exercise tolerance, and reducing the
incidence of cardiovascular events and adverse reactions [52,53].
Similarly, we found that the variable of TCM treatment was an
important feature in the constructed XGBoost model. Therefore,
a combination of TCM and western medicine should be
considered to provide more beneficial treatment for MACE
prevention in practical clinical decision-making, thereby
improving the prevention of MACE after coronary
revascularization.

With establishment of the bio-psycho-social medical model,
the important role of psychological factors on the occurrence
and development of diseases is becoming more widely
recognized [54]. A large number of evidence-based medical
studies have demonstrated the strong relationship between
psychological status and the risk of diseases. Barth et al [55]
and Roest et al [56] found that depression and anxiety were
important risk factors for morbidity and mortality of patients
with coronary heart disease, and Taylor et al [57] suggested that
depression, social isolation, and emotional abnormalities were
closely associated with the occurrence of cardiovascular disease.
Patients with coronary revascularization are more likely to suffer
from depression and anxiety due to the dual psychological stress
of surgery and underlying diseases, and these adverse

psychological responses will directly affect prognosis and
eventually become risk factors of MACE. For example, by
following up 817 patients undergoing CABG for 5.2 years,
Blumenthal et al [58] detected that the mortality of patients with
moderate to severe depression was 2 to 3 times higher than that
of others within 6 months after surgery. Consistent with these
findings, we observed that patients with MACE after coronary
revascularization had higher HAMA and HAMD scores,
indicating greater levels of anxiety and depression.
Consequently, it is important to pay more attention to the mental
and psychological state of postoperative patients and provide
timely psychological guidance and comfort as needed.

Limitations
There are several practical deficiencies and limitations of this
study. First, the amount of data available for analysis was
limited. It is well known that the performance of ML algorithms
depends to a certain extent on the sample size and that the model
constructed cannot achieve the best performance, and may even
be overfitted, with a small data set. In the future, with data
supplementation and further research, we will consider more
complex ML algorithms, including deep-learning algorithms,
to obtain more accurate and efficient prediction models for
clinical observation and research. Second, this was a
retrospective study from two centers (ie, The People’s Hospital
of Liaoning Province and Affiliated Hospital of Liaoning
University of Traditional Chinese Medicine). There is a lack of
follow-up data on clinical factors and relevant disease
progression; thus, a large multicenter sample study is desired
for further generalizability and reliability of the results. Last
but not least, in addition to numerical structured data such as
vital signs and laboratory tests, clinical electronic medical
records also contain a massive amount of unstructured data in
the form of text such as patients’complaints, diagnostic records,
and medication information; thus, determining the best ways
to use such unstructured information for data analysis and
modeling will be the focus of future research. Moreover, we
plan to integrate structured and unstructured data
comprehensively to develop a risk assessment model to predict
the risk probability of MACE in patients with coronary heart
disease after revascularization.

Conclusions
In this study, we developed and evaluated risk prediction models
for MACE within 6 months after coronary revascularization by
utilizing available clinical variables and postoperative follow-up
information with ML algorithms. The constructed model can
effectively identify high-risk patients with good performance,
and the factors that may be associated with MACE were also
explored and analyzed in-depth, which is of great significance
to provide a reference for medical staff to carry out risk
management.
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Abstract

Background: Electronic medical records have opened opportunities to analyze clinical practice at large scale. Structured
registries and coding procedures such as the International Classification of Primary Care further improved these procedures.
However, a large part of the information about the state of patient and the doctors’ observations is still entered in free text fields.
The main function of those fields is to report the doctor’s line of thought, to remind oneself and his or her colleagues on follow-up
actions, and to be accountable for clinical decisions. These fields contain rich information that can be complementary to that in
coded fields, and until now, they have been hardly used for analysis.

Objective: This study aims to develop a prediction model to convert the free text information on COVID-19–related symptoms
from out of hours care electronic medical records into usable symptom-based data that can be analyzed at large scale.

Methods: The design was a feasibility study in which we examined the content of the raw data, steps and methods for modelling,
as well as the precision and accuracy of the models. A data prediction model for 27 preidentified COVID-19–relevant symptoms
was developed for a data set derived from the database of primary-care out-of-hours consultations in Flanders. A multiclass,
multilabel categorization classifier was developed. We tested two approaches, which were (1) a classical machine learning–based
text categorization approach, Binary Relevance, and (2) a deep neural network learning approach with BERTje, including a
domain-adapted version. Ethical approval was acquired through the Institutional Review Board of the Institute of Tropical
Medicine and the ethics committee of the University Hospital of Antwerpen (ref 20/50/693).

Results: The sample set comprised 3957 fields. After cleaning, 2313 could be used for the experiments. Of the 2313 fields,
85% (n=1966) were used to train the model, and 15% (n=347) for testing. The normal BERTje model performed the best on the
data. It reached a weighted F1 score of 0.70 and an exact match ratio or accuracy score of 0.38, indicating the instances for which
the model has identified all correct codes. The other models achieved respectable results as well, ranging from 0.59 to 0.70
weighted F1. The Binary Relevance method performed the best on the data without a frequency threshold. As for the individual
codes, the domain-adapted version of BERTje performs better on several of the less common objective codes, while BERTje
reaches higher F1 scores for the least common labels especially, and for most other codes in general.

Conclusions: The artificial intelligence model BERTje can reliably predict COVID-19–related information from medical records
using text mining from the free text fields generated in primary care settings. This feasibility study invites researchers to examine
further possibilities to use primary care routine data.

(JMIR Med Inform 2022;10(4):e37771)   doi:10.2196/37771

KEYWORDS

natural language processing; text mining; electronic medical records; COVID-19; structured registry; coding procedure; prediction
model; feasibility study; precision model; artificial intelligence; primary care
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Introduction

Electronic medical records (EMRs) have opened the opportunity
to analyze clinical practice at large scale, and to perform
clinical-epidemiological research, which can inform health care
managers and policy makers. Structured registries and coding
procedures such as the International Classification of Primary
Care have improved the way doctors put information into EMR,
which has facilitated the use of its output and accelerated
research using these data. The free text fields also still available
in EMR systems have been hardly used apart from clinical
follow-up. Yet the usage of this information has great potential
to contribute to monitoring and evaluation of clinical practice
and to EMR-driven research. In 2016, US researchers compared
the accuracy for case detection of diagnoses such as dementia,
stroke, diabetes, and depression based upon coded information
versus the procedure including free text, and they found a
significant improvement in algorithm sensitivity in the latter
[1].

This is not surprising since these fields contain the core of
clinical practice captured in the encounter notes. The encounter
notes available in most EMRs have a structured “SOAP” format,
which stands for Subjective (patient’s history), Objective
(physical examination), Assessment (initial differential
diagnosis), and Plan [2]. The main function of these free text
fields is to report the doctor’s line of thought, to remind oneself
and colleagues on follow-up actions, and to be accountable for
clinical decisions. Therefore, they contain the richest data about
the state of the patient and the observations of the doctor. Yet
their use is also challenging. Health care providers tend to write
notes quickly, with personal styles and abbreviations, and they
vary in their completeness and quality of reporting. Therefore,
encounter notes have seldom been used for further analyses and
research.

A 2019 review on the use of free text fields in the EMR [3]
showed that the focus of most studies was on the development
of methods to extract symptom information for disease
classification tasks. For instance, a UK study validated a method
for mining free text fields to link them to frequent medical
conditions such as colic or renal failure [4]. The analysis of
symptoms themselves has been restricted to specific and rather
narrow domains such as neuromuscular diseases [5], psychiatry
[6], and veterinary medicine [7,8]. A recent study demonstrates
the feasibility of extracting information from free text notes and
using this as input to a model for predicting patient outcomes
[9].

To use the information from free text fields at a large scale,
methods to recognize this information need to be developed
and evaluated. A 2012 study found that combination of a
manually created filter and rule learning algorithm yielded the
best performance across two different data sets (radiology
reports and general practitioner [GP] notes) [10], but the
performance for the GP set was considerably lower. The
variation of symptoms and note-taking is peculiar for the GP
domain. This implies that more such studies are necessary to
develop robust methods for data recognition for GP data sets

to improve the reproducibility of data and their value for routine
use.

The relevance for quick information using real time data was
apparent in the COVID-19 pandemic. The collection, evaluation,
and synthesis of information started quickly. Data mainly came
from hospital settings, where most severe cases were admitted,
and where resources could be mobilized quickly, for instance,
to make decision-support algorithms for diagnosis and treatment
based upon models that predict disease outcomes [11]. This
predominant use of data from severely ill patients led to risk of
bias in the models [12]. This underlined the need to develop
methods to extract data quickly and reliably from primary care
health records at large scale.

Our study contributes to this goal. The objective of this paper
was to develop a robust method to transform the primary care
notes into a list of symptoms that could feed improved
COVID-19 prediction models through the development of a
text classifier model that can predict the relevant symptoms
(output) based upon the analysis of the free text fields (input).
If this method proves robust, free text data from primary care
clinical notes about COVID-19–related symptoms can be mined
at large scale quickly and reliably.

Methods

Background
This study is part of the project ID-CoV to develop procedures
for data identification, harmonization, and linkage to develop
robust methodologies to build a risk prediction tool based on
primary care and hospital data for the identification of
individuals at higher risk for severe COVID-19 outcomes
(project id 43639, Funded by University of Antwerp).

Data Collection
The iCAREdata database was used, which is a database of
contacts in out of hours (OOH) care by general practice
cooperatives, triage centers (additional centers organized during
the COVID-19 pandemic to triage between infectious and
noninfectious diseases), pharmacies, and a small number of first
aid departments connected to the system (covering OOH care
of roughly two-thirds of Flanders population) [13]. One OOH
hosts between 80 and 150 different GPs. Data from EMR at
OOH services therefore cover a broad range of different
physicians, with different approaches of medical care and
registration of clinical data, leading to high variability of content,
completeness, quality, and format of information in the data
set, which adds methodological challenges to developing mining
procedures. Nevertheless, the analysis of the data of this segment
of primary care consultations is especially relevant in a
pandemic context [14]. The units of analysis in iCAREdata are
records, each record being one contact (=consultation). Due to
the exploratory nature, sample size was not considered a limiting
factor. We aimed to use as many observations (patient’s
encounters) as possible in a given time period to reduce the
uncertainty of our model estimates. A study database was
created that comprises all records from January 1, 2019, to
November 30, 2020. These are roughly 779,000 records, which
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include a pre–COVID-19 period and a COVID-19 epidemic
period (March 1, 2020, to November 30, 2020).

For each record, 15 fields were extracted (Multimedia Appendix
1). For the data mining study reported in this paper, only 5 fields
were used (Textbox 1). The “field subjective” (physician’s
report on the patient’s account of their problem) and “field
objective” (findings and measurements of the physician) were
explored for relevant text (combinations). We used supervised
machine learning algorithms to classify information into one
or more of predetermined symptoms via the multiclass,
multilabel prediction model described below. Fields
“DiagnTekst” and “DiagnCod” were used as control records
for validation.

The establishment of the symptom list that needed to be the
outcome of the classifier model was started from an initial list
of 23 symptoms identified by the Belgium Public Health
Institute as relevant [15] but was refined driven by the data. A
manual exploration of the data set yielded 62 symptoms most
of them with a negative counterpart, indicating the absence of
that symptom. Negative symptoms were relevant because of
their negative predictive value in a diagnostic or prognostic
algorithm [16]; for instance, the absence of cough contributing
to the likelihood or non-likelihood of a COVID-19 diagnosis.
The skewed distribution led to a regrouping of symptoms,
resulting in a final list of 27 signs or symptoms (Table 1). There
are two types of symptom codes, which are “objective,” based
on the “objectief” text field, and “subjective,” based on the
“subjectief” text field, respectively.

Textbox 1. Relevant fields for input to machine learning algorithm to recognize signs and symptoms.

Machine learning fields

• IdContact: unique id for contact (date, guard post, time)

• Subjectief: subjective text field

• Objectief: objective text field

• DiagnTekst: diagnosis term (thesaurus)

• DiagnCod: diagnosis code from the International Classification of Primary Care [17]
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Table 1. Final list with signs and symptoms to be coded from the free text.

ExplanationFinal symptoms—coded

CoughSa1; SAb1

Upper respiratory tract infection complaintsS100; SA100

Dyspnea and shortness of breathS101; SA101

Thoracic pain or chest painS7; SA7

Loss of taste or smellS102; SA102

History of feverS10; SA10

Pain or stiffness in muscles, joints, or neckS112

Complaints of throat or voiceS109

FatigueS12

HeadacheS15

Gastrointestinal complaintsS103; SA103

Significant acute event or changeS104

Chronic pulmonary complaints; smoking; potentially worseningS105

Other comorbidities or being pregnantS105

Known cardiovascular diseases or hypertension or relevant medicationS106

Known diabetes or diabetes medicationS107

Medication NSAIDc or immunosuppressive drugsS108

Palpitations or dizzinessS113

General complaints as malaise and illnessS110

Mental or sleeping problemsS111

Close contact with a sick person (COVID-19 symptoms) or COVID-19–positive caseS63

Respiratory signs found during physical examinationOd101

Fever measured by health care staffO6

Ear-, nose-, or throat-positive signs during physical examinationO102

Neurological symptomsO104

Circulatory positive signs: abnormal pulse rate, tension, or turgor of capillary refillO103

Impression of being illO19

aS: Subjective.
bA: absence of the symptom.
cNSAID: nonsteroidal anti-inflammatory drugs.
dO: Objective.

Development of a Classifier Model
Classification entails the tasks of predicting the class (or label
of output variable—the list with 27 signs or symptoms) based
upon the input variables (the free text fields). Two approaches
were examined to develop a multiclass, multilabel categorization
classifier, which are as follows: (1) a classical machine
learning–based text categorization approach; and (2) a deep
neural network learning approach based on fine-tuning a
pretrained model for domain adaptation and learning the
classification task. The advantage of the latter approach is that,
in general, less supervised training data (ie, annotated data) are
needed for learning the task. A random sample from the data
set was extracted for annotation, with a distribution of 1/3

records from before the start of the COVID-19 pandemic
(operationalized as March 1, 2020) and 2/3 after that date,
comprising 3957 entries in total. Character encoding problems
in the text data were solved during preprocessing. Empty entries
and entries that did not contain any information (eg, “/”) in
either the subjective or objective fields were removed from the
data set, which left 2313 entries to be used for the experiments.
The subjective and objective text fields were merged into one
text field in order to receive sufficiently large text fragments
for prediction. The same resulting text could be assigned
multiple objective and subjective codes. Negative symptoms
were kept apart by coding them with an A-label; for instance,
SA10 indicated the absence of a history of fever. The A codes
were frequent among the objective text fields. Entries that were
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annotated as irrelevant (without any symptom code) were used
as negative examples for training of the models.

The samples were annotated by 5 medical doctors or researchers.
Inter-annotator variability was checked. All annotators started
annotation of the same set and manually compared
inconsistencies, discussed them, adapted the standard operating
guidelines, and repeated this procedure until agreement of 90%
was achieved. During the annotation phase, the inventory of
symptom tags (classes) evolved, but all annotated data were
made comparable through a common code book and standard
operating procedure in the final data set. The number of entries,

average number of tokens (instances of words and punctuation
marks), and total amount of tokens for the training partition,
test partition, and the total data set are summarized in Table 2.

The distribution of codes (labels) in the data set is shown in
Figures 1 and 2. The majority of the codes are subjective codes;
out of the 55 codes, 43 (78%) are subjective while the remaining
12 (22%) are objective. For the development of the classifier,
experiments were conducted with all codes and only codes
occurring at least 50 times, which meant 35 (63%) out of 55
codes (representing 93% of all used codes).

Table 2. Total number of entries, average amount of tokens per entry, and total amount of tokens for the training, test portions, and the entire data set.

Total tokens, nAverage tokens per entry, nEntries, n (%)Portion

53,929241966 (85)Train

10,77931347 (15)Test

64,708282313 (100)Total

Figure 1. Code distribution in the data set. Codes to the right of the threshold line were removed for the experiments where a frequency threshold was
employed.

Figure 2. Distribution of the percentage of entries in the data set assigned to a particular number of codes.

The baseline accuracies (most frequent class prediction and
random prediction) are 0.15 and 0.08, respectively. In the first
set of experiments, we used classic machine learning methods.
One of the most common approaches to multiclass, multilabel
classification is Binary Relevance. With this method, the

multilabel problem is translated to n binary classification
problems, where n is equal to the number of labels present in
the data set. Binary in this case means that the classifier attempts
to predict whether a class (code) is present (1) or not (0) in the
text. For the binary classifiers, we used the Stochastic Gradient
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Descent classifier [18] and optimized the hyperparameters
(including the loss function) by performing a gridsearch on
them (a search for the best combination of algorithm parameters
on a validation partition of the training data in the context of
5-fold cross-validation). The performance of this method is
measured by taking the mean of all cross-validated results from
the individual binary classifiers.

Further experiments were then conducted with BERTje [19], a
Dutch version of BERT [20]. BERT is a widely used model for
natural language processing, and the availability of a Dutch
version BERTje made it the first choice of the team. BERTje
is an open-source pretrained language model that has been
trained on a large amount of generic (nonmedical) Dutch text
data. Thus, the model already has knowledge about language
patterns before having been trained on data for a specific
problem, in contrast to, for example, the Stochastic Gradient
Descent classifier, which was limited to the training data.
Additionally, we continued the pretraining of BERTje by using
a selection of the text fields of the original data set (part of the
iCAREdata database) in order to “adapt” BERTje to medical
texts. This method has been proven to be successful on a wide
range of tasks [21,22]. For all experiments, the F1 macro score
metric was used for evaluation, which is the average F1 score
(harmonic mean of precision and recall) obtained for the classes.
In our binary relevance setup and the implementation of F1
macro we used, only successful predictions of the minority class
(correctly predicting that the code is present) are taken into
account, which makes it the most critical (but also the most
relevant) evaluation.

For all experiments, we used a stratified train-test split, where
80% of the data were used for training and hyperparameter

optimization, and 20% were used for testing. The best model
on test (BERTje) was then fine-tuned on all annotated data and
applied to the complete (unannotated) data set, predicting
diagnostic codes based on the text fields.

Ethics Approval
Ethical approval was acquired through the Institutional Review
Board of the Institute of Tropical Medicine and the ethics
committee of the University Hospital of Antwerpen (ref
20/50/693).

Results

In the tables below, the results of the experiments on the test
set are summarized. Across all models that were trained and
tested on data with a frequency threshold for the labels, the
normal BERTje model performed the best on the data, reaching
a weighted F1 score of 0.70 and an exact match ratio or accuracy
score of 0.38 (Table 3), indicating the instances for which the
model has identified all correct codes. The results per code can
be found in Table S1 of Multimedia Appendix 1. The other
models achieved respectable results as well, ranging from 0.59
to 0.70 weighted F1. The Binary Relevance method performed
the best on the data without a frequency threshold (Table S2 of
Multimedia Appendix 1).

Regarding the results on the individual codes themselves, the
domain-adapted version of BERTje performs better on several
of the less common objective codes (O101, O102, OA101,
OA102, OA104, and OA6), while BERTje reaches higher F1
scores for the least common labels (S102 and SA102) especially,
and most other codes in general.

Table 3. Average results for the different models on test data with a frequency threshold for the codes (codes occurring at least 50 times).

Weighted F1Weighted recallWeighted specificityWeighted precisionMethod

0.590.520.930.69Binary Relevance (SGDa classifier)

0.700.680.970.77BERTje

0.670.620.960.74BERTje (domain adaptation)

aSGD: Stochastic Gradient Descent.

Discussion

Principal Findings
In this paper, we demonstrated the feasibility of developing a
model to predict symptom codes from primary care clinical text
notes. Across the three models tested, the pretrained neural
network model BERTje performed the best. The reason for the
lower performance of the domain-adapted BERTje needs further
investigation. Neural networks can forget information they
previously learned upon learning new information (catastrophic
forgetting); however, from the current data, we are not able to
explain if this was the reason for the lower performance.

Our model resulted in the ability to predict symptoms from the
free text with a weighted average F score of 0.66 (0.75
sensitivity and 0.97 specificity) on all codes, regardless of
frequency, and an F score of 0.70 (0.77 sensitivity and 0.97

specificity) on codes that occurred more than 50 times in the
data set. Very few studies that have developed mining
techniques for clinical notes, in general [23], and from primary
care, in particular. Yet the incidental other studies show
feasibility and good results [24]. A study using a Repeated
Incremental Pruning to Produce Error Reduction rule learning
model resulted in a sensitivity of 0.91, and a specificity 0.76
[10]. To our knowledge, this is the first study that mined data
from OOH health care organizations.

The strength of our study is that we used a large database
representative of a population of 6 million people in Flanders
and with many different GPs. The major limitation of our study
relates to the quality of the raw data. The data set contained
consultations of OOH primary care consultations. The notes in
these consultations were often very brief, and the completeness
and quality of information varied across entries. This is similar
in studies from routine primary care [25]; however, in OOH
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care, this is likely to be worse, making it more difficult to
develop mining models. This reflects the reality of medical
practice and the limitations of real-world data. Further research
into minimal needs for reporting for both clinical and other
purposes is warranted. Another limitation is that some symptom
codes, for instance SA100 (geen BLWI klachten-no respiratory
tract complaints) could not be learned by the machine learning
models. The explanation for this, as for similar cases, is that
there were too few instances available in the data set for the
model to learn from [9]. For these codes, it would be useful to
investigate the data for more cases to be annotated. Even if more
elaborate annotating will improve the gain, not all free text
fields can be transformed into coded information, which needs
to be taken into account in the interpretation of the output.

Notwithstanding the limitations, our study is relevant for primary
care research and evaluation. Once coded, these symptoms can
be monitored, evaluated, and processed, for the development
and testing of algorithms, for near real time symptom
surveillance [26], or for assessing quality of history taking and

record keeping. Our study focused on symptom detection, but
wider applications of the text mining and natural language
processing can be thought of, such as the analyses of adverse
events or patient-reported experiences [23].

Conclusions
The BERTje prediction models can reliably predicting
COVID-19–related information from medical records using
text mining from the free text fields generated in primary care
settings. The feasibility to convert this rich but largely untapped
source of clinical encounter into data usable for monitoring,
evaluation, and research provides opportunities for
comprehensive analysis of primary care consultations at large
scale, as well as use for monitoring purposes, also in other
primary care settings. This feasibility study invites researchers
to examine further possibilities to use primary care routine data,
for instance, to examine the process of clinical reasoning through
EMR analysis or to assess the input of patient-related
information into the diagnostic process.
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Longitudinal Study
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1Faculty of Health, Sports and Social Work, Inholland University of Applied Sciences, Amsterdam, Netherlands
2Zonnehuisgroep Amstelland, Amstelveen, Netherlands
3Department Family Medicine and Population Health, Faculty of Medicine and Health Sciences, University of Antwerp, Antwerp, Belgium

Corresponding Author:
Tjeerd van der Ploeg, PhD
Faculty of Health, Sports and Social Work
Inholland University of Applied Sciences
De Boelelaan 1109
Amsterdam, 1081 HV
Netherlands
Phone: 31 653519264
Email: tvdploeg@quicknet.nl

Related Article:
 
Correction of: https://medinform.jmir.org/2022/3/e31480
 

(JMIR Med Inform 2022;10(4):e31479)   doi:10.2196/31479

In “A Comparison of Different Modeling Techniques in
Predicting Mortality With the Tilburg Frailty Indicator:
Longitudinal Study” (JMIR Med Inform 2022;10(3):e31480)
the authors noted the following two errors.

1. In the originally published article, author affiliations appeared
as follows:

Tjeerd van der Ploeg, PhD; Robbert Gobbens, PhD

Faculty of Engineering, Design and Computer
Technology, Inholland University of Applied Sciences,
Alkmaar, Netherlands

The corrected affiliations for the authors are as follows:

Tjeerd van der Ploeg1, PhD; Robbert Gobbens1,2,3,
PhD
1Faculty of Health, Sports and Social Work, Inholland
University of Applied Sciences, Amsterdam,
Netherlands
2Zonnehuisgroep Amstelland, Amstelveen,
Netherlands
33Department Family Medicine and Population
Health, Faculty of Medicine and Health Sciences,
University of Antwerp, Antwerp, Belgium

2. In the originally published article, the corresponding author's
address appeared as follows:

Tjeerd van der Ploeg, PhD

Faculty of Engineering, Design and Computer
Technology

Inholland University of Applied Sciences

Bergerweg 200

Alkmaar, 1817 MR

Netherlands

The address has been corrected as follows:

Tjeerd van der Ploeg, PhD

Faculty of Health, Sports and Social Work

Inholland University of Applied Sciences

De Boelelaan 1109

Amsterdam, 1081 HV

Netherlands

The correction will appear in the online version of the paper on
the JMIR Publications website on April 8, 2022, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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Correction of: https://medinform.jmir.org/2022/3/e35190
 

(JMIR Med Inform 2022;10(4):e38505)   doi:10.2196/38505

In “Mining Electronic Health Records for Drugs Associated
With 28-day Mortality in COVID-19: Pharmacopoeia-wide
Association Study (PharmWAS)” (JMIR Med Inform
2022;10(3):e35190), the following corrections were made.

1. In the Results section of the abstract, a Q-value was
incorrectly written as follows:

Among these, diazepam and tramadol were the only
ones not discarded by automated diagnostics, with
adjusted odds ratios of 2.51 (95% CI 1.52-4.16, Q=.1)
and 1.94 (95% CI 1.32-2.85, Q=.02), respectively.

This has been corrected to:

Among these, diazepam and tramadol were the only
ones not discarded by automated diagnostics, with
adjusted odds ratios of 2.51 (95% CI 1.52-4.16,
Q=.01) and 1.94 (95% CI 1.32-2.85, Q=.02),
respectively.

2. In the first paragraph of the discussion, the following sentence
was incorrectly added as follows:

Indeed, of 87 treatments prescribed in the first 48
hours, 4 (5%) were associated with increased 28-day
mortality after adjustment of confounding factors and
multiple testing correction, and none were associated
with increased mortality.

This has been corrected to:

Indeed, of 87 treatments prescribed in the first 48
hours, 4 (5%) were associated with increased 28-day
mortality after adjustment of confounding factors and
multiple testing correction, and none were associated
with decreased mortality.

The correction will appear in the online version of the paper on
the JMIR Publications website on April 12, 2022, together with
the publication of this correction notice. Because this was made
after submission to PubMed, PubMed Central, and other full-text
repositories, the corrected article has also been resubmitted to
those repositories.
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