JMIR Medical Informatics

Impact Factor (2020): 2.96
Volume 10 (2022), Issue 4 ISSN: 2291-9694 Editor in Chief: Christian Lovis, MD, MPH, FACMI

Contents

Reviews

The Use of Artificial Intelligence—Based Conversational Agents (Chatbots) for Weight Loss: Scoping Review
and Practical Recommendations (e32578)

Machine Learning Approach for Preterm Birth Prediction Using Health Records: Systematic Review (e33875)
Zahra Sharifi-Heris, Juho Laitala, Antti Airola, Amir Rahmani, Miriam Bender. . . .. ... .. e e e e 18

Research and Application of Artificial Intelligence Based on Electronic Health Records of Patients With
Cancer: Systematic Review (€33799)
Xinyu Yang, Dongmei Mu, Hao Peng, Hua Li, Ying Wang, Ping Wang, Yue Wang, Sigi Han. . . ............... . . i 36

Original Papers

Global Scientific Research Landscape on Medical Informatics From 2011 to 2020: Bibliometric Analysis
(e33842)

Xuefei He, Cheng Peng, Yingxin Xu, Ye Zhang, Zhongqing Wang. . . . . . ... ...ttt et e et e e e e a7

The Effectiveness of the Capacity Building and Mentorship Program in Improving Evidence-Based
Decision-making in the Amhara Region, Northwest Ethiopia: Difference-in-Differences Study (e30518)
Moges Chanyalew, Mezgebu Yitayal, Asmamaw Atnafu, Shegaw Mengiste, Binyam Tilahun. . . .. ... ... 60

Cluster Analysis of Primary Care Physician Phenotypes for Electronic Health Record Use: Retrospective
Cohort Study (e34954)

Allan Fong, Mark Iscoe, Christine Sinsky, Adrian Haimovich, Brian Williams, Ryan O'Connell, Richard Goldstein, Edward Melnick. ... ........... 72

The Factors Associated With Nonuse of and Dissatisfaction With the National Patient Portal in Finland in
the Era of COVID-19: Population-Based Cross-sectional Survey (e37500)

Emma Kainiemi, Tuulikki Vehko, Maiju Kyytsénen, liris Horhammer, Sari Kujala, Vesa Jormanainen, Tarja Heponiemi. . . ...................... 80

Global Research Trends in Tyrosine Kinase Inhibitors: Coword and Visualization Study (e34548)
Jiming Hu, Kai Xing, Yan Zhang, Miao Liu, Zhiwei WaNG. . . . . . ..ottt e e e e e e e e 97

Neural Translation and Automated Recognition of ICD-10 Medical Entities From Natural Language: Model

Development and Performance Assessment (€26353)
Louis Falissard, Claire Morgand, Walid Ghosn, Claire Imbaud, Karim Bounebache, Grégoire Rey. . . . ...t 115

JMIR Medical Informatics 2022 | vol. 10 | iss. 4 | p.1

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

Natural Language Processing for Assessing Quality Indicators in Free-Text Colonoscopy and Pathology
Reports: Development and Usability Study (€35257)
Jung Bae, Hyun Han, Sun Yang, Gyuseon Song, Soonok Sa, Goh Chung, Ji Seo, Eun Jin, Heecheon Kim, DongUK An. . . ................... 130

Multi-Label Classification in Patient-Doctor Dialogues With the RoOBERTa-WWM-ext + CNN (Robustly

Optimized Bidirectional Encoder Representations From Transformers Pretraining Approach With Whole

Word Masking Extended Combining a Convolutional Neural Network) Model: Named Entity Study (e35606)

Yuanyuan Sun, Dongping Gao, Xifeng Shen, Meiting Li, Jiale Nan, Weining Zhang. . . .. .. ... e 142

Using Natural Language Processing and Machine Learning to Preoperatively Predict Lymph Node Metastasis
for Non—Small Cell Lung Cancer With Electronic Medical Records: Development and Validation Study
(e35475)

Danging Hu, Shaolei Li, Huanyao Zhang, Nan Wu, XUdONg LU. . . . . ..ottt et e e e e e e e e e e e e e e e e 153

Investigating Health Context Using a Spatial Data Analytical Tool: Development of a Geospatial Big Data
Ecosystem (e35073)
Timothy Haithcoat, Danlu Liu, Tiffany Young, Chi-Ren ShyuU. . . . .. ... e e e 171

Utility Metrics for Evaluating Synthetic Health Data Generation Methods: Validation Study (e35734)
Khaled El Emam, Lucy Mosquera, Xi Fang, Alaa EIFHUSSUNA. . . . . . ..ot e e e 185

Big Data Health Care Platform With Multisource Heterogeneous Data Integration and Massive
High-Dimensional Data Governance for Large Hospitals: Design, Development, and Application (e36481)
Miye Wang, Sheyu Li, Tao Zheng, Nan Li, Qingke Shi, Xuejun Zhuo, Renxin Ding, Yong Huang. . . .. .......... .. it 196

Automating Large-scale Health Care Service Feedback Analysis: Sentiment Analysis and Topic Modeling
Study (e29385)
George Alexander, Mohammed Bahja, Gibran BUtL. . . . .. ... ... 211

The Effect of an Additional Structured Methods Presentation on Decision-Makers’ Reading Time and
Opinions on the Helpfulness of the Methods in a Quantitative Report: Nonrandomized Trial (€29813)
Jan Koetsenruijter, Pamela Wronski, Sucheta Ghosh, Wolfgang Muller, Michel Wensing. . . .. ... e 225

Exploring Patient Multimorbidity and Complexity Using Health Insurance Claims Data: A Cluster Analysis
Approach (e34274)

Anna Nicolet, Dan Assouline, Marie-Annick Le Pogam, Clémence Perraudin, Christophe Bagnoud, Joél Wagner, Joachim Marti, Isabelle
PeytremMann-BrideVaAUX. . . . . ..o e 234

Patient Recruitment System for Clinical Trials: Mixed Methods Study About Requirements at Ten University
Hospitals (€28696)

Kai Fitzer, Renate Haeuslschmid, Romina Blasini, Fatma Altun, Christopher Hampf, Sherry Freiesleben, Philipp Macho, Hans-Ulrich Prokosch,
ChrIStiaN GUIJEN. . . o .o e e e e e e e e e 244

A Traditional Chinese Medicine Syndrome Classification Model Based on Cross-Feature Generation by
Convolution Neural Network: Model Development and Validation (€29290)
Zonghai Huang, Jiaging Miao, Ju Chen, Yanmei Zhong, Simin Yang, Yiyi Ma, Chuanbiao Wen. . . . ... e 255

Risk Prediction of Major Adverse Cardiovascular Events Occurrence Within 6 Months After Coronary
Revascularization: Machine Learning Study (e33395)
Jinwan Wang, Shuai Wang, Mark Zhu, Tao Yang, Qingfeng Yin, Ya HOU. . . . . .. ... 271

JMIR Medical Informatics 2022 | vol. 10 | iss. 4 | p.2

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

Corrigenda and Addendas

Metadata Correction: A Comparison of Different Modeling Techniques in Predicting Mortality With the
Tilburg Frailty Indicator: Longitudinal Study (e31479)
Tjeerd van der Ploeg, Robbert GObDbENS. . . . .. .. 285

Correction: Mining Electronic Health Records for Drugs Associated With 28-day Mortality in COVID-19:

Pharmacopoeia-wide Association Study (PharmWAS) (e38505)
Ivan Lerner, Arnaud Serret-Larmande, Bastien Rance, Nicolas Garcelon, Anita Burgun, Laurent Chouchana, Antoine Neuraz. .. .............. 287

JMIR Medical Informatics 2022 | vol. 10 | iss. 4 | p.3

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Chew

Review

The Use of Artificial Intelligence—Based Conversational Agents
(Chatbots) for Weight Loss: Scoping Review and Practical
Recommendations

Han Shi Jocelyn Chew', BSN, PhD
Alice Lee Centre for Nursing Studies, Yong Loo Lin School of Medicine, National University of Singapore, Singapore, Singapore

Corresponding Author:

Han Shi Jocelyn Chew, BSN, PhD
Alice Lee Centre for Nursing Studies
Yong Loo Lin School of Medicine
National University of Singapore
Level 3, Clinical Research Centre, Block MD11
10 Medical Drive

Singapore, 117597

Singapore

Phone: 65 65168687

Email: jocelyn.chew.hs@nus.edu.sg

Abstract

Background: Overweight and obesity have now reached a state of a pandemic despite the clinical and commercia programs
available. Artificial intelligence (Al) chatbots have a strong potential in optimizing such programs for weight loss.

Objective: Thisstudy aimed to review Al chatbot use casesfor weight loss and to identify the essential componentsfor prolonging
user engagement.

Methods: A scoping review was conducted using the 5-stage framework by Arksey and O'Malley. Articles were searched
across hine electronic databases (ACM Digital Library, CINAHL, Cochrane Central, Embase, |EEE Xplore, PsycINFO, PubMed,
Scopus, and Web of Science) until July 9, 2021. Gray literature, reference lists, and Google Scholar were also searched.

Results: A total of 23 studies with 2231 participants were included and evaluated in this review. Most studies (8/23, 35%)
focused on using Al chatbots to promote both a healthy diet and exercise, 13% (3/23) of the studies used Al chatbots solely for
lifestyle data collection and obesity risk assessment whereas only 4% (1/23) of the studies focused on promoting a combination
of a healthy diet, exercise, and stress management. In total, 48% (11/23) of the studies used only text-based Al chatbots, 52%
(12/23) operationalized Al chatbots through smartphones, and 39% (9/23) integrated data collected through fitness wearables or
Internet of Things appliances. The core functions of Al chatbots were to provide personalized recommendations (20/23, 87%),
motivational messages (18/23, 78%), gamification (6/23, 26%), and emotiona support (6/23, 26%). Study participants who
experienced speech- and augmented reality—based chatbot interactions in addition to text-based chatbot interactions reported
higher user engagement because of the convenience of hands-freeinteractions. Enabling conversations through multiple platforms
(eg, SM S text messaging, Slack, Telegram, Signal, WhatsApp, or Facebook Messenger) and devices (eg, |aptops, Google Home,
and Amazon Alexa) was reported to increase user engagement. The human semblance of chatbots through verbal and nonverbal
cues improved user engagement through interactivity and empathy. Other techniques used in text-based chatbots included
personally and culturally appropriate colloguial tones and content; emojis that emulate human emotional expressions; positively
framed words; citations of credible information sources; personification; validation; and the provision of rea-time, fast, and
reliable recommendations. Prevailing issuesincluded privacy; accountability; user burden; and interoperability with other databases,
third-party applications, social media platforms, devices, and appliances.

Conclusions: Al chatbots should be designed to be human-like, personalized, contextualized, immersive, and enjoyable to
enhance user experience, engagement, behavior change, and weight loss. These require the integration of health metrics (eg,
based on self-reports and wearable trackers), personality and preferences (eg, based on goal achievements), circumstantial
behaviors (eg, trigger-based overconsumption), and emotional states (eg, chatbot conversations and wearabl e stress detectors) to
deliver personalized and effective recommendations for weight loss.
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Introduction

Background

The global prevalence of obesity has risen dramatically over
the past 50 years and has now reached a state of a pandemic
[1]. It was estimated that approximately 39% of the global adult
population and more than 18% of the younger population were
overweight in 2016 [2]. This creates a pressing public health
concern because overweight and obesity increase one’s risk of
disabilities, morbidities, and mortality from cardiometabolic
diseases (eg, coronary artery disease and diabetes mellitus) [3],
muscul oskeletal disorders [4], cancers [5], and communicable
diseases[6]. Having ahigh BMI have al so been associated with
a32% increasein the likelihood of developing depression than
having a normal weight, lowering one's quality of life [7,8].
Although the prevalence of overweight and obesity ishigher in
adults, a meta-analysis reported that children and adol escents
with obesity had a 5 times higher risk of transitioning to
adulthood with obesity [9]. This highlights the importance of
targeting both the adult and younger population in global weight
management efforts.

Besides the minority cases where overweight and obesity are
caused by pharmacological, metabolic, or genetic etiologies,
people enrolled in weight loss programs are often prescribe diet
(that reduces cal orieintake) and exercise (that increases calorie
expenditure) plansthat create astate of prolonged calorie deficit.
However, amajor challenge of such interventionsisthe lack of
adherence to restrictive lifestyle plans, often due to a lack of
motivation and self-control (ie, cognitive inhibition: ability to
control impulses) [10]. To overcome such challenges, health
coaching has been shown to enhance the initiation and
sustainability of weight loss efforts through nutrition and
exercise education, goa setting, periodic progress monitoring,
and positive encouragement [11]. However, such programs are
labor intensive and resourceinefficient [11,12]. Brief counseling
techniques such as motivational interviewing have also been
shown to improve one's lifestyle behaviors but multiple
empirical studies and systematic reviews have reported no
significant superiority in interventional effectiveness when
compared with other active comparators such as health coaching
[13,14]. The findings were regardless of age and the mode of
delivery [13-16], suggesting that current interventions are
effective but impeded by their resource intensiveness (eg, time,
manpower, and infrastructure) for coach training, program
implementation, coordination, maintenance, and sustenance.

Recent technological advancements have enabled the use of
computerized chatbots, also known as conversational agents
(CAs), to mimic the role of human health coaches. Although
terms such as chatbots, conversational artificial intelligence
(Al), intelligence chatbots, and CAs are often used
interchangeably, chatbots can be distinguished as those with
and without Al [17]. In this paper, chatbots refer to computer

https://medinform.jmir.org/2022/4/e32578

softwarethat is capable of having a conversation with someone
and Al refers to the machinery mimicry of human intelligence
to perform human tasks such as decision-making and problem
solving, largely using machine learning [18]. Traditional
rule-based chatbots without Al are only capable of identifying
a limited number of client intents based on utterance
interpretation of specific keywords[17]. Thislimitsthe degree
of human conversation mimicry and hence the number of
meaningful conversational turns to establish a motivational
human-chatbot rapport. In contrast, Al chatbots are capable of
machine learning to understand human intents and sentiments,
thereby conversing with human-like demeanors to enhance
human-chatbot interactions. This requires the use of natural
language processing (NLP) for use cases such as natura
language inference, sentiment analysis, and questioning and
answering. In recent years, NLP has advanced from using
traditional recurrent neural network models that analyze short
texts for tasks such as summarization, trandation, and
abstraction to pretrained transformer models that analyze long
texts as awhole to perform higher-level tasks of understanding
and contextualization. Recent transformer models include
Bidirectional Encoder Representations from Transformers by
Google [19], Generative Pretrained Transformer (GPT-2 [20]
and GPT-3 [21]) by Open Al, XLNet [22], and Turing Natural
Language Generation by Microsoft [23]. The use of such
technology in chatbots is more intuitive and able to express
human emotions or cognitive responses such as empathy to
enhance social presence, human-machinetrust, emotional bond,
user acceptability, and engagement [24]. A popular NLP
platform used to develop and deploy such chatbots is
Didogflow, a user-friendly Google cloud-based platform
capable of deploying text- and speech-based chatbots on various
smartphone apps, websites, and Internet of Things (10T) devices
and appliances.

The use of Al in weight loss has been widely studied for its
ability to efficiently and intuitively track diet, exercise, and
energy balance. However, less is known about its ability to
provide effective recommendations and behavioral nudges to
enhance weight loss success [18]. Chatbots possess great
potential as a communication vector for behavioral nudges
through a sustained period of health coaching, thereby
supplementing the role of a human health care professional in
monitoring and counseling for weight loss. In addition, chatbots
can provide 24/7 real-time monitoring, on-demand counseling,
and personalized recommendati on services conveniently through
one's preferred device and social communication platform (eg,
WhatsApp, Telegram, and Facebook Messenger). Such functions
have been shown to increase usability, user acceptability,
engagement, and potential weight loss success because of their
convenience and instantaneousness [25]. However, this is
contingent upon the ability to forge a human-like rapport with
users, which is one of the largest chalenges in chatbot
development. Moreover, little is known about the chatbots that
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have been developed to address health issues that require
multiple long-term behavior changes such as for overweight
and obesity [26].

Objectives

This study aims to provide an overview of the potential use of
Al chatbots for weight loss in people with overweight and
obesity, and identify the essential components to prolong user
engagement in Al chatbot—delivered weight lossprograms. The
term chatbot will hitherto refer to Al chatbots unless otherwise
stated.

Methods

This scoping review was performed according to the 5-stage
framework by Arksey and O’ Madlley [27] and reported according
tothe PRISMA-ScR (Preferred Reporting Itemsfor Systematic
Reviews and Meta-Analyses extension for Scoping Reviews)
checklist (Multimedia Appendix 1) [28].

Stage 1: Identifying the Research Question

The research question for this study was developed based on
the population, intervention, comparison, and outcomes
framework, What isknown about the potential use of Al chatbots
for weight lossin people with overweight and obesity and how
canwe prolong user engagement in Al chatbot—delivered weight
loss programs?

Stage 2: Identifying Relevant Studies

The Cochrane Database of Systematic Reviewsand PROSPERO
databases were first searched to confirm that there was no
previous systematic review on thistopic. All studies published
until July 9, 2021, were searched across nine databases. ACM

https://medinform.jmir.org/2022/4/e32578
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Digital Library, CINAHL, Cochrane Central, Embase, |IEEE
Xplore, PsycINFO, PubMed, Scopus, and Web of Science.
Keywordswere permuted by iterative searching of PubMed and
Medical Subject Headings terms using initial terms such as
chatbot and obesity. The final search terms used were
overweight, obes*, chatbot*, conversational agent*, virtual
coach*, artificial intelligence, machine learning, and health
coach*. The search strings connected using the Boolean
operators are detailed in Multimedia Appendix 2. To ensure a
comprehensive and extensive search on thistopic, gray databases
such as arXIV, Mednar, ProQuest Dissertation and Theses
Global, and Science.gov were searched. Additiona articleswere
also hand-searched from the reference lists of the included
studies and the first 10 pages of Google Scholar.

Stage 3: Study Selection

The eligibility criteria for article inclusion were decided post
hoc after an iterative screening of the resultant titles and
abstracts and deeper familiarity with the topic. Articles that
focused on the use of Al-based chatbots for weight loss were
included. Given the lack of studies that focused on the use of
Al chatbotsfor weight loss, population-based eligibility criteria
such as age and weight status were not imposed to alow a
discussion on the different needs of an Al chatbot tailored for
populationswith different demographics. Articleswere excluded
if they (1) used chatbotsthat did not incorporate Al (eg, chatbots
and computerized coaches that were not conversational and
without machine learning capabilities), (2) used human health
coaches conversing with users through messaging platforms,
(3) did not focus on weight loss or weight loss—rel ated behavior
change (eg, diet and exercise), and (4) were on virtual reality
or simulation-based conversations and not real-life coaching.
The search process and outcomes are shown in Figure 1.
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Figure 1. Flow diagram of the search strategy and search outcomes. Al: artificial intelligence.
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Stage 4: Charting the Data

Data extraction using Microsoft Excel wasfirst pilot-tested for
3 studies and revised with additional headings before performing
data extraction on all the included studies. The headings were
author; year; country; type of publication; study design;
participant characteristics, sample size; average age; proportion
of male participants; baseline BMI; aims; name of the chatbot;
delivery mode; use case; architecture; guiding framework;
parameters collected; wearables or |oT; availability in
multi-language; strategies used to improve user trust, rapport,
or emotional connection with the chatbot; device for which the
chatbot was depl oyed; machinelearning algorithm or techniques;
duration of weight loss program; outcome evaluation;
engagement; acceptability; usability or usefulness;, user
suggestions; and key findings.

Results

Stage 5: Collating, Summarizing, and Reporting the
Results

A total of 20 studies were included in this review, of which 1
study comprised 4 separate studies[29], resulting in 23 studies
(representing 2231 participants) evaluated in this review. A
summary and detailed description of the study characteristics
areshownin Table 1 and Multimedia Appendix 3 [25,26,29-47]
and Multimedia Appendix 4 [25,26,29-37,39-47]. The chatbot
programs included Wakamola [30-32], WaznApp [33],
WeightMentor [25], SWITCHes [34], MobileCoach [35],
PathMate2 [36], and Lark Weight Loss Health Coach Al [37].

https://medinform.jmir.org/2022/4/e32578
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Most (8/23, 35%) of the studiesfocused on promating ahealthy
diet and exercise, whereas only 4% (1/23) studies focused on a
healthy diet, exercise, and stress management (Figure 2 and
MultimediaAppendix 4). Inall, 11 out of the 14 (79%) planned
or trialed experimental studies [26,29-33,35-37,40,43-45]
reported program durations that ranged from 1 hour to 12
months [30-32]. Only 1 study mentioned the intention of
comparing algorithms to yield accurate behavioral predictions
[43]. Intotal, 12 studies mentioned the use of abehavior change
framework to guide Al chatbot development (Multimedia
Appendix 4). A total of 3 studies used motivational interviewing
[26,43,45]; 2 studies used cognitive behavioral therapy [37,45];
and others used mindfulness-based stress reduction [26],
dialectic behavior therapy [41], efficiency model of support
[39], and control theory by Carver and Scheier [34]. Moreover,
5 studies [29,33] referenced the use of taxonomy of behavior
change techniques, whereas the remaining (9/23, 39%) studies
did not specify the use of a structured behavior change
framework (ie, briefly mentioned the incorporation of behavior
change techniques such as goal setting, problem solving, and
self-monitoring). Although the value of using a behavior
framework to guide the development of weight loss chatbots
remains unclear because of the limited number of publications
derived from rigorous experimental studies, it could enhance
the comprehensiveness of the devel oped programs and hence,
the effectiveness of chatbots in addressing behavior change
processes [48]. None of the studies explained the validation
process such as using testing or training set splits or k-fold
cross-validation.
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Table 1. Summary of study characteristics (N=23).
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Characteristics

Studies, n (%)

Country
Ireland [38]
Italy [39]
Lebanon [33]
Spain [30-32]
Switzerland [29,35,36,40]
Taiwan [34]
The Netherlands [41]
United Kingdom [25,42]
United States [26,37,43-46]
Types of publication
Conference [25,34,35,38-40,42-44]

Internationally peer-reviewed journa articles [29-33,36,37,41,45,46]

Study designs
Developmentd [25,34,35,38,39,43]
Feasibility or pilot [26,30,31]
N-of-1 longitudinal [29]
Observationa [32,37,45]
Position or opinion paper [42,46]
Protocol [33]
Qualitative [29,41]
Randomized controlled trials [36,40,44]
Within-subject experiment [29]
Participant characteristics
Adults with a high BMI [26,37,41,42,44]

Children and adolescents with a high BMI [35,36,45]

General adults [25,29-33]
General children and adolescents [39,40,43]

NS?[34,38,46]
Sample sizes
1-100 [25,26,29,31,35-37,40,41,43-45]
100-800 [30,32]
NS[33,34,36,38,39,42,46]
Age (years)
<18[35-37,40,43]
18-40 [26,29-32]
41-65[25,37,41,44]
NS[29,33,34,38,39,42,46]
Gender (male; %)
0[26,41]
<50 [25,29-32,35,37,43-45]
>50[37,40,43]

1(4)
1(4)
1(4)
3(13)
7(30)
1(4)
1(4)
2(9)
6 (26)

9(39)
14 (61)

6 (26)
3(13)
1(4)
3(13)
2(9)
1(4)
3(13)
3(13)
1(4)

5(22)
3(13)
9(39)
3(13)
3(13)

15 (65)
2(9)
6 (26)

5(22)
7(30)
4(17)
7(30)

2(9)
11 (48)
3(13)
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Characteristics Studies, n (%)
NS [29,33,34,38,39,42,46] 7(30)
Baseline BM|
<25 kg/m? 31,32 2(9)
25-30 kg/m? [25,26,30] 3(13
>30 kg/m? [41,44] 3(13)
>2 BMI-SDS? (remaining studies on children and adolescents did not report BMI) [36,40] 2(9)
NS [29,33-35,38,39,42,43,45,46] 13 (57)
Mode of delivery
Speech [43,44] 2(9
Text [25,30-33,35-37,39,40,42] 11 (48)
Speech and text [34,45,46] 3(13)
Text and embodied conversational agent [26] 1(4)
Speech, text, and AR®-embodied conversational agent [29] 4(17)
NS [38,41] 2(9)
Multi-language
Yes[30-32,34] 4(17)
NS[25,26,29,33,35-46] 19(83)
Incorporation of wearablesor Internet of Things
Yes[29,33,37,38,40,43] 9(39)
NS[25,26,30-32,34-36,39,41,42,44-46] 14 (61)
Device used to operationalize chatbots
Humanoid robot [43] 1(4)
Smartphone [25,29-31,33,34,36,40,42] 12 (52)
Web browser [26] 1(4)
NS[32,35,37,38,41,44-46] 9(39)
Mention of machine lear ning techniques
Yes[34,42,43,45] 4(17)
NS [25,26,29-33,35-41,44,46] 19 (83)
Mention of behavior change framework
Motivational interviewing [26,43,45] 3(13)
Cognitive behaviora therapy [37,45] 2(9)
Mindfulness-based stress reduction [26] 1(4)
Dialectic behavior therapy [41] 1(4)
Efficiency model of support [39] 1(4)
Control theory by Carver and Scheier [34] 1(4)
Taxonomy of behavior change techniques [29,33] 5(22)
3N'S: nonspecified.
bSDS: SD score.

CAR: augmented redlity.
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Figure2. Summary of chatbot use cases for weight loss.

n=8
Exercise (n=6)

n=1

n=2

Stress management

Functionsand Architecture

Core functions of the chatbot were to provide personalized
weight loss recommendations (20/23, 87%)
[25,26,29-34,37-39,41-46] and motivational messages (18/23,
78%) [25,26,29-33,37-39,41-43,45,46] (Multimedia Appendix
5 [25,26,29-37,39-47]). Only 26% (6/23) studies
[30-32,36,40,43] mentioned the use of gamification to enhance
user engagement, and 26% (6/23) studies [37,39,40,42,43,45]
mentioned the use of sentiment analysis to provide emotional
support through emotionally appropriate messages (Multimedia
Appendix 5). These functions were generally achieved by (1)
collecting various user-centric data through chatbot-based
self-reports or device-detected metrics, (2) integrating collected
parameters using machine learning techniques (including NLP
to convert chatbot-collected information for prediction
modeling) to predict and generate weight-related
recommendations, (3) profiling users according to needs and
preferences, and (4) providing personalized chatbot-delivered
recommendations. The parameters collected included
sociodemographic profiles (eg, age, race, ethnicity, education,
work status, and income), food consumption, physical activity
(eg, intensity, duration, frequency, and type), stress level, sleep
(ie, duration), and clinica profiles (eg, presence of specific
chronic diseases, medication use, smoking status, heart rate,
and blood  pressure; Multimedia  Appendix 6
[25,26,29-37,39-47]). Majority of the parameterswere collected
through chatbots, except in 3 studies that estimated food
consumption using smart refrigerator appliances [30] and
nutritional information provided by retailers (scanning bar
codes) [38,42]; 5 that estimated physical exercisetype, intensity,
and frequency wearable or smartphone sensors[33,37,38,42,43];
2 that estimated stress levels using plasma cortisol and skin
conductance response [36] and phone detection [37]; and 3 that
measured heart rate and blood pressure [36,38,42]. Others that
did not mention the use of wearables may have relied on
information from in-built sensors of the phone. Only 4 studies
elaborated on the algorithms and machine learning techniques
used [25,39,42,45].
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Diet (n=3)

Obesity risk self-assessment
and lifestyle data collection
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Outcome Evaluations

Only 4 studies eval uated the effectiveness of achatbot-delivered
program on diet [26,37], physical activity [44], and weight loss
[36] (Multimedia Appendix 3). Although 3 of these studies
showed gresater effectiveness in chatbot-delivered weight loss
programs on the measured outcomes, 1 study reported that a
higher proportion of adolescentsin the control group lost weight
as compared with those who interacted with the PathMate 2
chatbot (92% vs 61%). Those in the control group underwent
7 in-person counseling sessions with ahealth care professional,
whereas those in the intervention group interacted with the
PathMate 2 chatbot daily with 4 in-person counseling sessions
(61%) [36]. Other studies (19/23, 83%) either used chatbots
mainly to collect data on diet, physical activity, sitting time,
and deep [31,32] or were still inthe developmenta stage. Future
studies should consider adopting an experimental design that
evaluates the use of chatbots on objective weight-related
outcomes such as weight loss, diet (eg, food choices, calorie
intake, and consumption frequency), and physical activity (eg,
energy expenditure, activity type, and activity frequency) using
inferential statistics that suggest repeatability. Studies could
also explore the mediation and/or moderation effects of these
factors including user engagement and satisfaction on weight
loss and weight |oss maintenance as outcomes to examine the
underlying mechanism by which Al chatbots influence weight
loss.

Engagement, Satisfaction, and Human-Chatbot

Rapport

A total of 6 studiesreported estimations of chatbot engagement
that averaged at approximately 12 minutesaday [26,45], ranging
from 4 minutes to 73 minutes per session [26,30,37,45]. The
average daily app use was approximately 71% [36], with more
than 4 conversationa turns per day [40]. Measures of
satisfaction in using the chatbots were heterogeneous, with
estimatesin terms of willingnessto use [43], usability (eg, using
the system usability scale) [30,35], adherence to
recommendations [26,29,35,36], satisfaction (eg, 4 questions
including a net promotor score) [37], and usefulness [45]. A
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summary of this section is provided in Multimedia Appendix
5.

An essential element of increasing chatbot engagement wasthe
ability of the chatbot to form a human-chatbot rapport through
interactivity and empathy (Multimedia Appendix 7
[25,26,29-37,39-47]). These required the system’s capacity to
perform sentiment analysisfor theinterpretation and simulation
of culturally appropriate human-like expression of verbal and
nonverbal cues (for chatbots with embodiments, eg, speech
intonations, facial expressions, and body language). Some
techniques used were the deployment of humanoid robots [43]
and embodied chatbots [26] that were capable of displaying
visual social cues such as eye contact and hand gestures. Other
techniques used in text-based chatbots were the delivery of
colloguial, personally and culturally appropriate conversational
tones and content [26,30]; emojis to emulate human emotional
expressions [30-32]; positively framed words [32]; citations of
credible information sources [26,33]; and validation (eg,
acknowledgments and compliments) of not only behaviors but
also thoughts and feelings [41]. Participants of the included
studies were also found to have appreciated the personification
of the chatbot (eg, funny, animated, empathetic, or playful)
[25,29,31,32,37] and the provision of real-time, fast, and reliable
recommendations [26,29,38]. In addition, studies (9/23, 39%)
that enabled speech, instead of just text-based chatbot
interactions (including those that use augmented reality [AR])
[29], improved engagement through a more convenient
hands-free voice interaction with the chatbot [34,43-46]. This
enabling of conversationsthrough multiple platforms (eg, SMS
text messaging, Slack, Telegram, Signal, WhatsApp, or
Facebook Messenger) [45] and devices (eg, laptops, Google
Home, and Amazon Alexa) [25] has also been reported to
increase chatbot engagement because of greater convenience
and access.

In contrast, users mentioned concerns regarding privacy and
accountability [43,46], the inconvenience of having the chatbot
on alimited number of third-party platforms (eg, only Telegram
that one may not use) information [31], message or question
overload that causes user fatigue [25,31], transparency about
the app objectives and information sources [31], and appearing
too robotic (eg, speaking too slowly in arobotic voice). Users
also suggested that the chatbots should probe further to explore
emotions and action plans instead of prescribing them [41].
Most strikingly, users suggested the incorporation of
progress-based recommendations, rewards for goals achieved
(ie, gamification), and integration with other tracking devices
and appliances through 0T [25,26].

Discussion

Principal Findings

Overdll, there is a strong potential in Al chatbot—delivered
weight loss programs, but more studies are needed to assert
sufficient evidence for its implementation in a population that
is overweight and obese. The programs captured in this study
were heterogeneous in their weight loss use cases, functions,
architecture, mode of delivery, and interoperability with other
devices and databases. This highlights the need for further
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research on the impact of various chatbot features such as
gamification, personification, and the ahility to express empathy
and to design and develop an efficient system for weight loss.
Most (6/23, 26%) of the studies were till in the development
phase (including feasibility testing and qualitative studies on
needs and perceptions), with only 3 randomized controlled trials
that only reported favorable outcomes of the chatbot on interim
user engagement [40], increasing physical activity [44], and
weight loss [36]. Only 35% (8/23) of the studies focused on
participants with overweight and obesity, 4% (1/23) of the
studies were conducted in an Asian context, and most of the
studies had a small sample size (15/23, 65%). These gapsraise
guestions on the receptibility, applicability, and effectiveness
of Al chatbots in weight-related behavior change and weight
loss in populations with different demographics such as age,
weight status, and culture. Among the included studies, 1 study
(1/23, 4%) reported that a higher proportion of adolescentsin
the control group who underwent 7 in-person counseling
sessions lost weight as compared with the intervention group
who interacted daily with the PathMate 2 chatbot [36]. This
finding was contrary to the other 3 studies that reported better
diet and exercise improvements in adults who interacted with
a chatbot [26,37,44]. Assuming that the improvements in diet
and exercise were extrapolated to an eventual weight loss that
was not evaluated in the 3 studies, this discrepancy could be
associated with adolescents having a lower self-regulation
capacity than adults, indicating that chatbot designs must be
age appropriate [49]. Having a lower self-regulation capacity
may suggest that one requires more frequent and in-person
support for impulse control (eg, succumbing to dietary
temptations) rather than communicating with a chatbot that is
easy to ignore when one is unmotivated. Therefore, chatbot
designs for children and adolescents may require more
attention-grabbing features such as having an animated
embodied CA, more interactivity (ie, engaging as many of the
5 senses as possible) possibly through AR, and gamification to
sustain program engagement [50].

Most studies highlighted the use of chatbots to provide
personalized nutrition and exercise recommendations and
motivational messages, but few studies mentioned the use of
gamification and sentiment analysis. Weight loss mobile health
apps such as My Fitness Pal and Lifesum are often embellished
with gamification features to improve motivation, user
engagement, and program effectivenesstoward health behavior
changes. A study on the 50 most downloaded health apps on
the App Store reported that 64% of such apps included some
form of goal setting, social presence, challenge, monetary, and
social (eg, accomplishing challenges and gaining pointsto reach
higher competition grading tiers) incentives [51]. However,
studies have shown that such gamification features do not result
in significantly different amounts of weight loss at 3, 6, 9, or
12 months between adults who do and do not undergo such
programs [52,53]. Similarly, a meta-analysis reported that
gamification did not result in significant weight loss differences
between children and adolescents who did and did not undergo
gamification for weight loss, although thosein the former group
werefound to haveimproved nutritional knowledge scores[54].
This suggests that although gamification may improve weight
loss knowledge, user engagement, and intention toward health
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behavior change, it is insufficient to impact any actual weight
loss. Therefore, future studies should focus on identifying more
practical and core reasons for weight loss failure, such as the
inability to control food temptations, and capitalize on Al
chatbot technology to provide real-time nudges.

Major challenges in app-delivered weight loss programs,
especialy for people with overweight and obesity, liein users
motivation and discipline toward a diet and exercise regime
[55]. Personalization recommendations are well known to
enhance goal attainment; hence, mobile health apps strive to
provide recommendations based on one’'s demographic profile,
anthropometric status, and monitored calorie intake and output
[56]. However, recent studies have shown that this level of
personalization is insufficient to sustain weight loss behavior
change and that some form of emotional support is required
[56]. This is because of the common weight loss—related
experiences of stigmatization, self-loathing, and social shaming,
which evoke negative emotions such as guilt, shame,
self-reproach, regret, depression, anxiety, low self-esteem, and
stress [47,57,58]. Such negative emotions could also create a
vicious cycle of increasing weight gain, as one copes with such
negative emotions by seeking comfort in food. Consistently,
poor emotional regulation has been associated with weight
regain and weight lossfailure, regardless of age, despitethe use
of behavioral regulation strategies [59,60]. However, current
clinical and commercial weight loss programs often neglect this
aspect of weight loss, possibly because of the more complex
and time-consuming nature. Therefore, interventions that
provide emotional support such as health coaching could
improve weight loss by forging a supportive coach-client
relationship that provides on-demand emotional and knowledge
support through accountability, compassion, and empathy
[61,62]. However, health coaches are resource intensive and
burden the health care system, and the use of Al has been shown
to reduce health care costs by increasing health care service
delivery efficiencies [63]. Therefore, Al chatbots could
supplement the function of health coaches at alower annualized
health care expenditure (eg, through more accurate weight
predictions and recommendations, reduced man-hours and
infrastructure needed, and reduced admissions). However, this
requires chatbots to have enhanced abilities to track emotions
through sentiment analysis and emotional modeling to provide
empathetic, context-specific messages to motivate health
behavior changes, especialy in vulnerable situations (eg, inthe
circumstance of food temptation) [64]. Only 6 of the included
studies mentioned the use of sentiment analysisto provide more
human-like conversations that consider emotions, and further
research is needed to evaluate its effectiveness in improving
user engagement and weight loss. The included studies also
highlighted some innovative features used to enhance the
likeliness of human-like verbal and nonverbal cues such as
providing culturally appropriate conversation content;
incorporating interactivity and relatability through animations
and personified embodied chatbots; and conveying emotions
through emojis and body gestures. More research isa so needed
to evaluate the effects of Al chatbot delivery mode, namely,
text-based, speech-based (eg, Alexa), visual (animated 2D

https://medinform.jmir.org/2022/4/e32578

Chew

characters), and AR-based (animated 3D characters) CAs on
user engagement, behavior change, and weight loss.

Practical Recommendations

Overall, chatbots can be programmed to (1) fetch information
(eg, weight status, food consumption, and exercise) through
conversations with users (eg, asking about food consumed and
exercises performed), multiple databases (eg, €l ectronic medical
records), devices (eg, activity trackers and smartphones), and
smart appliances (eg, smart refrigerators and motion sensors);
(2) integrate such information to optimize predictive models of
weight loss; (3) synthesize personalized weight loss plans; and
(4) provide red-time adaptive recommendations (eg,
decision-making and self-regulation skills training), progress
feedback (eg, how much more exercise to do to reach a certain
weight loss goal by a stipulated time), and emotional support
(eg, moativation, empowerment, and validation) through
conversations with users.

Limitations

Certain relevant evidence could have been precluded from this
study, undermining the comprehensiveness of this review,
although many databases including gray literature were
searched. This includes programs that were commercialized
and marketed without a research study and studies published
in other languages. Studies included in this review were aso
largely heterogeneousin study design, participant characteristics,
and outcomes measured, impeding the comparisons between
Al chatbot elements, weight-related outcome measures, and
architecturesto inform future chatbot designs and devel opments.
However, this also highlights the infancy and potential of such
technology in reducing the health care burden of overweight
and obesity, along-standing public health problem.

Conclusions

This study highlighted the potential of Al chatbotsin providing
just-in-time personalized weight loss—related behavior change
recommendations, motivational messages, and emotional
support. These require the integration of a comprehensive set
of information beyond the conventional health metrics from
self-reports, app trackers, and fitness wearables. This includes
personality and preferences (eg, based on goal achievements),
circumstantial behaviors (eg, trigger-based overconsumption),
and emotional states (eg, chatbot conversations and wearable
stress detectors). Al chatbots should be designed to be
human-like, personalized, contextualized, immersive, and
enjoyable to enhance user experience, engagement, behavior
change, and weight loss. Future Al chatbot developments should
also consider issues of privacy; accountability; user burden
during chatbot engagement; and interoperability with other
databases (eg, €l ectronic medical records), third-party apps (eg,
health tracking apps), social media platforms (eg, data mining
from Twitter, Facebook, and Instagram posts), devices (eg,
laptops, desktops, and phones), and appliances (eg, refrigerators
and gaming consoles). Future Al chatbots should also be
designed as a one-stop diet, exercise, and emational support
app to derive at a market-ready and effective chatbot-delivered
weight loss program.
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Abstract

Background: Preterm birth (PTB), acommon pregnancy complication, isresponsiblefor 35% of the 3.1 million pregnancy-related
deaths each year and significantly affects around 15 million children annually worldwide. Conventional approaches to predict
PTB lack reliable predictive power, leaving >50% of cases undetected. Recently, machine learning (ML) models have shown
potential as an appropriate complementary approach for PTB prediction using health records (HRS).

Objective: Thisstudy aimed to systematically review the literature concerned with PTB prediction using HR data and the ML
approach.

Methods: This systematic review was conducted in accordance with the PRISMA (Preferred Reporting Items for Systematic
Reviewsand Meta-Analyses) statement. A comprehensive search was performed in 7 bibliographic databases until May 15, 2021.
The quality of the studieswas assessed, and descriptive information, including descriptive characteristics of the data, ML modeling
processes, and model performance, was extracted and reported.

Results: A total of 732 papers were screened through title and abstract. Of these 732 studies, 23 (3.1%) were screened by fulll
text, resulting in 13 (1.8%) papers that met the inclusion criteria. The sample size varied from a minimum value of 274 to a
maximum of 1,400,000. The time length for which data were extracted varied from 1 to 11 years, and the oldest and newest data
wererelated to 1988 and 2018, respectively. Population, dataset, and ML models characteristics were assessed, and the performance
of the model was often reported based on metrics such as accuracy, sensitivity, specificity, and area under the receiver operating
characteristic curve.

Conclusions:  Various ML models used for different HR data indicated potential for PTB prediction. However, evaluation
metrics, software and package used, data size and type, selected features, and importantly data management method often remain
unjustified, threatening the reliability, performance, and internal or external validity of the model. To understand the usefulness
of ML in covering the existing gap, future studies are al so suggested to compare it with a conventional method on the same data
Set.

(JMIR Med Inform 2022;10(4):€33875) doi:10.2196/33875
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deaths each year and significantly affects approximately 15
million children annually worldwide[1]. Survivors often suffer
from lifetime disabilities, including motor function problems,
Background
g . .. . learning disahbilities, and visua and hearing dysfunctions [2].
Preterm birth (PTB), a common pregnancy complication, iS | gimogt all high- and middle-income countries, PTB and its
responsible for 1.085 million (35%) of the 3.1 million neonatal
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adverse consequences are the major leading causes of death in
children aged <5 years [2]. According to the World Health
Organization, PTB is defined as birth before 37 completed
weeks of gestation (<259 days) from thefirst day of awoman’s
last menstrual period. In general, there is anegative association
between gestational age and poor pregnancy outcomes and
long-term complications such as hospitalization, longer stay in
the neonatal intensive care unit, and death [2]. Long-term
hospitalization and frequent medical servicesrequired for PTB
survivors may lead to additional mental distress and extra costs
for the family, and it also imposes more strain on the health
care system [3]. Current screening testsfor PTB prediction can
be categorized into three main groups: (1) risk factor evaluation,
(2) cervica measurement, and (3) biochemical biomarker
assessment. However, not all approaches have potential to be
trandated into clinica predictive utility, safely and
cost-effectively [4]. They may a so beinsufficient for detecting
true-positive PTB cases. For example, biochemical assessment
isacostly procedure that may impose physical and mental stress
to the pregnant individual. Risk factor assessment is another
commonly used approach for which information comes from
evidence-based practice that is an end outcome of statistical
hypothesis testing (often including 1 factor to be tested) under
controlled settings, which is a time- and money wasting
approach. The latter may also leave behind many potential risk
factorsthat did not receive researchers’ attention, advancing to
hypothesistesting. By contrast, previous PTB history is one of
the dominant risk factors, with arelative risk of 13.56, leaving
nulliparous women undetected [3,5]. These findings indicate
the insufficiency of the current methodsin predicting high-risk
pregnancies, specifically in those who are experiencing their
first pregnancy. A few predictive systems have also been studied
using series of information including maternal demographics,
medical and obstetrical history, and well-known risk factors,
unfortunately, however, their predictive power has been very
limited [6,7]. Thislimitation may be because they often rely on
simple linear statistical models that lack the capacity to model
complex problems such as PTB. It is suggested that risk factor
assessment using conventional approaches is insufficient, as
>50% of PTB pregnancies will fail to be identified [8]. Thus,
identifying additional screening tools for covering the gap in
conventional prediction approachesishighly critical, asit helps
guide prenatal careand preparefor potential early interventions
required for poor prognosis. Recently, machine learning (ML)
methods have been applied to further improve individual risk
prediction beyond traditional models. Many ML methods can
model the complex nonlinear rel ationships between the predictor
features and the outcome. ML techniques can learn the structure
from datawithout being explicitly programmed for itsfunction
[9]. For the ML approach, a significant volume of data is
required to create robust models with high accuracy.

Objectives

Fortunately, health records (HRS) in most countries contain data
regarding one's sociodemographic, obstetric, and medical
history. This makes HRs appropriate data sets for ML models
tolearn and eventually predict theintended outcome. There has
been growing research on applied ML on HR data to identify
efficient predictive modelsfor the early diagnosis of PTB. Few

https://medinform.jmir.org/2022/4/e€33875
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systematic or literature reviews, although are informative, are
not focused on PTB [10]. This systematic review article aims
to review the literature that has attempted to use ML on HR
data to predict motherswho are at risk for PTB.

Methods

Overview

This systematic review was conducted in accordance with the
PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) statement. A comprehensive search was
performed in bibliographic databases including PubMed,
CINAHL, MEDLINE, Web of Science, Scopus, Engineering
Village (Compendex and Inspec), and IEEE Computer Society
Digital Library, until May 15, 2021, in collaboration with a
medical librarian (Stephen L Clancy). The search termsincluded
controlled and free-text terms. The search strategy and number
of articles found from each database are shown in Multimedia
Appendix 1. Two review authors (ZSH and JL) independently
performed thetitle or abstract and full-text screening. Potential
disagreementswere resolved by athird independent researcher.
Nonrelevant articles were excluded in the title and abstract
screening, and for the full-text article screen, reasons for
exclusion per article were recorded. References of theidentified
articles were a so checked for potential additional papers. Data
were extracted by ZSH and confirmed by JL. Discrepancies
were revisited by both authors to guarantee the database
accuracy.

Eligibility Criteria and Study Selection
Studieswereincluded if they aimed to predict PTB risk by using
HR data. The outcome variable was PTB occurrence, which is
globally defined as any pregnancy termination between 20 and
37 weeks of gestation. Although in some studies PTB was
defined differently in terms of age range, all definitions were
aligned under 37 weeks of gestational age. The PTB definition
serves to examine and establish model performance (ie, the
ability of the intended model to distinguish PTB cases from
non-PTB cases). The paperswererequired to include a statement
of the ML domain or any of itssynonyms. To identify any study
that failed to include aML statement in the title or abstract, an
extensive list of commonly used ML model techniques was
added to the search strategy.

Selection Process

Selected articles were peer reviewed in the Covidence
web-based software [11] by 2 independent reviewers. To assess
relevancy, al studies were screened based on titles, abstracts,
and full texts in two steps. In the first step, the abstracts of all
articles gathered from the databases were screened in terms of
their relevance to our study aim. Next, those articles with
relevant titles or abstractsresulting from the first step underwent
a full-text assessment. To resolve the raised disagreement, a
third reviewer was involved for consulting. All articles that
were concerned with heart rate variability assessment during
pregnancy were included.
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Quiality of Evidence

The quality of studies was assessed using the criteria proposed
by Qiao[12]. Although the criteriaproposed by Qiao [12] were
too restrictive, no other quality assessment tool was found for
the quality assessment of the studies. In this approach, quality
assessment is based on five different categories. unmet needs,
reproducibility, robustness, generalizability, and clinical
significance. Unmet needs are met if the limits were reported
in current non-ML approaches (eg, current methods have low
diagnostic accuracy). A study is considered reproducible if it
describes used feature engineering methods, platforms and
packages, and hyperparameters. The condition for robustness
isfulfilled if valid methods are used to overcomethe overfitting
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(k-fold cross-validation or bootstrap: when a data set is large,
splitting it into separate training, validation, and test setsisthe
best approach [13], and k-fold cross-validation and bootstrap
are required only with the small data sets when there are not
enough data for a 3-way split [14]) and the stability of results
(variation of the validation statistic) are reported. The
generalizability condition ismet if the model isvalidated using
external data. A study isconsidered to have clinical significance
if predictorsare explained and clinical applicationsfor the model
are suggested. Quality assessment was conducted by providing
ayes or no response for each of the 5 categories. However, in
our study, we attempted to be more descriptive; thus, a short
description was provided for some of the criteria when
applicablein the quality assessment table (Table 1).
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Table 1. Quality assessment.

Sharifi-Heris et d

Study Unmet Reproducibility Robustness Generalizability Clinical significance
need (ex- (externd valida-
isting tion data)
gap)
Featureengi- Platform  Hyperparameters Valid meth-  Stability of Predictor ex- Suggested
neering package odstoover-  results planation clinical use
comeoverfit-
ting
Weberetd, Yes Yes Yes No 5foldcv® Minimum  No Logisticre- No
2018 [15] and maxi- gression coef-
mum val- ficientsand
ues report- odds ratios
ed fromthe
cv
Rawashdeh  Yes Yes Yes Number of neigh- Train-test No No No Yes
et a, 2020 bors for KNNb, split. Train
[16] number of hidden S Zti 21357 _
c Wi posi-
layersfor ANN~, tives. Test
numbe(ri of trees size 37 with
for RF 7 positives
Gaoet d, Yes Representing  No No Train-test Minimum  No Featureim-  Yes
2019 [17] medical con- split. Train ~ and maxi- portance,
cepts as abag size17,607 mum val- oddsratio
of words and with 132 uesand Cls
word embed- positives.
dings, TF- Test size
I DFe, dis- 8082 with 85
cretization of positives
continuous
features
Leeand Yes No Yes Only neural net-  Train-test No No Featureim-  No
Ahn, 2019 work architecture  split. Both portance (RF
[18] described train and test and ANN)
sets con-
tained 298
participants
Wooleryand Yes No Yes No Atotal of 3 No No No No
Grzymaa different da-
Busse, 1994 ta sets used
[19] inisolation;
50-50 train-
test split was
used with
each data set
Grzymda  Yes No Yes No Atotal of 3 No No No No
Busse and different da-
Woolery, ta sets used
1994 [20] inisolation;
50-50 train-
test split was
used with
each data set
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Study Unmet Reproducibility Robustness Generaizability Clinical significance
need (ex- (externd valida-
isting tion data)
gap)
Featureengi- Platform  Hyperparameters Valid meth-  Stability of Predictor ex- Suggested
neering package odstoover-  results planation clinical use
comeoverfit-
ting
Vovshaeta, Yes No Yes No Dataseparat- No No Featureim-  No
2014 [21] ed timewise portance
to 3 data (linear
sets, and 80- S\/Mf)
20 train-test
split was
used with
each data
set; 5-fold
CV to select
models
Esty et al, Yes No Yes No No No No No No
2018[22]
Frizeeta, Yes No Yes No Divisoninto SDsof the No No No
2011 [23] 3datasets  metrics
(parousand  werereport-
nulliparous). ed
Train-test-
verification
splits
Goodwin Yes No Yes No Train-test No No Featureim-  No
and Maher, split (75%- portance
2000 [24] 25%)
Tranet d, Yes Unigrams No No Train-test No No Featureim-  Yes
2016 [3] were created split (66%- portance
from free-text 33%)
fields after re-
moval of stop
words
Koivu and Yes New features  Yes All hyperparame- Dataset par- 95% Cls Yes Featureim-  Yes
Sairanen, were created. ters described titioned into  for metrics portance
2020[9] Continuous 4 parts (fea
features were ture selec-
standardized, tion, train-
and nominal ing, valida
features were tion, and
one-hot encod- test, with
ed stratified
splits of
10%-70%-
10%-10%)
Khatibi etal, Yes Imputation No No Train-test No No Featureim- No
2019 [25] with mode for split portance
categorical
features and
median for
continuous
features

8CV: cross-validation.

PKNN: K-nearest neighbor.

CANN: artificial neural network.
4RF: random forest.

®TF-IDF: term frequency-inverse document frequency.

fsvm: support vector machine.
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Data Synthesis

The reviewed studies were not homogenous in terms of
methodology and data set; thus, a meta-analysis was not
possible. A narrative synthesis was chosen to bring together
broad knowledge from various approaches. This type of
synthesis is not the same as a narrative description that
accompanies many reviews. To synthesize the literature, we
applied a guideline from Popay et al [26]. The steps included
(1) preliminary analysis, (2) exploration of relationships, and
(3) assessment of the robustness of the synthesis. Theory
development was not performed because of the exploratory
nature of the research synthesized. Thematic analysis was
applied to extract the main themes from al the studies. Thetwo
main themes developed in the results represent the main areas
of knowledge available regarding ML models applied for PTB
prediction during pregnancy. These included descriptive

Sharifi-Heris et d

characteristics of the data set (eg, data source, population, case
and control definition, and feature selection) and ML
methodologies (eg, feature selection, model processing,
performance evaluation, and findings). We could not compare
the studies because of the divergence of studiesin terms of data
set, ML model processing, and evaluation metric. The quality
of the papers was assessed using the method proposed by Qiao
[12].

Results

Study Selection

After removing duplicates, 732 papers were screened through
titleand abstract. Of these 732 studies, 23 (3.1%) were screened
by full text, resulting in 13 (1.8%) papersthat met theinclusion
criteria. Reasons for exclusion at this stage were recorded and
are shown in the flow diagram in Figure 1.

Figurel. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) chart.

Identification of studies via databases and registers
)
Records removed before
c screening:
= ,
= Records identified from: (Er)1u_p1ll?czaé§3 records removed
) = | \N=
= ggt?gtﬁgs(rggznga) Records marked as ineligible
E g by automation tools (n=356)
1 Records removed for other
reasons (n=64)
— I
Y
Records screened through title ,.| Records excluded**
and abstract (n=709)
(n=732)
g Reports not retrieved
lnE: Ece:%%r)ts sought for retrieval —»| Full text was not in English
g language (n=1)
(7]
v
Reports assessed for eligibilit Reports excluded:
(n=pzz) IO — > Protocol-based study (n=2)
Non-specific outcome (n=3)
¢ Not peer-reviewed (n=4)
°
3 Studies included in review
3 (n=13)
=
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Study Char acteristics

All the studies were retrospective and used one or more data
sets recorded in clinical settings. Of the 13 studies, 7 (54%)
were conducted in or after 2018 and 9 (69%) originated from
the United States. Thetime length for which datawere extracted
varied from 1 to 11 years, and the oldest and newest data were
related to 1988 and 2018, respectively. Of the 13 studies, 6
(46%) did not report the ethnicity or race of the population
whose data were modeled. Various data sets were used for the
studies, and the number of data sets varied from 1 to 3 in each
study. Thetypesof information included in each data set varied,
including demographic, obstetric history, medical background,
and clinica and laboratory information. Demographic
information was included in ailmost al of the data sets used in
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theincluded studies. The size of the population whose data have
been used for ML modeling varied from 274 to 13,150,017
people, and the number of features considered for modeling
varied from 19 to 5000 depending on the data set used. PTB
was defined differently from study to study; the cutoff point for
the control and study groups (PTB and non-PTB) was defined
as the 37th week of gestational age for 77% (10/13) of the
studiesthat matched the standard cutoff point between term and
PTBs. Of the 13 studies, 3 (23%) determined the PTB cutoff
based on the frequency of the newborn death [17], newborn
viability chance[16], or no justification [20]. It was not always
specified whether abortion (pregnancy termination <20 weeks)
was included in the models. Indeed, there was often no clear
discernment of abortion and PTB in the reviewed studies (see
Table 2 for more details).
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Table 2. Descriptive characteristics of studies and feature selection.

Sharifi-Heris et d

Study, country,  Population character- Data source Population  guydy (PTB?), con- Featureselectionpro-  Number of se-  Date
and type of istics (number of fea-  (birth) trol groups, and cessand gestational  lected features
study tures) type of PTB week for when select-
ed features are related
Weber et al, Nulliparouswomen  Birth certificate 336,214 PTB (early sponta- Factorswithuncertain 20 2007 to
2018[15], Unit- with asingleton and hospital neous): =220 and and ambiguousvalues 2011
ed States, retro-  birth (<32, 220, and  discharge <32 weeks,; con-  wereexcluded, highly
spective >37 weeks); non- records: >1000 trol: =37 weeks correlated features
Hispanic Black features were collapsed, exclu-
(n=54,084) and sion of features with
White (n=282,130) no variation; —P°
Rawashdeh et  Australian; pregnan- Datafromafe- 274 PTB (sponta- Unnecessary features 19 2003 to
a, 2020 [16], cies with cervical tal medicine neous): <26 weeks, (eg, medical record 2014
Austrdia, retro- cerclage unitinatertiary control: >26 weeks numbers) wereexclud-
spective hospital in ed
NSWE: 19 fea-
tures
Gaoetal, 2019 Caucasian (>68%), EHRI of Van- 25689 PTB: <28 weeks,  Features were ar- 150 2005 to
[17], United Black (16%-21%),  derbilt Univers- control: 228 ranged by their infor- 2017
States, retrogpec-  and other (10%- ty Medical Cen- weeks; type of mation gain and top
tive 13%) ter: 150 features PTB wasnotdistin- 150 features were re-
guished tained; —
Leeand Ahn, Korean; induced Anam Hospital 596 PTB (sponta- — 14 2014 to
2019[18], Ko- laborswere exclud- in Seoul neous): >20 and 2018
rea, retrospec-  ed <37 weeks, con-
tive trol: =237 weeks
Woolery and — 3datasets: 214 18,890 PTB: <37 weeks, — Dataset 1 1994
Grzymaa featuresin total control: 237 (n=52), data set
Busse, 1994 weeks; type of 2 (n=77), and
[19], United PTB wasnot distin- data set 3
States, retrogpec- guished (n=85)
tive
Grzymaa- — 3datasets:153 9480 PTB: <36 weeks, — Dataset 1 1994
Busse and featuresin total control: 236 (n=13), data set
Woolery, 1994 weeks; type of 2 (n=73), and
[20], United PTB wasnot distin- data set 3
States, retrospec- guished (n=67)
tive
Vovshaet a, — NICHD&MF- 2929 PTB (spontaneous  Logistic regression  24th week 1992 to
2014[21], Unit- MU' data set: and induced): <32, with forward selec- (n=50), 26th 1994
ed States, retro- 400 f eaturés <35, and <37 tion, stepwise selec-  week (n=205),
spective weeks; control: tion, LASSOY, and and 28th week
>37 weeks elastic net; — (n=316)
Esty etal, 2018 — BORN" and 782,000 PTB: <37 weeks; Featureswith>50% 520 —
[22], United i contral: 237 missing values were
States and F:;IAu’r\g +520 weeks; type of removed before miss-
Canada, retro- PTBwasnot distin-  ing value imputation;
spective guished features come from
before the 23rd gesta-
tional week
Frizeetd, 2011 — PRAMS: >300 >113, 000 PTB: <37 weeks; Decisontree(toestab- 19 for parous 2002 to
[23], United features control: 237 lish consistency be-  and 16 for nulli- 2004
States, retrospec- weeks; type of tween data sets, fea=  parous
tive PTBwasnotdistin-  tures specific to the
guished United States were
excluded, eg, Medi-

caid and Women In-
fants Children Pro-
gram); features come
from before the 23rd
gestational week
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Study, country,  Population character- - Data source Population  gydy (PTB®), con- Featureselectionpro-  Number of se-  Date
and type of istics (number of fea-  (birth) trol groups, and cessand gestational  lected features
study tures) type of PTB week for when select-
ed features are related
Goodwinand  — Duke Universi- 63,167 PTB: <37 weeks;,  Heuristic techniques 32 demographic 1988 to
Maher, 2000 ty’'sMedical control: 237 (featuresrelated to and393clinical 1997
[24], United Center TMR weeks; type of week <37 wereinclud-
States, retrospec- TM perinatal PTBwasnotdigtin- ed); —
tive data: guished
4000-5000 fea-
tures
Tranetal, 2016 Australian RNS . NSW 15,814 births PTB (spontaneous Featureskept based 10 2011to
[3], Australia, and elective): <34  on their importance 2015
retrospective and <37 weeks; (top k features; [27]);
control: 237 weeks  the rare features that
occur in <1% of data
points were removed,;
features come from
before the 25th gesta-
tional week
Koivu and White, Black, Amer-  cpcK and 13,150,017 PTB: <37 weeks,  Excluding highly cor- 26 CDC: 2013
Sairanen, 2020 ican Indian or NYC data sets control: 237 related features with to 2016;
[9], United Alaskan native, and weeks; type of correlation analysis NYC: 2014
States, retrogpec-  Asian or Pecific Is- PTBwasnotdigtin- (Pearson); — to 2016
tive land individuals guished
Khatibi et a Iranian National mater- >1,400,000 PTB (spontaneous Paralel feature selec- 112 2016 to
2019 [25], Iran, nal and neonatal and medicaly indi- tion and classification 2017
retrospective records(IMaN™ cated): >28 and methods including
registry): 112 <37 weeks, con-  MR.PB-PFS(features
features trol: 237 weeks  with nonzero scores
are selected astop
features); —

3PTB: preterm birth.

BNot reported in the study.

°NSW: New South Wales.

9EHR: electronic health record.

eNICHD: National Institute of Child Health and Human Development.
'MFMU: Maternal-Fetal Medicine Units Network.

9L ASSO: least absolute shrinkage and selection operator.
NBORN: Better Outcomes Registry Network.

IPRAMS: Pregnancy Risk Monitoring Assessment System.
IRNS: Royal North Shore.

KeDC: Centers for Disease Control and Prevention.

INYC: New York City.

M MaN: Iranian Maternal and Neonatal Network.

Data Selection

Of the 13 studies, 9 (69%) reported at least one piece of
preprocessing information regarding the included data. The
preprocessing step included data mapping, missing data
management, and the classimbal ance management in data. For
the feature selection, of the 13 studies, 11 (85%) reported at
least one method for the feature selection process. The number

https://medinform.jmir.org/2022/4/e€33875

of features selected for each study varied from 10 to 520 for
final ML modeling. On the basis of the literature surveyed, of
the 13 studies, only 2 (15%) used unsupervised feature sel ection.
In addition, of the 13 studies, 3 (23%) did not use feature
selection, and some studies did use some heuristics instead.
Owing to the divergency in feature selection, we could not
identify clear trends on how the used approach would affect the
model performance (see Table 3 for more information).
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Table 3. Data processing and machine learning modeling.

Sharifi-Heris et d

Study Preprocessing data Model Dominant Evaluation  Anaysissoft-  Findings
model metrics ware and pack-
age
Missing dataman-  Classimbalance
agement
Weber et dl, MICE? _b Super learning No differ- Sensitivity,  Rstudio (ver- AUC=0.67, sensitivi-
2018 [15] approachusing  ence be- specificity, sion3.3.2), Su- ty=0.61, specifici-
logisticregres-  tweenmod-  pype pyNf, perLearner ty=0.64
zsct)nKrar\]nec;:;)er;t for- els and AUCY package
neighbors, LR®
(LASSOd, ridge,
and an elastic
net)
Rawashdeh et Instanceswithmiss- gy oTED Locally weighted Randomfor-  Accuracy,  \wekAl (ver- ~ Random forest: G-
a,2020[16] ing valueswerere- learning, Gaus-  est sensitivity,  gon 3.9) mean=0.96, sensitivi-
moved manually sian process, K- specificity, ty=1.00, specifici-
star classifier, lin- AUC, and ty=0.94, accura-
ear regression, G-means cy=0.95, AUC=0.98
K-nearest neigh- (oversamplingratio of
bor, decisiontree, 200%)
random forest,
neural network
Gaoet al, — Control group RNNY, long RNNensem- Sensitivity, — AUC=0.827, sensitivi-
2019 [17] were undersam-  ghort-termmemo-  Rled models - specificity, ty=0.965, specifici-
pled ry network, logis- ON balanced PVP and ty=0.698, PVP=0.033
ticregression, ~ data AUC
SVM k, Gradient
boosting
Leeand Ahn, — — ANN', logiticre-  Nodiffer- — Accuracy Python (version  No differenceinaccu-
2019[18] gression, decision  €Nce be- 3.52) racy between ANN
tree, naive Bayes, tween mod- (0.9115) with logistic
random forest, es regression and the
SVM random forest (0.9180
and 0.8918, respective-
ly)
Woolery and  — — LERS™ — Accuracy ID3", LERS Database 1: accura-
Grzymala- CONCLUS Ccy=88.8% accuratefor
Busse, 1994 both low-risk and
[19] high-risk pregnancy.
Database 2: accura-
cy=59.2%in high-risk
pregnant women.
Database 3: accura-
cy=53.4%
Grzymaa- — — LERSbasedon — Accuracy LERS Accuracy=68% to
Busse and the bucket 90%
Woolery,1994 brigade algo-
[20] rithm of genetic
agorithms and
enhanced by par-
tial matching
Vovshaetad, — Oversampling SVMswithlinear — Sensitivity,  Rstudio, gimnet SVM: sensitivity
2014 [21] techniques and nonlinear specificity,  package (0.404 to 0.594),
(Adasyn) kernels, LR (for- and G-means specificity (0.621 to
ward selection, 0.84), G-mean (0.575
stepwise selec- t00.652); LR: sensitiv-
tion, LLLASSO ity (0.502 to 0.591),
regression, and specificity (0.587 to
elastic net regres- 0.731), G-mean
sion) (0.586 to 0.604)
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Esty etal,
2018 [22]

Frizeeta,
2011 [23]

Goodwinand PVRuleMinerl or
Maher, 2000

[24]

Tran et al,
2016 [3]

Imputation with the  Not clear

missForest package

inR

Decision tree

FactMiner

Undersampling
of the majority
class

Hybrid C5.0 deci-

sion tree-ANN
classifier

Hybrid decision
tree-ANN

Neural networks,

LR, CARTS, and
software pro-
gramscaled
PVRuleMiner
and FactMiner

SSLR, RGBY

No differ-
ence be-
tween mod-
es

Sensitivity,
specificity,
and ROC®

Sensitivity,
specificity,

ROC for P4

R software,
missForest
Package,
FANNP library
See5, MAT-

LAB Neural
Ware tool

and NP cas-

es

ROC

Custom data

mining software
(Clinica Miner
and PV RuleM-
iner, FactMiner)

Sensitivity, —

specificity,

NPVY, PVP,

F-measure
and AUC

Sensitivity: 84.1% to
93.4%, specificity:
70.6% to 76.9%,
AUC: 78.5%1089.4%

Training (P: sensitivi-
ty=66%, specifici-
ty=83%, AUC=0.81,
NP: sensitivi-
ty=62.8%, specifici-
ty=71.7%,
AUC=0.72), test (P:
sensitivity=66.3%,
specificity=83.9%,
AUC=0.80; NP: sensi-
tivity=65%, specifici-
ty=71.3%,
AUC=0.73), and veri-
fication (P sensitivi-
ty=61.4%, specifici-
ty=83.3%,
AUC=0.79; NP: sensi-
tivity=65.5%, speci-
ficity=71.1%,
AUC=0.73)

No significant differ-
ence between tech-
niques. Neural net-
work (AUC=0.68),
stepwise LR
(AUC=0.66), CART
(AUC=0.65), FactMin-
er (demographic fea-
tures only;
AUC=0.725), Fact-
Miner (demographic
plus other indicator
features; AUC=0.757)

SSLR: sensitivi-
ty=0.698 t0 0.734,
specificity=0.643 to
0.732, F-mea-
sure=0.70 0.73,
AUC=0.764t0 0.791,
NPV=0.96 to 0.719,
PVP=0.679, 0.731;
RGB: sensitivi-
ty=0.621 to 0.720,
specificity=0.74 to
0.841, F-mea-
sures=0.693 to 0.732,
NPV=0.675t0 0.717,
PVP=0.783t0 0.743,
AUC=0.782 to 0.807
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Sairanen, LGBMY, deep son3.5.1)and LR=0.62t00.64; deep
2020[9] neural network, Python (version neural network: 0.63
X 3.6.9) to 0.66; SELU net-
Z/E;‘:gemk’ work: 0.64 to 0.67;
> LGBM: 0.64 t0 0.67;
ble, and weighted average ensemble:
average WAY en- 0.6310 0.67; WA en-
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Khatibi et al, Map phase module — Decisiontrees, — Accuracy — Accuracy=81% and
2019 [25] SVMsand ran- and AUC AUC=68%
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sembleclassifiers

3\ICE: Multiple Imputation by Chained Equations.
BNot reported in the study.

°LR: linear regression.

4L ASSO: least absolute shri nkage and selection operator.
€PVP: predictive value positive.

PVN: predictive value negative.

9AUC: area under the ROC curve.

hSMOTE: Synthetic Minority Oversampling Technique.
'WEKA: Waikato Environment for Knowledge Analysis.
JRNIN: recurrent neural network.

ksvM: support vector machine.

|ANN: artificial neural network.

M_ERS: learning from examples of rough sets.

" D3: iterative dichotomiser 3.

OROC: receiver operating characteristic.

PEANN: Fast Artificial Neural Network.

9P: parous.

'NP: nulliparous.

SCART: classification and regression tree.

'SSLR: stabilized sparse logistic regression.

YRGB: Randomized Gradient Boosting.

YNPV: net present value.

YWLGBM: Light Gradient Boosting Machine.

XSELU: scaled exponential linear unit.

YWA: weighted average.

Identified Potential Risk Factors

Although theincluded features somewhat differed in the studies,
some features were commonly used and considered potential
risk factors that may predict PTB occurrence (Table 4).
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Table 4. Frequency of potential risk factorsin the studies (n=13).

Sharifi-Heris et d

Potential risk factors

Studies, n (%)

Previous PTB?

Hypertensive disorders

Maternal age

Cervical or uterus disorders (cerclage, myoma, or inconsistency)
Ethnicity and race

Diabetes (eg, gestational, mellitus)

Smoking or substance abuse

Multiple pregnancy

Education

Physical characteristics (BMI, weight, and height)
Parity

Marital status

Other chronic diseases (thyroid, asthma, systemic lupus erythematosus, or cardiovascular)

PTB symptoms (bleeding, contractions, premature rupture of membranes, etc)

Insurance

Income

In vitro fertilization

Stress or domestic violence

Infections (gonorrhea, syphilis, chlamydia, or hepatitis C)
Biopsy

10 (77)
9 (70)
7(54)
7(54)
6 (46)
6 (46)
5(38)
5(38)
4 (30)
4(30)
4 (30)
3(23)
3(29)
3(23)
2(15)
2(15)
2(15)
2(15)
1(7)
1(7)

3PTB: preterm birth.

ML Modeling and Performance Assessment

Various basic and complex ML modeling approacheswere used
with different frequencies, including artificial neural network,
logistic regression, decision tree, support vector machine (SVM)
with linear and nonlinear kernels, linear regression (least
absolute shrinkage and selection operator [LASSO], ridge, and
elastic net), random forest, locally weighted learning, gradient
boosting, learning from examples of rough sets, Gaussian
process, K-star classifier, and naive Bayes (Multimedia
Appendix 2).

Although most studiesreported the type of software applied for
the ML analysis, only few of them specified the package they
have used for the analysis. Several evaluation measures were
used to assess the proposed models. These include sensitivity,
specificity, areaunder thereceiver operating characteristic curve,
accuracy, predictive value positive, predictive value negative,
G-mean, F-measure, and net present value, based on the
frequency they have been used in the studies. Owing to the
divergent methodology used for outcome assessment and model
processing, comparison between models was not possible.
However, overall, studies with a cutoff gestational age of 37th
week, regardless of the model used, often showed lower
sensitivity (40%-69%), except for 1 study that showed a
sensitivity of 93% [22]. Those with an earlier cutoff gestational
age of 26th to 28th weeks indicated higher sensitivity
(96%-100%).

https://medinform.jmir.org/2022/4/e€33875

Quality Assessment

In general, reviewed studies had satisfactory quality (Table 1).
However, there was substantial variation, as some studies
fulfilled almost every category, whereas others met only afew.
All studiesfulfilled the unmet need category, as PTB prediction
isstill an unsolved problem. Feature engineering was mentioned
in amost half (6/13, 46%) of the studies [3,9,15-17,25].
Patforms and packages were not mentioned in 23% (3/13) of
the studies [3,17,25]. Hyperparameters were described in only
23% (3/13) of the studies [9,16,18]. According to the criteria
proposed by Qiao [12], of the 13 studies, only 1 (8%) used valid
methods (k-fold cross-validation) to overcome overfitting [15].
However, many of the studies have population sizes of tens of
thousands or higher, which makes the standard train-test split
avalid approach for model evaluation, and there was no need
for k-fold cross-validation. There is no commonly agreed
criterion for sufficiency of datafor asingletrain-test split to be
sufficient, asthis depends on factors such as number of features,
relative sizes of the classes, and amount of noisein thedata. As
an example, previously, Kohavi [28] studied the accuracy
estimation and model selection with the test set size of 500
instances as the lower limit for a single train-test split being
considered reliable. In 23% (3/13) of the studies, the use of
k-fold cross-validation or bootstrap instead of the train-test split
would have been clearly the better choice because of the small
population size (Nn<3000) [16,18,21]. The stability of theresults
is reported only for 31% (4/13) of the studies [9,15,17,23]. Of
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the 13 studies, only 1 (8%) used external validation data and
met the requirement for generalizability [9]. Predictor
explanation was provided in 62% (8/13) of the studies
[3,9,15,17,18,21,24,25]. Only 31% (4/13) of the studies clearly
suggested a clinical application for their method [3,9,16,17].

Discussion

Principal Findings

Premature birth remains a public health concern worldwide.
Survivors experience substantial lifetime morbidity and
mortality rates. The conventional methods of PTB assessment
that have been used by clinicians seem to be insufficient to
identify PTB risk in more than half of the cases. The
conventional methods that are concerned with health data (HR)
are often statistical modeling, in which, first, input predictive
factors are selected by a researcher and, second, the
multifactorial nature of PTB is ignored. Thus, these methods
suffer from biases and linearities. The linear vision on HR in
conventional approaches is perhaps one of the magjor barriers
to advancing our understanding of nonlinear interaction
dynamics between potential risk factors of multifactorial PTB.
ML modeling, in contrast to statistical modeling, investigates
the structure of the target phenomenon without preassumption
on data, and automatically and thoroughly explores possible
nonlinear associations and higher-order interactions (more than
2-way) between potential therisk factors and the outcome [29].
ML modeling is expected to discover novel patterns, not
necessarily novel predictive features, which provide an
opportunity to gain insight into the underlying mechanisms of
multifactorial outcomes (in this case PTB), where existing
knowledge is ill insufficient for developing a thorough
predictive system [29]. Over the past 26 years, 13 studies have
been published, creating ML-based prediction models using
HR data, with the number of studies increasing over time.

Among the reviewed studies, the performance of various ML
modeling indicated potential for predictive purposes. Owing to
the different evaluation metrics used by studies, performance
comparison across studies was not practical. On the basis of
within-study synthesis, some studies compared nonlinear ML
methods, such asdeep neural networks, kernel SVMs, or random
forests, to more basic linear models, such aslogistic regression,
LASSO, and elastic net. Of these 13 studies, 4 (31%) concluded
that there was no significant difference between the predictive
performances of the different applied methods [3,9,19,21]. For
example, Tran et a [3] compared stabilized sparse logistic
regression with randomized gradient boosting and found no
significant differences between the methods. The conclusion
that complex ML modeling is not superior to ssimple logistic
modeling matches the findings of a recent systematic review
conducted for a wider concept of clinical prediction. In the
aforementioned review, Christodolou et a [30] compared the
performance of logistic regression with more complex M L-based
clinical prediction models; they found no evidence of the
superior performance of the ML methodsfor clinical prediction.
In contrast, some studies indicated a significant difference
among various ML modeling approaches. For example,
Rawashdeh et a [16] showed that random forest has a clear

https://medinform.jmir.org/2022/4/e€33875
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advantage over linear regression in predicting the week of
delivery; however, the test set used in the study was very small
for areliable conclusion. Vovsha et a [21] also showed some
improvements for nonlinear SVM over alinear model (linear
SVM, LASSO, and el astic net) when classifying preterm versus
full-term birth for the whole study population but did not find
similar differences when making predictions for only
spontaneous PTB or for first-time mothers. Gao et a [17] and
Koivu and Sairanen [9] reported that deep learning—based
approaches have better performance than logistic regression.
The remaining studies did not include acomparison with abasic
baseline method, such as logistic regression. In conclusion,
these results imply that classical statistical models remain a
competitive approach for predicting PTB. The current limitations
of ML modeling and itsinfancy may explainitsfailureto cover
thegapsin classical statistical modelsfor PTB prediction using
HR data. We suggest that more research is still required to
ascertain with confidence whether ML methods, such as those
based on deep learning, can systematically improve the
predictive performance of the model as compared with basic
statistical models.

An HR seemsto be auseful data source, including the potential
risk factors from which the ML model can learn the significant
predictors as well as the nonlinear interaction among the
identified risk factors.

A large sample size, as one of the distinct characteristics of HR
data, is adouble-edged sword that covers large popul ations but
consumes time and requires advanced technology. A large data
Size can also be used to create validation sets. Most studiesin
this review had large sample sizes, including thousands of
pregnant women. Although some studies performed internal
validation, external validation was uncommon, and almost al
studies validated the performance within the same HR. Th lack
of external validity assessment limits generalizability and may
reduce the discrimination validity of the model when applied
in other sitesand HR systems. External validation of the model
through its application in a distinct data set may be helpful in
understanding its usefulness and generalizability in different
geographical areas, periods, and settings[31]. Furthermore, half
of the studiesin this review did not report the race or ethnicity
of the population, which indicates ignoring the importance of
the ethnic and health disparity in predictive model assessment.
For exampl e, ethnic minority groups, such as Black and Hispanic
women, aremore at risk of devel oping pregnancy complications,
including PTB. Failure to consider ethnicity threatens the
internal validity of ML modeling.

Large data sizes and reflective data types are as important as
large sample sizes. HR data often appear insufficient to precisely
identify risk factorsthat decreasethe accuracy of predictive ML
models. Indeed, small sample size and passive data that are
limited to a few sociodemographic and medical histories seem
insufficient to predict the multifactorial PTB. Enriched datathat
include more, time-sensitive, and dynamic characteristics of
each individual (eg, life history, mental distress during various
stages of pregnancy, and biomarker change) may increase the
accuracy and integrity of the applied ML models. For example,
being diagnosed with gestational diabetes is known to be a
strong predictive factor for PTB among the features in ML

JMIR Med Inform 2022 | val. 10 | iss. 4 | €33875 | p.31
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

models. However, owing to the dynamic nature of diabetes
(glucose level), which can vary from moment to moment,
particularly during pregnancy, applying apool of datareflecting
the dynamic glucose change in a person may be more accurate
in predicting PTB in comparison with the presence or absence
of diabetes. The differencein glucose change may also partially
explain why some women with diabetes are at a higher risk of
developing PTB. To achieve this accuracy in HR use, data
should be enriched by more and dynamic features and ML
models should be optimized to analyze the dynamic-natured
potential risk factors that go beyond the clear-cut presence or
absence of afeature[32].

In contrast, asmall datasizethreatenstherisk factor distinction
for PTB prediction. There might be an indirect association
between some predictive factors and PTB, falsifying the direct
and actual associations. For example, smoking not only is
introduced as a protective factor against mortality in low—birth
weight and PTB infants but also is identified as a predictive
factor for PTBs. In this case, PTB may not be the result of
smoking directly itself but due to potential mediators, such as
hypertension, whichistriggered by smoking. Therefore, if there
isno recorded information about blood pressure, the model may
consider smoking as the actual risk factor. This highlights the
importance of more possible health data to increase the ability
of the ML modél to distinguish between mediators and exposure
features.

One of themajor challengesin HR-based studiesisthe presence
of missing data. Although missing data have been an
acknowledged challenge in HR studies, a little more than half
of the studies acknowledged the presence of missing data and
a variety of analytic approaches to manage this absence. On
average, despite its importance, there has been minimal work
in this area, and it is unclear how such biased observations
impact prediction models.

Another important challengein HR-related model sis unbal anced
data between case and control groups. This problem is because
PTB occursin 10% of all births. Researchers have often applied
oversampling techniques to handle unbalanced data. However,
these techniques create artificial data that may not have much
in common with actual observations. Oversampling techniques
must be used carefully in validating models because if artificial
instances end up in the test set (or test foldsin cross-validation),
one may obtain highly overoptimistic performance estimates.

In addition, all reviewed studies approached PTB prediction as
a classification problem. There was often no clear discernment
of abortion and PTB in the reviewed studies. This ambiguity,
if it comes from missing to distinguish abortion from PTB in
actual ML modeling, may threaten the specificity of the model
in predicting PTB. In addition, as PTB and abortion have
different leading causes, the findings of the studies may also be
guestionable. In addition, in the defined PTB time window
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(20-37 gestational week), classification remains problematic.
Inthis case, neonates born at week <30 are considered to belong
to the same class as those born at week 36 of pregnancy.
However, the former is associated with a much higher risk of
adverse outcomes and requires neonatal intensive care.
Therefore, it could be more beneficia to approach PTB as a
regression problem and try to predict the gestational age (as
weeks or days) at childbirth. This approach could help identify
PTB cases that have the greatest need for care.

Conclusions

Overdl, ML modeling has been indicated to be a potentialy
useful approach in predicting PTB, athough future studies are
suggested to minimizethe aforementioned limitationsto achieve
more accurate models. Importantly, ML's ability to cover the
existing gap in conventional statistical methods remains
guestionable. To achievereliable conclusions, our study suggests
some considerations for future studies. First, more studies are
needed to compare ML modeling with existing conventional
methodsin the same data set with the same amount of data and
population. Conducting the comparison studies uncovers the
potential superiority of one over the other. Second, the study
population should be distinguished based on parity, particularly
if previous pregnancy data were among the selected features.
Otherwise, the model would probably rely on this strong
predictive factor in multiparous women, leaving nulliparous
women underserved and undetected. |n addition, studies should
be transparent to whether they use the same time frame for
feature selection for case (PTB) and control (non-PTB) groups.
For instance, assume that we have a cutoff point of 28 weeks
before which we want our model to identify PTB cases. In this
case, if weinclude the data for the control group to be after the
cutoff point, which most likely differs from before the cutoff
point, the model may rely on the information after the cutoff
point for PTB prediction. Thus, the model fails to detect the
cases before the specified time point. Third, two cutoff points
should be clarified in model development: (1) the gestational
cutoff week the study targets before the cases are detected and
(2) the gestational time point before the features are selected.
For example, Gao et a [17] determined the 28th week as the
cutoff week before feature selection. However, it is not clear
whether the created model would identify PTB before week 28,
fromwhere the featureswere collected, or any time before week
37, based on the data related to before the 28th week. Thetime
interval between identified features and PTB occurrence,
particularly if the PTB is symptomatic, can be moreinformative
in terms of model specificity and time sensitivity in detecting
symptomatic and asymptomatic PTB.

Enriched data size and optimized data type can also improve
the usefulness of the ML model. Appropriate approaches for
managing missing dataand unbalanced control and case groups
are also required to achieve more reliable and accurate results.
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Abstract

Background: With the accumulation of electronic health records and the development of artificial intelligence, patients with
cancer urgently need new evidence of more personalized clinical and demographic characteristics and more sophisticated treatment
and prevention strategies. However, no research has systematically analyzed the application and significance of artificial intelligence
based on electronic health recordsin cancer care.

Objective: The aim of this study was to conduct areview to introduce the current state and limitations of artificial intelligence
based on electronic health records of patients with cancer and to summarize the performance of artificial intelligence in mining
electronic health records and its impact on cancer care.

Methods: Three databases were systematically searched to retrieve potentially relevant papers published from January 2009 to
October 2020. Four principal reviewers assessed the quality of the papers and reviewed them for eligibility based on theinclusion
criteriain the extracted data. The summary measures used in this analysis were the number and frequency of occurrence of the
themes.

Results: Of the 1034 papers considered, 148 papers met the inclusion criteria. Cancer care, especially cancers of female organs
and digestive organs, could benefit from artificial intelligence based on electronic health records through cancer emergencies and
prognostic estimates, cancer diagnosis and prediction, tumor stage detection, cancer case detection, and treatment pattern
recognition. The models can always achieve an area under the curve of 0.7. Ensemble methods and deep learning are on therise.
In addition, electronic medical records in the existing studies are mainly in English and from private institutional databases.

Conclusions:  Artificial intelligence based on electronic health records performed well and could be useful for cancer care.
Improving the performance of artificia intelligence can help patients receive more scientific-based and accurate treatments. There
is a need for the development of new methods and electronic health record data sharing and for increased passion and support
from cancer specialists.

(IMIR Med Inform 2022;10(4):€33799) doi:10.2196/33799
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electronic health records; artificial intelligence; neoplasms, machine learning
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Introduction

Overview

Cancer isknown as one of the greatest challengesin health care,
and its burden has risen in recent years, calling for a better
understanding of clinical prediction strategies in real patient
populations. Electronic health records (EHRS) integrate true
information about patient care, such as demographics, medical
history, and insurance [1]. The secondary use of EHRs is
opening immense research avenues and opportunities for
improving cancer management. However, there are many
challenges of the secondary use of EHRs, and much valuable
information is locked behind these vast amounts of complex
data. Artificia intelligence (Al) techniques and methods are
believed to be the most critical tool to aleviate this issue.
Further, an increasing amount of data available in EHRs
provides anew environment for the application of Al [2]. With
the help of Al-based EHRS, each patient with cancer is more
likely to be treated according to the best available knowledge,
which is constantly updated for the benefit of the next patient,
thereby improving clinical decision-making [3,4]. Despite the
rapid devel opment of technol ogy, significant challengesremain
to obtain valuable information quickly and accurately based on
EHRs to better inform clinical decision-making.

Objectives

The aim of this study was to conduct areview to introduce the
current state and limitations of Al based on EHRsfrom patients
with cancer and to explore the opportunities and challenges in
this field. The objectives were to review the aspects of
categorization of neoplasms, methods and algorithms, and
applicationsinthefield of cancer care, EHR dataand data sets.
These aspects were analyzed to summarize the performance of
Al in mining EHRs and its impact on cancer care.

Methods

Search Strategy

The Web of Science Core Collection, PubMed, and the
Association for Computing Machinery Digital Library databases
were systematically searched to extract potentially relevant
papers published from January 2009 to October 2020. The
search expression was designed around 3 concepts: Al, cancer,
and EHRs. They were combined using the AND Boolean
operator. The Web of Science Core Collection search included
the following terms, which were selected by referring to the
entry terms of Medical Subject Headings and trandlated for the
other databases. The English language was used as an additional
filter.

1 Al: Al OR artificia intelligence OR natural language
processing OR NLP OR natura language understanding
ORNLU OR machinelearning OR deep learning OR neura
network OR support vector machine OR prediction network
OR forecast model OR datamining OR supervised learning
OR time series prediction OR intelligence, artificial OR
computational intelligence OR intelligence, computational
OR machine intelligence OR intelligence, machine OR

https://medinform.jmir.org/2022/4/€33799
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computer reasoning OR reasoning, computer OR computer
vision system OR system, computer vision

2. EHRs: EMR OR electronic medical records OR EHR OR
electronic human records OR medical record, electronic
OR hedlth record, electronic OR medica record,
computerized OR computerized medical record.

3. Cancer: cancer OR oncology OR tumor OR neoplasm OR
neoplasia OR tumor OR malignancy

Study Selection

We followed the PRISMA (Preferred Reporting Items for
Systematic reviews and Meta-Anayses) guidelines [5]. The
abstracts and titleswereindependently evaluated by 2 reviewers
(XY and HP). Two reviewers (XY and PW) independently
reviewed the full texts. Reviewers resolved disagreements by
reaching consensus and consulted HL after group discussion if
they held different opinions. Paperswereincluded inthisreview
if they met the following criteria: (1) peer-reviewed studies
only, (2) the studies were on patients with cancer or on solving
cancer problems, (3) the research methods used Al, (4) the study
data were EHRs and the purpose of the paper was not to build
an electronic medical record system, (5) ajourna paper or a
proceeding paper, (6) a research paper and not a review
(including systematic review, meta-anaysis, etc), and (7)
published in the English language. All reviewers had medical
informatics expertise; a basic understanding of EHRs, Al, and
cancer; and strict adherence to the inclusion criteria

Data Collection Process and Data | tems

The included papers were cited in an Excel spreadsheet by the
reviewers. Reviewers agreed in agroup meeting on what to look
for in full-texts. According to the research objectives, we
retrieved the following data from the key information: study
details (including title, author, journal, time of publication),
EHR details (including data period, datatype, number of sources
of data, data set size, data set publicly available, language,
patient samplesize), Al details (including algorithm categories,
precision, negative predictive value, sensitivity [recall],
specificity, F-score, accuracy, areaunder the curve [AUC], and
applications), and cancer category. The notes were discussed
in a consensus meeting between 2 reviewers after they
independently retrieved the detailed data about the items, and
they were asked to identify possible bias [6,7] in each paper.
Publication bias, unblinded trial bias, and time lag bias were
identified. No paper was discarded because of bias. The
summary measures used in this analysis were the number and
frequency of occurrence of the themes identified by the
reviewers. Owing to the heterogeneity in the population, index
method [8], and outcomes, we did not perform a quantitative
synthesis of the results.

Results

Search and Selection Results

A total of 1034 paperswere initially retrieved, with 395 papers
from the Association for Computing Machinery Digita Library,
164 from PubMed, and 475 from Web of Science Core
Collection; 674 were removed after scanning the titles and
abstracts and after removing 73 duplicates; and 287 paperswere
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ultimately identified for full-text review. Following screening
and eligibility, 148 papers were included in the final review.
The flowchart of the selection processis presented in Figure 1.
The most common reasons for exclusion were as follows: (1)
the paper was not directly related to cancer (n=346), (2) the

Yang et a

paper was areview and neither ajournal paper nor aproceeding
paper (n=256), (3) the paper was not based on EHRSs (n=134),
and (4) the research methods did not incorporate Al (n=67).
The observations from each paper are summarized in the
spreadsheet shown in Multimedia Appendix 1.

Figure 1. Paper selection flowchart. ACM: Association for Computing Machinery; Al: artificial intelligence; EHR: electronic health record.

Records identified from databases

(n=1034)

-The ACM Digital Library (n=395)

-PubMed (n=164)

-Web of Science Core Collection

(n=475)

Records screened (n=961)

Records removed before
screening:
Duplicate records removed

(n=73)

Records excluded (n=674)

[

h i

Reports excluded (n=139):
-not cancer (n=70)

Reports assessed for eligibility

(n=287)

-not Al (n=33)
» -no EHRs (n=24)
-Review (n=2)

-full text not available (n=10)

Studies included in review (n=148)

Categorization of the Neoplasms

The diseases studied in the 148 papers could be grouped into 9
uni que categories of neoplasms according to the anatomical site
of thelesion and International Classification of Diseases, tenth
revision. The 3 most studied cancer categorieswere (1) cancers
of female organs (n=42), (2) cancers of digestive organs (n=38),
and (3) cancers of the respiratory system and intrathoracic
organs (n=23). The relationship between each paper and the
cancers studied is shown in Figure 2. The complete reference
details of the paperscited in Figure 2 are provided in Multimedia
Appendix 1. Most of the works on cancers of female organs
focused on breast cancer. Receptor status phenotypes, biomarker
status, and frequent patterns of care were obtained from EHRs
of patients with breast cancer by using Al. For cancers of
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digestive organs, the types of cancers studied were relatively
diverse, mainly comprising colorectal cancer (CRC) and liver
cancer types. Earlier detection of CRC attracted the greatest
attention from researchers. Because CRC symptoms develop
dowly and insidiously over years, early diagnosis offers great
opportunity to improve outcomes [9]. Al was constructed to
identify the risk of CRC based on demographic and behavioral
factors, analysis of complete blood counts [10], and so on.
Clinically relevant features of liver cancer were extracted from
EHRs, such as tumor reference resolution, tumor number, and
largest tumor sizes [11]. Lung cancer was the only cancer of
the respiratory system and intrathoracic organs studied in the
papers we investigated. For example, a Lung Cancer Assistant
was designed to provide decision support for experts in lung
cancer multidisciplinary teams [12].
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Figure2. Relationship between the categorizations of the neoplasms and the papersincluded in thisreview (the complete reference detail s of the papers

cited in this figure are provided in Multimedia Appendix 1).

fang ¥ e T
i“‘ ¥ ?iﬁ\;%, "
Geas® & ‘J‘Ob\ﬁ
oraos, W
STty S 0
AT e et5

Methods and Algorithms

Machine Learning Algorithms

Machine learning (ML) is an important way to achieve Al. A
total of 110 papers used ML agorithms, among which support
vector machine (SVM) (n=29) and logistic regression (n=28)
were the most commonly used. SYM works well for data sets
that are not linearly separable or highly unbalanced, which is
important for EHR analysis. Several studies combined SVM
with natural language processing (NL P) to extract breast cancer,
CRC, and other cancer information from EHRs[13,14]. Logistic
regression has been improved to the level of a more
sophisticated algorithm for EHR mining of cancer patient data
and combined with thelasso penalty [15], aconvolutional neural
network [16], and other methods in recent years. These
algorithms are simple insightful white-box classification
algorithms with advantages in interpretability [17] and
sensitivity of data details [18]. In fact, these single-model
methods were rarely used independently for prediction but used
as a baseline to compare the performance of new technologies
and methods. However, the deep learning (DL) algorithm and
ensemble methods are increasing rapidly (as shown in Figure
3). The ensemble method (n=31), a single strong model
combined with multiple weak models, showed high accuracy
in processing EHRs. Gradient boosting and random forest
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performed better than SVM, decision tree, and lasso in
classifying free-text pathology reports for prostate cancer into
stage groups and i dentifying cases of metastatic prostate cancer
[19,20]. DL (n=33) demonstrated great performance in cancer
domainsaswell. Gao et al [21] designed amodular component
with recurrent neural network, including long short-term
memory and gated recurrent units for capturing case-level
context, to improve the classification accuracy of aggregate-level
labels for cancer pathology reports. Recurrent neural network
was designed particularly to deal with temporal data, whichis
very promising for EHRs with timestamps [22]. Qiu et a [23]
used convolutional neural network joint training by transferring
learning across primary cancer sites to achieve great
performance in lung cancer and breast cancer classification
tasks. However, these complex and efficient models tend to be
black boxes and lack interpretability [24] and transparency,
which makes doctors reluctant to accept them. Fortunately, in
the papers we reviewed, there have been severa attempts to
solve this problem, such as the application of attention
mechanism [25] and Gradient Class Activation Maps a gorithm,
decision-making process visualization [26]. In addition, some
of the papersin this review have developed novel EHR mining
algorithms that perform better than baseline algorithms, such
as the “semi-supervised set covering maching” [27] and an
unsupervised framework of “ subgraph augmented non-negative
tensor factorization” [28].
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Figure 3. Machinelearning algorithms for cancer. DL: deep learning; ML: machine learning.
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Al Performance Metrics

In our review, 124 papers used one or more of the precision,
sensitivity (recall), specificity, F-score, accuracy, and AUC to
measure the performance of Al model. The AUC was generally
high, that is, 0.7 and above. Accuracy ranged from 0.613 to 1.
The precision ranged from 0.353 to 0.999, except for the 4
prediction models for CRC reported by Kop et a [29],
Hoogendoorn et a [30], Hong et al [31], and Birks et al [9],
wherein their models had precision lessthan 0.1. Kop et al [29]
and Hoogendoorn et al [30] also reported the lowest F-score of
0.058 and 0.074 in this survey, while Ping et a [32] reported
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the highest F-score of 0.996. Of the papers reporting sensitivity
or specificity, 87% had a sensitivity or specificity greater than
0.7 and more than 50% had a sensitivity or specificity greater
than 0.9.

Application in the Field of Cancer Care

Al based on EHRs has permeated the whole cycle of cancer
care. The significance of the included papers in the journey of
cancer medical care can be broadly divided into several
applications. The proportion and number of papers showing the
application of Al in cancer care are shown in Figure 4. In this
section, we summarize the representative papers.
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Figure 4. Papersrelated to artificial intelligence application in cancer care.

148

Papers Included

Cancer Diagnosis and Risk Prediction

Of the 148 studies, 27 (18.2%) explored the risk factors for
cancer, developmental risk prediction models, and differential
diagnosis of cancer, maintaining an AUC of 0.7 and above. In
the data of 25,430 patients in the United Kingdom, full blood
count indicators were added on the basis of age and sex to
predict risk of CRC, and it was found that the AUC of the
prediction model (based on logistic regression algorithm) at
18-24 months before diagnosis could reach 0.776 [9]. The
prostate-specific antigen density, transversal diameter of the
prostate, and other variables were used to establish the decision
tree model (the variable with maximum gain was selected as
the split variable; other hyperparameters used the default
settings) to differentiate prostate cancer from benign prostatic
hyperplasia[33], achieving a precision of 0.86.

Tumor Stage Detection

Of the 148 studies, 6 (4.1%) used Al to identify explicit and
implicit stage information from unstructured EHRs. The
performance metrics values of the reported Al models were
greater than 0.66. It took less than 1 hour to extract cancer
summary stageinformation from morethan 750,000 documents
that required a human reader months to years to digest [34].
Two papers explored the staging of lung and prostate cancer
with reference to the American Joint Committee on Cancer
staging system. Three studies on liver cancer staging used
American Joint Committee on Cancer, Barcelona Clinic Liver
Cancer, and Cancer of Liver Italian Program staging system.

Treatment Scheme | dentification and Recommendation

Of the 148 studies, 21 (14.2%) used Al to adapt doses in
antidrug regimen [35], assess effect and combination of dose,
evaluate cancer therapeutic procedures, and recommend
treatment schemes based on EHRs. The precision, recall,
specificity, F-score, accuracy, and AUC were above 0.67, except
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Treatment Scheme |dentification and
Recommendation (n=21)

Cancer Diagnosis and Risk Prediction
(n=27)

Tumor Stage Detection (n=6)

Cancer Emergencies and Prognostic
Estimates (n=33)

Cancer Case Detection (n=25)

Other (n=36)

in a model for drug repurposing reported by Wu et al [36].
Savova et a [37] tried to mine endocrine breast cancer drug
treatment patterns by combining information extracted from
clinical free text through NLP with structured data, and they
obtained high specificity above 0.96 for all categories.
Goldbraich et a [38] applied NLP techniques to characterize
deviations from clinical practice guidelines in adult soft tissue
sarcoma across thousands of patient records, identified that
approximately half of all treatment programs deviated from the
clinical practice guidelines, and analyzed reasons that may
reflect the physicians' rationale in deviation cases. The
Oncology Expert Advisor [39] was designed to recommend
treatment options by developing a learning model to predict
appropriate therapy options for lung cancer with a recall of
0.999, precision of 0.88, and ability to accommodate addition
or changes to the approved therapies list.

Cancer Case Detection

Of the 148 studies, 25 (16.9%) proposed Al methodsto identify
patients with specific cancers such as prostate cancer and breast
cancer. The AUC was high above 0.9. Features were extracted
from progress notes and pathol ogy reports by NL P, which were
used to train the SYM model to identify the group of patients
with contralateral breast cancer, obtaining an AUC score of
0.93 (hyperparameters were tuned by 5-fold cross-validation)
[40]. The accumulation of EHRs and the development of Al
have made it possible to have alarge cohort study for different
clinical problems. Data-driven intelligent approaches, rather
than manual chart review, were important for capturing special
cases of cancer among alarge cohort efficiently.

Cancer Emergencies and Prognostic Estimates

Of the 148 studies, 33 (22.3%) focused on extracting tumor
prognostic factors, predicting outcomes in individual patients
with cancer and devel oping emergency prediction models for
emergency visitsand hospital admissionsand so on. All reported
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AUCs were greater than 0.72. Gradient tree boosting model
[41] was developed to predict emergency visits and hospital
admissions during radiation and chemoradiation based on
synthesizing and processing EHRs (demographics, drug therapy,
etc) with an AUC of 0.798 (hyperparameters were tuned by
5-fold cross-validation). Regarding the prediction of cancer
relapse, patients [42] with childhood acute lymphaoblastic
leukemiawere classified into different rel apse risk-level groups
by random forest algorithms based on EHRs (white blood cell
count, hemoglobin, etc) with an AUC of more than 0.9. For the
prediction of cancer survival, breast cancer—related variables,
tumor characteristics, and patient demographics were used to
developed SVM models (the soft margin parameter C of SVM
was sel ected through cross-validation) to estimate the patient’s
survival status of the 3 time periods. Al models were dlightly
better than the performance of the clinician panel [43].
Compared with traditional methods for survival analysis, Al
methods focused on the prediction of event occurrence, applied
to high-dimensional problems wusualy, and showed
improvements in predictive performance [44].

Data and Data Sets

Most papers described experiments conducted on non—publicly
available data sets, and more than half of the paperswere based
on data from a single health care institution, as detailed in
Multimedia Appendix 1. Lessthan 10% of the included papers
(n=12) made use of publicly available data sets, that is, SEER,
Informatics for Integrating Biology and the Bedside, and
Medical Information Mart for Intensive Care data set. A few
studies combined clinical practice guidelines, aliterature corpus,
administrative data, and other types of dataon the basis of using
EHRs. Focusing on the patient sample size used in the actual
study and eliminating the remaining 35 papers that were not
specified, 42 had fewer than 500 samples, 17 had between 500
and 1000 samples, and only 18 had over 10,000 samples.
Regarding the language used in EHRs, 100 papers exploiting
EHRsin English topped thelist, followed by paperswith EHRs
in Chinese (n=18). Algorithms for English report processing
have been relatively effective and can be scaled to other
languages. For example, an NLP algorithm automatically
extracting carcinomaand atypiaentities from English pathol ogy
reports achieved an accuracy of 0.9 [45]. It was |ater applied to
Chinese breast pathology reports. In comparison with using
English reports, this paper [46] discussed the performance of
the model and demonstrated that it worked just as well for
Chinese processing. Regarding the nature and challenges of
EHRs used in the experiment, nearly half of the studies explicitly
used only unstructured data such as pathol ogy reports, progress
notes, discharge notes, and radiology reports.

Discussion

Principal Findings

Of 1034 studies, 148 were selected for the systematic review.
Our systematic review has shown that the use of Al to process
EHRSs has broad applications in providing insights into cancer
care, particularly for cancers of female organs, digestive organs,
respiratory organs, and intrathoracic organs. ML was the
common implementation of Al based on the EHRs of patients
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with cancer. SVM and logistic regression were the most used
ML classifiers. Traditional ML agorithms moved from
stand-alone predictions to benchmarks for new approaches.
Ensemble methods and DL are on the rise and improving
performance. However, the interpretability of complex
algorithms is a key issue, and more research is needed on this
issue. Theresults show that most Al models can usually achieve
a performance metric value of 0.7. It is worth noting that the
CRC prediction models reported in 4 papers had significantly
lower precision and 2 of them had lower F-scores. Further
investigation revealed that in the design of the experiment, the
researchers consciously traded higher false-positive rates for
fewer patients that were missed because they believed that the
cost of anormal person being wrongly predicted waslower than
the cost of missing a patient depending on the characteristics
of CRC. However, high false-positive rates would also make
medical procedures too costly or invasive and should be
analyzed according to the disease investigated. Cancer care
could benefit from Al based on EHRs through cancer
emergencies and prognostic estimates, cancer diagnosis and
prediction, tumor stage detection, cancer case detection, and
treatment pattern recognition. The topic of emergency and
prognostic estimation had the most research. Finally, we
discussed EHRs and databases. Our review found that the vast
majority of studiesin this areawere based on private databases
within the institution, resulting in poor portability of the
proposed methodology process. Public databases were
underused, and few patient records were included in the actual
studies. In another way, it also reflects the fact that public
databases are still scarce. English EHRs are mainly used, and
the exploration of EHRsin other languagesislimited. Of course,
this may be a bias caused by our selection of English papers
only. Fortunately, the existing literature also showed that the
processing methods of EHRs in English are relatively mature,
and these methods may be transplanted to data in other
languages. Much cancer information are stored in unstructured
formats of EHRs and are difficult to mine, thus requiring better
algorithms and more efforts. Furthermore, EHRs can be
combined with other data sourcesto support Al for cancer care.

Comparison With Prior Work

Recently, several systematic reviewsrelated to EHRs have been
published, with particular attention given to theimplementation
of EHR systems[47,48]. Several studies have discussed different
applications of technology to EHRS, such as blockchain [49];
yet, few have focused on the specific secondary use of EHRS,
such as the role in reducing unwarranted clinical variation [6]
and patient identification and clinical support in palliative care
[50], with even fewer focusing on specific disease areas such
as diabetes[51]. Thereisexisting work elucidating the state of
Al research in cancers [52,53]. However, to our knowledge,
none have focused specifically on the combination of EHRs
and Al in cancer, which makes it difficult to have a specific
understanding of the current implementation and challenges of
thisfield.

Limitations

This review examined nearly 12 years of literature and may
have the following limitations. First, despite efforts to develop
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a systematic and careful search strategy, there is no guarantee
that all relevant literature will be included. Our search was
limited to published literature in English, but searches in other
languages or gray literature may provide additional findings.
Second, the popularity of EHRs and the degree of data
development vary in different countries and environments,
which may lead to inconsistency in the quality of the included
literature research, and the algorithms and effect evaluation
analysis may have an impact. Third, we only considered the
literature and did not investigate the Al productsin the market.
This may need to be further supplemented.

Conclusions

Our review shows that Al based on EHRs performed well and
can be useful for cancer care in 4 areas. categorization of
neoplasms, methods and algorithms, application in the field of
cancer care, and data and data sets. Based on our review, we
propose the following recommendations for future research:

1. The development of new Al methods: The use of hybrid
approaches could improve the performance of Al models.
DL and ensemble methods have great potential in cancer
care. The interpretability of methods must be given more

2.

Yang et a

attention. In addition, the models need to adjust the
evaluation of performance appropriately according to the
disease under study so that it can achieve better practical
results.

EHR sharing and fusion: There are too few open data sets
available for researchers, and the lack of alarge annotated
gold standard library has become a major bottleneck for
research in this field. In the case of complying with data
ethics, the sharing of EHRs and multiagency participation
in EHR databasesis urgently needed. Guidelines, literature
data, and corporain other fields can play an important role
in addressing this problem. At the same time, EHRs could
be complemented by guides, literature, and corporain other
fields to enhance the benefits of Al.

Passion and support from cancer specialists: Recognition
and acceptance by practitionersin the fields of cancer care
is necessary for the research results to be trandated to
practice. This requires more human expertsin thisfield to
overcome the natural resistance of traditional views,
participate in theformulation of agold standard, reasonably
adopt research conclusions, and take responsibility for the
actual medical outcomes.
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Abstract

Background: With the emerging information and communication technology, the field of medical informatics has dramatically
evolved in health care and medicine. Thus, it iscrucial to explore the global scientific research landscape on medical informatics.

Objective: This study aims to present a visual form to clarify the overall scientific research trends of medical informaticsin
the past decade.

Methods: A bibliometric analysis of data retrieved and extracted from the Web of Science Core Collection (WoSCC) database
was performed to analyze global scientific research trends on medical informatics, including publication year, journals, authors,
institutions, countries/regions, references, and keywords, from January 1, 2011, to December 31, 2020.

Results: The data set recorded 34,742 articles related to medical informatics from WoSCC between 2011 and 2020. The annual
global publications increased by 193.86% from 1987 in 2011 to 5839 in 2020. Journal of Medical Internet Research (3600
publications and 63,932 citations) was the most productive and most highly cited journal in the field of medical informatics.
David W Bates (99 publications), Harvard University (1161 publications), and the United States (12,927 publications) were the
most productive author, institution, and country, respectively. The co-occurrence cluster analysis of high-frequency author
keywords formed 4 clusters: (1) artificial intelligence in health care and medicine; (2) mobile health; (3) implementation and
evaluation of electronic health records; (4) medical informaticstechnology application in public health. COV1D-19, which ranked
third in 2020, was the emerging theme of medical informatics.

Conclusions; We summarize the recent advancesin medical informatics in the past decade and shed light on their publication
trends, influential journals, global collaboration patterns, basic knowledge, research hotspots, and theme evolution through
bibliometric analysis and visualization maps. These findings will accurately and quickly grasp the research trends and provide
valuable guidance for future medical informatics research.

(IMIR Med Inform 2022;10(4):€33842) doi:10.2196/33842

KEYWORDS
medical informatics; bibliometrics; VOSviewer; data visualization

: Lusted first performed the complicated reasoning processes
Introduction inherent in medical diagnosis using electronic computers to
Background minimize medical errors primarily [2]. Given that the emerging
information and communication technology is being
continuously applied in the medical field, medical informatics,
asadiscipline, has dramatically evolved over the past 70 years

Thefield of medical informatics is dedicated to systematically
processing data, information, and knowledge in medicine and
health care[1]. Inthe 1950s, Robert SLedley and Lee Browning
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and brought about significant changes to human socia needs
[2,3]. Recent advances in health care information technology,
electronic health records (EHRS), health data standards, and
health information exchange have become the major focus of
scientific research [4]. Therefore, health informatics, which
represents the development of systems and methods for
acquisition, processing, handling, communication, storage,
retrieval, management, discovery, analyzing, and synthesizing
patient information to improve health and health care, is more
often used in the literature [5-8]. The number of publications
and journalsfocusing on medical informaticshealth informatics
has multiplied in recent years. Therefore, it is essential to
explorethe global scientific research landscapein thisdiscipline.

Bibliometrics is defined as scientific and quantitative research
of publications, which describesthe research trends of acertain
research field using statistical methodsto analyze alarge number
of publications [9]. In 2007, Bansard et al [10] first presented
abibliometric study on medical informatics and bioinformatics,
which mainly identified the present links and potential synergies
between the bioinformatics and medical informatics research
areas. Subsequently, bibliometric analyses on specific medical
informatics technology have been performed, such as those on
mobile health research [11], shared decision making [12],
telemedicine [13-15], computer-aided diagnosis [16], natural
language processing [17], artificial intelligence (Al) in health
care[18], digital health [19,20], among others.

Objective

This study aimsto analyze medical informatics as adiscipline
(acatalog from the Web of Science Core Collection [WoSCC])
and demonstrate the longitudina trends from the global
perspective. Thus, we performed bibliometric analysis and
prepared visualization maps to identify and present the
publication trends, globa collaboration patterns, basic
knowledge, research hotspots, and emerging hotspotsin medical
informatics.

Methods

Data Collection

WoSCC is the most widely used database in various scientific
fields, including over 9000 high-level academic journas
worldwide. The research area is generated by a set of
classification methods for al databases under WoSCC.
Therefore, documents of the same research area or discipline
can be identified, retrieved, and analyzed from WoSCC for
bibliometrics analysis [21]. Medical informatics is one of the
252 research areas of WoSCC. For search purposes, theretrieval
research areawas set as “medical informatics’, the period was
set as “from 2011 to 2020", the document type was set as
“article’, and the language was set as* English”. We conducted
our search strategy in WoSCC on June 1, 2021, at ChinaMedical
University.

We identified and incorporated 34,742 studies on medical
informatics from WoSCC. The full record and cited references
of the retrieved publications were collected and saved in text
formats (eg, .txt). The data used in this study are publicly
available and associated with no protected health information.

https://medinform.jmir.org/2022/4/e33842
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Ethics Consideration

Publicly available data were searched and downloaded from
WOSSC. The extraction of this data did not involve interaction
with human subjects or animals. Thus, there were no ethical
issues involving the use of these data, and no approval from an
Ethics Committee was required.

Analytical Tool and Visualization M aps

The most commonly used bibliometric methods are
co-authorship, co-citation, and co-occurrence. Co-authorship
analysis reveals collaboration patterns among authors,
institutions, and countries[22]. Co-citation analysis contributes
to discovering and determining the knowledge base of one
discipline [23]. Co-occurrence analysis uses the frequency of
multiple words in the same article to identify how close they
are, thereby helping researchers identify hot topics and trends
in the discipline. VOSviewer [24] is an excellent bibliometric
analysis software devel oped by van Eck and Waltman [25,26].
It calculatesthe similarity s; of 2 itemsi and j with the equation
§;j = Cjj/(wiw;), where ¢;; denotes the number of co-occurrences
of items i and j, and w; and w; denote the total number of
occurrences of items i and j. Once the similarity matrix is
created, VOSviewer maps al the items in a 2D map so that
itemswith ahigh similarity will be located close to each other,
while those with alow similarity will be located far from each
other. In this study, we employed VOSviewer version 1.6.16
to extract bibliometric information such as publication year,
journals, authors, institutions, countries/regions, references, and
keywords. Besides, we employed VOSviewer to conduct
co-authorship analysis, co-citation anaysis, co-occurrence
analysis, and then built visualization network maps.

Results

Global Publications on Medical I nformatics

A total of 34,742 articleson medical informaticswereretrieved.
The average annual number of publications was 3474 during
the past decade. The annual global publications on entire life
sciences and biomedical sciences are presented in Multimedia
Appendix 1. The annual global publications on entire life
sciences and biomedical sciences increased 55.73% from
573,981 to 893,887 from 2011 to 2020. The annual global
publications on medical informatics increased 193.86% from
1987 to 5839 from 2011 to 2020, which wasthe highest increase
rate in the life sciences and biomedical fields.

The global distribution of countries/regions participating in
medical informatics research is shown in Figure 1. A total of
161 countries/regions contributed to medical informatics from
2011 to 2020. The top 10 countries contributed 27,213 articles
in medical informatics. The United States (12,927 publications)
is the most productive country, followed by Germany (3336
publications), England (3269 publications), China (3157
publications), and Canada (2237 publications). Changesin the
annual ranking of the top 10 most productive countries for
medical informatics research are shown in Figure 2. The
rankings of the top 10 countries changed every year from 2011
to 2020, but the United States consistently ranked first in
publications.
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Figurel. Theglobal distribution of countries/regions participating in medical informatics research from 2011 to 2020.
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Figure 2. The annual ranking changes of the top 10 most productive countries regarding publication of articles on medical informatics from 2011 to

2020.
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Contribution of Source Journals

Based on the retrieved results, articles on medical informatics
were distributed in 37 journals. The top 10 journals with the
most publications in the medical informatics discipline are
presented in Table 1. From 2011 to 2020, Journal of Medical
Inter net Research with 3600/34,742 (10.36%) publicationswas
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the top productive journal, followed by Satistics in Medicine
(3282 publications) and Computer Methods and Programs in
Biomedicine (2409 publications). Journal of Medical Internet
Research with 63,932 citations was also the most highly cited
journal, followed by Statistics in Medicine (45,042 citations)
and Journal of the American Medical Informatics Association
(36,874 citations).
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Table 1. Thetop 10 most productive journalsin Medical Informatics from 2011 to 2020.

Rank  Journal Country Publication start ‘I_'otal publica=  Total citations
year tions

1 Journal of Medical Internet Research Canada 1999 3600 63,932
2 Satisticsin Medicine England 1982 3282 45,042
3 Computer Methods and Programsin Biomedicine Ireland 1985 2409 35,157
4 Biomedical Engineering-Biomediznische Technik Germany 1971 2184 3541
5 Journal of Medical Systems United States 1977 2104 28,747
6 Journal of The American Medical Informatics Association England 1994 1746 36,874
7 Journal of Evaluation in Clinical Practice England 1995 1676 13,720
8 BMC Medical Informatics and Decision Making England 2001 1660 17,956
9 IEEE Journal of Biomedical and Health Informatics United States 2013 1656 27,850
10 JMIR mHealth And uHealth Canada 2013 1544 16,156

Contributions of Authorsand Institutes

A total of 114,841 authors (175,530 frequency) contributed to
medical informatics from 2011 to 2020. As shown in Table 2,
David W Bates (99 publications) was the most productive
author, followed by Hua Xu (73 publications), and George
Hripcsak (61 publications). lan R White (5928 citations) was
the most cited author, followed by David W Bates (2019
citations) and Joshua C Denny (1924 citations).

A total of 20,513 ingtitutions contributed to the medical
informaticsfield from 2011 to 2020. The number of institutions
that issued more than 10 publications was 1385. Harvard
University (1161 publications) was the most productive
ingtitution, followed by University of Toronto (503
publications), University of Washington (488 publications), and
Columbia University (462 publications).

Table 2. Thetop 10 productive journals, authors, and institutions of medical informatics.

Rank Author Total publications  Total citations Institution Total publications  Total citations
1 David W Bates 99 2019 Harvard University 1161 19,471
2 Hua Xu 73 1691 University Toronto 503 10,904
3 George Hripcsak 61 1465 University Washington 488 6994
4 Dean F Sittig 61 1233 Columbia University 462 7744
5 Adam Wright 59 1102 University Michigan 455 6737
6 Hongfang Liu 58 873 Stanford University 422 7976
7 Joshua C Denny 51 1924 Vanderbilt University 389 8971

8 Chunhua Weng 51 818 University Penn 357 4084
9 Xiaogian Jiang 48 565 Duke University 336 5375
10 lan R White 47 5928 Mayo Clinic 326 5066

Co-authorship Analysis of Authors, Institutions, and
Countries

Upon analyzing the 34,742 retrieved articles, there was an
average of 5 co-authors for each article, revealing extensive
co-authorships among authors in the field of medical
informatics. We employed VOSviewer to analyze the
co-authorship of authors, institutions, and countries/regionsand
then built the visualization network map.

We found that 304 productive authors published more than 15
articles. Asshownin Figure 3, the largest collaborative network
of productive authors comprising 234 authors was divided into

https://medinform.jmir.org/2022/4/e33842

11 clusters of different colors. Hua Xu was the most active
co-author with atotal link strength of 162. The largest cluster
(in red) involved 43 co-authors centering on Hua Xu, Xiaogian
Jiang, and Cui Tao. Figure 4 shows the collaborative network
of 133 productive ingtitutions that published more than 100
articles by 8 clusters of different colors. Harvard University
was the most active co-author institution with a total link
strength of 1484 and in the center of the green cluster. Figure
5 shows the largest collaborative network of countries/regions
comprising 158 countries/regionsdivided into 4 different colored
clusters. The United Stateswas the most co-author country with
atotal link strength of 5495.
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Figure 3. The collaborative network of productive authors participating in medical informatics publications from 2011 to 2020.
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Figure5. The collaborative network of countries/regions participating in medical informatics publications from 2011 to 2020.
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Co-citation Analysis of References and Cited Journal

A total of 34,742 retrieved articles cited 700,628 references
from 157,424 journals. The article published by Breiman in
2001 entitled “random forests’ was the most cited reference.
Thisarticlewascited 567 timesin the retrieved publicationson
medical informaticsand 40,253 timesin WoSCC. Furthermore,
the analysis of the distribution of cited journals helps identify
the knowledge base of a certain field. The co-citation network
of 64 cited journals with a minimum of 2000 citations was
divided into 4 clusters of different colors. As shown in Figure

https://medinform.jmir.org/2022/4/e33842

RenderX

6, thered cluster centered on | EEE Transactions on Biomedical
Engineering, and |IEEE Transactions on Medical Imaging,
Computer Methods and Programs in Biomedicine; the green
cluster centered on Journal of Medical Internet Research,
Journal of the American Medical Informatics Association, and
International Journal of Medical Informatics; the blue cluster
centered on Satistics in Medicine, Biometrics, Journal of The
American Satistical Association; and theyellow cluster centered
on JAMA, New England Journal of Medicine, Lancet, and PLoS
One.
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Figure 6. The co-citation network of highly cited journals on medical informatics from 2011 to 2020.
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Co-occurrence Analysis of Author Keywords

The primary purpose of keywords is to provide fast access to
scientific publications for researchers. In a bibliometric study,
co-occurrence anaysis of keywords effectively reflects the
research hotspots in a scientific field [27,28]. This study
analyzed the “author keywords’ retrieved from WoSCC to
represent the research hotspots. We employed VOSviewer to
perform a co-occurrence analysis of the 143 high-frequency
author keywords, which appeared more than 100 times from
2011 to 2020. The co-occurrence network map of
high-frequency author keywords on medical informatics is
shown in Figure 7. The most high-frequency author keyword
was EHRs (with 1591 occurrences), followed by mHealth
(n=1331), machine learning (n=994), internet (n=827), and
eHealth (n=824). The 143 high-frequency author keywords
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formed 4 clusters: red, green, blue, and yellow. The red cluster
is the largest one with 43 keywords regarding the research
hotspots of Al in health care and medicine. The green cluster
mainly focused on the research hotspots of mobile health; the
blue cluster represented the research hotspots of implementation
and evaluation of EHRs; the yellow cluster demonstrated the
research hotspots of medical informaticstechnology application
in public health.

We analyzed the theme evolution of the annual top 10 author
keywordsfrom 2011 to 2020, as shown in Figure 8. From 2011
to 2020, 28 author keywords entered the annual top 10 author
keywords. The annual top 10 author keywords were constantly
changing. EHRs was the only author keyword that has been in
the annual top 10 for 10 consecutive years. COVID-19, which
was ranked third in 2020, was the emerging theme of Medical
Informatics.
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Figure 7. The co-occurrence network of high-frequency author keywords on medical informatics publications from 2011 to 2020.
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Figure 8. Theme evolution of the annual top 10 author keywords on medical informatics publications from 2011 to 2020.
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: : average increase rate, indicating the vast potential of medical
Discussion informatics research in the future.

TheGlobal Publication Trendsof Medical Informatics  Figure 1 shows that most countries/regions have contributed to

As shown in Multi med|aAppend|X 1, the g|0ba| output of the medical informatics research. Figure 2 shows that the United
entire life sciences and biomedical field shows arapid growth ~ States was continuously ranked as the top productive country,
trend from 2011 to 2020, except for 4 research areas. From 2011 indi cati ng its outstandi ng contribution to the field of medical
to 2020, the increase rate of popularity of medical informatics ~ informatics. As the only developing and Asian country among
far exceeded the growth rate of other research areas in life the top 10 productive countries, China has leaped to second
sciences and biomedical sciences, and it was almost 4 timesthe place in the top 10 productive countries in 2018, 2019, and

2020. The number of articles from Chinaincreased from 87 in
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2011 to 946 in 2020, with a growth rate of 987.36%. China's
growth rate was much higher than the average growth rate
(193.86%, from 1987 in 2011 to 5839 in 2020), enabling it to
improveits ranking rapidly. The rapid devel opment of medical
informatics in Chinamay be attributed to the fact that China's
medical reform in 2009 focused on the application of medical
informatics technology. The number of articles from Germany
increased from 124 in 2011 to 295 in 2020, with a growth rate
of 137.90%. The growth rate of Germany was lower than the
average growth rate (193.86%, from 1987 in 2011 to 5839 in
2020), which might be the main factor for its declinein ranking.

Asshown in Table 1, the top 10 productive journals published
21,861 articles, accounting for 62.92% (21,861/34,742) of all
medical informaticsarticlesinthe past 10 years. Thesejournals
have made substantial contributions to the development of
medical informatics. From 2011 to 2020, the annual number of
articles published in Satisticsin Medicinewasrelatively stable,
with minor fluctuations between 263 and 403. However, the
ranking of Statisticsin Medicine dropped from thefirst in 2011
to sixth in 2020, and its proportion dropped from 13.24% in
2011 t0 5.53% in 2020. Except for 2014, the annual number of
articles published by Journal of Medical Internet Research has
continued to increase from 2011 to 2020. In particular, the
annual number of articles published by Journal of Medical
Internet Research hasincreased by 8.96 times, from 111in 2011
to 1106 in 2020. Journal of Medical Internet Research was the
most influential journal in medical informatics from 2011 to
2020 regardless of publications and citations. |EEE Journal of
Biomedical and Health Informatics and JMIR mHealth and
uHealth, published since 2013, werethe fastest-growing journals
inthisfield in the past 10 years.

The Global Collaboration Patterns of M edical
Informatics

The international collaboration of authorship is attributed to a
fast-growing increase in the number of outputsinacertainfield
[29]. In the past decade, an increasing number of authors,
institutions, and countries/regions contributed to the productivity
of medica informatics. From 2011 to 2020, more than 110,000
authors and 20,000 ingtitutions from 161 countries/regions
published medical informaticsresearch. Additionally, to further
demonstrate the dynamic changes of the authorsin the field of
medical informatics, we analyzed the authors who published
medical informatics articles by categorizing the last decade as
2011-2015 and 2016-2020. Among the 79,829 authors who
published medical informatics articles between 2016 and 2020,
only 10,051 (12.59%) authors had previously published in this
area. However, 69,778 (87.41%) authors published their first
medical informatics papers during this period. Thus, many new
researchers have flooded into medical informatics research in
the past 5 years.

The top productive author David W Bates enjoyed an
international reputation in medical informaticsresearch, focusing
on medical information technology to improve the safety and
quality of medical care [30,31]. As shown in Figure 3, 70 of
the 304 productive authors were not in the co-authorship
network, indicating that the collaboration between productive
authors till had certain limitations. Harvard University was

https://medinform.jmir.org/2022/4/e33842
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always the top productive institution and at the center of the
co-authorship network of institutions, indicating its substantial
academic influencesin medical informaticsresearch. Asshown
in Figure 4, all the 133 productive institutions were in the
co-authorship network, showing extensive collaborations
between institutionsworl dwide. The United States continuously
remained the top productive country and at the center of the
co-authorship network of countriesregions, indicating its
substantial academic influencesin medical informatics research.
AsshowninFigure5, 158 of the 161 countries/regionswerein
the co-authorship network, showing extensive collaborations
between different countries.

The Basic Knowledge of Medical Informatics

Co-citation analysis can comprehensively demonstrate the
knowledge base of acertain discipline[32]. Asshownin Figure
6, the red cluster represents journals on computer science; the
blue cluster represented journals on statistics science; the green
cluster represented journals on medical informatics; the yellow
cluster represented journals on general medicine and science
and technology. In this study, co-citation analysis of cited
journals showed that the knowledge base of medical informatics
comes from medical informatics itself and disciplines such as
computer science, genera medicine, statistics, science and
technology, and others.

The Research Hotspots of Medical I nformatics

The co-occurrence analysis of high-frequency author keywords
clarified the leading hotspots of medical informatics research.
As shown in Figure 7, there are 4 main research hotspots on
medical informatics from 2011 to 2020.

The red cluster focused on Al in health care and medicine. Al
usually refersto computing technology that mimics or simulates
the processes supported by human intelligence, which
dramatically improves diagnosis and treatment accuracy and
theentireclinical treatment process[33]. With theimprovement
in computer performance and the availability of big data from
EHRSs, the research and application of Al in health care and
medicine have devel oped rapidly. With its advanced algorithms
and learning capabilities, Al applications have hel ped medical
professionalsthrough symptom monitoring, predictive modeling,
and decision support, especially in cancer and medical imaging
[34,35].

The green cluster focused on mobile health. With the popul arity
of the internet and the rapid development of maobile
communication devices and wearable devices, mobile health
has been widely used in developed and developing countries
[36]. Mobile health improves the ability of health systems to
provide high-quality health care, especially in chronic disease,
mental health, physical activity, HIV, and smoking cessation
[37-4Q].

The blue cluster focused on the implementation and evaluation
of EHRs. EHRs utilize information systems to store a digital
format for patient and population health information [41].
Quantitative or qualitative methods were applied to evaluate
the usability, interoperability, security, privacy, and other
functions to improve EHRs continuously [42-44]. Hedlth care
professional s can access EHRs quickly and effectively to better
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serve patients and the popul ation, and these have great potential
inimproving medical efficiency and quality [45]. Implementing
EHR and decision support helps clinicians make precise
decisions to improve health care, reduce medical errors, and
ensure patient safety [46-48].

The yellow cluster focused on medical informatics technology
application in public health. The medical informaticstechnology
represented by social media provides a series of possibilities
for establishing multidirectional communication and interaction
and quickly monitoring public emotions and activities. The
application of new medical informatics technology can help
increase the coverage and efficiency of public health services,
especidly in public communication, education, survey,
engagement, and monitoring [49,50]. As our understanding of
the most effective methods of using medical informatics
technology to support public heath research and practice
matures, there will be more innovative applications of medical
informatics technology in the field of public health, thereby
making more remarkabl e contributionsto improving popul ation
health.

The Theme Evolution and Emerging Frontiers of
Medical Informatics

As shown in Figure 8, the content and ranking of the top 10
author keywords have evolved dramatically every year from
2011 to 2020. Only one of the top 10 author keywords in 2011
still appeared in the top 10 keywords in 2020. These were a
microcosm of the rapid development of medical informatics
and show that the theme of medical informatics research was
significantly changing with the development of information
technology.

EHRs was the only author keyword that continuously ranked
in the top 10 during the past 10 years, and it was the most
high-frequency keyword from 2011 to 2020. EHR wasthe most
significant research hotspot of medical informatics throughout
the past decade.

The internet consecutively ranked second from 2011 to 2015,
but its ranking showed a gradual decline after 2016, showing
that internet research based on traditional computers was the
most concerned research theme in the early stages of medical
informatics research in the past decade.

mHealth first appeared in the top 10 author keywords in 2013,
and its ranking increased every year. Since 2018, mHealth is
ranked asthe number 1 author keyword for 3 consecutive years.
Moreover, the author keywords mobile applications ranked
sixth in 2020 and mobile phones ranked ninth in 2020, which
were closely related to mHealth, showing that mHealth based
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on mobile devices has become the undisputed most prominent
emerging theme in medical informatics.

Machinelearning first appeared in thetop 10 authors keywords
in 2014 and has remained in the top 10 author keywords since
then. The main methods of Al technology, machine learning
and deep learning, were ranked second and fifth, respectively,
in 2020, revealing that Al in health care was an emerging
frontier of medical informatics. Especially, deep learning with
the ability to mine alarge amount of multimodal unstructured
information and the ability to automate feature learning can
promote the application of data-driven solutions in disease
diagnosis and predicting prognosis [51,52].

Thekeywordsrelated to health care and disease such as cancer,
diabetes, physical activity, and COVID-19 also appeared in the
top 10 author keywords, indicating that the medical informatics
technology has promising applications in treating, managing,
monitoring, and preventing disease in the past decade. The
outbreak of COVID-19 has had an unprecedented impact on
global health, economy, and society. Various active response
measures have been used to deal with the epidemic, and medical
information also plays an important role, especially in
coordinating medical resources, information dissemination,
contact tracing, public education, and mental health intervention
[53,54].

Limitations

Our research has some limitations. First, only English articles
were retrieved in this study. Therefore, language bias may
inevitably occur. Second, we did not evaluate the quality of
publications, and some low-quality publications may have the
same weight as high-quality publications. Finaly, the data for
thisanalysiswere only extracted from WoSCC, excluding those
from other databases such as Scopus, PubMed, or Google
Scholar. Thus, publications appearing only through one of these
databases may have been missed. Exploring ways to combine
different data sources in future work is essential.

Conclusions

To our knowledge, this study provided the first comprehensive
picture of global efforts on medical informatics in the past
decade from abibliometric analysis perspective. We summarize
the recent advances in medical informatics in the past decade
and shed light on their publication trends, influential journals,
global collaboration patterns, basic knowledge, research
hotspots, theme evolution, and emerging frontiers. These
findings will accurately and quickly grasp the research trends
and provide valuable guidance for future medical informatics
research.
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Abstract

Background: Weak health information systems (HISs) hobble countries’ ahilities to effectively manage and distribute their
resources to match the burden of disease. The Capacity Building and Mentorship Program (CBMP) was implemented in select
districts of the Amhara region of Ethiopia to improve HIS performance; however, evidence about the effectiveness of the
intervention was meager.

Objective: Thisstudy aimed to determine the effectiveness of routine health information use for evidence-based decision-making
among health facility and department heads in the Amhara region, Northwest Ethiopia.

Methods: The study was conducted in 10 districts of the Amhara region: five were in the intervention group and five werein
the comparison group. We employed a quasi-experimental study design in the form of a pretest-posttest comparison group. Data
were collected from Juneto July 2020 from the heads of departments and facilitiesin 36 intervention and 43 comparison facilities.
The sample size was calculated using the double population formula, and we recruited 172 participants from each group. We
applied adifference-in-differences analysis approach to determine the eff ectiveness of the intervention. Heterogeneity of program
effect among subgroups was assessed using a triple differences method (ie, difference-in-difference-in-differences [DIDID]

method). Thus, the B coefficients, 95% Cls, and P values were calcul ated for each parameter, and we determined that the program
was effective if the interaction term was significant at P<.05.

Results: Datawere collected using the endpoint survey from 155 out of 172 (90.1%) participants in the intervention group and
166 out of 172 (96.5%) participantsin the comparison group. The average level of information use for the comparison group was
37.3% (95% Cl 31.1%-43.6%) at baseline and 43.7% (95% CI 37.9%-49.5%) at study endpoint. The average level of information
usefor theintervention group was 52.2% (95% Cl 46.2%-58.3%) at baseline and 75.8% (95% CI 71.6%-80.0%) at study endpoint.
The study indicated that the net program change over time was 17% (95% CI 5%-28%; P=.003). The subgroup analysis also
indicated that | ocation showed significant program effect heterogeneity, with aDIDID estimate equal to 0.16 (95% CI 0.026-0.29;
P=.02). However, sex, age, educational level, salary, and experience did not show significant heterogeneity in program effect,
with DIDID estimates of 0.046 (95% CI —0.089 to 0.182), —0.002 (95% CI —0.015 to 0.009), —0.055 (95% CI —0.190 to 0.079),
—-1.63 (95% CI -5.22 to 1.95), and —0.006 (95% CI —0.017 to 0.005), respectively.

Conclusions: The CBMP was effective at enhancing the capacity of study participants in using the routine HIS for
decision-making. We noted that urban facilities had benefited more than their counterparts. The intervention has been shown to
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produce positive outcomes and should be scaled up to be used in other districts. Moreover, the mentorship modalities for rural

facilities should be redesigned to maximize the benefits.
Trial Registration:

(JMIR Med I nform 2022;10(4):€30518) doi:10.2196/30518
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Introduction

A health information system (HIS) is an intersection between
health care business processes and information systems to
deliver better health care services [1]. An effective and
integrated HIS is the foundation of a strong health system and
provides underpinnings for decision-making [2,3]. It has much
to offer in managing health care costs and improving health
care quality [4,5]. Effective decision-making to improve public
health care essentially depends on the availability of reliable
data[6].

Countries have made tremendous efforts to enhance data use
practice for patient care and management. For example, a
granular ontology model for maternal and child HISs and a
national acute care information platform wereimplemented and
improved dataanalysis skillsand policy making in Pakistan [6]
and Sri Lanka [7], respectively. On the other hand, timely
feedback on health system performance was implemented in
sub-Saharan African countries and resulted in enhanced
decision-making among leaders [8]. Likewise, a data-driven
quality improvement intervention in Mozambique, Rwanda,
and Zambia[9], aswell asadata use workshop in Zanzibar and
the United Republic of Tanzania [10], were implemented and
brought a shift from a lack of awareness to collaborative
ownership and improved local use of target indicators to drive
change, respectively.

In Botswana, a task-shifting initiative (ie, development of a
dedicated monitoring and evaluation cadre) was implemented
to strengthen monitoring and eval uation and build asustainable
HIS. Asaresult, theintervention brought increased use of health
datafor disease surveillance, operational research, and planning
purposes [11]. The Feedback and Analytic Comparison Tool
in Egypt [12] and the District Health Profile tool in Kenya[13]
wereimplemented as change drivers; they hel ped health workers
toidentify gaps and facilitated data-informed decision-making.
Moreover, a partnership-mentoring model implemented in the
public hospitals of Ethiopia resulted in a 60% improvement of
management indicators [14].

Previous work has indicated that training, supervision, a good
perceived culture of information use, having standard indicators,
competence on routine HIS (RHIS) tasks, technology
enhancement along with capacity building activities, and
feedback systemswere positively associated with routine health
information use [15-18]. Despite this, there has been a concern
when using thisinformation in strategic decision-making among
health workers [19] as well as a concern that the RHIS was

https://medinform.jmir.org/2022/4/€30518

unfairly used to enhance evidence-based decision-making [15].
According to Mate et a [20], incomplete, inaccurate, and
untimely data have been challenges of data use. Hoxha et al
[16] also documented that the technical, organizational, and
behavioral attributes of RHIS data remain challengesin health
data use.

The investment in health systems infrastructure or training for
clinicians and administrators in low- and middle-income
countries (LMIC) has been low [21]. Weak HISs hobble the
ability of many LMIC to distribute their resources to match the
burden of disease [22], and lack of data use is disempowering
staff and those seeking to support them from making progress
in setting-relevant research and quality improvement [7].
Considering the low level of health data use among health
workers, the Amhara Regional Health Bureau (ARHB), in
collaboration with the University of Gondar (UoG) in Ethiopia,
introduced the Capacity Building and Mentorship Program
(CBMP) in 2019. The initiative has been implemented in five
selected districts of theregion since then. However, information
was meager about the effectiveness of the intervention on the
use of information in the study area. Therefore, this study aimed
to determine the level of health information use among health
facilitiesand department headsin the Amhararegion, Northwest
Ethiopia.

Methods

Study Setting and Design

Baseline data were collected from April to May 2019 in 10
selected districts of the Amhara region: five were in the
intervention group and five were in the comparison group. A
year later, endpoint data were collected from June to July 2020
in the same districts. Thus, to estimate the effectiveness of the
intervention, aquasi-experimental, nonequivalent, control group
study design was employed [23].

The Amhara region is located between 8°45' N and 13°45' N
latitude and 35°46' E and 40°25' E longitude in Northwest
Ethiopia[24,25]. It issubdivided administratively into 12 zones
and three town administrations (Figure 1). The zones and the
town administrations are again subdivided into a total of 189
districts, of which 39 are urban towns. As of 2020, the total
population of the region was 22,292,890. The ratio of malesto
females was close to 1. The region has been implementing a
three-tier health system comprised of primary, secondary, and
tertiary levels. There are nine referral hospitals, 71 primary
hospitals, 954 health centers, and 3450 health posts that are
providing health servicesin the region [26].
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Figure1l. Map of the study areain the Amhara Region, Northwest Ethiopia, 2021.
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Participants

The source population of this study included all health
department and health facility heads. Individuals responsible
for the health departments or health institutions that were
expected to use routine health dataand who were at the selected
facilities for at least 6 months were included in the study.
However, health department heads who were on leave, retired,
and not supposed to use routine health information for patient
monitoring and follow-up were excluded from the study. Since
it was an intervention effectiveness study, newly inaugurated
facilitieswith patient stays of up to 3 monthswere also excluded
from the study.

Interventions

The CBMPisan innovative approach that has been implemented
since 2019 in selected districts of Ethiopia through the joint
venture between the Federal Ministry of Health (FMoH) and
selected universities; its god is to strengthen the national HIS
through proper data documentation, information use, and
digitalization. The ARHB along with the UoG wereresponsible
for implementing the intervention in the Amhara region. The
intervention had two components: tailored training and
mentorship. It targeted service delivery unit heads, case team
leaders, health department heads, health facility heads, program
officers, and district office managers [27].

Theintervention was designed primarily toimprove the capacity
of health workers at different levels. Thus, data quality and
information use training manuas were distributed to health
facilities, and participants from intervention districts received
training on DHIS2 (District Health Information Software 2)
dataanalytics, visualization, presentation, troubleshooting, and
data use for decision-making. Furthermore, HIS resources (ie,
registers, tally sheets, and computers) were provided to health
facilities to enhance the availability and quality of data, and
joint review meetings, which served asaplatform for discussion,
were organized every 6 months [28].

Mentoring is a strategic development activity that supports
health workersto attain the vision and goal s of the organization
[29]. The UoG recruited mentors from departments such as
health informatics, health systems and policy, epidemiology
and biostatistics, and health education. Thus, training was
organized and provided to mentorsto introduce themto the HIS

https://medinform.jmir.org/2022/4/€30518
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strategies being implemented nationally and to provide them
with mentorship skills. The trained mentors conducted
mentorship programs at each health facility department every
quarter for 1 year using the mentorship checklist. As a resullt,
four rounds of mentorship programswere conducted. After that,
the mentors with their mentees developed action plans that
indicated activities to be accomplished, responsible persons,
and implementation period. Based on the mentorship findings,
mentees provided detailed written feedback that contained the
strengths, weaknesses, and next stepsin the performance of the
RHIS.

Outcomes

The dependent variable of the study wasthelevel of information
use. The concept of information used for action in the health
care systemwas applied. The practice of routine health datause
isaprocess that encompasses gap identification, prioritization,
root cause analysis, action plan development, and follow-up.
Thus, we used a composite indicator to calculate the average
value of information use. The five components of the outcome
variable were as follows: identifying indicators in the
department, cal culating targets versus achievements, providing
feedback to health workers at the lower levels, calculating
program coverage, and evidence showing the use of data to
inform decisions. We cal culated the average val ue of these five
indicators and compared the level of information use among
intervention and comparison groups [15,30].

Sample Size

The study employed a quasi-experimental design with pre- and
postassessment and intervention and comparison groups.
Considering the differencein thelevel of information use among
intervention and comparison districts after the intervention, we
employed a double population proportion formula to estimate
thesample size. Mathematically, the sample size was determined
using the following formula [31]:

N= (K [Py (L—Pp + P, (1-Pp]) / ([P, - P2?)
where N isthe sample size; P; is the anticipated proportion of
facilities with the attribute of interest (ie, level of information
use after the intervention, assuming a 15% increase in
information use and considered as 84%) [32]; P, is the
proportion of data use with no intervention, taken as 69%; K is
the constant at an a value of .05 and a3 value of .2, taken as
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7.9; and power (1 — P)was 80%[33,34]. With these
assumptions, the sample size was cal cul ated to be 122 units per
department for each group. Though the source population was
finite (<10,000), the sample size was corrected using the
correction formula. Considering adesign effect of 1.5 and a5%
nonresponse rate, the final sample sizewas 172 for each group.
Thus, the overall sample size for both groups combined was
344 individuals.

As aquasi-experimental study, five districts were recruited for
each arm (ie, intervention and comparison groups). The
intervention districts were selected by the FMoH from among
the low-performance districts regarding RHIS activities in the
region. However, comparison districts were chosen randomly
among the 146 districts in the region. We applied a multistage
sampling procedure to select the study participants and
developed a sampling frame that contained a list of the heads
of departments and facilitiesin the sel ected districts. Thus, study
participants were selected from the study population using a
simple random sampling technique.

Data Collection Tools and Procedures

Data collection toolswere devel oped based on the Performance
of Routine Information System Management tools (version 3)
and adapted to the local context [35]. In this paper, we applied
the Information Use Assessment Tool and Organizational and
Behavioral Assessment Tool (OBAT). The tools were piloted
in two districts, Injibara and Debre Tabor, for validity and
reliability checks; the districts were out of the study area but
comparablewith the study sites. Thereliability assessment score
showed a Cronbach a of .92 for the Likert scale, which indicated
that the tool was consistent in measuring the outcome of interest
[36].

The Information Use Assessment Tool is an
interviewer-administered tool. It was used to examine the health
facilities' report production, information display, discussions,
and decisions based on the RHIS, planning, supervision, and
mentorship. The OBAT is a self-administered tool that is used
to identify information about the technical, organizational, and
behavioral constraints for routine health data use. Eight data
collectors and two supervisors participated in the data collection.
The principal investigator (Pl) delivered training on data
recording, document review, and ethical consideration to data
collectors and supervisors for 2 days. A data quality checklist
was developed and applied during data collection to maintain
the quality of data. Daily feedback was provided to data
collectorsby supervisors. The Pl led and coordinated the overall
data collection process.

Data collectors requested permission from the facility headsto
access the documents and departments. In addition, they
provided information about the purpose of the study and
obtained written consent from selected participants before
interviewing them. Following that, they prepared participants
for the interview. They reviewed source documents and charts
posted in the department or unit, observed the discussion points
made among members of the management body in the logbook,
and collected data using the study tool. Subsequently,
respondents were provided with a self-administered tool (ie,
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the OBAT) and informed to take an ample amount of time to
complete the questionnaire.

Assignment M ethods

The FMoH with the ARHB selected five intervention districts
based on predefined criteria. All of these districts were low
performers regarding the RHIS activities. They had alow level
of information use and poor data quality but could potentially
improvetheir performanceif given theintervention. Asaresult,
random assignments of districtsto comparison and intervention
arms were not applicable. However, the research team, in
collaboration with the ARHB, selected five comparison districts
to help in measuring the effectiveness of the intervention.
Therefore, the intervention groups received usua service and
the new CBMP intervention (ie, tailored training and
mentorship), and the comparison groups received usual service
(ie, supervision and review meeting by routine service).
Blinding

The nature of the intervention was designed to be implemented
by mobile mentors. Asaresult, we were unable to mask health
workers and program implementers. However, all study
participants and data collectors were blinded to the research

question and hypothesis that the team generated during
implementation, baseline, and endpoint data collection.

Statistical M ethods

The team scrutinized the data to identify missing values before
entering the datainto the software. The data entry template was
developed using EpiData software (version 3.1; EpiData
Association) by applying the commands and skipping patterns
that minimized errors during entry. Thus, cleaned data were
entered into Epi Dataand exported to R software (version 4.0.4;
The R Foundation) in CSV file format to compute the effect
size of the intervention. R software has different built-in
statistical packages that enable researchers to run statistical
models and test the hypothesisin question. Descriptive statistics,
such asmean and percentage, were calcul ated. Tablesand graphs
were also used for presenting findings.

The data were collected from the intervention and comparison
districts before and after the implementation of the intervention.
Thus, it entailed the difference-in-differences (DID) method to
determine the effectiveness of the CBMP. As alluded to by
different scholars, the DID method isone of the most frequently
used methods in outcome and impact eval uation studies. Based
on a combination of comparisons before and after the
intervention as well as comparisons of the treatment and
comparison groups, the method has an intuitive appeal and has
been widely used in economics, public policy, health research,
management, and other fields [37,38]. Thus, we employed the
DID estimation technique to measure the effectiveness of the
intervention using data from before and after the intervention
in comparison of intervention and comparison groups. It was
applied predominantly to quantify and test whether the level of
changein the outcome of interest in the intervention group was
significant compared to the comparison group.

The DID approach applied a linear regression model and
calculated the change over timein intervention and comparison
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groups. It double-differenced the change over time in the
intervention group compared to the comparison group. The
method also generated a valid estimate of the causal effect if
theimplementation of the CBM P wasthe only factor that might
cause a change in the association between the CBMP and
average information use before and after the intervention, as
shown in the equation below:

Yot = Bo + ByTg + BaPy + Bs(Tg X Py) + By(Ty x Py x
covariates) + &,

where Y is the average level of information use, B, is the
averagedifferencein’Y between thetwo groupsthat iscommon
in both time periods, 3, is the average change in Y from the
baseline to the endpoint time period that is common to both
groups, 35 is the average change in Y from the baseline to the
endpoint time period of the intervention group compared to the
comparison group, and 3, is the triple difference adjusted for
some covariates.

To estimate the average change in information use over time
using the DID model, we created adummy variable by assigning
1 to the intervention group and O to the comparison group.
Moreover, the preintervention period and postintervention period
wereassigned 0 and 1, respectively. Subsequently, we employed
a difference-in-difference-in-differences (DIDID) method to
assess whether the program effects were heterogeneous across
sex (malevsfemale), age (<30 yearsvs>30 years), educational
level (diploma vs above diploma), location (rural vs urban),
salary (<5000 ETB [Ethiopian birr] vs >5000 ETB; a currency
exchange rate of 44.32 ETB=US $1 is applicable), and
experience (<5 years vs >5 years) [15].

The model provided information about the (3 coefficients, P
values, and 95% Cls. If the coefficient for the interaction term
(ie, the DID estimator) was significant at an o value of .05, we
determined that the intervention was responsible for causing
the change in the treatment group. In addition, the coefficients
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for thetripledifference (ie, the DIDID estimator) were examined
using the covariates listed above; one group was judged as
having benefited more than the other if the model provided
significant 3 coefficients [37,38].

Ethics Approval

The study protocol was developed considering the ethical
principles from the Declaration of Helsinki. The research
protocol was registered at the Pan African Clinical Trials
Registry (PACTR202001559723931), which isaWorld Health
Organization International Clinical Trials Registry Platform
primary register [39]. Moreover, theregistry confirmed that the
intervention was implemented with ethical consideration to
human subject involvement. The CBMP offersoriginal insights
and is a new approach; the tailored intervention was
implemented in an adaptive way to address the gaps identified
at a specific intervention site. We also secured an ethical
clearance letter from the UoG Institutional Review Board
(reference No. O/V/P/IRCS/05/430/2018). Participants were
informed of the purpose of the study and consented before any
inquiry. Data were collected anonymously with no personal
identifiers; data were used only for this study. We presented
findings with no manipulation or subject involvement.

Results

Participant Flow Through the Study

Baseline data were collected from 344 study participants
(intervention: n=172, 50%; comparison: n=172, 50%) across
83 health facilities. However, atotal of 321 study participants
(intervention: n=155, 48.3%; comparison: n=166, 51.7%) across
79 health facilities (intervention: n=36, 46%; comparison: n=43,
54%) were surveyed at the endpoint of the study; the response
rate was 93.3% (321/344). A total of 4 facilities out of 40 (10%)
from the intervention arm were excluded because they became
part of the newly established districts (Figure 2).
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Figure 2. Flow diagram of study participantsin the Amhararegion, Northwest Ethiopia, 2021.

83 Health facilities (7 hospitals and 76 health

centers) with 344 study participants to be assessed
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Nonrandomization
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5 Districts with 40 facilities allocated to
intervention (172 participants)
e 4 Hospitals (34 participants)

e 36 Health centers (138 participants)

5 Districts with 43 facilities allocated to
comparison (172 participants)

e 3 Hospitals (20 participants)

e 40 Health centers (152 participants)

I e ﬂ

36 Facilities (4 hospitals and 32 health
centers) were assessed (155 participants)
e 4 Health centers (13 participants)

moved to the newly established

e 1 Transferred to other facilities

* 3 Newly hired

districts due to administrative decision

43 Facilities (3 hospitals and 40
health centers) were assessed
(166 participants)

e 4 Transferred to other facilities

e 2 Newly hired

Analyzed (n=155)

Analyzed (n=166)

79 Health facilities (321 participants)

Characteristics of Study Participants

Among the 321 total study participants, 155 (48.3%) werefrom
the intervention districts and 166 (51.7%) were from the
comparison districts. More than half of the study participants
were male in both intervention and comparison districts at
baseline and endpoint periods. AlImost two-thirds of the study
participants were below the age of 28 years in both arms.
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Similarly, morethan half of the study participants were diploma
holders and resided in rural locations. Two-thirds of the
participants earned equal to or below 5000 ETB at baseline,
and nearly half of them earned above 5000 ETB at the study
endpoint in both the intervention and comparison groups. More
than half of the study participants had 5 years or more of
experience (Table 1).
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Table 1. Sociodemographic characteristics of study participants in the Amhararegion, Northwest Ethiopia, 2021.

Variable Baseline Endpoint
Intervention Comparison Intervention Comparison
n (%) 95% Cl n (%) 95% Cl n (%) 95% Cl n (%) 95% Cl

Sex

Female 68 (39.5) 32.3-47.3 63 (36.6) 29.5-44.3 68 (43.9) 35.9-52.1 60 (36.4) 29.1-44.2

Male 104(605)  52.7-67.7  109(634) 55.7-705  87(56.1) 479640  106(636) 55.8-70.9
Age (years)

<30 133(77.3) 70.2-83.3  147(855) 79.1-90.2  129(83.2) 76.2-886  130(78.3) 71.1-84.2

>30 39(22.7) 16.8-29.8 25(14.5) 9.8-20.9 26 (16.8) 11.4-238 36 (21.7) 15.8-28.9
L ocation

Rural 94 (547)  469-62.2  122(709) 634-77.5  80(51.6)  43559.7  116(69.9) 62.2-76.6

Urban 78 (45.3) 37.8-531  50(29.1) 225-36.6  75(48.4) 403565  50(30.1) 23.4-37.8
Educational level

Diplomaor below 104(605)  52.7-67.7 97 (56.4) 486-639  87(56.1) 479640 90 (54.5) 46.6-62.2

Above diploma 68 (39.5) 32.3-47.3 75 (43.6) 36.1-51.4 68 (43.9) 35.9-52.0 75 (45.5) 37.8-53.4
Salary (ETB?)

<5000 131(76.2) 68.9-822  109(65.3) 57.5-724  77(49.7) 416546  80(485)  40.7-56.4

>5000 41 (23.8) 17.8-31.0  58(34.7) 27.6-425  78(50.3) 422-584  85(515) 43.6-59.3
Experience (years)

<5 107 (62.9) 55.2-70.1  128(65.3) 581-71.9  89(57.4) 49.2-652  97(58.8) 50.9-66.3

>5 63(37.1) 29.9-44.8 68 (34.7) 28.1-41.9 66 (42.6) 34.8-50.8 68 (41.2) 33.7-49.1

8ETB: Ethiopian birr; a currency exchange rate of 44.32 ETB=US $1 is applicable.

Component Indicator s of I nformation Use

The study indicated that a mean of 30.2% (95% Cl 23.3-37.2)
and 51.7% (95% CI 44.23-59.3) of the department heads in
comparison and intervention districts, respectively, used
available evidence while making decisions at baseline, whereas
a mean of 33.7% (95% CI 26.4-41.0) and 73.5% (95% ClI
66.7-80.3) of the department heads in comparison and
intervention districts, respectively, used available evidence
while making decisions at study endpoint. At baseline, a mean
of 41.9% (95% Cl 34.5-49.3) and 43.0% (95% CI 35.5-50.5)
of the departments in the comparison group calculated target
achievement and program coverage, respectively, whereas a
mean of 63.9% (95% CI 56.7-71.2) and 50.0% (95% CI
42.5-57.5) of the departments in the intervention group did so.
However, the postperiod data showed that a mean of 56.0%
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(95% CI 48.4-63.7) and 45.2% (95% CIl 37.6-52.8) of the
comparison groups cal cul ated target achievement and program
coverage, respectively, whereas a mean of 85.5% (95% CI
80.1-90.9) and 76.5% (95% CI 70.0-83.0) of the intervention
groupsdid so. At baseline, lessthan half of the study participants
in both groups provided feedback to health workers at the lower
levels; however, at the study endpoint, a mean of 34.9% (95%
Cl 27.5-42.3) of comparison group participantsand 62.1% (95%
Cl 54.6-69.5) of the intervention group participants did so. At
baseline, amean of 41.9% (95% Cl 34.5-49.3) and 58.7% (95%
Cl 51.3-66.2) of the departments in the comparison and
intervention groups, respectively, had identified indicators,
whereas at the study endpoint, a mean of 48.8% (95% ClI
41.1-56.5) and 81.3% (95% CI 75.3-87.3) of the departments
in the comparison and intervention groups, respectively, had
done so (Figure 3).
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Figure 3. Component indicators of routine information use at baseline and at the study endpoint in the comparison and intervention districts in the
Amhararegion, Northwest Ethiopia, 2021. The mean values are reported on the bars; the whiskers represent 95% CI values.
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The average level of information use for the comparison group
was 37.3% (95% Cl 31.1%-43.6%) at baselineand 43.7% (95%
Cl 37.9%-49.5%) at the study endpoint. The average level of
information use for the intervention group was 52.2% (95% ClI
46.2%-58.3%) at baseline and 75.8% (95% CI 71.6%-80.0%)

75

at the study endpoint. The DID analysis indicated that the net
program effect change over time was significant (P=.003). It
indicated that the intervention resulted in a 17% (95% ClI
5%-28%) increment in the level of information use among the
intervention districts compared to the comparison districts (Table
2).

Table 2. DID analysisin control and intervention districtsin the Amhara region, Northwest Ethiopia, 2021.

Parameter Program effect size 95% ClI P value
Intercept 0.356 0.300-0.413 <.001
Group (intervention vs comparison) 0.162 0.080-0.243 <.001
Time (study endpoint vs baseline) 0.08 0.000-0.160 .047
0.173 0.058-0.288 .003

DID? analysis (group x time)

aDID: difference-in-differences.

Subgroup Analysisfor Program Effect Heterogeneity
Diagnosis

The DIDID estimate showed that the CBMP increased
information use by 16% among department heads who were
working in urban facilities, withaDIDID estimate of 0.16 (95%
Cl 0.026-0.289; P=.02). However, we did not find much

https://medinform.jmir.org/2022/4/€30518
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RenderX

evidence of heterogeneity in program effect based on sex, age,
educationa level, salary, and experience, with DIDID estimates
of 0.046 (95% CI —0.089 to 0.182), —0.002 (95% CI —0.015 to
0.009), —0.055 (95% CI —0.190 t0 0.079), —1.63 (95% CI -5.22
to 1.95), and —0.006 (95% CI —0.017 to 0.005), respectively
(Table 3).
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Table 3. Subgroup analysis for selected variables in assessing program effect heterogeneity in the Amhara region, Northwest Ethiopia, 2021.

Effect modifier Heterogeneity in program effect (95% CI) P value
Sex (malevsfemale) 0.046 (—0.089 to 0.182) .50
Age (<30 years vs >30 years) —0.002 (-0.015 to 0.009) .65
Educational level (diplomavs above diploma) —0.055 (—0.190 to 0.079) A2
Salary (<5000 ETB2vs >5000 ETB) —0.00016 (—0.0005 to 0.00019) .37
Residence (urban vsrural) 0.16 (0.026 to 0.289) .02
Experience (<5 years vs >5 years) —0.006 (—0.017 to 0.005) .29

8ETB: Ethiopian birr; a currency exchange rate of 44.32 ETB=US $1 is applicable.

Discussion

Principal Findings

All five component indicators showed high improvement at the
study endpoint compared to baseline in each group. The
intervention resulted in a 17% change in the average level of
information use among study participants in the intervention
districts compared to the comparison districts. We noted that
the effect of the intervention was heterogeneous in urban and
rura facilities. However, significant differences were not
observed based on the sex, age, educational level, salary, and
experience of the study participants.

This research revedled that the CBMP was effective in
improving the capacity of the department and facility headsin
using routine health information for decision-making and action.
Thisfinding was higher than that found in acluster randomized
controlled trial conducted in Sierra Leone on a community
health data review meeting, which resulted in a 14% increment
in evidence generation [40]. However, this finding was by far
below the findings reported in astudy conducted in Nigeria; in
that study, dataquality and information use training were found
to improve feedback mechanisms by 54% [32]. This difference
could be due to the large number of facilities covered by the
CBMP and the nature of the study participants. Building health
workers' capacity in data use for actions at al levels in the
health system would improve and make more efficient the use
of health care resources, which would, in turn, lead to making
quality services available to clients.

As indicated with these findings, the intervention resulted in
the majority of study participants having identified and used
indicatorsto track performance progressin their catchment area.
It was consistent with a single study done in Zanzibar and
Tanzaniawhere the datause workshop resulted inimprovement
in the local use of target indicators [10]. Identifying and using
indicatorsin the health system enable health workersto measure
the occurrence of disease or other health conditions and factors
contributing to them [41]. In addition, indicators link
information to actions and provide signals as to whether a
program is effective and efficient in achieving the intended
resultsin the target groups [42].

Though the findings highlighted an improvement in providing
feedback to health workers at lower levels, it was still
unsatisfactory compared to the desired level [27]; however, it
was better than the findings of the study done in the Southern
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Nations, Nationalities, and Peoples Region [43]. It was also
inconsistent with the findings obtained in Egypt that reported
the effectiveness of the Feedback and Analytic Comparison
Tool intervention inimproving clinicians’ capacity on providing
feedback [12]. The difference might be because the latter was
asingle intervention primarily targeted at improving feedback
mechanisms. In addition, it could be associated with low
attention given to the importance of feedback among the study
participantsin our study. Generating synthesized evidence that
indicates the strengths and weaknesses of health workersin the
health system is one of the solemn expected activities, among
others, in realizing theinformation revolution agenda[44]. Thus,
ineffective feedback mechanisms lead to the provision of
poor-quality servicesto clients and patients.

It was evidenced in a subgroup analysis that urban dwellers
benefited more from the intervention than their counterparts.
Thisfindingisalsoinlinewith the baseline study finding, which
indicated that work |ocation was a significant factor associated
with the level of information use [15]. This may be because
more senior and qualified health workers had transferred from
rural to urban facilities. Staff transfer is a common practice in
the health system to reduce staff attrition rate [45]. This
imbalance created different achievement levelsin reaching the
information revolution targets in al districts, which, in turn,
can affect the quality of care provided to beneficiariesin general.

Limitations

One limitation of this study was that we did not employ
randomization and blinding because of the nature of the study.
This may have introduced some information leakage between
intervention and comparison districts. Some facilities from
which we took baseline data were not included in the endpoint
survey, which may have biased the results. Moreover, social
desirability and recall bias may also have been introduced, since
participants were part of the intervention.

Conclusions

The CBMP was found to be effective in improving department
and facility heads capacity in using routine health information
for decision-making. The intervention was more beneficial to
study participants who resided in urban facilities than their
counterparts. A remarkable change was observed in using the
available evidence to inform decisions, identify indicators for
tracking performance progress, compare targets versus
achievements, and cal cul ate program coverage. However, there
isstill agap in providing synthesized feedback to health workers
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a lower levels. Therefore, we propose the following health workers employed in rural facilities and to strengthen
recommendations. Theintervention hasbeen provento produce feedback mechanismsat all levels, in order to reach the desired
positive outcomes and should be scaled up to other districts.  outcomes of the information revolution.

Moreover, attention should be given to enhance the capacity of
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Abstract

Background: Electronic health records (EHRS) have become ubiquitous in US office-based physician practices. However, the
different ways in which users engage with EHRs remain poorly characterized.

Objective: Theam of this study isto explore EHR use phenotypes among ambulatory care physicians.

Methods: In this retrospective cohort analysis, we applied affinity propagation, an unsupervised clustering machine learning
technique, to identify EHR user types among primary care physicians.

Results:  We identified 4 distinct phenotype clusters generalized across internal medicine, family medicine, and pediatrics
speciaties. Total EHR use varied for physiciansin 2 clusters with above-average ratios of work outside of scheduled hours. This
finding suggested that one cluster of physicians may have worked outside of scheduled hours out of necessity, whereas the other
preferred ad hoc work hours. The two remaining clusters represented physicians with below-average EHR time and physicians
who spend the largest proportion of their EHR time on documentation.

Conclusions. These findings demonstrate the utility of cluster analysis for exploring EHR use phenotypes and may offer
opportunities for interventions to improve interface design to better support users' needs.

(IMIR Med Inform 2022;10(4):€34954) doi:10.2196/34954

KEYWORDS
electronic health record; phenotypes; cluster analysis; unsupervised machine learning; machine learning; EHR; primary care

A 2019 survey study of clinicians reported widely divergent,
subjective experiences with their EHR use and found that

As of 2021, the vast majority of US office-based physicians individual user differences accounted for over half of the
used an electronic health record (EHR) [1]. Thetransition from  Vaiation in EHR use [6]. User-level variation can be due to

paper to electronic records has many potential benefits but has ~ diSParities in proficiency that could potentialy be remedied
alsointroduced new burdens. Furthermore, EHR use dominates  With appropriate training [7-10]. Emerging evidence suggests
clinical time [2] and is associated with burnout [3-5]. Despite there are elements aside from proficiency that differentiate EHR

the ubiquity of EHRs, patterns of clinician use are poorly ~USErs. For example, recent cross-sectiona andyses of
characterized. ambulatory care physicians EHR use have found significant

differences in time spent on EHRS based on gender [11,12],
specialty [12,13], and country [14].

Introduction
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Audit logs offer awealth of information derived from granular
observations of users EHR actions [15,16]. For example,
research using log data has demonstrated associations between
physicians EHR activities and vendor-defined metrics of
efficiency [17] and that efficiency varied based on physicians
years of experience and shift type[18]. In this study, we propose
to use audit log data for the de novo identification of EHR user
types (ie, EHR use phenotypes). Phenotype wasfirst introduced
by Richesson et al [19] asabiological concept to describe a set
of observable biological traits. In the context of EHR use
measures, phenotype will be used to describe observable use
patterns across gender and specialty differences as defined by
an unsupervised clustering approach called affinity propagation.
First, 5 EHR use measures will be standardized using z-scores,
which will then be used to calculate the similarities between
physicians. A grid search and algorithm constraints will then
be used to identify optimal clusters across a cohort of
ambulatory care physicians.

Methods

Study Setting and Data Sour ces

Thisstudy retrospectively examined EHR log data of nontrainee,
primary care physicians employed by a large ambulatory
practice network (Northeast Medical Group) in northeastern
United States (Connecticut, New York, and Rhode Island)
between March 2018 and February 2020. Physicians were
included if they speciaizedin general internal medicine, family
medicine, or general pediatrics.

Ethics Approval

All datawere anonymized, with the investigators blinded to the
participants’ identities. The study protocol was approved by
Northeast Medical Group’s Institutional Review Board (IRB
number 2000026556).

Table 1. Electronic health record (EHR) use measures and definitions.

Fong et a

EHR Use Measures

Weretrieved datafrom the Epic Signal platform (Epic Systems)
stratified by month and derived 5 proposed, time-based core
EHR use measures normalized to 8 hours of scheduled patient
time (Table 1) [20]. The first measure is EHR-Time;,, defined
asthetime aphysician spends on EHRs (both during and outside
of scheduled patient hours) [20]. The second measure is work
outside of work (WOWS3), not to be confused with WOW carts
(ie, workstations on wheels, a common industry term). WOWg
is defined as the time a physician works on EHRs outside of
scheduled patient hours[20]. Thethird measureis Note-Times,
defined as the time a physician spends on documentation [20].
The fourth and fifth measures are IB-Timeg and Order-Time,
defined as the times a physician spends on inbox activities and
on orders, respectively [20]. To account for relationships
between EHR-Timeg and its composite measures, we reported
the ratios of WOWjg, Note-Timeg, IB-Timeg, and Order-Time,
to EHR-Timeg, denoted as WOW-EHR, Note-EHR, IB-EHR,
and Order-EHR, respectively. These measures (Table 1) were
calculated and extracted from the Epic Signal platform, which
have been validated and used in previous studies [20,21]. Each
physician’s EHR use measures were averaged across study
monthsto account for variation in metric cal culationsintroduced
by changesin measure definitions over time dueto the vendor’s
continuous quality improvement processes. For this analysis,
weonly considered physicianswith valid metric months. Months
with fewer than 30 clinical hours scheduled and lessthan 1 hour
of EHR use were excluded from the analysis as invalid metric
months. These thresholds were determined based on previous
manual chart review validation and analysis of EHR vendor
data[13].

Measure Definition

EHR-Timeg Time aphysician spends on EHRs (both during and outside of scheduled patient hours) normalized to 8 hours of scheduled
patient time

WOW-EHR Ratio of EHR time that occurs during work outside of work (WOWg?) hours: WOWg/EHR-Timeg

Note-EHR Ratio of EHR time a physician spends on documentation: Note-Ti megb/ EHR-Timeg

IB-EHR Ratio of EHR time a physician spends on inbox (IB) activities: |B-Timeg/EHR-Timeg

Order-EHR

Ratio of EHR time a physician spends on orders: Order-Ti megd/ EHR-Timeg

BVOWg: work outside of work hours normalized to 8 hours of scheduled patient time.

PNote-Ti meg: note time hours normalized to 8 hours of scheduled patient time.

“IB-Timeg: inbox time hours normalized to 8 hours of scheduled patient time.

dorder-Ti meg: order time hours normalized to 8 hours of scheduled patient time.

Cluster Analysis

Clusters were required to include individuals from at least two
primary care specialties. Moreover, we did not require that all
individual s be assigned to a phenotype cluster while also seeking
to minimize the total number of phenotypes. Affinity

https://medinform.jmir.org/2022/4/e34954

propagation, an algorithm that takes a set of pairwise similarities
between data points and finds clusters on the basis of
maximizing thetotal similarity between datapointsin acluster,
was used for phenotype discovery [22]. Affinity propagation
has advantages over other clustering algorithms, such as not
predefining a number of clusters. A major disadvantage of
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affinity propagation isits high computational cost and resource
requirement; however, this approach was deemed feasible given
this study’s sample size [22]. First, a standard z-score for each
measure was calculated in order to center and scale the data.
Similarities between data points were then calculated using
Euclidean distance, which is defined for two 2D points as the
length of the line formed by the two points. A grid search was
then performed by varying the damping factor and preference
from 0.5 to 1 and from 2 to 4, respectively, to identify the
optimal clustering giventheinitia cluster conditions. Physicians
in clusters that did not have representation from at least two
speciaties were excluded. Finaly, physician gender and
speciaty distributions were described between clusters. All
analyses were performed using Python software (version 3.7;

Figure 1. Summary of workflow and exclusion criteria.

Fong et a

Python Software Foundation) and scikit-learn (version 0.24;
scikit-learn devel opers) [23].

Results

Identifying Clusters

Of 332 ambulatory, nontrainee physicians, 290 (87.3%) have
valid month metrics. Of those, a further 173 (52.1%) eligible
physicians were of the specialties of interest: 117 (67.6%) in
internal medicine, 36 (20.8%) in family medicine, and 20
(11.6%) in pediatrics. Gender distribution of the eligible
physicians was 47.4% (82/173) female and 52.6% (91/173)
male. We identified 4 clusters that met our a priori defined
clustering conditions, accounting for 97.7% (169/173) of eligible
physicians (Figure 1).

173 eligible physicians

3

Cluster analysis performed

h

Cluster 1: 73 physicians; 3 specialties
Cluster 2: 15 physicians; 3 specialties
Cluster 3: 47 physicians; 3 specialties
Cluster 4: 34 physicians; 3 specialties
Cluster 5: 4 physicians; 1 specialty

. 4

Excluded single specialty clusters

¥

4 phenotype clusters accounting for
169 physicians

EHR Use M easures and Phenotypes Clusters

The phenotype clusters are “Lower EHR time,” “Higher note
time,” “Work outside of work,” and “Notes outside of work.”
The EHR use measures across clusters are summarized in Table
2. There was a significant association between phenotype

https://medinform.jmir.org/2022/4/e34954

RenderX

clusters and each EHR wuse measuree EHR-Timeg
(Kruskal-Wallis H=72.7, P<.001), WOW-EHR (H=84.3,
P<.001), Note-EHR (H=89.0, P<.001), IB-EHR (H=45.38,
P<.001), and Order-EHR (H=46.8, P<.001). The z-scores for
the measures are displayed in Figure 2 to illustrate the relative
differences between clusters.
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Table 2. Electronic health record (EHR) use measures by phenotype cluster.

Fong et a

Work outside of work

Notes outside of work

All

Measure Phenotype clusters, median (IQR)

Lower EHR time Higher notetime
EHR-Timeg? 4.62 (4.20-5.43) 5.81(4.41-6.22)
WOW-EHR? 0.07 (0.04-0.12) 0.05 (0.03-0.07)
Note-EHRS 0.24 (0.20-0.28) 0.46 (0.43-0.49)
IB-EHRY 0.14 (0.12-0.18) 0.06 (0.05-0.08)
Order-EHR® 0.19 (0.17-0.24) 0.14 (0.12-0.17)

6.83 (5.95-8.36)
0.21 (0.17-0.26)
0.31 (0.27-0.36)
0.15 (0.11-0.17)

0.16 (0.14-0.18)

5.90 (5.37-6.36)
0.13(0.10-0.19)
0.37 (0.33-0.40)
0.10 (0.08-0.12)

0.14 (0.12-0.17)

5.62 (4.57-6.40)
0.11 (0.06-0.19)
0.29 (0.24-0.38)
0.13 (0.09-0.16)

0.17 (0.14-0.20)

8EHR-Timeg: time a physician spends on EHRs normalized to 8 hours of scheduled patient time.
BWOW-EHR: ratio of EHR time that occurs during work outside of scheduled hours.

®Note-EHR: ratio of EHR time that a physician spends on documentation.
4B-EHR: ratio of EHR time that a physician spends on inbox activities.
€Order-EHR: ratio of EHR time that a physician spends on orders.

Figure 2. Z-scores for electronic health record (EHR) use measure across clusters. EHR-Timeg: time a physician spends on EHRs normalized to 8

hours of scheduled patient time; IB-EHR: ratio of EHR time that a physician spends on inbox activities; Note-EHR: ratio of EHR time that a physician
spends on documentation; Order-EHR: ratio of EHR time that a physician spends on orders, WOW-EHR: ratio of EHR time that occurs during work

outside of scheduled hours.

Lower EHR time

Higher note time

Work outside of work LTy

Notes outside of work

T IlHIIII[\lIIII\m
EHR-Timeg
—IIHIIHH.II\ DO O B WOow-EHR
Il Note-EHR
IB-EHR
m Order-EHR

“Lower EHR Time" Cluster

The “Lower EHR time” cluster was the largest cluster,
constituting 42.2% (73/173) of eligible physicians. Physicians
in this cluster spent the least amount of time on EHRsS
(EHR-Timeg: median 4.62, IQR 4.20-5.43). “Lower EHR time”
cluster physicians had the lowest median Note-EHR ratio of
0.24 (IQR 0.20-0.28) and the second lowest median WOW-EHR
ratio of 0.07 (IQR 0.04-0.12). They also had the highest median
IB-EHR and Order-EHR ratios of 0.14 (IQR 0.12-0.18) and
0.19 (IQR 0.17-0.24), respectively.

“Higher Note Time” Cluster

“Higher note time” cluster physicians, constituting only 8.7%
(15/173) of the total, had near-average normalized EHR time
(EHR-Timeg: median 5.81, IQR 4.41-6.22). Physiciansin this
cluster spent the largest proportion of their EHR time

https://medinform.jmir.org/2022/4/e34954

RenderX
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documenting notes (Note-Time: median 0.46, IQR 0.43-0.49)
compared to physicians in other clusters. They also spent the
lowest proportions of that time on EHRSs outside of scheduled
hours and on inbox activities, with median WOW-EHR and
IB-EHR ratios of 0.05 (IQR 0.03-0.07) and 0.06 (IQR
0.05-0.08), respectively.

“Work Outside of Work” Cluster

“Work outside of work” cluster physicians, constituting 27.2%
(47/173) of thetotal, spent the most time on EHRs (EHR-Timeg:
median 6.83, 5.95-8.36) and the largest proportion of that time
outside of work hours (WOW-EHR: median 0.21, IQR
0.17-0.26). This cluster of physicians had average median
Note-EHR and Order-EHR ratios of 0.31 (0.27-0.36) and 0.16
(IQR 0.14-0.18), respectively, and an above-average median
IB-EHR ratio of 0.15 (IQR 0.11-0.17).
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“Notes Outside of Work” Cluster

“Notes outside of work” cluster physicians, constituting 19.7%
(34/173) of thetotal, had the second-highest median WOW-EHR
ratio of 0.13 (IQR 0.10-0.19) but had near-average total
normalized EHR time (EHR-Time;: median 5.90, IQR
5.37-6.36). This cluster of physicians had an above-average
median Note-EHR ratio of 0.37 (IQR 0.33-0.40) and
bel ow-average median I1B-EHR and Order-EHR ratios of 0.10
(IQR 0.08-0.12) and 0.14 (IQR 0.12-0.17), respectively.

Phenotype Cluster s by Specialty and Gender

Physician distribution across phenotype clusters by specialty
and gender are reported in Table 3. There was a significant

association between the clusters and specialty (X26=26.67,

Table 3. Physician specialty and gender distribution by phenotype cluster.

Fong et a

P<.001). Pediatricians primarily fell into the“Higher notetime”
and “Notes outside of work” clusters (16/20, 80%) and
accounted for 47% (7/15) of thetotal physiciansin the “Higher
note time” cluster. Family and internal medicine physicians
were primarily distributed across the “Lower EHR time” and
“Work outside of work” clusters (family medicine: 29/36, 81%;
internal medicine: 87/113, 77%). In addition, there was a
significant association between gender and clusters (X23:18.28,
P<.001). Female physicianswere more prominent in the “Work
outside of work” and “Notes outside of work” clusters,
accounting for 64% (30/47) and 62% (21/34) of the clusters,
respectively. Male physicians accounted for 71% (52/73) of the
“Lower EHR time” cluster.

Distribution Number of physicians Phenotype clusters P value
(N=173), n (%)
Lower EHR?time  Higher notetime ~ Work outside of work Notes outside of work
(n=73), n (%) (n=15), n (%) (n=47), n (%) (n=34), n (%)
Specialty <.001
Family 36 (21) 19 (26) 2(13) 10 (21) 5(15)
medicine
Internal 113 (65) 52 (71) 6 (40) 35 (74) 20 (59)
medicine
Pediatrics 20(12) 23 7(47) 2(4) 9(26)
Gender <.001
Female 80 (46) 21 (29) 8(53) 30 (64) 21(62)
Male 89 (51) 52 (71) 7 (47) 17 (36) 13 (38)
Total 169 (98) 73 (42) 15(9) 47 (27) 34 (20)

3EHR: electronic health record.

Discussion

Principal Findings

In this unsupervised clustering machine learning analysis of a
cohort of primary care physicians, weidentified 4 distinct EHR
use phenotypes characterized by the total time spent on EHR
activities and the ratios of those times in comparison to one
another. These phenotypes were differentiated and described
by patterns of use consistent with overall efficiency, higher
documentation time, and working outside of work hours; each
of these patterns of use were generally associated with the
“Lower EHR time” “Higher note time” and “Work/Notes
outside of work” clusters, respectively. While exploratory, these
results provideinsightsinto EHR use phenotypes across gender
and specialties that can complement and provide additional
context for current EHR use research.

Work Outside of Scheduled Hours

Weidentified 2 phenotype clustersthat had above-averageratios
for work outside of scheduled hours. Although “Work outside
of work” and “Notes outside of work” clusters both had high
WOW-EHR ratios, only the “Work outside of work” cluster
had significantly higher than average EHR-Time;. A possible

https://medinform.jmir.org/2022/4/e34954

explanation for thisis that physicians in the “Work outside of
work” cluster work from home partly out of necessity because
they require more time on EHRs, whereas physicians in the
“Notes outside of work” cluster may elect to finish work at
home, suggesting a preference for ad hoc work hours.

Note Time

Time spent on clinical documentation accounted for the largest
proportion of total EHR time in each cluster. There was,
however, considerable variation intheratio of notetimeto EHR
timeacrossclusters: from 0.24 of EHR timeinthe“Lower EHR
time” cluster to 0.46 in the “Higher note time” cluster despite
similar total EHR time in both clusters. Potential explanations
for this variation include differences in clinic- or
physician-specific workflows (eg, scribe support or team-based
documentation; differences in depth and complexity of
encounters and expectationsfor documentation; and use of form,
copied, or auto-populated notes) and differences in
documentation style, particularly among the “ Higher notetime”
cluster that may include physicianswho deliberately spend more
time on documentation.
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Limitations needs. Potential differencesin users needs were identified for

This exploratory work only used time-based metrics and did  €8ch phenotype cluster. The "Higher note time” and *Notes
not account for patient acuity or complexity. Although the data  OUtside of work” clusters might benefit from scribe support
were gathered over a 2-year period, systemic differences in MOre than the other two clusters. The “Work outside of work”
patient volume and care could havé affected the results. In  cluster might benefit frominbox support and restructuring their
addiition, this work was limited to asingle ambulatory practice  Practice for a more”team-based approach. Physicians in the
network in one region of the United States and was limited to ~ -OWe" EHR time” cluster could be consulted as local
primary care physicians. Some types of EHR activities (eg, char_nplons fto help their peers improve their EHR efficiency.
chart review) were not included in the metrics, and it ispossible  BY 1dentifying and classifying individual EHR use and user
that other activities or practice domains could also affect N€edS we can better understand and target interventions at the
clustering. Furthermore, it should be noted that this study only  Individual or department level. Future work should validate
identified EHR use phenotypes and did not explore reasons tMese phenotypes in larger cohorts and in diverse settings,

behind differencesin EHR useor assign valuetothe phenotypes.  &<Plore differences in physicians’ training and demographics
across phenotypes, and investigate the rel ationshipsamong EHR

Conclusions use phenotypes, patient outcomes, and clinician satisfaction and
Our findings may highlight opportunities for interventions to ~burnout.
improve EHR design and use to better support EHR users
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Abstract

Background: In the abnormal circumstances caused by the COVID-19 pandemic, patient portals have supported patient
empowerment and engagement by providing patientswith accessto their health care documents and medical information. However,
the potential benefits of patient portals cannot be utilized unless the patients accept and use the services. Disparitiesin the use of
patient portals may exacerbate the already existing inequalities in health care access and health outcomes, possibly increasing
the digital inequality in societies.

Objective: The aim of this study is to examine the factors associated with nonuse of and dissatisfaction with the Finnish
nationwide patient portal My K anta Pages among the users of health care services during the COVID-19 outbreak. Several factors
related to sociodemographic characteristics, health, and the use of health care services; experiences of guidance concerning
electronic services; and digital skills and attitudes were evaluated.

Methods: A national population survey was sent using stratified sampling to 13,200 Finnish residents who had reached the age
of 20 years. Datawere collected from September 2020 to February 2021 during the COVID-19 pandemic. Respondents who had
used health care services and the internet for transactions or for searching for information in the past 12 months were included
inthe analyses. Bivariate | ogistic regression analyses were used to examine the adj usted associations of respondent characteristics
with the nonuse of My Kanta Pages and dissatisfaction with the service. The inverse probability weighting (IPW) method was
applied in all statistical analysesto correct for bias.

Results: In total, 3919 (64.9%) of 6034 respondents were included in the study. Most respondents (3330/3919, 85.0%) used
My Kanta Pages, and 2841 (85.3%) of them were satisfied. Nonusers (589/3919, 15%) were a minority among all respondents,
and only 489 (14.7%) of the 3330 users were dissatisfied with the service. Especially patients without along-term illness (odds
ratio [OR] 2.14, 95% CI 1.48-3.10), those who were not referred to electronic health care services by a professional (OR 2.51,
95% CI 1.70-3.71), and those in need of guidance using online social and health care services (OR 2.26, 95% CI 1.41-3.65) were
more likely nonusers of the patient portal. Perceptions of poor health (OR 2.10, 95% CI 1.51-2.93) and security concerns (OR
1.87, 95% CI 1.33-2.62) were associated with dissatisfaction with the service.

Conclusions:  Patients without long-term illnesses, those not referred to electronic health care services, and those in need of
guidance on the use of online social and health care services seemed to be more likely nonusers of the Finnish nationwide patient
portal. Moreover, poor health and security concerns appeared to be associated with dissatisfaction with the service. Interventions
to promote referral to electronic health care services by professionals are needed. Attention should be targeted to information
security of the service and promation of the public’'s confidence in the protection of their confidential data.
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Introduction

The worldwide COVID-19 pandemic limited the provision of
nonurgent health care services [1,2]. During this time, the use
and interest in patient portals increased [3,4] because portals
have enabled patients to have continuous [5] and secure access
to their health care documents and medical information [4].
Patient portals are electronic services that alow patients to
access [6] and in some cases manage their electronic health
record documentations [7] and interact with health care
professionals [6,8,9]. The functionalities provided in a patient
portal vary by portal and country [9,10].

Patient portals offer transparent information about the patients
health and well-being [11] and enhance the delivery of
individualized care [3]. Patient portals have been reported to
increase the patients' knowledge and understanding of their
own health condition, and thus they might be better prepared
for future contacts with health care professionals [12]. This
supports patient empowerment and engagement [4,5] as the
patients feel more involved and responsible for their own care
[12]. In addition, patient portals might increase the patients
satisfaction with care[13-18] and improve patient safety [15,17].
However, high-quality evidence of health benefits has not yet
been demonstrated [8].

The potential benefits of patient portal s cannot be utilized unless
the patients accept and adopt the service [7,19]. According to
theinformation system (1S) success model, the benefits of using
the service arisefrom its use and user satisfaction [20]. Further,
increased user satisfaction will lead to increased use [20], and
unmet expectationswill alter the use and satisfaction with patient
portals [21]. Not all the barriers related to the use of patient
portalsarerelated to practical issues, such asalack of hardware
and access to the internet, but patients may have other valid
reasons for nonuse as well [7,22,23]. Patients are also in an
unegual position in terms of using electronic health care
services, since not everyone has the resources or the same
possibilitiesto use the services and take more responsibility for
the management of their own health and well-being [24].

Previous research has examined differences in patient portal
usein different contexts and patient popul ations. Several studies
have reported an association between portal use and
sociodemographic background [6,7,14,23,25,26] and various
health-related factors[7,12,14,25,27,28]. In addition, patients
guidancethrough increasing awareness and knowledge of patient
portals[6,25,28], aswell as endorsement and engagement with
portals by health care professionals[7,25], have been identified
asimportant associated factors. There are al so some studiesthat
have reported an association between the use of patient portals
and factors related to the use of the internet, such as the
frequency of use [26,29,30] and perceptions of the users’ own
internet skills [26,30]. Furthermore, it has been reported that

https://medinform.jmir.org/2022/4/€37500

perceptions of electronic services may encourage or impede
their use [31]. However, these previous studies have been
conducted under normal circumstances before the COVID-19
pandemic and are thus only partialy applicable in the context
changed by the pandemic [4].

Factors associated with the patients satisfaction with patient
portals have been less studied. Mainly descriptive research on
the portal users’ experiences exists, and only little research has
been conducted with quantitative methods about factors
associated with satisfaction [5]. Kong et al [5] examined factors
that predicted portal use and the users willingness to
recommend the service among chronicaly ill patients during
the COVID-19 pandemic in the Netherlands. They discovered
that the respondent’s level of control, hospital visit time, life
satisfaction, and level of depression are significantly associated
with portal use. Variables related to the portal user’s waiting
times for responses via the portal were the strongest predictors
of the willingness to recommend the portal. However, the used
variables concerned patients with long-term illnesses, and no
comparisons were made to assess whether the same variables
were associ ated with the use and willingness to recommend the
patient portal. In addition, only little research exists on the
factors associated with use and satisfaction using a nationally
representative sample.

The aim of this study is to examine factors associated with the
nonuse of and dissatisfaction with the Finnish nationwide patient
portal My Kanta Pages (My Kanta) during the COVID-19
pandemic. Only respondents who had used the internet in the
past 12 months were included to examine nonuse beyond the
first-level digital divide [32] caused by alack of hardware and
access to the internet. Several factors related to (1)
sociodemographic characteristics, (2) health and the use of
health care services, (3) experiences of guidance concerning
electronic services, and (4) digital skills and attitudes were
examined. The evaluation of factors associated with the nonuse
of and dissatisfaction with the patient portal is important to
further develop the service and advocate for nonusers.
Disparities in the use of patient portals might exacerbate the
already existing disparities in health care access and health
outcomes [33], increasing digital inequality in societies [34].
Knowledge of the factors that are associated with the nonuse
of and dissatisfaction with the national patient portal in Finland,
one of the pioneer countries in digitalization, can provide
valuable information for countries and organizations that are
further developing their electronic services.

Methods

Study Context

Finland is a sparsely populated country with 5.5 million
residents. The health care system is decentralized, and until the
end of 2022, municipalities (n=311) are responsible for
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organizing health care services, which are funded by taxes, state
transfers, and user fees [1]. Finland can be considered 1 of the
leading countriesin terms of digitalization [35]. One of the most
widely used electronic service is the nationwide patient portal
cdled My Kanta. Between the years 2010 and 2018,
cumulatively 63% of the adult Finnish residents had accessed
the service. There is a professional user interface for Kanta
Services, which can be used by the public and private actors of
the social welfare and health care sector [36]. In addition to the
nationwide patient portal, some public and private actors offer
their clientsaccessto their own patient portalsor regiona portals

[37].

My Kanta was launched step-by-step starting from 2010 [38]
to promote patient safety as well as the continuity and
transparency of care[39]. My Kanta enables continuous access
of Finnish residents to their health information [9], including
browsing their own el ectronic prescriptions and medical records,
such as patient reports, laboratory results, and X -ray statements
[40Q]. All producers of health care services have been obligated
to use electronic prescriptions since 2017 [41], and patients can
request prescription renewals via My Kanta [42]. In addition,
it is possible to record and monitor well-being data, such as
blood glucose or activity meter. To access My Kanta, a Finnish
personal identity code is needed, and e-authorization must be
made with identification using online banking codes, mobile
identification, or a certificate card [42].

The number of My Kanta users has grown steadily since its
launch [38], and the COV1D-19 pandemic increased the number
of logins because of the availability of coronavirus test results
[43]. In 2020, the service was used 29.4 million times by atotal
of 2.7 million individual visitors [43]. E-prescriptions were
issued approximately 26.4 million times during 2020 [44]. In
the future, the use is expected to further increase as the
deployment of authorization for an adult to act on behalf of
another adult was introduced after the data collection period
and authorization for guardians to act, with some restrictions,
on behalf of their children aged 10-17 years [45] will be fully
implemented.

Sample

Thisstudy was conducted in Finland as part of the FinSote 2020
National Survey of Health, Wellbeing, and Service Use [46].
The questionnaire was sent using stratified sampling to 13,200
Finnish residents who had reached the age of 20 years. Data
were collected from September 2020 to February 2021 during
the second wave of the COVID-19 pandemic. A possibility to
respond either in eectronic or in paper form in Finnish, Swedish,
Russian, or English was offered. During the data collection,
participants who had not responded were approached by mail
up to 4 times.

Altogether, 6034 Finnish residents (n=3401 [56.4%] female,
mean age 64.5 years, SD 17.9) responded to the questionnaire
(responserate 46.5%). In total, 3919 (65.0%) respondentswere
included in the study sample as they had used health care
services and theinternet in the past 12 months. The sample was
weighted using inverse probability weighting (IPW) correction
[47]. The weights were estimated using sociodemographic
register—based variables: the respondents’ age, gender, marital
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status, level of education, areaof residence, and native language.
Information about the respondents’ age, gender, and area of
residence were obtained from the National Population Register.
In previous research, the IPW method improved the accuracy
of the results of a population survey and removed most of the
bias caused by nonresponse in the various subpopul ations[48].

Ethics Approval

Participation in the study was completely voluntary. Ethical
approval was obtained from the Ethics Committee of the Finnish
Intitute for Health and Welfare (THL/637/6.02.01/2017).

M easurements

Dependent Variables

The nonuse of My Kanta was eval uated with the question “Have
you used My Kantain the past 12 months?’ Respondents were
asked to respond (1) no or (2) yes. For the analyses, the measure
was binary-coded (O=user, 1=nonuser), and the users of My
Kanta were set as the reference group.

The dissatisfaction with My Kanta was eval uated with aquestion
concerning satisfaction: “If you have used the service, assess
the quality of the service using a school grade (4-10).” In the
Finnish education system, grades 8-10 represent grades from
good to excellent and grades 4-7 from fail to satisfactory [49].
For the analyses, the measure was binary-coded (O=respondent
was satisfied [grades 8-10] and 1=respondent was dissatisfied
[grades 4-7] with the service), and the satisfied users of My
Kanta were set as the reference group. Because the research
interest was in respondents who were less satisfied with the
service, respondents who gave an assessment of grade 7 were
included in the group of dissatisfied users. This decision was
also made based on substantive judgment to even the distribution
[50] between satisfied and dissatisfied users, since only asmall
number of respondents had selected a grade from 4 to 6.

I ndependent Variables

Independent variables included characteristics concerning (1)
sociodemographic background, (2) health and the use of health
care services, (3) experiences of guidance concerning electronic
services, and (4) digital skills and attitudes. All the used
variables are presented in Multimedia Appendix 1.

Sociodemographic Characteristics

The respondents’ sociodemographic characteristics included
their age, gender, education, and degree of urbanization. Age
was used as a categorical variable in the descriptive statistics
and as a continuous variable in all analyses. The degree of
urbanization was determined according to the municipal
classification and divided into 3 categories according to the
proportion of people living in urban settlements and the
population of the largest urban settlement: urban, semiurban,
and rural municipalities[51]. Because of age-related differences
in education, the respondents’ educational level wasfirst divided
into 10-year age groups by gender. Each group wasdivided into
3 categories based on their years of education, with
approximately one-third of the respondents in each category:
low, median, and high. Hence, the education-level variable had
hardly any interaction with age and gender.
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Health and the Use of Health Care Services

Variables concerning the respondents’ health and the use of
health care servicesincluded self-rated health, long-termillness,
and the use of health care services. Self-rated health was
evaluated with a widely used, single-item measure of
self-perceived health status. A subjective assessment of own
health has been reported as a more sensitive measure in health
monitoring than external measures of health, since it includes
biological, psychological, and socia dimensions. [52]. A scale
from good to poor was used to evaluate the present state of the
respondents’ health. In the analyses, the options (1) good and
(2) fairly good were combined to represent good health, and
the remaining options represented average or poor health.
Long-term illness was binary-coded as (1) yes and (2) no. The
use of health care services was binary-coded according to the
number of annual outpatient appointments with a physician; 8
or more annual appointments were considered a high use of
health care services, and less than 8 were counted as low or
average use [53].

Experiences of Guidance Concerning Electronic Services

Variables concerning the experiences of guidance concerning
electronic servicesincluded referralsto electronic services and
the need for guidance on how to use online socia or health care
services. Thereferral to electronic services was evaluated with
the question “If you have used social or health care servicesin
the traditional way (paper, visit, or call) in the past 12 months,
were you referred to electronic services (eg, My Kanta)?” For
the analyses, option (1) yes, | was referred represented the
respondentswho werereferred to el ectronic health care services.
Option (2) was for those who were not referred to electronic
health care services.

The need for guidance on using online social and health care
services was evaluated with the statement “I need help with
using online social and health care services.” In the analyses,
the options (1) completely agree and (2) somewhat agree were
combined as (1) yes and the remaining options as (2) no or no
opinion.

Variables Related to Digital Skills and Attitudes

Variables related to digital skills and attitudes included digital
skills, perceived benefits of electronic social and health care
services, and security concerns. Digital skills were evaluated
with 6 validated statements[54]. Based on pilot testing, 2 (33%)
of the statements were transferred into positive statements[37].
A 5-point Likert scale was used to answer the statements
(1=completely agree to 5=strongly disagree). Cronbach a for
the statementswas .86. In the analyses, amean variableranging
from 1to 5 was calculated for each respondent, and the measure
was binary-coded to indicate (1) good skills (mean<2.5) and (2)
poor skills (mean>2.6). The same coding has previously been
used in national research [37].

The perceived benefits of electronic social and health care
services were measured with 8 statements. A 5-point Likert
scale was used to answer the statements (1=completely agree
to 5=strongly disagree). Cronbach a for the statementswas .91.
In the analyses, missing values were coded as neither agree nor
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disagree. A mean variable from 1 to 5 was calculated for each
respondent, and the measure was binary-coded as (1) beneficial
(mean<2.5) and (2) unbeneficial (mean>2.6). The same coding
has previously been used in national research [37].

Security concerns were evaluated with the statement “1 am
concerned about information security when it comes to my
personal details’. In the analyses, options (1) completely agree
and (2) somewhat agree were combined as (1) yes and the
remaining options as (2) no.

Statistical Analysis

In al statistical analyses, the IPW method [47] was applied to
correct for bias by handling both differential sampling
probabilities and missing data. Due to nonresponse in some
items, the number of observations varied in the analyses.

Bivariate logistic regression analyses were used to examine the
adjusted associations of respondent characteristics with the
nonuse of My Kanta and dissatisfaction with the service (in
separate analyses). First, univariate analyses, adjusted for age,
gender, and education, were conducted at atimeto examinethe
association of the dependent variable with each independent
variable. Second, amultivariable model was formed, including
only those independent variables with a P value of <.10. This
cut-off for the P value was used for including the variablesin
the multivariable model, because the purpose was to identify
potential independent variables rather than to test a hypothesis
[55]. In the fully adjusted multivariable model, a P value of
<.05was considered statistically significant. Statistical methods
suitablefor weighted datawere used, and SPSS Statiticsversion
27 was applied for the analyses.

Results

Characteristics

The weighted majority (3330/3919, 85.0%) of the respondents
had used My Kantain the past 12 months. Most of the My Kanta
users (2841/3330, 85.3%) were satisfied with the service. A
minority of respondents (589/3919, 15%) had not used My
Kantain the past 12 months.

The IPW weighted characteristics of the respondents
representative of the Finnish population are presented in Tables
1-4. Almost half of the respondents were aged between 35 and
59 years. Over half (n=3401, 56.4%) of the respondents were
female, and the majority lived in urban regions. Over half of
the respondents were not referred to electronic health care
services, such asMy Kanta, by ahealth care professional. About
half of the respondents perceived electronic health care services
to be beneficial. The respondents who had used My Kanta in
the past 12 months were mostly satisfied with the service (mean
8.31, SE .03), whereas a minority of users (489/3330, 14.7%)
were dissatisfied. Over one-third (1359/3919, 34.7%) of the
respondents had also used an electronic service provided by
their occupational health care provider. Of these respondents,
aminority (130/1359, 9.6%) only used the service provided by
their occupational health care provider and not the nationwide
patient portal My Kanta.
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Table 1. Sociodemographic characteristics of the weighted study sample?

Kainiemi et al

Characteristics

Respondents, n (%)

Nonusers (N=589), n (%)

Dissatisfied users (N=489), n (%)

Age, years (N=3919)

Gender (N=3919)

Education (N=3873)

Degree of urbanization (N=3919)

20-34
35-59
60-74
75-99

Mae

Female

Low

Median

High

Urban
Semiurban

Rural

918 (23.4)
1773 (45.2)
1008 (25.7)
220 (5.6)

1641 (41.9)
2278 (58.1)

1499 (38.7)
1254 (32.4)
1120 (28.9)

2918 (74.5)
536 (13.7)
465 (11.9)

144 (24.5)
286 (48.5)
129 (21.9)
30(5.1)

301 (51.1)
288 (48.9)

232(39.3)
187 (31.8)
170 (28.9)

427 (72.5)
78 (13.3)
84 (14.2)

120 (24.5)
234(48.0)
107 (21.8)
28(5.7)

221 (45.2)
268 (54.8)

196 (40.1)
126 (25.8)
167 (34.1)

373 (76.4)
64 (13.1)
52 (10.6)

8 nverse probability weighting (IPW)-corrected.

Table 2. Health and service use by the weighted study sample?,

Characteristics

Respondents, n (%)

Nonusers(N=589), n (%) Dissatisfied users (N=489), n (%)

Sdlf-rated health (N=3893)

Long-term illness (N=3857)

Use of health care services (N=3835)

Average or poor

Good

Yes

No

Low or average

High

1251 (32.1)
2642 (67.9)

2165 (56.1)
1692 (43.9)

3516 (91.7)
319 (8.3)

133 (22.6)
456 (77.4)

191 (32.4)
398 (67.6)

580 (98.5)
9(15)

245 (50.2)
244 (49.8)

319 (65.2)
170 (34.8)

435 (89.0)
54 (11.0)

4 nverse probability weighting (IPW)-corrected.

Table 3. Experiences of guidance concerning electronic services for the weighted study sample®

Characteristics

Respondents, n (%)

Nonusers (N=589),n (%) Dissatisfied users (N=489), n (%)

Referral to electronic services (N=3166)

Need for guidance (N=3833)

Yes

No

Yes

No

1386 (43.8)
1780 (56.2)

379 (9.9)
3454 (90.1)

154 (26.2)
435 (73.8)

86 (14.6)
503 (85.4)

216 (44.1)
273 (55.9)

74 (15.1)
415 (84.9)

8 nverse probability weighting (IPW)-corrected.
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Table 4. Variables related to digital skills and attitudes of the weighted study sample®.

Characteristics

Respondents, n (%)

Nonusers (N=589),n (%) Dissatisfied users (N=489), n (%)

Digital skills (N=3897)

Poor 199 (5.1)

Good 3698 (94.9)
Per ceived benefits (N=3919)

Yes 1840 (47.0)

No 2079 (53.0)
Security concer ns (N=3823)

Yesor N/AP 1923 (50.3)

No 1900 (49.7)

48 (8.2) 25(5.1)

541 (91.8) 464 (94.9)
252 (42.8) 181 (37.1)
337 (57.2) 308 (62.9)
323 (54.9) 312 (63.9)
266 (45.1) 177 (36.1)

8 nverse probability weighting (IPW)-corrected.
BN/A: not applicable.

Associations With the Nonuse of My Kanta

Based on the results of age-, gender-, and education-adjusted
univariate logistic regression analysis (Table 5), the following
factors were included in the multivariable model: self-rated
health, long-term illness, use of health care services, referral to
electronic services, need for guidance, and digita skills.

The results of the fully adjusted logistic regression analysis
regarding the nonuse of My Kanta are presented in Table 6.
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RenderX

Male respondentswere morelikely to be nonusers of My Kanta
compared to femal es. Respondentswho used health care services
to alow or average degree and who did not have a long-term
illnesswere more likely to be nonusers of My Kanta compared
to those who used health care servicesto ahigh degree and had
a long-term illness. In addition, respondents who were not
referred to electronic services, needed guidance, or had poor
digital skills were over 2 times more likely to be nonusers of
My Kanta compared to their counterparts.
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Table 5. Results of univariate logistic regression analyses for the nonuse of My KantaP.

Kainiemi et al

Univariate analyses characteristics” ORY (95% CI) P value®
Sociodemogr aphic characteristics

Age (years) 0.84 (0.61-1.16) 17

Gender (male) 1.61(1.21-2.12) .001

Low educational level 1.03(0.73-1.46) .85

Median educational level 1.01(0.71-1.42) .99

High educational level Reference N/Af
Degree of urbanization

Urban Reference N/A

Semiurban 1.03 (0.70-1.52) 87

Rural 1.34 (0.93-1.92) 12
Health and service use

Self-rated health (good) 1.75 (1.25-2.45) .001

Long-term ilIness (no) 3.24 (2.41-4.36) <.001

Use of health care services (low or average) 6.75 (2.49-18.31) <.001
Experiences of guidance concerning electronic services

Referral to electronic services (no) 2.43(1.70-3.49) <.001

Need for guidance (yes) 2.09 (1.44-3.05) <.001
Variablesrelated to digital skillsand attitudes

Digital skills (poor) 2.37 (1.50-3.76) <.001

Perceived benefits (no) 1.25(0.94-1.67) 13

Security concerns (yes) 1.25(0.94-1.67) A3

4 nverse probability weighting (IPW)-corrected.

BThe model included the main effect of each variable adjusted for age, gender, and education.

CReference categories indicated in parentheses: gender: male vs female; self-rated health: good vs average or poor; long-term iliness: no vsyes; use of
health care services: low or average vs high; referral to electronic services: no vsyes; need for guidance: yesvsno; digital skills: poor vs good; perceived

benefits: no vs yes; security concerns. yes vs no.
dOR: odds ratio.

ESignificance level of P<.10.

N/A: not applicable.
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Table 6. Results of the fully adjusted logistic regression analysis for the nonuse of My Kanta (N=2328)2.

Kainiemi et al

Multivariable model characteristics ORC (95% Cl) P value®
Gender

Female Reference N/AE

Mae 1.67 (1.19-2.42) .003
Self-rated health

Average or poor Reference N/A

Good 1.48 (0.95-2.31) .08
Long-term illness

Yes Reference N/A

No 2.14(1.48-3.10) <.001
Use of health care services

High Reference N/A

Low or average 4.66 (1.29-16.84) .02
Referral to electronic services

Yes Reference N/A

No 2.51(1.70-3.71) <.001
Digital skills

Good Reference N/A

Poor 2,53 (1.32-4.83) 01
Need for guidance

No Reference N/A

Yes 2.26 (1.41-3.65) <.001

4 nverse probability weighting (IPW)-corrected.

bThe model included al the independent variables with a P value of <.10 in the univariate model adjusted for age, gender, and education.

‘OR: odds ratio.
dSignificancelevel of P<.05.
EN/A: not applicable.

Associations With Dissatisfaction With the Use of My
Kanta

Based on the results of the age-, gender-, and education-adjusted
univariate analyses (Table 7), the following variables were
included in the multivariable model: education, self-rated health,
long-term illness, need for guidance, perceived benefits, and
security concerns. The results of the fully adjusted logistic
regression analysis are presented in Table 8.

https://medinform.jmir.org/2022/4/€37500

Inthefully adjusted multivariable model, respondents who were
younger, were male, and had a high level of education were
more likely to be dissatisfied with My Kanta compared to their
counterparts. Respondentswith average or poor self-rated health
were over 2 times more likely to be dissatisfied with My Kanta
compared to respondents with a good perception of their own
health. In addition, respondents who perceived electronic
services as unbeneficial, who needed guidance, and who had
security concerns were more likely to be dissatisfied with My
Kanta compared to their counterparts.
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Table 7. Results of univariate logistic regression analyses for dissatisfaction with My K anta?®.

Kainiemi et al

Univariate analyses characteristics” ORY (95% CI) P value®
Sociodemogr aphic characteristics

Age (years) 0.99 (0.99-1.01) 33

Gender (male) 1.31(0.95-1.82) .09

Low educational level Reference N/AF

Median educational level 0.72 (0.49-1.06) .09

High educational level 1.11 (0.76-1.62) .58
Degree of urbanization

Rural Reference N/A

Semiurban 1.04 (0.60-1.79) .89

Urban 1.08 (0.72-1.61) 72
Health and service use

Self-rated health (average or poor) 2.45 (1.79-3.36) <.001

Long-term illness (yes) 1.34 (0.95-1.88) .09

Use of health care services (high) 1.29 (0.76-2.21) .35
Experiences of guidance concerning electronic services

Referral to electronic services (no) 1.17 (0.82-1.67) .38

Need for guidance (yes) 2.98 (1.83-4.85) <.001
Variablesrelated to digital skillsand attitudes

Digital skills (poor) 1.63(0.88-3.03) 12

Perceived benefits (no) 1.79 (1.30-2.47) <.001

Security concerns (yes) 2.24 (1.61-3.13) <.001

4 nverse probability weighting (IPW)-corrected.

BThe model included the main effect of each variable adjusted for age, gender, and education.

CReference categoriesindicated in the parentheses: gender: male vs female; self-rated health: average or poor vs good; long-term illness: yesvs no; use
of health care services: high vs average or low; referral to electronic services: no vs yes; need for guidance: yes vs no; digital skills: poor vs good;

perceived benefits: no vs yes; security concerns: yes vs no.
dOR: odds ratio.

ESignificance level of P<.10.

N/A: not applicable.
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Table 8. Results of the fully adjusted logistic regression analysis for dissatisfaction with My Kanta (N=2341)2

Multivariable model characteristics ORC (95% Cl) P value®
Age 0.99 (0.98-1.00) .002
Gender

Female Reference N/AE

Male 1.40 (1.00-1.94) .05
Education

Low Reference N/A

High 1.481.02-2.16 () 04
Self-rated health

Good Reference N/A

Average or poor 2.10 (1.51-2.93) <.001
Long-term illness

No Reference N/A

Yes 1.02 (0.71-1.45) 92
Perceived benefits

Yes Reference N/A

No 1.52 (1.09-2.11) .01
Security concerns

No Reference N/A

Yes 1.87 (1.33-2.62) <.001
Need for guidance

No Reference N/A

Yes 2.14 (1.33-3.46) 002

8 nverse probability weighting (IPW)-corrected.

bThe model included all the independent variables with a P value of <.10 in the model adjusted for age, gender, and education.

COR: odds ratio.
dSignifi(:ancelevel of P<.05.
EN/A: not applicable.

Discussion

Principal Results

Most respondents of this nationally representative survey study
had used the nationwide Finnish patient portal My Kantain the
previous 12 months and were satisfied with the service.
However, morethan every 10th user of health care services and
the internet were nonusers of the national patient portal, and
approximately the same number of users were dissatisfied with
the service. Males and those in a need of guidance were more
likely to be nonusers of the patient portal and dissatisfied with
the service compared to women and those not needing guidance.
Not having along-termillness and low or average use of health
care services were associated with the increased likelihood of
nonuse of the My Kanta portal. In addition, respondents who
were not referred to el ectronic services and who had poor digital
skills were more likely to be nonusers of My Kanta compared
to their counterparts. A younger age, higher education, and poor
self-rated health were associated with an increased likelihood

https://medinform.jmir.org/2022/4/€37500

of dissatisfaction with the service. In addition, respondentswho
did not perceive el ectronic health care servicesto be beneficial
and who had security concerns were more likely to be
dissatisfied with the service compared to their counterparts.

Strengthsand Limitations

Finland is 1 of the forerunners of digitalization and ranked
highest in information exchange and patient-centered
information processing in an international comparative study
[56]. By presenting the characteristics that are associated with
nonuse of and dissatisfaction with the nationwide patient portal
in Finland, valuable information can be offered for national
initiatives for improvement and other countries aspiring to
provide their residents with access to their health care
documentation. However, generalizing our findingsto countries
with different levels of digitalization or service system should
be done with caution.

A nationally presentative sample of Finnish residents was
included inthe analysis. The applied |PW method has previously
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been reported to improve the accuracy and generalizability of
results [48]. However, the findings are based on self-reported
data, with the possibility for bias, as respondents might not
recall the previous happenings accurately. This could also lead
to problems associated with common method variance and the
inflation of the strength of relationships. In addition, some of
the used independent variables are hard to explicitly measure
and quantify because of their subjective nature, such as
perceived benefits of electronic health care services. Although
multiple factors were adjusted in the analyses, the possibility
of residual confounding remains. Moreover, cross-sectional
survey data do not allow drawing any confirmatory causal
inferences from the results.

Since only respondents who had used the internet for
transactions or for searching for information were included in
the study, the results are only applicable when considering the
nonuse of patient portals beyond the first-level digital divide
caused by the lack of necessary devices and access to the
internet. Some respondents who did not use My Kanta used
additional patient portals provided by private or public providers
of health care services. It is also noteworthy that some
respondents might not be referred to electronic health care
services, because their transactionsin health care do not require
further action or electronic services cannot provide support in
their situation. The research concerning the users and nonusers
of nationwide patient portals is sparse, and comparison is
difficult asthe properties provided in the portals vary, in addition
to the differing patient populations and adjustments in the
analyses.

Comparison With Prior Work

The use of nationwide patient portals varies by country and
portal [9,10]. This study showed that the mgjority of Finnish
residents who had used health care services and the internet in
the past 12 months had used the nationwide My Kanta patient
portal. The use of the patient portal increased during the
COVID-19 pandemic because of the avail ability of coronavirus
test results, easing the burden on health care services [43]. The
availability of thetest results haslikely increased the use of My
Kanta among those with no long-term illness and low use of
health care services. This may also suggest that a larger
proportion of this group among the respondents was reached
for this study than would have been reached before the
pandemic. Approximately only every 10th user of the patient
portal was dissatisfied, indicating a high level of satisfaction
with the service. It might be presumed that the restrictions for
avoiding face-to-face encounters and fear of the infection
increased the overall satisfaction with electronic health care
servicesduring the COVID-19 pandemic. However, even before
the pandemic, high satisfaction with My Kanta has been reported
[57-59].

The results of this study suggested that younger and more
educated respondents were more likely to be dissatisfied with
My Kanta compared to older and less educated respondents.
The findings of this study were supported by the fact that
younger generations have grown up with technology and were
thus more comfortable using electronic services [60], which
might result in higher expectationstoward the services. Previous
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research on a Norwegian symptom checker [61] reported that
compared to younger users, older userswere more satisfied with
the service because they tended to navigate it in a more
superficial way without gaining awareness of the existing
problems. Contradictory to the findings of this study, patients
with higher education have been reported to be more satisfied
with telemedicine compared to patients with lower education
[62]. However, only participants with moderate or high levels
of digital health literacy were recruited, which might explain
the contradictory results. Among the less educated respondents,
digital health literacy skills might be animportant factor leading
to dissatisfaction with the service [63].

This study found that respondents without any long-termillness
and with low or average use of health care services are more
likely to be nonusers of My Kanta, which is consistent with
previous research [7,19,25,27,64]. Patients without long-term
illness and lower use of health care services might have fewer
needs related to health care and the use of patient portals. In
addition, good self-rated health was associated with patient
portal nonusein this study, similar to studiesby Moall et al [27]
and Zanaboni et al [12], but only before controlling for the use
of health care services and long-term illness. However, even
after these adjustments, amore negative perception of patients
own health was associ ated with di ssatisfaction with the service.
Previous research has reported an almost linear association
between the patients’ poor perception of their own health and
the number of annual outpatient visits with a physician [52]. It
can be anticipated that patients with poor self-rated health have
more health care needs and fewer resources and, thus,
presumably higher expectations of patient portals, which may
lead to dissatisfaction.

Over half of the respondents were not referred to electronic
health care services by their care providers, and the nonreferred
respondentswerelesslikely to use the nationwide patient portal
My Kanta compared to referred respondents. Sadskilahti et a
[29] and Kong et a [5] have aso reported unfamiliarity with
the service among nonusers of patient portals. It is important
to highlight the role of professionals and health care managers
in activating and engaging patients to accept and use patient
portals, because promotion is heavily associated with their use
[7,29,65-69]. The promotion should be integrated into routine
care processes, and individual training and support should be
provided on the portal useto patientswith different background
demographics to help prevent the digital divide from widening
[25,67,69-71]. In addition to the promotion by professionals,
alternative means are also needed to increase adoption [70].
Further research is necessary to identify effective ways to
integrate patient portal enrollment into clinical practice. After
data collection, My Kanta received national publicity because
of active marketing of the EU Digital COVID Certificate, which
can be downloaded from the portal. This has further increased
the public’s awareness of My Kanta. In the future, it might be
expected that increasingly more patients have prior knowledge
and experience with the service. This might also represent a
significant incentive for the public's further adoption of
electronic services [4].

Although patients have prior experiencein the use of electronic
services and information technology tools, the ability to review
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and manage medical records on patient portals should not be
assumed [28]. Results of this study suggest that respondents
who needed guidancein the use of electronic health care services
were more likely to be nonusers of the portal or dissatisfied
with the service compared to respondents without a need for
guidance. It is likely that perception of alack of ability in the
use of electronic health care servicesor poorly designed services
will alter the use and the benefits from their use, leading to
dissatisfaction with the portal.

The previous literature has suggested different ways in which
the use of patient portals could be promoted, including ease of
entry [13,30,72], easy navigation [73,74], and reducing the
required cognitive demands [73]. Electronic services should
meet certain accessibility requirements [75,76] in order to
support the equality of the users. Many providers of electronic
health care services still struggle with meeting the demands of
accessibility, impairing the position of especially patients with
disabilities[77]. My Kantafulfillstheserequirementsat acertain
level by assessing and reporting the current status of the
accessibility and providing an electronic channel for feedback
[78].

In addition to easy accessibility of the service, assistance on the
use should be available at a low threshold. Because patients
have previously been reported to seldom seek help from family
members, friends, service support, or health care providers[12],
electronic services should be designed to include assistance to
users. New electronic introductory and teaching materials have
been prepared by the system administrator of My Kanta [79],
and health care professionals should guide their clientsto these
materials. Patients with different background demographics
were involved to a limited extent in the development of these
materials. Efforts to stimulate participation of especially
disadvantaged patientsin developmental work of patient portals
[80] and educational materials should be highlighted.

Digital skills are necessary for wider patient adoption and use
of patient portals [31,34,37,81,82]. The findings of this study
are similar to previous research [26,30] as respondents with
poor digital skillswere morelikely to be nonusers of My Kanta
portal compared to respondentswith good skills. For the patients
to be able to effectively navigate the porta, their digital
competence needs to be promoted [71]. The Finnish national
strategy for applying information technol ogy to health care and
social welfare currently states that Finnish residents should be
able to use electronic services and produce self-recorded data
to promote their well-being [83]. However, by making digital
skills a policy priority, the equal use of electronic health care
services and patient portals could be promoted and the risk for
digital divide minimized [82]. Good digital skillshave also been
reported to be associated with the perception that electronic
services are more useful [24].
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Attitudes about the usefulness, appropriateness, and potential
downsides of electronic services may encourage or impede the
use [31]. In this study, the respondents who did not perceive
overall benefits in electronic health care services were more
likely dissatisfied with My Kanta compared to respondentswith
a more positive attitude. Negative attitudes have previously
been reported to alter patient satisfaction with the patient portal
[69]. To ensurethewidespread and equal use of electronic health
care services, all users must experience them asbeneficial [24].
Patients perceptions of the benefits can beincreased by offering
them demonstrations and information about the capabilities of
the patient portal [69,84]. Perceived benefitswere not associated
with the nonuse of the patient portal according to the results of
this study.

According to this study, respondentswho had security concerns
were more likely to be dissatisfied with My Kanta compared to
respondents who felt more secure. Similar to the results of
Woods et a [30], security concerns were not associated with
the use of the patient portal. Privacy, security, and
confidentiality concerns regarding medical information have
been identified asbarriersto the use of patient portals, and some
patients may feel discomfort at having their personal health
information on the internet [25,66,69,85]. Attention needs to
be paid to information security and identity protection, since
these are critical issues and central to widespread consumer
acceptance and adoption of patient portals [82]. Security
concerns also complicate requests for assistance and guidance
from non-health-care professionals aswell asthe use of patient
portals on public computers, since others might be able to see
sensitive medical information on the screen [69,84]. Private
facilities should be promoted in libraries and other places with
public computers. The COVID-19 pandemic has complicated
the requests for assistance and the use of computers in public
facilities because of societal restrictions. More research is
needed to understand how safety concerns could be alleviated.
In addition, technology users of al ages should be equipped
with knowledge of online privacy and security as a new set of
cyber security skillsare needed intheincreasingly digital society
[86].

Conclusion

According to the results of this population-based cross-sectional
survey study intheeraof COVID-19, patientswithout long-term
illnesses, those not referred to electronic health care services,
and those in need of guidance on the use of online social and
health care services seem to be more likely nonusers of the
Finnish nationwide patient portal My Kanta. Moreover, poor
health and security concerns seem to be associated with
dissatisfaction with the service. Interventionsto promotereferral
to electronic health care services by professionals are needed.
Attention must be paid to information security of the service as
well asthe aleviation of the patients’ privacy concerns.
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Abstract

Background: Tyrosine kinase inhibitors (TKIs) have achieved revolutionary results in the treatment of a wide range of tumors,
and many studies on this topic continue to be published every year. Some of the published reviews provide great value for usto
understand TKIs. However, thereis alack of studies on the knowledge structure, bibliometric analysis, and visualization results
in TKIsresearch.

Objective: This paper aims to investigate the knowledge structure, hotspots, and trends of evolution of the TKIs research by
co-word analysis and literature visualization and help researchers in this field to gain a comprehensive understanding of the
current status and trends.

Methods: Weretrieved all academic papers about TK s published between 2016 and 2020 from the Web of Science. By counting
keywords from those papers, we generated the co-word networks by extracting the co-occurrence rel ationships between keywords,
and then segmented communities to identify the subdirections of TKIsresearch by calculating the network metrics of the overall
and loca networks. We also mapped the association network topology, including the network within and between TKls
subdirections, to reveal the association and structure among varied subdirections. Furthermore, we detected keyword bursts by
combining their burst weights and durations to reveal changes in the focus of TKIls research. Finaly, evolution venation and
strategic diagram were generated to reveal the trends of TKIs research.

Results:  We obtained 6782 unique words (total frequency 26,175) from 5584 paper titles. Finally, 296 high-frequency words
were selected with a threshold of 10 after discussion, the total frequency of which accounted for 65.41% (17,120/26,175). The
analysis of burst disciplines revealed a variable number of burst words of TKIs research every year, especially in 2019 and 2020,
such as HER?2, pyrotinib, next-generation sequencing, immunotherapy, ALK-TKI, ALK rearrangement. By network calculation,
the TKIs co-word network was divided into 6 communities; C1 (non-small—cell lung cancer), C2 (targeted therapy), C3 (chronic
myeloid leukemia), C4 (HER2), C5 (pharmacokinetics), and C6 (ALK). The venation diagram revealed several clear and continuous
evolution trends, such as non-small—cell lung cancer venation, chronic myeloid leukemiavenation, renal cell carcinomavenation,
chronic lymphocytic leukemiavenation. In the strategic diagram, C1 (non-small—cell lung cancer) was the core direction located
in the first quadrant, C2 (targeted therapy) was exactly at the junction of the first and fourth quadrants, which meant that C2 was
developing; and C3 (chronic myeloid leukemia), C4 (HER?2), and C5 (pharmacokinetics) were all immature and located in the
third quadrant.

Conclusions: Using co-word analysis and literature visualization, we reveal ed the hotspots, knowledge structure, and trends of
evolution of TKIs research between 2016 and 2020. TKIs research mainly focused on targeted therapies against varied tumors,
particularly against non-small—cell lung cancer. The attention on chronic myeloid leukemia and pharmacokinetics was gradually
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decreasing, but the focus on HER2 and ALK was rapidly increasing. TKIs research had shown a clear development path: TKls
research was disease focused and revolved around “gene targets/targeted drugs/resistance mechanisms.” Our outcomes will
provide sound and effective support to researchers, funders, policymakers, and clinicians.

(JMIR Med Inform 2022;10(4):€34548) doi:10.2196/34548
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Introduction

Background

Tyrosine kinases (TKs) are a collective term for dozens of
kinases encoded by multiple genes, which can phosphorylate
tyrosine residues in cells [1]. Based on varied cellular
localizations, the TKs family is divided into receptor tyrosine
kinases (RTKs) [2] and non-RTKs [3]. RTKs consist of 20
subfamilies (eg, epidermal growth factor receptor or EGFR [4],
vascular endothelial growth factor receptor or VEGFR [5]),
whereas non-RTKsinclude 10 subfamilies such as ABL, SRC,
and CSK [6]. TKs have the common activity to catalyze the
transfer of y-phosphate groups on adenosine triphosphate to the
tyrosine residues of avariety of target proteins[1,3-7], and this
process plays a key role in signal transduction within the cell.
Abnormal activities of TKs are closely associated with
proliferation, invasion, metastasis, apoptosis, and tumor
angiogenesis in non-small—cell lung cancer (NSCLC) [8],
chronic myeloid leukemia(CML) [2,9], and many other tumors.
Therefore, TK s have become excellent targetsfor tumor therapy.

Tyrosine kinaseinhibitors (TKIs) are aclass of small-molecule
compoundsthat can specifically inhibit TKs. They can penetrate
through the cell membrane and block the signaling pathway of
tumor proliferation, with some TKIs also capable of inhibiting
angiogenesis[1,10]. TKIs have revolutionized the treatment of
avariety of tumors [10-12]; for example, imatinib has been a
typical pioneer in successfully translating oncogene research
into molecular targeted therapy. Now, TKIs have developed to
the fourth generation, which aims to overcome drug resistance
due to T790M and C797S mutations [13]. More than 30
small-molecule TK s have been approved for marketing by the
US Food and Drug Administration (FDA), and hundreds of
drug candidates are in various stages of clinical trials [13-15].
Therefore, this article aims to understand the devel opment
process of TKIsresearch, identify the main research directions,
and analyze the potential research hotspots.

Co-word analysis is a content analysis method to study the
knowledge structure and evol utionary patterns of variousfields.
It can facilitate researchers to identify hotspots, composition,
paradigms, and evolution of afield by calculating theword pairs
and co-occurrence of noun phrases in the literature [16-18].
This method has been used widely in medical bibliometric
analysis, such as precision medicine [16], neonata
i schemic-hypoxic encephal opathy [19], stem cell research [20],
neural stem cells [17], tumor immunotherapy [18], disaster
medicine [21], medical big data [22], surgical robotics [23],
epilepsy genetics[24]. We propose to use the co-word analysis
and literature visualization to explore the knowledge structure,
evolution trends, and associations among subtopics of TKIs

https://medinform.jmir.org/2022/4/e34548

research, aiming to help clinicians and scholars have a
comprehensive understanding of TKIs and to give suggestions
for research and usage of TKls.

Literature Review

In recent years, targeted therapies have become ahotspot in the
development of antitumor drugs with their advantages of high
selectivity and low side effects[25,26]. TKIs are revolutionary
targeted drugs that inhibit tumor proliferation by interfering
with or inhibiting specific proteins within cancer cells, thus
exerting prominent antitumor effects [1-3]. Among them,
imatinib was the first targeted antitumor drug [27], which was
first approved in 2001 for the treatment of BCR-ABL—positive
and Philadel phia chromosome—positive CML [3,6]. And then,
the first-, second-, and third-generation TKIs, represented by
gefitinib, dasatinib, and osimertinib, have been validated in
hundreds of clinical trials and approved for marketing
[10-12,28,29].

Genetic testing has been developed rapidly. Next-generation
sequencing allows for sequencing genome and exome within
days and makes it possible to identify patients with druggable
mutations quickly and precisely [30]. Meanwhile,
multidisciplinary collaboration between pharmacology and
clinical science has brought a leap forward in basic research
and clinical applicationsof TKIs. First, tumor-targeted therapies
are the most established area for TKIs, especidly in the
treatment of lung cancer [12,15,31,32] and leukemia
[10,11,28,29]. TKIs have improved the quality of life and
extended survival in patients with advanced NSCLCs [33].
Imatinib and gefitinib have become first-line drugs due to their
outstanding clinical efficacy in patientswith BCR-ABL—positive
CML [10,11,28,29]. Second, clinical trials of various drugs
targeting HER2 and ALK (eg, trastuzumab [34,35], palivizumab
[36], ceritinib [37]) have manifested excellent effects. Third,
pharmacokinetics is another focus of TKIs research.
Optimization and selectivity study isan important direction for
continuing clinical trials after thelaunch of many TKls. Besides,
individualized blood concentration monitoring isimportant for
patients with poor efficacy or severe side effects [38].

Previous Efforts

In recent years, TKIs have been widely used for tumor-targeted
therapies. Numerous research efforts helped clinicians and
scholars better understand TKIs and facilitated the clinical
tranglation of study outcomes.

Based on recent reviews, the current status of TKIsresearch is
summarized as follows: First, resistance to TKls is becoming
increasingly prominent, of which genetic mutations (eg, T790M
[39,40], C797S [13], D761Y [41], L747S [42]) are the main
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cause. It has become essentia to find new molecular
mechanisms underlying resistance to TKIs and to establish
individualized dosing regimens. Second, the application of drugs
such as erlotinib [43], osimertinib [15,33], and gefitinib [44]
has gradually matured and occupied an important position in
thetreatment of varioustumors such asNSCLCs[11,12]. Third,
drugs targeting HER2 and ALK continue to emerge, which
offers new hope for solving the plague of drug resistance
[45,46]. To date, hundreds of new TK s candidatesarein various
stages of clinical research [47].

Rationale for the Study

Research on TKIs continues to grow to benefit more patients.
However, there is still alot of uncharted territories to explore
in TKIs research. How to discover new biomarkers of TKIs?
How many new applications of TKIs have been discovered?
How to select TKIs with better clinical effects and fewer side
effects for targeted therapy? How to overcome multidrug
resistance in patients with tumors? How to individualize the
use of TKIs in precision medicine? All these questions need
scientific bibliometric analysis based on the results of TKIs
research. The purpose of our study is to address the following
questions:

1. What isthe overall knowledge structure of TKIsresearch?

2. What are the subdirections of TKIs research and how do
they interact with each other?

3. What are the evolutionary status and development trends
of TKIsresearch in the temporal dimension?

Huetd

Methods

Data Collection and Processing

Itiswell known that Web of Science Core Collection (WOSCC)
is the most extensive and comprehensive academic literature
database, so we used keywords including “Tyrosine kinase
inhibitor, Tyrosine kinase inhibitors, TKI, TKIs, Tyrosine
kinases inhibitors, Tyrosine kinases inhibitors’ in WOSCC to
precisely search all studies about TKIs by limiting the period
t0 2016-2020 and the literature typesto journal papers, reviews,
and conference papers. The specific search formula was
“(TS=(‘Tyrosine kinase inhibitor OR ‘Tyrosine kinase
inhibitors OR ‘TKI' OR ‘TKIS OR ‘Tyrosine kinases
inhibitors OR  ‘Tyrosine kinases inhibitor')) AND
LANGUAGE: (English) Refined by: DOCUMENT TYPES: (
ARTICLE OR REVIEW OR PROCEEDINGS PAPER )
Timespan: 2016-2020. Indexes. SCI-EXPANDED, SSCI,
A&HCI, CPCI-S, CPCI-SSH, ESCI, CCR-EXPANDED, IC.”

A total of 13,895 documentswereretrieved and exported in the
tab-delimited (Win) format. Next, the records containing the
aforesaid search terms in the titles or keywords were retained,
while those without keywords and with search terms appearing
only in the abstracts were excluded [16,48]. Finaly, 5584
records were obtained for the subsequent co-word network
analysis (Figure 1).

Figure 1. Search procedure for documentsin TKIs research. DE: descriptor; TKI: tyrosine kinase inhibitor; TI: title; WOSCC: Web of Science Core

Collection.
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Becausethereareirregularitiesand inconsistenciesin thewriting
of keywords submitted by the authors themselves in WOS, it
is necessary to preprocess them. First, this paper aimsto depict
theresearch status of TKIsby using other terms associated with
TKIs, so TKI itself as well asthe synonyms and hypernyms of
TKI were removed. Keywords whose meaning is broad (eg,
review, development, problem) were also removed. Second, the
co-word analysis generally targets high-frequency keywords
and their relationships, as keywords with very low frequencies
cannot reflect the main direction of this research. Therefore,
this paper (1) ogenerated a list of keywords by
frequency-descending order and (2) then defined the threshold
of high-frequency keywords according to the cumulative
percentage of frequenciesin the list [48]. In the next step, (3)
keywords with frequencies below the threshold were merged
into the words with the closest meanings; besides, words with
the same meaning but different forms were merged, such as
“BCR-ABL TKI” to“BCR-ABL" and “epidermal growth factor
receptor” to “EGFR.” Finally, (4) after deduplicating the merged
keywords, anew list of keyword frequencies was generated.

Network Construction and Analysis

The keywordsin apaper are an accurate description of itsmain
content, so mining keywords and their relationships can help
reveal the hidden connotation of aresearch field [49]. If 2words
co-occur in the same connotation unit (eg, keywordsin apaper),
they arerelated or similar in connotation and have consistency
in connotation expression. Their co-occurrence frequency is
equal to the number of papers that contain them at the same
time, and the greater the frequency, the stronger the semantic
association between them [50]. By constructing co-word
networks and performing structural analysis and visualization,
co-word analysis can effectively reveal the underlying
connotations, research structures, and even evol utionary trends
of aresearch field [51].

In this paper, the above preprocessed data were imported into
SCI2 [52] for frequency statistics and co-word network
generation (.net format). Then, the .net file was imported into
the network analysis tool Pgjek [53] to calculate network
indicators, including centralization and centrality [54], density
[55], and the clustering coefficient [56], and to perform
community segmentation to identify major subdirections.
Centralization refers to the centripetal or consistency of the
co-word network as a whole, while centrality reflects the
keywords' position in the network and their ability to influence
and control the network [54]. Density represents the degree of
association of the network as a whole, and the stronger the
association, the more mature the research field. The clustering
coefficient reflects the possibility that words will cluster into
classes depending on the association and its strength, and the
possibility that the network will be distinctly divided into severa
subnetworks or subclasses. Combined with the community
segmentation algorithm (Louvain) [57], the co-word network
will be divided into distinctive communities, each of which
represents a subdirection, with strong ties within the
communities and | cose ties between the communities, reflecting
a greater concentration or consistency in the connotative
associations of words within the community. Keywords are
tightly linked within communities and loosely linked between
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communities, reflecting that keywords possess more focused
or consistent connotations within communities.

Mapping and Visualization

To show the structure and characteristics of the TKIs research
more intuitively and clearly, we visualized the topology,
evolutionary venations, and development trend of the co-word
network.

First, the visualization of the network topol ogy was performed.
VOSviewer [58] was used for the multilevel presentation of
co-word networks and communities, including the
intercommunity and intracommunity association network graphs.
In the network graphs, nodes represent keywords or
communities, and edges represent co-occurrence rel ationships
between words or communities. The size of nodes and the
thickness of linesare proportional to the frequency of keywords
and the scale of communities, respectively, and the nodes and
lines belonging to different communities are distinguished by
different colors. These network diagrams visualize the
importance and association relationships of keywords or
communities in TKIs and help to analyze the distribution and
structural characteristics of TKIs research.

Second, the visuaization of evolutionary venations was
performed. We divided each year's records into several
communities. Then we used Cortext [59] to calculate the
overlapping relationships between communities in adjacent
yearsand connected them through “tubes.” Inthe tube diagram,
bars of different colors and sizes represent communities of
different sizes, and the tubes connected by several barsrepresent
the continuation of the research theme, which can be considered
as evolutionary venations. The evolutionary trends of TKIs
research over time are visualized by graphically characterizing
the continuity, convergence, and divergence of communities.

Third, the visualization of the developmentary degree of the
subdirections of TKIs research was performed. These research
communities can be considered as subdirections of TKIs
research, and each community or subdirection exhibits specific
development status depending on the density and centrality. So,
we drew a 2D strategic diagram based on the cal culation of the
density and centrality of each community. The strategic diagram
took centrality, which represented the core degree of research
directions in TKIs, as the horizontal axis, and density, which
represented the developmental maturity of research directions,
as the vertical axis, and the mean of community density and
centrality asthe origin. Ultimately, communities were mapped
into 4 quadrantsto visualize the degree of centrality and maturity
of different research directionsin TKIs.

Fourth, the visualization of burst words was performed. The
changesin keyword frequency fluctuate significantly, with some
of the words appearing in sudden bursts, reflecting the existence
of distinct epochal characteristics of TKIsresearch. Therefore,
we detected keyword bursts and combined their burst weights
and durations to reveal changes in the focus of TKIs research
[60].
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Results

Themes Involved in TK1s Research

We extracted 10,956 unique keywords from the 5584 available
paper titles, and their total frequency was 28,743 (Figure 2).
After preprocessing, 6782 unique words with atotal frequency
of 26,175 were left. After several rounds of testing and
discussion, the threshold value of high-frequency words was
taken as 10 in this paper. So after merging the keywords with
frequencies lower than 10 into their superordinate words, we
finally obtained 296 keywords for the subsequent co-word
analysis (Table 1 and Multimedia Appendix 1). These 296
keywords, whose total frequency accounted for 65.41%
(17,120/26,175), can represent the mainstream of TKIsresearch

Huetd

in the past 5 years and can also reflect a strong concentration
trend of TKIsresearch.

Burst keywords can represent important changes in TKIs
research. Figure 3 shows a varying number of burst words in
TKIsresearch each year, whose duration is expressed in terms
of the length of the horizontal bar and weight in terms of the
area. As can be seen from Figure 3, a variable number of
emergent terms have appeared in TKIsresearch every year since
2016, especially in 2019 and 2020, indicating the emergence
of new research themes in this field every year. The greater
weight of burst words in 2020-2021 (eg, HER2, pyrotinib,
next-generation sequencing, COVID-19, immunotherapy,
ALK-TKI, ALK rearrangement, cell-free DNA, liquid biopsy,
personalized medicine) suggests that these words in TKls
research were extensively explored by researchersin 2020.

Figure 2. Yearly number of papers and words related to tyrosine kinase inhibitor (TKI) research (2016-2020).
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Table 1. Top 30 keywords in papers related to tyrosine kinase inhibitor (TKI) research.
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Ranking Words Frequency
1 “Non-small cell lung cancer” 1344
2 “EGFR” 916
3 “Chronic myeloid leukemia’ 586
4 “EGFR-TKI” 506
5 “EGFR mutation” 404
6 “Lung cancer” 370
7 “Erlotinib” 299
8 “Imatinib” 283
9 “Osimertinib” 261
10 “Gefitinib” 257
11 “Targeted therapy” 256
12 “Renal cell carcinoma’ 227
13 “Sunitinib” 219
14 “Lung adenocarcinoma’ 207
15 “Mutation” 201
16 “Resistance” 192
17 “Afatinib” 186
18 “Chemotherapy” 183
19 “Cancer” 175
20 “Dasatinib” 162
21 “Drug resistance” 159
22 “T790M” 156
23 “ALK” 156
24 “Brain metastasis” 136
25 “Tumor” 134
26 “BCR-ABL” 128
27 “Nilotinib” 121
28 “Crizotinib” 120
29 “HER2” 119
30 “Apoptosis’ 113
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Figure 3. Burst disciplines of TKI research from 2016 to 2021. TKI: tyrosine kinase inhibitor; VEGFR: vascular endothelial growth factor receptor.
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Corrélation Structure of Keywordsin TKIs Research

Overview

Our analysis revealed that the co-word network consisting of
the 296 keywordswas exactly the maximal connected subgraph,
that is, none of the high-frequency words in TKIs research is
isolated, and all of them have paths associated with others,
indicating that the research topicsin thisfield form awhol e that
isinterrelated and interact with each other.

I ndicators of the Correlation Network

The overall indicators of the co-word network are shown in
Table 2. The average degree of the network is 49.58, which
means that a keyword in TKIs research is directly associated
with 49.58 other keywords on average. These 49.58 keywords
represent 16.75% of the entire network, which is a relatively
small percentage, indicating that the range of intertopic
associationsin TKIsresearch is not extensive. The high degree
of centralization of the network indicates a strong tendency to
be centripetal or concentrated; the high closeness centralization
and low betweenness centralization indicate that keywords are
most directly related to each other rather than indirectly related;
the high clustering coefficient indicatesthat keywords arelikely
to cluster into communities with certain words as the core.

https://medinform.jmir.org/2022/4/e34548

Collectively, TKIs research has clustered in certain specific
subdirections in recent years, between which the distinction is
obvious. However, the density of the current co-word network
isnot high, that is, the keywords are not closely related to each
other, which indicates that TKIs research is more seriously
fragmented and does not form a unified and mature research
identity. We further divided the TKIs co-word network into 6
communities and calculated the module degree [61] to ensure
agood division.

The network indicators of the keywords reflected their position
and rolein the TKIs co-word network (Table 3). Non-small cell
lung cancer, EGFR, targeted therapy, lung cancer, EGFR-TKI,
erlotinib, chemotherapy, cancer, sunitinib, and resistance all
appear in the top 10 list of degree centralization and closeness
centralization. The research topics associated with these words
play an important role and have a strong influence on thewhole
field, while other words are likely to be clustered into a
community with the above words as the core, forming a
distinctive research subdirection. In addition to resistance, the
above words also appear in the top 10 list of betweenness
centralization, which serves as “bridges’ in TKIs research,
suggesting that more collaborations or synergies between TKIs
research need to pass through these terms.
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Table 2. The whole network indicators.

Huetd

Indicators Value
Number of nodes 296
Number of lines 7338
Average degree 49,5811
Network al degree centralization 0.5953
Network all closeness centralization 0.5265
Network betweenness centralization 0.0525
Network clustering coefficient 0.4702
Density 0.1681

Number of communities

6 (Modularity: 0.3062)

Table 3. Top 10 keywords in terms of degree, betweenness, and closeness centrality.

Ranking Words Degree Words Closeness  Words Betweenness

1 “Non-small cell lung cancer” 224 “Non-small cell lung cancer” 0.8060 “Non-small cell lung cancer” 0.0552

2 “EGFR” 204 “EGFR” 0.7642 “EGFR” 0.0397

3 “Targeted therapy” 180 “Targeted therapy” 0.7195 “Targeted therapy” 0.0346

4 “Lung cancer” 179 “Lung cancer” 0.7178 “Chemotherapy” 0.0320

5 “EGFR-TKI” 166 “EGFR-TKI” 0.6958 “Lung cancer” 0.0291

6 “Erlotinib” 164 “Erlotinib” 0.6925 “EGFR-TKI” 0.0251

7 “Chemotherapy” 161 “Chemotherapy” 0.6876 “Erlotinib” 0.0216

8 “Cancer” 153 “Cancer” 0.6751 “Sunitinib” 0.0214

9 “Sunitinib” 151 “Sunitinib” 0.6720 “Imatinib” 0.0211

10 “Resistance” 142 “Resistance” 0.6585 “Cancer” 0.0206
(pharmacokinetics), which contains ibrutinib, metabolism,

Analysis of Thematic Communities

Depending on the association between keywords, TKIs are
divided into 6 clusters or communities with certain important
termsat their core. They are C1 (NSCLC); C2, targeted therapy;
C3, CML; C4, HER2; C5, pharmacokinetics; and C6, ALK
(Table 4). These 6 communities represent the subdirections of
TKIs research in 2016-2020. They are each closely associated
within but loosely associated with each other.

In terms of size, the subdirections of TKIs research can be
divided into 3 echelons (Table 5). The first echelon includes
C1l (NSCLC), which contains EGFR, EGFR-TKI, EGFR
mutation, lung cancer, erlotinib, etc.; and C2 (targeted therapy),
which contains renal cell carcinoma, sunitinib, chemotherapy,
cancer, tumor, etc. These 2 major subdirections contain the
largest number of keywords and the largest sum of frequencies,
which are the main subdirections of TKIsresearch. The second
echelonincludes C3 (CML), which containsimatinib, dasatinib,
BCR-ABL, nilotinib, gastrointestinal stromal tumor, etc.; C4
(HER2), which contains apoptosis, breast cancer, lapatinib,
autophagy, = combination  therapy, etc; and C5

https://medinform.jmir.org/2022/4/e34548

molecular docking, plasma, drug-drug interaction, etc. These 3
communities are involved in research topics that are aso
important for TKIs research. Keywords from these 3
communities are also important themesin TKIs research. The
third echelon only contains C6 (ALK), including crizotinib,
Met, RTK, ROS1, and ALK-TKI. C6isstill initsinfancy, which
occupiesonly alittle weight in TKI research.

The varying centrality and density of each community further
illustrate that there are sharply differentiated subdirections in
TKIs research (Table 5). For example, C1 (NSCLC) and C2
(targeted therapy) have the highest centrality, which arethe core
subdirections in TKIs research. Besides, C1 (NSCLC) and C2
(targeted therapy) have the highest density and are the most
developed subdirections in TKI research. Furthermore, the
internal density of each community is higher than the density
of the whole TKIs co-word network, which also indicates that
each subdirection is tightly connected internally but loosely
connected to each other. The centrality and density of C6 (ALK)
do not have comparative value due to its small size.
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Table 4. Topic communities related to tyrosine kinase inhibitor (TKI) research.

Community Words?

Cl-64 “Non-small cell lung cancer”; “EGFR”; “EGFR-TKI”; “EGFR mutation”; “lung cancer”; “erlotinib”; “osimertinib”; “ gefitinib”;
“lung adenocarcinoma’; “mutation”; “resistance”; “ afatinib”; “drug resistance”; “T790M”; “brain metastasis’; “ acquired resis-
tance’; “ next-generation sequencing”; “adenocarcinoma’; “T790M mutation”; “circulating tumor DNA”; “icotinib”; “liquid
biopsy”; “epithelial-mesenchymal transition”; “EGFR-TKI resistance”; “sequencing”; “small cell lung cancer”; “case report”;
“bevacizumab”; “ gefitinib resistance”; “ pemetrexed”; “squamous cell carcinoma’; “KRAS’; “epidermal growth factor”; “real-
world study”; “leptomeningeal metastasis’; “advanced NSCLC”; “ cost-effectiveness’; “rebiopsy”; “dacomitinib”; “1GF-1R";
“STAT3"; “droplet digital PCR”; “whole-brain radiotherapy”; “pleura effusion”; “BIM”; “uncommon mutation”; “polymor-
phism”; “Met amplification”; “first-line treatment”; “EGFR exon 20" ; “computed tomography”; “cell-free DNA”; “TP53";
“radiosurgery”; “cisplatin; “docetaxel”; “leptomeningeal carcinomatosis’; “skin rash; “exosomes’; “ cerebrospinal fluid”;
“exon 19 deletion”; “exon 19”; “cetuximab”; “metformin”

C2-97 “Targeted therapy”; “renal cell carcinoma’; “ sunitinib”; “chemotherapy”; “ cancer”; tumor”; “metastasis’; “ sorafenib”; “ prog-
nosis’; “ pazopanib”; “ hepatocel lular carcinoma’; “lenvatinib”; “apatinib”; “immunotherapy”; “toxicity”; “metastatic rena cell
carcinoma’; “radiotherapy”; “VEGF"; “progression-free survival”; “biomarker”; “angiogenesis’; “overall survival”; “ adverse
event”; “carcinoma’; “meta-analysis’; “sarcoma’; “VEGFR2"; “oncology”; “cabozantinib”; “renal cancer”; “VEGFR-TKI";
“PD-L1"; “VEGFR”; “clinical tria”; “ axitinib”; “immune checkpoint inhibitor”; “ molecular targeted therapy” ; “thyroid cancer”;
“FGFR”; “PDGFR”; “Phase | clinical trial”; “cardiotoxicity”; “vandetanib”; “regorafenib”; “angiogenesis inhibitor”; “PD-1";
“ovarian cancer”; “colorectal cancer”; “hypertension”; “anlotinib”; “bone metastasis’; “microRNA”; “recurrence”; “ soft tissue
sarcoma’; “mTOR”; “hypoxia’; “anti-angiogenesis’; “nivolumab”; “prognostic factor”; “AXL"; “RET”; “phase I clinica
trial”; “everolimus’; “melanoma’; “anaplastic thyroid cancer”; “ differentiated thyroid cancer”; “receptor TK1”; “clear cell rena
cell carcinoma’; “medullary thyroid cancer”; “cancer therapy”; “mTOR inhibitor”; “kidney”; “adjuvant”; “tumor microenvi-
ronment”; “solid tumor”; “treatment response”; “multitargeted TKI”; “neutrophil-lymphocyteratio”; “toceranib”; “ multikinase
inhibitor”; “antiangiogenic therapy” ; “monoclonal antibody”; “ sequential treatment”; “ osteosarcoma’ ; “ neoplasm metastasis’;
“tolerability”; “esophageal cancer”; “ hypothyroidism™; “ circulating tumor cell”; “neoadjuvant therapy”; “Met TKI”; “PDGF”;
“paclitaxel”; “neuroblastoma’; “ oligoprogression”; “cervical cancer”; “pembrolizumab”

C3-46 “chronic myeloid leukemia”; “imatinib; dasatinib”; “BCR-ABL”; “nilotinib”; “gastrointestinal stromal tumor”; “acute myeloid
leukemia’; “leukemid’; “molecular response’; “ ponatinib”; “acute lymphoblastic leukemia”; “ Philadel phia chromosome”;

“TKI resistance”; “FLT3"; “kit"; “quality of life”; “ adherence’; “ head and neck squamous cell carcinoma’; “imatinib resistance”;

“stem cell transplantation”; “leukemia stem cell”; “bosutinib”; “stem cell”; “Ph*ALL”"; “treatment-free remission”; “protein
kinase inhibitor”; “pulmonary arterial hypertension”; “minimal residual disease”’; “PDGFRA"; “discontinuation”; “T315I";
“adverse drug reaction”; “chronic phase”; “ cytokine”; “interferon”; “ c-Kit”; “midostaurin”; “ single nucleotide polymorphism”;
“ruxolitinib”; “BCR-ABL mutation”; “kit mutation”; “treatment discontinuation”; “rechallenge”; “ Src tyrosinekinase”; “ BCR-
ABL TKI"; “patient-reported outcome’

C4-38 “HER?2"; “apoptosis’; “breast cancer”; “lapatinib”; “autophagy” ; “ combination therapy”; “neratinib”; “c-Met”; “ gastric cancer”;
“glioblastoma’; “AKT"; proliferation”; “nanoparticles’; “ERK”; “ pancreatic cancer” ; “ reactive oxygen species’; “cancer stem
cell”; “chemoresistance”; “ Src”; “hepatotoxicity” ; “ oxidative stress’; “cell cycle”; “pyrotinib”; “radiation”; “PI3K”; “ mitochon-
drid’; “trastuzumab”; “migration”; “NF-kappaB"; “gemcitabine”; “drug delivery”; “glioma’; “triple-negative breast cancer”;
“diarrhea’; “adjuvant therapy”; “ metastatic breast cancer”; “PI3K/AKT"; “invasion”

C5-37 “Pharmacokinetics’; “ibrutinib”; “metabolism”; “molecular docking”; “plasma’; “drug-drug interaction”; “P-glycoprotein”;
“therapeutic drug monitoring”; “Bruton tyrosine kinase”; “BTK inhibitor”; “nintedanib”; “chronic lymphocytic leukemia’;
“positron emission tomography”; “LC-MS/MS’; “ personalized medicing’; “anticancer”; “lymphoma’; “ breast cancer resistance
protein”; “interstitial lung disease”; “ spleen tyrosine kinase” ; “multidrug resistance”; “molecular dynamics’; “antitumor”;
“lung”; “inflammation”; “diabetes’; “anticancer drug”; “BCL-2"; “biocavailability”; “synthesis’; “human plasma’; “ mantle
cell lymphoma’; “idiopathic pulmonary fibrosis’; “virtual screening”; “UPLC-MS/MS’; “pulmonary fibrosis’; “blood-brain
barrier”

C6-14 “ALK"; “crizotinib”; “Met”; “receptor tyrosine kinase”; “ROS1"; “ALK-TKI"; “aectinib”; “ALK rearrangement”; “immuno-
histochemistry”; “lorlatinib”; “BRAF”; “ceritinib”; “resistance mutation”; “brigatinib”

3 eywords in each community are listed in descending order of frequency.

Table5. Indicators of 6 theme communitiesin tyrosine kinase inhibitor (TKI) research.

Community Number of nodes Number of lines Total frequency Average degree Density
C1: Non-small—cell lung cancer 64 817 7106 61.8438 0.3989
C2: Targeted therapy 97 1386 4621 54.9588 0.2946
C3: Chronic myeloid leukemia 46 297 2332 36.3696 0.2807
C4: HER2 38 203 1226 44,1579 0.2812
C5: Pharmacokinetics 37 161 1230 35.8649 0.2352
C6: ALK 14 59 605 50.6429 0.6020
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Visualization of the Correlation Network

The diverse correlation structure within and between each
subdirection of the TKIsresearchisvisualized in Figures4 and
5. Figure 4 shows that there are differences in the influence of
varied subdirections and that the association between these
subdirectionsisuneven. C1 (NSCLC) and C2 (targeted therapy)
have the strongest associations with the other subdirections,
which reflect the strong influence of these 2 directionsin TKls
research. The other four subdirections are oriented to C1 and
C2, or depend on them to varying degrees. The association
between C1 and C2 is significantly stronger than that between
other subdirections, so C1 and C2 are the mainstream of current
TKIs research. In particular, C1 is the most central and

Hu et al

influential subdirection in the whole TKIs research, and the
associations between C1 and other directions are generally
strong. Isolated C6 (ALK) is not strongly associated with any
other subdirection except for a closer association with C1.

Figure 5 further shows the correlation structure within each
subdirection, where each term has adifferent location, function,
and role. Each subdirection has aclear hierarchy, with the most
influential terms at the core, which are important research
themes, and the more distant from the core of the community,
the less important the terms are. For example, EGFR,
EGFR-TKI, EGFR mutation, lung cancer, and erlotinib are
important research themes in C1 (NSCLC), which are closely
related to the other terms or extended to other themes.

Figure 4. Correlation structure of subdirectionsin tyrosine kinase inhibitor (TKI) research.
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Evolution Patternsof and Trendsin TKI|s Research

The Evolutionary Venations of Research Themes

Figure 6 illustrates the historical evolution of TKIs research
themes, which includes both the scale and the clear evol utionary
venation of TKIs research themes. Overdll, there are clear
subdirections and good continuity of TKIsresearch from 2016
to 2020, but their size and distribution are uneven. In the
descending order of size, several major evolutionary venations
are the NSCLC venation (involving apoptosis, gefitinib,
osimertinib, EGFR-TKI, T790M mutation, etc.), the CML

Huetd

venation (involving BCR-ABL, dasatinib, nilotinib, etc.), the
renal cell carcinomavenation (involving sunitinib, angiogenesis,
sorafenib, regorafenib, pazopanib, immunotherapy, etc.), the
chronic lymphocytic leukemia venation (involving lymphoma,
Bruton tyrosine kinase, ibrutinib, BTK inhibitor, etc.), and the
lapatinib venation (involving breast cancer, next-generation
sequencing, ALK rearrangement, ALK, alectinib, etc.). There
arealso isolated, intermittent research themes, such ascrizotinib
and ALK in 2016, apoptosisand PI3K/AKT in 2017, molecul ar
docking and anticancer in 2019, and cabozantinib and AXL in
2020 for thefirst time as a subdirection.

Figure 6. The evolution of themes of TKIs research over time (2016-2020). BTK: Bruton tyrosine kinase; EGFR: epidermal growth factor receptor;
LC: liquid chromatography; MS/MS: tandem mass spectrometry; TKI: tyrosine kinase inhibitor; VEGFR: vascular endothelial growth factor receptor.
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The Developmentary Degree of the Subdirections of
TKIsResearch

Based on Table 5, we drew a strategic diagram (Figure 7) to
visualize the devel opmentary trends of the subdirectionsin TKls
research. The C6 community was not drawn in the strategy
diagram due to its small size and noncomparable network
indicators. As shown in Figure 7, we plotted the nodes of
different sizes to represent the total frequencies of the varied
subdirections of TKIs research and distributed them in 4

https://medinform.jmir.org/2022/4/e34548
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guadrants according to their density and centrality. C1 (NSCLC)
isin the first quadrant due to its high density and centrality,
again indicating that this community is the core direction and
most developed in TKIs research. C2 (targeted therapy) is
located exactly at the junction of thefirst and fourth quadrants,
which meansthat C2 isalso the core direction of TKIsresearch,
but isin the process of maturing. C3 (CML), C4 (HER2), and
C5 (pharmacokinetics) are all in the third quadrant, with
relatively low centrality and density, which indicates that they
are at the margins of TKIsresearch and areimmature.
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Figure 7. Therelative development status and trends of 5 subdirections in the strategic diagram.
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Principal Findings

With the continuous progress of medical field, thetargeted drugs
(ie, TKIs) have made great development in basic research and
have been widely used for clinical applications. Based on the
results of the co-word analysis, we have a better understanding
of the main research directions of TKIsand thus can accurately
assess their maturity, centrality, and interactions. First, in
general, TKIs research is unbalanced. The 296 words we
selected from 6782 words accounted for 65.41% of the total
word frequency and have agreater impact. Sincethefirst TKls
were introduced, researchers have focused on some hot terms
such as NSCLC, EGFR, CML, EGFR-TKI, EGFR mutation,
erlotinib, imatinib, osimertinib, gefitinib, targeted therapy, renal
cell carcinoma, resistance. Theseterms can be broadly classified
into the following categories: clinical applications (eg, NSCLC,
CML, rena cell carcinoma, lung adenocarcinoma), genetic
studies (eg, EGFR, EGFR mutation, BCR-ABL), typical drugs
(eg, erlotinib, imatinib, gefitinib, sunitinib, afatinib, dasatinib,
osimertinib, nilotinib), and chemotherapy and drug resistance
(eg, targeted therapy, resistance, chemotherapy, drug resistance).
These terms not only reflect the areas of interest of researchers
but also indicate the trends of TKIs research.

Based on the visualized co-word network, we found that the
research topics tend to be clustered around a few keywords,
eventually forming a hierarchical and relatively balanced
thematic community. The thematic communities of the TKls
consist of C1 (NSCLC), C2 (targeted therapy), C3 (CML), C4
(HER2), C5 (pharmacokinetics), and C6 (ALK). Thereisaso
an imbaance between communities. First, the C1 and C2
communities are the main areas of TKIs research because of
their high centrality and frequency. Among them, C1 (NSCLC),
the largest thematic community, has received alot of attention
from scholars. From gene targets (eg, KRAS, EGFR, TP53,

https://medinform.jmir.org/2022/4/e34548

RenderX

conventional chemotherapy (eg, cisplatin, docetaxel,
pemetrexed) to targeted drugs (eg, erlotinib osimertinib,
gefitinib), scholars have studied NSCLC in increasing depth.
C2 (targeted therapy) indicates that TKIs are widely used in
targeted therapies, and the application of TKIs has been
extended to lung cancer [12,31,32], breast cancer [62], renal
cancer [63,64], liver cancer [65], ovarian cancer [66], colorectal
cancer [67], leukemia [11,28,29], thyroid cancer [68,69],
cervical cancer [70], and many other tumors. Chemotherapy
regimens containing TKIs were effective in reducing tumor
metastasis and recurrence and improving the overall survival
of patients [12,31]. The use of TKIs will be further expanded
to more tumor types as more clinical trials are conducted.

Second, C3 and C5 communities have declined during the
development of TKIs, both of which arein amarginal position
inthe strategic diagram. Among C3 (CML), imatinibisthefirst
targeted antitumor drug that was first approved by the FDA in
2001 for patients with BCR-ABL—positive CML
[10,11,28,29,71]. With the emergence of drug resistance,
dasatinib [72], which targetsthe SRC, and nilotinib [ 73], which
targets BCR-ABL, have been applied to patients who are
resistant. Research on CML has been conducted for along time
and this field is now mature, so the application of TKIs has
gradually expanded from CML to other diseases, which is
leading to the gradual marginalization of the C3 community.
C5 (pharmacokinetics) is an important interdisciplinary
discipline related to TKIs, which is widely involved in the
development process of TKIs [74,75]. However, as
small-molecule drugs, the absorption, transport, distribution,
and transformation of most TKls in vivo have been clearly
studied. Meanwhile, several new technologies in molecular
biology (eg, molecular docking [76] and virtua high-throughput
screening [77]) are used increasingly more, so C5
(pharmacokinetics) is gradually fading.
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Despitethe gradual decline of the C3 and C5 communities, new
research areas such as C4 (HER) and C6 (ALK) haveflourished
in recent years. The overexpression, amplification, and
mutations of HER2 have been found in a variety of tumors
including breast cancer and NSCL C [45], and targeting HER2
has achieved excellent efficacy in breast cancer [62]. Although
severa early drugstargeting HER2 had poor efficacy inNSCLC
[34,36,45], the advent of newer-generation HER2-targeting
drugs such as poziotinib [78] and pyrotinib [79,80] exhibited
good antitumor effectsin clinical trials. Scholarsareincreasingly
interested in targeting HER2 in NSCLC, while research on
HER2 for breast cancer isrelatively well established. Therefore,
C4 may evolve in different directions in the future. The C6
(ALK) community is small but promising. ALK mutations,
especially rearrangements, exhibit strong translational activity
inNSCLC[81]. ALK-targeted agents such asalectinib [82] and
brigatinib [83] have shown extraordinary efficacy in
ALK-positive NSCL C and have become thefirst-line therapies
[84]. Lorlatinib, an ALK inhibitor [85], appears asaburst word
in 2020, and ALK-TKI and ALK rearrangement have a high
weight from 2019 to 2020 (Figure 3), both of which indicate
the rapidly rising attention on ALK. In addition, there are till
several ALK-targeted drugs in devel opment, so more literature
on ALK will be published in the future and the C6 community
will grow further.

We found several evolutionary venations by anayzing the
evolution of themes of TKIs research over time. These highly
concentrated evolutionary venations indicate scholars
continuous and steady focus on NSCLC, CML, rena cell
carcinoma, chronic lymphocytic leukemia, etc. These different
evolutionary lines show aclear development path: TKIsresearch
is disease focused and revolved around “ gene targets/targeted
drugsresistance mechanisms” For example, in the CML
venation, investigators focused on the BRC-ABL in 2016 and
on dasatinib and nilotinib in 2017-2020, which could both target
BCR-ABL and overcome imatinib resistance [72,73]. In the
NSCL C venation, investigatorsfocused on EGFR genesin 2016,
on EGFR-TKIs represented by osimertinib in 2017-2019, and
on resistance mechanisms represented by T790M in 2020. In
the renal cell carcinoma venation, investigators continued to
focus on various TKIssuch as sunitinib, sorafenib, regorafenib,
and pazopanib, and also paid attention to gene targets such as
PDGFR, FGFR, c-Kit, and VEGF, and multidrug resistance. In
the chronic lymphocytic leukemia venation, investigators
focused on B-cell-derived chronic lymphocytic leukemia and
lymphoma in 2016, on the aberrant Bruton tyrosine kinase
(BTK) from B cells in 2017, and on BTK inhibitors such as
ibrutinib that can treat chronic lymphocytic leukemia and
lymphoma in 2018-2020. Moreover, lapatinib, a dual
EGFR/HER2 TKI [86], showed good efficacy in breast cancer,
which made it an independent evolutionary venation in 2017
with continuous attention to date.

In addition to the main few evol utionary venations, weidentified
some isolated themes that depict the current state of TKIs
research. Crizotinib gained attention as an ALK inhibitor in
2016, but its popul arity declined rapidly dueto its poor efficacy
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and the emergence of second-generation ALK inhibitors, making
crizotinib and ALK an isolated topic. Circulating tumor DNA
isimportant for efficacy assessment and prognosis analysis of
tumors. The future trend in TKIs research will likely be to use
next-generation sequencing or liquid biopsy technology to
precisely analyze circulating tumor DNA in cell-free DNA. The
PIBK/AKT pathway plays an important role in cell growth,
proliferation, migration, and angiogenesis, which can be
activated by RTKs. Thus, as one of the mechanisms of TKIs,
the apoptosis and PI3K/AKT venation was noticed in
2017-2018. Cabozantinib is a multitarget TKI that can target 9
genes(eg, AXL, Met) [87], and cabozantinib and AXL appeared
as a separate topic in 2020. Furthermore, the burst words
pyrotinib and anlotinib, which accounted for arelatively large
weight in 2020, are multitarget inhibitors [79,80,88]. This
suggests that multitarget drugs may become an important
direction for the development of TKIs and will likely receive
more attention in the future. Immune checkpoint inhibitors and
TKlsareimportant drugsfor tumors. The combination of PD-L1
inhibitors (eg, pembrolizumab) and TKIs (eg, lenvatinib) in
patients with malignant tumors was more effective than single
drug [89], suggesting that the combination therapy was an
important development direction for future tumor therapy. For
well-known reasons, many patients being treated with TKIs
were co-infected with SARS-CoV-2 in 2020 [90], and it was
also suggested that some TKIs such as BTKs may have
therapeutic effects on COVID-19 [91], which made COVID-19
a burst word in TKIs research. Because of global spread of
COVID-19in 2021, investigators' interest in TKIs for patients
infected with SARS-CoV-2 would further increase.

Limitation

Our study also has some limitations: first, our search included
only English literature from 2016 to 2020, while non-English
literature was excluded; second, the co-word analysis did not
take the quality, influence, and rigor of the literature into

account, which was a common shortcoming of such papers
[92-94].

Conclusions

In conclusion, we presented a visualization of TKIs research
during 2016-2020 utilizing co-word analysis and the hotspots,
knowledge structure, and trends of evolution revealed in our
work will help researchers in the field of TKIs to gain a
comprehensive understanding of the current status and trends.
Based on the above results, we specul ate that the general status
of TKIsresearch is as follows: (1) NSCLC and CML are the
most important clinical application areas for TKls; (2) EGFR
isthe most common target gene for TKls, and EGFR-TKIs are
the most commonly used molecularly targeted TKIs, among
which erlotinib, osimertinib, and gefitinib have gradualy
matured; (3) TKIs have become a mature field for targeted
therapeutic applications, and drugs targeting HER2 and ALK
have further expanded the application of TKIs; and (4) drug
resistance remains a major challenge for TKls. In a nutshell,
our work remainsvaluablein revealing the knowledge structure
and evolutionary trends of TKIs research.
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Abstract

Background: The recognition of medical entities from natural language is a ubiquitous problem in the medical field, with
applications ranging from medical coding to the analysis of electronic health data for public health. It is, however, a complex
task usually requiring human expert intervention, thus making it expansive and time-consuming. Recent advances in artificial
intelligence, specifically the rise of deep learning methods, have enabled computers to make efficient decisions on a number of
complex problems, with the notable example of neural sequence models and their powerful applications in natural language
processing. However, they require a considerable amount of datato learn from, whichistypically their main limiting factor. The
Centre for Epidemiology on Medical Causes of Death (CépiDc) stores an exhaustive database of death certificates at the French
national scale, amounting to several millions of natural language examples provided with their associated human-coded medical
entities available to the machine learning practitioner.

Objective: The aim of this paper was to investigate the application of deep neural sequence models to the problem of medical
entity recognition from natural language.

Methods: The investigated data set included every French death certificate from 2011 to 2016. These certificates contain
information such as the subject’s age, the subject’s gender, and the chain of eventsleading to his or her death, both in French and
encoded as International Statistical Classification of Diseases and Related Health Problems, Tenth Revision (ICD-10) medical
entities, for atotal of around 3 million observationsin the data set. The task of automatically recognizing |CD-10 medical entities
from the French natural language—based chain of events leading to death was then formulated as a type of predictive modeling
problem known as a sequence-to-sequence modeling problem. A deep neural network—based model, known as the Transformer,
was then slightly adapted and fit to the data set. Its performance was then assessed on an external data set and compared to the
current state-of-the-art approach. Cls for derived measurements were estimated via bootstrapping.

Results: The proposed approach resulted in an F-measure value of 0.952 (95% Cl 0.946-0.957), which constitutes a significant
improvement over the current state-of-the-art approach and its previously reported F-measure value of 0.825 as assessed on a
comparable data set. Such an improvement makes possible a whole field of new applications, from nosologist-level automated
coding to temporal harmonization of death statistics.

Conclusions: This paper shows that a deep artificial neural network can directly learn from voluminous data sets in order to
identify complex relationships between natural language and medical entities, without any explicit prior knowledge. Although
not entirely free from mistakes, the derived model constitutes a powerful tool for automated coding of medical entities from
medical language with promising potential applications.
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Introduction

Background

The democratization of electronic health record databases has
created countless opportunitiesto gain preciousinsightsin fields
ranging from precison medicine to public heath and
epidemiology. However, these databases till present many
challenges, both technical and methodological, that make their
exploitation cumbersome. As an example, natural language is
extensively present in some health-related databases, while
being notorioudly difficult to handle with traditional statistical
methods and preventing most international comparisons dueto
language barriers. In order to counter these undesirable
properties, severa approaches have been devised. For instance,
by encapsulating most medical entities in a standardized
hierarchical tree structure, the International Statistical
Classification of Diseases and Related Health Problems, Tenth
Revision (ICD-10) [1] offers a powerful and expressive way of
organizing analytics-compatible health databases. On the other
hand, ICD-10 entities are significantly lessintuitive for human
users than natural language and require years of training and
practice to handle fluently. As a consequence, the data
production of classification-based medical data is usually
handmade, expansive, and time-consuming. Severa attempts
have been made to design artificial intelligence—based systems
that are ableto automatically derive medical entitiesfrom natural
language, some with quite promising performance [2-4].
However, all of them fall short in automating the complex
production schemes inherent to medical databases, specifically
in regard to their high data-quality standards.

However, recent innovations in deep artificial neural networks
have achieved significant progress in natural language
processing (NLP) [5,6]. In particular, their applications in the
field of machine trandlation [7-9], fueled by increases in both
dataand computing power, repeatedly bring automated systems
closer and closer to human-level performance. Several attempts
have been made to apply these powerful techniques in an
electronic health database setting, most of them with mitigated
success. As an example, the current state of the art in ICD-10
entity recognition from natural language in death certificates
still remains acombination of expert systems and support vector
machine (SVM)-based classical machine learning [2]. Several
explanations exist for this discrepancy between traditional
machine translation and medical entity recognition. First, deep
artificial neural network—based methods are known to require
huge amounts of datafor optimal performance. However, most
experiments were either performed with dightly out-of-date
neura architectures or with data set sizes at least an order of
magnitude below what would betypically required [10]. Onthe
other hand, the Centre for Epidemiology on Medical Causes of
Death (CépiDc) has been storing French death certificates at
the national scale since 2011 in both natural language and
| CD-10—converted formats. The entire database amountsto just
under 3 million death certificates, thus providing considerably
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better settingsin which to investigate the potential applications
of deep neural networksin medical entity recognition.

This paper formulates the process of | CD-10 entity recognition
from natural language as a sequence-to-sequence (Seg2Seq)
statistical modeling problem and proposes to solve it with a
variation one of the state-of-the-art machine trandation neural
architectures, the Transformer. The Methods section focuses
on describing the af orementioned statistical modeling problem
and overall methodol ogy. The Results section reportsthe results
of the experiments that were performed on the French CépiDc
data set aswell as acomparison with the current state of the art.
The Discussion section presents a discussion on the model’s
potential limitations through an error analysis and describes
potential elements for improvement.

Related Work

The task of identifying ICD-10 medical entities from natural
language, whether in French or in any other language, is a
well-investigated problem, where several promising approaches
have aready been proposed. Most of these solutions were
published at the Conference and Labs of the Evaluation Forum
(CLEF) eHealth chalenge[2,3,10], acompetition held annually
where teams compete to solve NLP tasks on medical textual
data. For instance, the task of recognizing ICD-10 entitiesfrom
death certificates, in severa languages including French, have
been addressed several times over the yearsin this competition.
So far, when it comes to the task of extracting ICD-10 entities
from French death certificates, the state of the art isheld by the
Laboratoire d'Informatique pour la Mécanique et les Sciences
de I'Ingénieur (LIMSI); they used a hybrid approach that
combined data-based dictionaries for feature engineering and
linear SVMs. However, nowadays, most NL Ptasks aretypically
better handled by neural network—based architectures. These
deep learning—based approaches have been applied to the
problem at hand in this paper, mainly through a range of
Seq2Seq architectures, asfollows:

* Recurrent neural network—based encoder-decoder
architectures, either with or without attention [11]

« Convolutional neural network—based encoder-decoder
architectures [12,13]

« Fully attentional, although pretrained, architectures using
aBidirectional Encoder Representationsfrom Transformers
(BERT) model and transfer learning [14,15].

However, all those techniques, at least when applied to French
data, failed to outperform the LIMSI's feature
engineering—based approach. A possible explanation for this
observation might lie in the data set that the teams were given.
Indeed, their sample sizes were generally less than 200,000
observations [2]; this is usualy far from enough for proper
training of advanced deep learning models, as modern neural
architecturesin the neural trandation academic literature usualy
train on data setswith up to tens of millions of observations[9].
This might also explain why teams using fully attentional
models, which are the current state-of-the-art modelsin neural
tranglation, used pretrained architectures and transfer learning
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with BERT instead of training afull neural architecture end to
end in a purely supervised fashion. The latter is exactly what
this paper sets out to investigate and constitutes, at least to the
authors' knowledge, the first attempt at training amodern, fully
attentional, end-to-end trained model on adata set with asample
size compliant with the requirements of modern deep learning
methods.

Methods

Ethical Consider ations

The use of the mortality data investigated in this paper aligns
with the mission of Inserm to produce national statistics onthe
medical causes of death, as listed in Article L2223-42 of the
general code of local authorities (Code général des collectivités
territoriales), after consulting the French National Commission
for Data Protection and Liberties (Commission Nationale de
I'Informatique et des Libertés).

Materials

Overview

Thedata set used for thisstudy consists of every available death
certificate found in the CépiDc database for the years 2011 to
2016, representing just under 3 million training examples. These
documents record various types of information about their
subjects, including the chain of events leading to the subject’s
death, written by amedical practitioner.

Causal Chain of Death

The causal chain of death constitutes the main source of
information available on a death certificate in order to devise
mortality statistics. It typically sums up the sequence of events
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that led to the subject’s death, starting from immediate causes,
such as cardiac arrest, and progressively expanding into the
individual’s past and to the underlying causes of death. The
World Health Organization (WHO) provides countries with a
standardized causal chain of events format, which France
follows, alongside most developed countries. This WHO
standard asksthe medical practitioner in charge of reporting the
eventsleading to the subject’s passing tofill out atwo-part form
in natural language. Thefirst part is comprised of four lines, in
which the practitioner is asked to report the chain of eventsin
inverse causal order (ie, immediate causes are reported on the
first lines, and underlying causes are reported on the last lines).
Although four lines are available for reporting, they do not all
need to befilled. In fact, the last available lines are rarely used
by the practitioner. The second part is comprised of two lines
inwhich the practitioner is asked to report “ any other significant
conditions contributing to death but not related to the disease
or condition causing it” [16] that the subject may have been
suffering from.

In order to counter the language-dependent variability of death
certificates across countries, a preprocessing step is typically
applied to the causal chain of events leading to the individual’s
death, where each natural language—based line on the certificate
is converted into a sequence of codes defined by the ICD-10
[1]. TheICD-10isamedical classification created by the WHO
that defines 14,199 medical entities (eg, diseases, signs, and
symptoms) distributed over 22 chapters; entities are encoded
with three or four a phanumeric decimal symbols (ie, one letter
and two or three digits), 5615 of which are present in the
investigated data set. Table 1 shows an example of a causal
chain of events, taken from an American death certificate, in
both natural language and |CD-10 formats.

Table 1. Example of acausal chain of events leading to death as written in natural language and as |CD-10 codes.

Part of form Natural language ICD-103P encoding
Part 1
Linel Stroke in September left hemiparesis 164 G819
Line2 Fall scalp laceration fracture humerus S010 W19 $423
Line3 Coronary artery disease 1251
Line4 Acute intracranial hemorrhage 1629
Part 2 Dementia depression hypertension FO3 F329110

4 CD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.
bSome natural language lines correspond to several 1CD-10 codes, whose orders matter in the overall coding process.

As previously mentioned, the process of converting the natural
language—based causal chain of eventsleading to death into an
ICD-10 format is the main focus of this paper. Consequently,
the latter will be selected as the target variable and the former
as the main explanatory variable for the neural network—based
predictive model that will be further defined.

https://medinform.jmir.org/2022/4/e26353

For reasons related to the underlying cause of death production
process, the natural language-based chain of events and its
|CD-10-encoded counterpart suffer from alignment errors at
the line level, as shown in Table 2. Although qualitatively
deemed quite rare, this misalignment phenomenon brings
sufficient noise into the data set to prevent model convergence
while fitting models with line-level sentence pairs.
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Table 2. Death certificate from showcasing the misalignment phenomenon.

Falissard et d

Part of form Natural language ICD-10% encoding
Part 1
Linel Stroke in September left hemiparesis 164 G819
Line2 Fall scalp laceration fracture humerus S010 W19 $423
Line3 Coronary artery disease 1629 1251
Line4 Acute intracranial hemorrhage” N/AC
Part 2 Dementia depression hypertension FO3 F329110

3 CD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.
BThe 1CD-10 code related to line 4 has been moved to line 3 by a human coder. Concatenating lines in a backward fashion restores alignment while

preserving ordering.

°N/A: not applicable; the code that was previously here was moved to line 3, leaving this line blank.

In order to bypass this critical flaw in the investigated data set,
a decision was taken to consider as input and target variables
the certificate lines concatenated in a backward fashion (from
part 2tolinelinpart 1), ascan beseenin Figure 1. Thisslight
change in data format does not significantly alter the problem
at hand, as the investigated model is still trained to recognize
ICD-10-encoded medical entities from natural language. If

anything, the modified modeling problem can be expected to
be more difficult, as both the variance and dimensionality of
both input and target variables have increased. Several methods
are available to retrieve line-level aligned predictions from a
model trained in such a configuration, for instance, using a
combination of transfer learning and pruned tree search.

Figure 1. The origina modeling problem and the modified investigated problem. In the original modeling problem (left), each certificate lineis taken
as an input variable to predict its corresponding ICD-10 code line. In the modified investigated problem (right), all certificate lines are concatenated
and taken as an input variable to predict the corresponding concatenated 1CD-10 code line. Lines 1-5 are from part 1 of the death certificate, and line 6
ispart 2 of the certificate. ICD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.

CED—()—ED
GED—(=)— D
G —ED
CED—()—ED

Miscellaneous Variables

From gender to place of hirth, adeath certificate containsvarious
additional types of information on its subject besides the chain
of eventsleading to death. As some of these items are typically
used by both expert systems and human codersto detect ICD-10
entities in the chain of events, they present an interest as
explanatory variables for the investigated predictive model.
After consultation with expert coders, the following items
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available on French death certificates were sel ected as additional
exogenous variables:

«  Gender (two-state categorical variable)

+  Year of death (six-state categorical variable)

« Adge, categorized into 5-year intervals, with the exception
of subjects less than 1 year of age, who were divided into
two classes depending on whether they were more than 28

days of age
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Origin of the death certificate (two-state categorical
variable, from either the electronic- or paper-based death
certification pipeline).

Strictly speaking, the subject’syear of passing should only have
a limited effect on the relationship between natural language
and its contained medical entities. However, the WHO-defined
coding rules, as well as their interpretations by human coders,
evolve dightly over the years. As a consequence, the model
should benefit, in terms of predictive performance, from being
able to differentiate between different years.

Similarly, the impact of the certificate’s origin on the model’s
predictive power isnot entirely obvious at first sight. However,
the dataentry processfor the paper-based certificatesis handled
by humans through speech recognition technology. In addition,
the data entry clerks are asked to apply a small set of
normalization rules to the natural language. Electronic death
certificates, however, are received directly from the medical
practitioner asis. As a consequence, distribution shifts are to
be expected from the paper- to electronic-based chain of events,
and including thisinformation as an explanatory variable might
be beneficial for the model’s predictive power.

M odel Definition

With both the explanatory and target variableswell defined, the
investigated modeling problem can be defined as follows:

]

The elements of equation 1 are defined as follows:

«  P(X)) isthe probability density of discrete random variable
X

El is the sequence of 1CD-10 codes present on the death
certificate concatenated on asingle line of sequencelength
I

(@] is the line in natural language, tokenized with a
vocabulary V and of sequence length L

El is the categorized age
3 isthe year of death
E isthe gender

E isthe death certificate’s origin
- fgisamapping from the problem’sinput spaceto its output

space, parameterized in B0R", a rea-valued vector
(typicaly a neura network) of dimensionality nCN, the
model’s dimensionality.

Theoretically, the derived modeling problem is typical of
traditional statistical modeling problems and could be solved
using multinomial logistic regression. In practice, however, this
approach presents a significant drawback. In this setting, the
investigated target variable constitutes a categorical variable
with 56167 distinct states—death certificates in the data set
have, at most, 20 |CD-10 codesin them, each of which can take
5616 distinct values—thus rendering the analysis intractable,
both in terms of computational expanses and sample size
requirements. This type of approach, however, makes no use
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of the data’s inherent sequential nature, which allows the
rewriting of the investigated modeling problem as follows:

@

where [E] isthei-th code present on the code line.

Factors in the right-hand side of equation 2 can be interpreted
as constituting a distinct predictive modeling problem, all with
an output variable distributed acrossall ICD-10 codes. Although
still highly dimensional, predicting output variables of such
dimensionality is typically tractable with modern machine
learning techniques [7]. However, they present two significant
drawbacks for traditional modeling techniques: (1) the number
of output variables to predict varies across observations in the
data set (not all death certificates have 20 ICD-10 codes) and
(2) the output variables distributions are conditioned on
previous ones.

This particular formulation isknown inthe deep artificial neural
network community as a Seq2Seq modeling problem [7] and
has been an active area of research for the past few years. As
one of the state-of-the-art neural architectures devised in the
field, the Transformer [9] was chosen as the predictive model
investigated in the following experiments. It was recently
outperformed by the Evolved Transformer [17], avariation on
the former. However, both approaches were investigated and
yielded similar results. The Transformer architecture was
retained due to its availability of officia and maintained
implementations, and the final results further displayed were
obtained using an ensembl e of seven such models. Each of the
ensemble models  hyper-parameters  and  individual
performances are available in Tables S1 and S2 of Multimedia
Appendix 1, respectively.

Several specificitiesinthe previously defined modeling problem
required small adaptations to the Transformer architecture.
However, the authorsfed that their complexity falls outside the
scope of this paper. The interested reader will, however, find a
complete description of these modifications as well as a
visualization in Figure S1 of Multimedia Appendix 1.

Finally, the authors are aware that many other approaches to
sequentia learning architectures are available, and have already
been used, in order to address the problem investigated in this
paper. The current state of the art on French death certificates,
for instance, uses a multi-label classification approach. The
authors chose not to investigate those methods for several
reasons.

First, thetask of extracting |CD-10 codes from natural language
on death certificatesisonly apreliminary step inthe production
of amortality statistics pipeline. The final task in this process
is to derive the underlying cause of death, from these ICD-10
codes, following aset of rulesdefined by the WHO. The choice
of the underlying cause of death from this set of rules heavily
depends on the codes order in the certificate. Asaconsequence,
it is of paramount importance that the model be able to output
these codes in the proper order, which is simply unachievable
with amulticlass classification approach; this makes the problem
a sequential learning problem, as our output is, indeed, a
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sequence of variable-length tagstaken from aset of well-defined
classes. However, several approaches other than Seq2Seq are
still available to solve such problems, such as connectionist
temporal classification, which is typically used in optical
character recognition tasks.

Second, the ICD-10 codes that the model needs to output are
not necessarily independent. For instance, the presence of a
given code in the outputted sequence can significantly alter
other codes present in the sequence. As an example given by
our expert coder, hematoma-related codes can be found in two
|CD-10 chapters: first in chapter 9 of the ICD-10 classification
(ie, codesrelated to circulatory diseases, beginning withan“1”)
and then in chapter 19 (ie, codes related to injury, poisoning,
and certain other consequences of external causes, beginning
withan“S’ or a“T"). The choice of attributing the presence of
theentity “hematoma’ on adesath certificate to thefirst or second
possible chapter depends on whether an external
cause—meaning an | CD-10 code from chapter 20—has already
been outputted previously while converting the death certificate
into codes. In order to account for such dependencies, we are
compelled to model the joint distribution of the output sequence
conditioned on the input variables, which is exactly what
Seq2Seq is about. Therefore, the choice of using Seq2Seq
approaches to solve the modeling problem investigated in this
paper becomes not only natural but almost compulsory. In
addition, due to the data-driven tokenization used in order to
make use of the ICD-10 classification’s hierarchical nature,
some tokens that the model is allowed to predict are not valid
ICD-10 codes. For instance, the code “1659” could be
decomposed into a sequence of two codes (ie, “165” and “9-"
with the “-" character at the end used to keep track of spaces
between codes). It appears clear here that when the model needs
to output an “1659” code, predicting “9-” initself isnot possible
without any conditioning on “165” appearing earlier.

Training and Evaluation M ethodol ogy

The investigated model was trained using al French death
certificates from the year 2011 to 2016. A total of 5000
certificateswere randomly excluded from each year; these were
distributed into avalidation set for hyper-parameter fine-tuning
and into a test data set for unbiased prediction performance
estimation (2500 certificates each), resulting in three data sets
with following sample sizes. (1) training data set (3,240,109
records), (2) validation data set (30,000 records), and (3) test
data set (30,000 records).

The model was adapted from TensorF ow’s official Transformer
implementation; TensorFlow is a Python-based distributed
machine learning framework. Training was performed on three
NVIDIA RTX 2070 GPUs simultaneously with a mirrored
distribution strategy using a variant of stochastic gradient
descent, the Adam optimization algorithm.

Hyper-parameters were first initialized following the
Transformer’s base setting, according to the architecture's
authors. Further finetuning of a selected number of
hyper-parameterswas performed using arandom search guided
on the validation set. Theinterested reader will find acomplete
description of the training process and hyper-parameter values
defining this model in Multimedia Appendix 1.
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After training, the model’s predictive performance was assessed
on the test data set, which was excluded prior to training, as
mentioned earlier, and compared to the current state of the art,
obtained by the LIMSI during the 2017 CLEF eHealth challenge
[2]. As the CLEF eHealth challenge only provided electronic
certificates to the contestants, and in order to ensure
comparability, the model’s performance was assessed using
paper-based and electronic certificates, separately. For the same
reason, the performance metrics used for model evaluation were
selected asfollows:
IE

The elements of equations 4 and 5 are defined as follows:

«  Truepositives: the number of codes predicted by the model
that are present in the test set’s true output target

«  Fasepositives: the number of codes predicted by the model
that are not present in the test set’s true output target

« False negatives: the number of codes not predicted by the
model that are present in the test set’s true output.

Note that predictions are considered as true positives only for
exact code matches, up to the fourth character. Table 3 shows
an example of how this can affect the reported performance, by
focusing on aline of the causal chain of eventsleading to death
reported in Table 1 and fictional examples of predictions, as
follows:

- Thefirst prediction example outputs two incorrect codes.
The number of true positives is, thus, 0, leading to all
metrics being evaluated as 0.

«  The second prediction example correctly outputs the first
code (164 “ Stroke™) but fail sto correctly output the second
code's fourth character (G81: “Hemiplegia’ is predicted
instead of the ground-truth value G819: “Hemiplegia,
unspecified”). Although the prediction and ground truth
are quite similar (ie, they share the three first characters),
this code is considered incorrect, which leads to counts of
both one fase positive (ie, the code was predicted
incorrectly) and one false negative (ie, the correct G819
code was not predicted), leading to all metrics being
evaluated as 0.5.

«  Thethird prediction example correctly outputsthefirst code
but fails to recognize any additional codes from the textual
input, leading to aprecision of 1 (ie, all predicted codesare
indeed true positives) and a recal of 0.5 (ie, one code
present in the ground truth was not predicted). This then
leadsto an F-measure of 0.66. Note that in this context, the
F-measure is higher than in the second example.

- Thefourth prediction example correctly outputs both codes
but also outputs two additional and completely unrelated
codes, leading to a precision of 0.5 (ie, only half of the
predicted codes are present in the ground truth) and arecall
of 1 (ie, all codes present in the ground truth were correctly
predicted), leading to an F-measure of 0.66.

- Thefifth prediction example correctly outputs both codes
and does not predict any additional codes (ie, perfect
prediction), leading to al metrics being evaluated as 1.

«  Thesixth prediction example correctly outputs both codes
and does not predict any additional codes. However, the
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codes are in the wrong order, but this is not penalized in
any way in the metrics definitions, so this prediction is

Falissard et d

associated with metrics all being evaluated as 1.

Table 3. Examplesof how the selected performance metrics behave for different predictions. The input text was“ stroke in September left hemiparesis’

and the true ICD-10 encoding was 164 and G819.

Prediction example ICD-102 codes Precision Recall F-measure
1 B189 H155 0.0 0.0 0.0

2 164 G81 0.5 0.5 0.5

3 164 1.0 0.5 0.66

4 164 G819 A338 B87 0.5 1.0 0.66

5 164 G819 1.0 1.0 1.0

6 G819 164 1.0 1.0 1.0

% CD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.

The informed reader might find that these metrics stray away
from common machine trandation system benchmarking
metrics, such as hilingual evaluation understudy (BLEU) or
negative log perplexity scores[7-9,18], but the former were the
only ones used in comparable work. AsBLEU and negative log
perplexity have close to no absolute interpretability without
comparisons to aternative methods, their use was discarded
from the experiment. In order to present the reader with amore
comprehensive view of the performance of the proposed
approaches, these accuracy metrics were also derived on a
per-chapter basis, again on the sametest set, and 95% Clswere
computed using bootstrapping.

Results

Perfor mance Evaluation

The ensemble of Transformer modelsweretrained as previously
described for approximately 3 weeks; the final ensemble's
predictive performance and that of the current state-of-the-art
model are reported in Table 4. As previously mentioned, the
performance of the current state-of-the-art model was assessed
based on electronic certificates only and should, as a
consequence, be compared to the performance of the proposed
approach based on a similar situation. Because paper-based
certificates are till more common than their electronic
counterparts in France (ie, approximately 90% of certificates
inthe data set are paper based), the performance of the approach
using al certificates and that of the paper-based certificate
approach are also displayed.

Table 4. Assessments of the current state-of-the-art model and the proposed approach.

Approach F-measure (95% C1)? Precision (95% Cl) Recall (95% CI)
Current state of the art: LIMSI® 0.825° 0.872° 0.784°

Proposed approach: electronic certificates 0.952 (0.946-0.957) 0.955 (0.95-0.96) 0.948 (0.943-0.954)
Proposed approach: paper-based certificates 0.942 (0.941-0.944) 0.949 (0.947-0.95) 0.936 (0.934-0.937)
Proposed approach: all certificates 0.943 (0.941-0.944) 0.949 (0.948-0.951) 0.937 (0.935-0.938)

395% Cls were derived by bootstrapping.

BLIMSI: Laboratoire dl nformatique pour la Mécanique et les Sciences de I'Ingénieur.
€95% Clswere not provided in the LIMSI’s publication and are, therefore, not displayed.

The proposed approach shows an F-measurethat is 73% closer
to aperfect score when compared to the current state-of-the-art
approach. In addition to its substantial improvement in the
F-measure, the proposed approach displays significantly more
balanced precision and recall scores than the LIMSI’s method:
from 5% relative difference to less than 1%.

A surprising result, however, lies in the model’s lower
performance based on paper-based certificates. Indeed, the
standardization they receive due to their voice-based data
collection process considerably reduces variance and prevents
any misspelled wordsin the data that are potentially present in
electronic-based certificates. As a consequence, model
performance on the former should be expected to be higher. A
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potential explanation for this phenomenon lies in the potential
for missing data in paper-based certificates. Indeed, when
confronted with poorly written words, data clerks are allowed
to replace them with the“!” symbol when theword is estimated
to be unreadable; this occurs in approximately 10% of
paper-based certificates. Medical coders, however, are usually
more efficient in guessing the words from the written
certificates, typically with the addition of contextual clues. A
purely text-based approach, however, is then limited to pure
guesses for those observations with missing data, logically
leading to poorer performance. Because this phenomenon is
absent from electronic-based certificates, it is a promising
candidate for explaining this unexpected difference in
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performance. In addition, the model performance based on
paper-based certificates that did not contain any “!” symbolsin
thetest set led to an F-measure of 96.2%, thus providing strong
evidence to support this hypothesis.

Per-Chapter Quantitative Analysis

Although the proposed approach significantly outperformed the
current state-of-the-art approach, neural network—based methods
are known to present severa drawbacks that can significantly
limit their application in some situations. Typically, the current
lack of systematic methods to interpret and understand neural
network—based models and their decision processes can lead
the former to perform catastrophically on incorrectly predicted
cases, independent from their high predictive performance. As
a consequence, the proposed model behavior in incorrectly
predicted cases requires careful analysis. In addition, such an
investigation can lead to significant insights that are potentially
relevant when applying the derived model in practical
applications.

One simple, straightforward approach to understanding the
model’s weakness lies in assessing its performance on a
finer-grain level, for instance, by identifying fal se positivesand
negatives not only at the global level, but per ICD-10 chapters,
as can be seenin Table 5.

It appears from this table that although the most prevalent
medical entities are associated with low false positive and
negative rates, some rarer chapters are associated with
unreasonably high error rates. Depending on their prevalence
and accuracies, these chapters can be classified into two distinct
categories:

1. Chapters associated with unreasonably high error rates but
extremely low prevalence, such as “Diseases for the ear
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and mastoid process’ or “Pregnhancy, childbirth and the
puerperium.” However, these entity groups remain rare
enough within the data set to alow for aternative
treatments, like manual evaluation, for instance.

2. Chapters associated with high error rates, although lower
than the former, but with significant prevalence, such as
“External causes of morbidity and mortality” or “Injury,
poisoning and certain other consequences of external

The task of identifying these potential mistakes, however, is
not entirely trivial depending on whether mistakes are of false
positive or false negative types. Indeed, potential false positive
errorsaredirectly identifiable within the predicted ICD-10 code
seguences. As a consequence, coding quality control for this
type of mistake should be fairly straightforward to implement:
one could, for instance, manually review all code sequences
containing codes related to “Pregnancy, childbirth and the
puerperium” systematically. Potential false negative errors,
however, are inherently significantly harder to identify and
require further investigation, for instance, through association
rules analysis.

A number of promising leads are already available and should
reasonably improve upon the proposed approach:

- Training methods adapted to imbal anced data sets, such as
up-sampling or loss weighting

- Dataaugmentation for rare medical entities

- Addition of information to the model (ie, prenatal-related
death, for instance, is explicitly defined as such on
certificates)

« A hybrid approach with traditional NL P approaches, which
are typically less expensive in terms of sample size
requirements.
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Table5. False positive, false negative, and prevalence rates for each ICD-10 chapter, sorted in descending order by prevalence.

ICD-102 chapter False positives, % False negatives, % Prevalence, %
Diseases of the circulatory system 3.75 4.98 224
Symptoms, signs and abnormal clinical and laboratory 3.87 4.12 218
findings, not elsewhere classified

Neoplasms 4.07 5.07 159
Diseases of the respiratory system 3.02 4.00 8.76
Endocrine, nutritional and metabolic diseases 217 3.44 4.83
Diseases of the nervous system 2.70 412 3.89
Mental, behavioral and neurodevelopmental disorders 2.88 4.14 3.58
Diseases of the digestive system 5.72 8.10 353
Factors influencing health status and contact with health  19.2 19.6 3.08
services

Diseases of the genitourinary system 5.45 7.59 271
External causes of morbidity and mortality 16.6 235 257
Certain infectious and parasitic diseases 7.98 9.23 255
Injury, poisoning and certain other consequencesof external  14.0 19.8 2.07
causes

Diseases of the blood and blood-forming organsand certain  6.72 12.2 0.77
disorders involving the immune mechanism

E_)iseeses of the musculoskeletal system and connective 12.2 17.3 0.62
tissue

Diseases of the skin and subcutaneous tissue 8.72 8.16 0.51
Certain conditions originating in the perinatal period 145 20.5 0.16
Congenital malformations, deformationsand chromosomal  22.4 25.6 0.15
abnormalities

Diseases of the eye and adnexa 4.93 13.6 0.076
Codes for special purposes 24.0 34.0 0.047
Diseases of the ear and mastoid process 5.60 333 0.017
Pregnancy, childbirth and the puerperium 50.0 333 0.0056

% CD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.

Score Calibration Fitness Assessment

When themodel isfitinasimilar fashion to multinomial logistic
regression, it not only yieldsa prediction but an associated score
similar to a confidence probability. If properly calibrated, this
score can offer powerful insights regarding the prediction’s
quality at theindividual level. Typically, a“good” score would
be expected to show higher values in cases where the ICD-10
sequence is correctly predicted and lower values when
incorrectly predicted. Such a well-calibrated score could, for
instance, allow for real-world applications of semiautonomous
systems where the following occurs:

« A threshold value for the model’s scoreis defined.

« All certificates whose predictions are associated with
confidence scores above the threshold level are accepted
without any additional human supervision.

« All certificates whose predictions are associated with
confidence scores below the threshold level are

https://medinform.jmir.org/2022/4/e26353

systematically reviewed by a human expert and modified
manually, if required.

Being able to properly filter the model’s predictions according
to awell-calibrated confidence score would, thus, allow us to
get the best of both worlds. Most of the certificates would be
automatically coded by the autonomous system, leaving human
coders with only the most complex cases.

Efficient assessment of such scores in traditional machine
learning problems is typically done through visuaization of
receiver operating characteristic (ROC) curves. However, the
sequential multinomial nature of the investigated problem
renders this approach ill-defined. The plot in Figure 2, while
conceptually similar to an ROC curve, was derived following
a dightly different approach in order to efficiently appreciate
the model score’s quality. This visuaization was derived as
follows:

« A grid of scorethreshold values was defined with auniform
grid with 0.01 intervals, corresponding to the threshold
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defined above, filtering between model predictions that
would require human examination or not.

- For every given threshold value, we computed the
percentage of predictions with inferior or equal scores,
which were considered as rejected, requiring human
examination due to poor score; we also computed the

Falissard et d

F-measure performance on the predictionswith high enough
scores that would be accepted without any human
intervention following the above example.

- The percentage of accepted certificates and F-measures
were plotted on a scatterplot against each other, with
threshold values displayed as colored points.

Figure 2. Percentage of rejected predictions versus F-measure for accepted ones. The score threshold values defining the accepted predictions are

displayed as colored points.
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By showing aclean, increasing rel ationship between the number
of rgjected predictions and the F-measure evaluated using the
remaining certificates, Figure 2 strongly indicates good score
calibration. Asan example, by considering that only predictions
associated with a confidence score lower than 0.5 do not require
any additional human supervision, the system is able to code
approximately 80% of all certificates present in thetest set with
an F-measure of 0.98, significantly higher than the value of 0.94
obtained on all test certificates.

Discussion

Principal Findings

Theerror analysis carried out so far allowed for the assessment
of the model’s strengths and weaknesses on a global level.
However, it failed to yield any interesting insights regarding
potential model biases, for instance, toward specific coding
rules. Indeed, the coding of medical entities from natural
language, especially with regard to mortality statistics, is subject

https://medinform.jmir.org/2022/4/e26353

RenderX

to anumber of coding rules depending on context or pathol ogy,
with alevel of specificity oftentimes reaching casuistry [1].

In addition, all results have been presented so far with amodel
error defined as adisagreement between the model’s output and
the information contained in the database. However, building
amedical database isacomplex, mostly human-based process.
As such, an inevitable amount of noise isto be expected in the
|CD-10 codes present in the database, in two main forms. The
first form is ssimple human errors in the ICD-10. The second
form is the presence of unreadable text in paper-based
certificates. Unreadable words on paper-based certificates are
denoted as an exclamation point in the textual datathat is fed
to the model. However, human coders usually take additional
timeto infer these words, for instance, viaqueriesto the medical
certifier or from contextual cues. Thisleadsto death certificates
in the database where the | CD-10 sequences contain additional
codes compared to the textual data available. As such, not
predicting these codes would result in a drop in performance
metrics, while the model has no way of predicting them. An
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example of such adeath certificate can be found in Table S3in
Multimedia Appendix 1. These phenomena have the potential
to negatively biasthe proposed model’s performance estimations
and should be the object of further investigation.

One straightforward, although fairly time-consuming, approach
to address these two considerations can be to have an ICD-10
coding expert manually examine some of the death certificates
where the model’s predictions do not match the ICD-10 codes
present in the database. Two experiments were conducted
following thisidea.

In the first experiment, 99 certificates where the model’s
predictions did not exactly match with the database's ICD-10
variables (ie, the ICD-10 sequences differed by at least one
code) were sel ected at random from the test set and were shown
to the medical practitioner representative and final decision
maker on ICD-10 mortality coding in France, who was asked
to do the following with each certificate:

« Manually recode all the ICD-10 medical entities present
on each death certificate by herself using the information
the proposed model had access to, without access to the
data set or to the model’s proposed |CD-10 seguences.

- Give a qualitative comment on the outputs of the
investigated model and database as compared to hers.

Since the ICD-10 sequences derived from the medical expert
and national representative for ICD-10 coding in France are
significantly more reliable than the ones coming from the
traditional data production process (ie, using a combination of
expert system and human coders), they can be considered as
exempt of any potential human error. As a conseguence,
comparing them to both the proposed model’s output and the
ICD-10 values contained in the data set would allow for an
estimation of the potential negative biases described above.
This can be done, for instance, by estimating the performance
metrics selected for the previous experiments, considering both
the model’s predictions and the database’s values as predictions,

Falissard et d

and the medical expert’s outputs asthe ground truth. Depending
on the resulting values, several interpretations can be made
ranging between two extreme cases:

1 If perfect agreement (ie, an F-measure of 1.0) is reached
between the database’s | CD-10 sequences and the medical
expert’s outputs, suggesting that the database does not have
any coding mistakes, then the performance metrics reported
in the Results section can safely be considered unbiased.

2. |If perfect agreement is not reached between the model’'s
predictions of 1CD-10 sequences and the medical expert’'s
outputs, suggesting that the model did not make any
mistakes, then the performance metrics reported in the
Results section should be considered significantly
underestimated.

However, before estimating the performance metrics following
thismethodology, adight preprocessing stepisrequired. Indeed,
on the death certificates sampled for the experiment, the
F-measure estimation between the model’s prediction and the
database’s |CD-10 sequences yielded a value of 0.81. Thisis
explained by the sampling process, in which death certificates
were selected where at least one code differed in both ICD-10
sequences. As a consequence, and because of the model’'s
performance, most ICD-10 codes present on both sequences
wereidentical, as can be seen with the error exampl es presented
in Tables S3to S5 in Multimedia Appendix 1. The authors felt
that this might lead to artificially high values of the estimated
metrics in the experiment; consequently, we decided to delete
all common codes on both the model’s outputs and the
database’s values prior to metrics estimation, as shown in Table
6.

For better comparability, these statistics are reported based on
both (1) certificates without missing data in the natural
language—based causal chain of events leading to death (by
excluding certificates containing the“!” symbol) in Table 7 and
(2) al certificatesin Table 8.

Table 6. Example of preprocessing used for the experiment on areal error example. The predicted and database | CD-10 sequences only differ by one
code, while they share five codes. All shared codes were deleted from all |CD-10 sequences prior to estimation of performance metrics.

Source of 1CD-10? codes

1CD-10 codes before preprocessing

|CD-10 codes after preprocessing

Predicted by the model
Present in the database
Predicted by medical expert

1259 7951 1719 C679 110 R092
1259 1251 1719 C679 110 R092
12591251 1719 C679 110 R092

7951
1251
1251

% CD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.

Table7. F-measure, precision, and recall of both the database | CD-10 codes and the model’s prediction of codes compared to that of the medical expert

for sampled certificates without missing data.

Source of 1CD-10? codes

F-measure (95% Cl)

Precision (95% Cl) Recall (95% Cl)

Presence in database against medical expert prediction
Model prediction against medical expert prediction

0.483 (0.383-0.589)
0.431 (0.316-0.542)

0.443 (0.341-0.555)
0.458 (0.338-0.580)

0.531 (0.425-0.636)
0.407 (0.295-0.519)

% CD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.
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Table8. F-measure, precision, and recall of both the database | CD-10 codes and the model’s prediction of codes compared to that of the medical expert

for all sampled certificates.

Source of 1CD-10? codes

F-measure (95% Cl)

Precision (95% Cl) Recall (95% Cl)

Presence in database against medical expert prediction
Model prediction against medical expert prediction

0.613 (0.486-0.733)
0.370 (0.237-0.504)

0.630 (0.492-0.761)
0.392 (0.250-0.540)

0.596 (0.471-0.721)
0.351 (0.222-0.482)

3 CD-10; International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.

Tables 7 and 8 show no significant difference in prediction
performance between the proposed approach and the current
data production process (ie, based on a combination of expert
system and human coders), although the database's ICD-10
values have better performance metrics in both cases. When
including certificates containing missing text, the proposed
model’s agreement with the medical expert increases
considerably, further confirming the hypothesis that the
performance metrics reported in the Results section were
negatively biased.

From the qualitative comments made by the medical expert,
three major types of model errors could be defined:

1 In16% (16/99) of cases, disagreement between the current
data production process and the proposed approach was
due to missing information in the input text. On these
specific cases, the F-measure between the model’s output
and medical expert’s decision was determined to be 0.974;
an example of such an error case can be seen in Table S3
in Multimedia Appendix 1.

2. 1n 14% (14/99) of cases, the correct |CD-10 sequence was
dependent on highly contextual cluesor external knowledge
of world behavior (eg, someone found dead at the bottom

of aset of stairsis quite likely to have suffered afall). An
example of such an error case can be seen in Table $4 in
Multimedia Appendix 1.

3. 1n12% (12/99) of cases, the correct |CD-10 sequence was
dependent on highly nonlinear, almost casuistic rules. These
weretypical examplesof scenarioswhere ahybridized deep
learning and expert-based system would be beneficial; an
example of such an error case can be seen in Table S5 in
Multimedia Appendix 1.

The remaining cases did not elicit any comment from the
medical expert.

Finally, in the second experiment, the medical expert’s ability
to discriminate between human coding and the proposed
approach was assessed in a Turing test-like approach. To do so,
100 additional certificates where the model’s output differed
from the database’s | CD-10 sequenceswere sampled at random
from the test set. The medical expert was shown their
corresponding input features (ie, text and auxiliary variables)
as well as the two ICD-10 sequences, with their provenance
from either the model or the database masked, as can be seen
in Table 9.

Table 9. Example of death certificate format given to the medical expert for the second experiment. The medical expert was asked, based on the
information available in the line, to guess which of propositions 1 or 2 was produced by a human coder, with the other being the proposed model’s

output.
Item Se@of de  Yearof Ageof deceased (years)  certificate text” Proposition 1 (ICD-10¢  Proposition 2 (ICD-10
ceased death codes) codes)
Desath certifi- 2 2013 90 90 ans, péritonite, perforas R54 K566 K659, K631 R54 K659 K631 K566
cate tion gréle, occlusion, Y 839 J958 R092 Y 839 J189 R092

chirurgie digestive, infection
pulmonaire, arrét respira-

toire

8Sex is atwo-state categorical variable: 1 (female) or 2 (male).

bThe certificate text was taken from a death certificate in France and is, therefore, written in French.
3 CD-10: International Statistical Classification of Diseases and Related Health Problems, Tenth Revision.

After exclusion of certificates containing missing text data,
where the human coder was easily identifiable due to the
apparently out-of-context additional codes (Table S3 in
Multimedia Appendix 1), the medical expert was able to
correctly identify the human coder in 63% (62/99; 95% CI
50.7%-73.2%) of cases, which is significantly better than
random guessing, although barely.

Conclusions

In this paper, the task of automatic recognition of 1CD-10
medical entitiesfrom natural languagein French was presented
as a Seg2Seq modeling problem, well known in the deep
artificial neural network academic literature. From this

https://medinform.jmir.org/2022/4/e26353

consideration, the performance of a well-known approach in
the field, consisting of an ensemble of Transformer models,
was investigated using the CépiDc database and was shown to
reach a new state of the art. The derived model’s behavior was
thoroughly assessed following different approachesin order to
identify potential weaknesses and elements for improvements.
Although the proposed approach significantly outperformed
any other existing automated 1CD-10 recognition systems based
on French free text, the question of method transferability to
other languages requires more investigation.

The substantial performance reported in this paper makes
possible a range of promising applications in various
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medical-related fields, from automated medical coding to
advanced natural language—based analysis for epidemiology.
However, these interesting opportunities are oftentimes
prohibited by these methods' massive drawbacks, mostly their
requirement for millions of annotated observations in order to

Falissard et d

medical text data perfectly fit for the application of deep neural
networks. As a consequence, and keeping in mind the strong
transfer learning capability of neural networks, the authors
firmly believe that mortality data constitute one of the most
promising pointsof entry into modern NL P methods applications

perform well. Mortality data sets, despite their specificity, inthe biomedical sciences.

provide researchers with a huge amount of clean, multilingual
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Abstract

Background: Manual data extraction of colonoscopy quality indicatorsistime and labor intensive. Natural language processing
(NLP), a computer-based linguistics technique, can automate the extraction of important clinical information, such as adverse
events, from unstructured free-text reports. NL P information extraction can facilitate the optimization of clinical work by helping
to improve quality control and patient management.

Objective: We developed an NLP pipeline to analyze free-text colonoscopy and pathology reports and evaluated its ability to
automatically assess adenoma detection rate (ADR), sessile serrated |esion detection rate (SDR), and postcol onoscopy surveillance
intervals.

Methods: The NLP tool for extracting colonoscopy quality indicators was developed using a data set of 2000 screening
colonoscopy reportsfrom asingle health care system, with an associated 1425 pathology reports. The NL P system wasthen tested
on adata set of 1000 colonoscopy reports and its performance was compared with that of 5 human annotators. Additionally, data
from 54,562 colonoscopies performed between 2010 and 2019 were analyzed using the NLP pipeline.

Results:  The NLP pipeline achieved an overall accuracy of 0.99-1.00 for identifying polyp subtypes, 0.99-1.00 for identifying
the anatomical location of polyps, and 0.98 for counting the number of neoplastic polyps. The NL P pipeline achieved performance
similar to clinical experts for assessing ADR, SDR, and surveillance intervals. NLP analysis of a 10-year colonoscopy data set
identified great individual variance in colonoscopy quality indicators among 25 endoscopists.

Conclusions: The NLP pipeline could accurately extract information from colonoscopy and pathol ogy reports and demonstrated
clinical efficacy for assessing ADR, SDR, and surveillance intervals in these reports. Implementation of the system enabled
automated analysis and feedback on quality indicators, which could motivate endoscopists to improve the quality of their
performance and improve clinical decision-making in colorectal cancer screening programs.

(JMIR Med I nform 2022;10(4):€35257) doi:10.2196/35257
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Introduction

High-quality colonoscopy is a proven method of reducing
colorectal cancer risk by allowing early detection and removal
of premalignant polyps [1]. However, there are considerable
variations in the quality of colonoscopies performed by
endoscopists [2-4]. Therefore, quality assuranceis an essential
part of colonoscopy screening programs, and the American
Society of Gastrointestina Endoscopy/American College of
Gastroenterology Task Force on Quality in Endoscopy has
published indicators for colonoscopy to improve safety and
quality [5]. Whileall theindicators are important, the adenoma
detection rate (ADR) and sessile serrated lesion (SSL) detection
rate (SDR) of endoscopists are well-established key indicators
of postcolonoscopy colorectal cancer incidence and related
deaths [5-7]. Another crucia quality indicator isthe adherence
to guidelines for setting the frequency of follow-up
colonoscopies, known as the surveillance interval.
Recommending an incorrect surveillance interval may increase
the incidence of metachronous lesion or lead to the overuse of
colonoscopies[8].

Periodically reporting to endoscopists their performance on
quality measures effectively improves the quality of
colonoscopies by encouraging introspection and motivation for
behavior changes [9-11]. However, reporting ADR, SDR, and
surveillance intervals requires careful manual review of
colonoscopy reports and their associated pathol ogy reports and
following this review with acalculation of polyp databased on
clinical guidelines. Thisseries of processesfor quality reporting
islaborious and time-consuming.

Natural language processing (NLP) is a computer-based
linguistics technique used to extract information from free-text
data documents [12]. NLP allows the automation of report
creation by extracting important clinical information from
unstructured free-text documents. NL P has been used in various
clinical fields [12-17]. The application of NLP to information
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extraction requires identifying clinical information, such as
adverse events, and facilitates various aspects of optimizing
clinical work, such as quality control and patient management
[18].

Here, we developed an NLP pipeline for the automated
assessment of quality indicators, such as ADR, SDR, and
surveillance intervals, from multi-language colonoscopy and
pathology report forms. The pipeline was evaluated in a
validation set and compared with expert manual reviews to
determine whether the pipeline could reliably assist the
inefficient manual process. The NLP system was also applied
to a 10-year set of colonoscopy and pathology reports to
investigateitsability to processreal-world dataon col onoscopy
quality indicators from individual endoscopists.

Methods

Study Design and Population

Colonoscopy for colon cancer screening was performed at Seoul
National University Hospital Gangnam Center, where
comprehensive medical checkups of approximately 30,000
patients are conducted annually. A total of 121,059 screening
and surveillance colonoscopieswith 63,697 associated pathol ogy
reports from 36,119 patients examined between 2003 and 2019
were derived from SUPREME (Seoul National University
Hospital Patients Research Environment), the clinical data
warehouse of Seoul National University Hospital. A
representative sample of 3000 col onoscopy reports, paired with
2168 pathology reports, from 3000 patients examined after 2003
was randomly selected and used as the development data set
for the NLP pipeline (Figure 1). The reports were divided into
a training data set of 2000 colonoscopy reports for NLP rule
formulation and a testing data set of 1000 colonoscopy reports
for validation. Five human annotators (4 board-certified
gastroenterologists and 1 researcher) manualy reviewed all
procedure data and made reference to a consensus of the 5
human annotators for the data set.
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Figure 1. Data set description and process for the NL P pipeline development and information extraction. NLP;: natural language processing.
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NL P Pipeline Development

We used regular expressionsin Python (3.7.10, Python Software
Foundation) and smartTA (1.0b, MISO Info Tech) to develop
the NLP pipeline. Regular expressions are a sequence of
characters specialized for complex text processing using
metacharacters[19]. smartTA isNL P softwarethat helpsanayze
linguistic patterns and construct lexicons. The NLP pipeline
was developed with the following steps: First, we developed
multi-language report forms (in Korean only, in English only,
and a mixed report form) for the NLP pipeline processing by
creating aKorean-English lexicon for medical terms, synonyms,
and endoscopic abbreviations using a training data set and a
colonoscopy textbook [20]. Second, we determined removable
termsand phrasesin the reportsthrough an interactive discussion
with gastroenterol ogists. Third, we defined the extraction rules
using smartTA. Fourth, we updated the rules after the extracted

https://medinform.jmir.org/2022/4/e35257

results were evaluated by gastroenterologists. These
development stepswere repeated until it wasno longer possible
to obtain performance increases by updating the extraction rules.
The final version was validated using the 1000-report testing
data set.

The NLP pipeline developed for this study consisted of text
preprocessing, information extraction, and summarization
(Figure1, Figure 2). Intext preprocessing, the colonoscopy and
associated pathology reports were combined as follows: each
sentence including abiopsy-related phrase (ie, an abbreviation,
number, or character) in the findings section of the colonoscopy
report was linked with polyp histopathology results in the
diagnosis section of the pathology report according to the
seguence of specimens in the pathology report. In information
extraction, the pipeline consulted the lexicon to extract the target
information, including the presence, type, location, and size of
polyps, from the combined colonoscopy-pathology text.
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Figure 2. Extraction and summarization process of the NLP pipeline. NLP: natural language process; Y/N: yes/no (indicating presence or absence);

Rt: right colon; Lt: left colon.
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Finally, the extracted information on the biopsied polyps was
summarized in the final summary format and used to calculate
the detection rate and surveillance interval.

Target Variablesfor Polyp Detection and Surveillance
Interval Measurement

The NLP tool extracted specific information on colon polyps,
such as pathological type, anatomical location, and size. The
type of colon polyp was extracted from the pathology reports
and categorized as adenoma, serrated polyp, or carcinoma.
Additionally, the NLP tool extracted the subcategory for
adenomas (ie, tubular, tubulovillous, villous, or adenoma with
high-grade dysplasia) and serrated polyps (ie, hyperplastic polyp,
SSL, or traditional serrated adenoma). Information on the
anatomical location of polyps was extracted from the findings
section of the colonoscopy reports and defined as follows:
left-colon polyps were defined as those located between the
rectum and the splenic flexure (ie, the rectum, rectosigmoid,
sigmoid, descending colon, and splenic flexure); right-colon
polyps were defined as those located between the transverse
colon and the cecum (i, the transverse colon, hepatic flexure,
ascending colon, cecum, and ileocecal valve). When location
measurements were provided asthe distance from the ana verge
in cm, a distance of =260 cm was considered to be in the right
colon.

The detection rate was calculated as the proportion of
colonoscopies that detected at least 1 adenoma or SSL; the
overall detection rate and the per-physician detection rate were
calculated. The detection rate for advanced adenomawas defined
as the proportion of screening colonoscopies that detected a
polyp with size =1 cm or an adenomatous pathology with
high-grade dysplasia or villous features. The detection rate for
advanced SSL was defined as the proportion of screening
colonoscopies that detected a polyp with a size =1 cm or a
pathology with low- or high-grade dysplasia. Surveillance

https://medinform.jmir.org/2022/4/e35257
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interval swere chosen based on the 2020 US Multi-Society Task
Force guidelines, which recommend that a patient with
neoplastic polyps undergo surveillance colonoscopies at 1 of 6
defined intervals [21].

Statistical Analysis and Performance Evaluation

Continuous variableswere cal culated asthe mean (SD). Discrete
dataweretabul ated as numbers and percentages. The chi-square
test was used to compare proportions, and a 2-tailed t test was
used to compare quantitative variables. Information extraction
performance was evaluated by recall, precision, accuracy, and
the F1 score. The F1 score is the harmonic mean of precision
and recall. Python (3.7.10) and the SciPy package (1.6.2) were
used for statistical calculations[22].

Analysisof a 10-Year Set of Colonoscopy Reportsfor
ADR, SDR, and Surveillance I nterval

The NLP pipeline analyzed 54,562 screening and surveillance
colonoscopy reports and 34,943 associated pathology reports
from 12,264 patients aged >50 years at Seoul Nationa
University Hospital Gangnam Center; all patientswere examined
between January 2010 and December 2019. The ADR, SDR,
and surveillance intervals were investigated, both overal and
individually for endoscopists who performed >500 procedures.
The relationship between the polyp detection rate and
surveillance interval was also determined.

Ethics Approval

This study was approved by the Institutional Review Board of
Seoul National University Hospital (1909-093-670).

Results

NL P Information Extraction Performance

Table 1 shows the demographics of the 2000-report training
data set and the 1000-report testing data set for the NLP pipeline.
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The NLP tool extracted variables to calculate the quality
indicators. Table 2 shows the extracted key information on
pathological type, including advanced features, location, and
the number of polyps, which was assessed for recall, precision,
accuracy, and the F1 score in the testing data set. The
performance of the NLP pipeline ranged from 0.97 to 1.00 in
all performance metricsfor the presence of adenomasand SSLs

Baeet d

with advanced features. For the location of colon polyps, the
NL P pipeline demonstrated excellent performance for adenomas,
ranging from 0.97 to 1.00; however, the NLP pipeline
demonstrated arelatively lower performance for detecting SSL
location. The NLP pipeline also demonstrated high performance
(>0.98) for counting the number of adenomas and SSLs.

Table 1. Characteristics of training and testing data sets for the development of the natural language processing pipeline.

Characteristics Training (N=2000) Testing (N=1000) P value
Age, mean (SD) 58.6 (6.4) 60.4 (6.5) <.001
Sex .86
Male, n (%) 1188 (59.4) 590 (59.0)
Female, n (%) 812 (40.6) 410 (41.0)
Adenoma
Overall, n (%) 925 (46.2) 475 (47.5) 72
Right colon only, n (%) 501 (25.0) 265 (26.5) 54
Left colon only, n (%) 212 (10.6) 113 (11.3) .65
Both, n (%) 212 (10.6) 97 (9.7) 53
Advanced adenoma®
Overal, n (%) 77(3.8) 34(3.4) .62
Right colon only, n (%) 51 (2.6) 14 (1.4) .06
Left colon only, n (%) 24(1.2) 18 (1.8) .26
Both, n (%) 3(0.2) 2(0.2) 87
Sessile serrated lesion
Overall, n (%) 121 (6) 66 (6.6) 64
Right colon only, n (%) 79 (4) 45 (4.5) .56
Left colon only, n (%) 34(1.7) 15(1.5) .80
Both, n (%) 8(0.4) 6 (0.6) .64
Advanced sessile serrated lesion®
Overal, n (%) 19(1) 12(1.2) .66
Right colon only, n (%) 14 (0.7) 10 (1) 52
Left colon only, n (%) 4(0.2) 1(0.1) .88
Both, n (%) 1(0.1) 1(0.1) .80
Cancer
Overal, n (%) 3(0.2) 0(0) .54
Right colon only, n (%) 0(0) 0(0)
Left colon only, n (%) 3(0.2 0(0) 54
Both, n (%) 0(0) 0(0)

8A dvanced adenomas were defined as adenomas =1 cm in size or with pathological features such as high-grade dysplasia or villous features.
bAdvanced sessile serrated lesions were defined as lesions =1 cm in size or with pathological features such as low or high-grade dysplasia.
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Table 2. Performance of the natural language processing pipeline in the testing data set (N=1000).

Indicators Recall Precision Accuracy F1 score

Presence of a conventional adenoma 0.99 1.00 0.99 0.99

L ocation of conventional adenoma

None 1.00 0.98 0.99 0.99
Right colon only 0.98 1.00 0.99 0.99
Left colon only 0.98 0.99 0.99 0.99
Both 0.99 0.97 0.99 0.98
Presence of an advanced adenoma® 1.00 0.97 0.99 0.99

L ocation of advanced adenoma

None 0.99 1.00 0.99 0.99
Right colon only 1.00 0.93 0.99 0.97
Left colon only 1.00 1.00 1.00 1.00
Both 1.00 1.00 1.00 1.00
Presence of an SSLP 0.98 1.00 0.99 0.99
L ocation of SSL
None 1.00 0.99 0.99 0.99
Right colon only 0.96 1.00 0.99 0.98
Left colon only 1.00 1.00 1.00 1.00
Both 1.00 0.86 0.99 0.92
Presence of an advanced SSLS 1.00 1.00 1.00 1.00

L ocation of advanced SSL

None 1.00 1.00 1.00 1.00
Right colon only 0.90 1.00 0.99 0.95
Left colon only 1.00 1.00 1.00 1.00
Both 1.00 0.50 0.99 0.67

Total number of adenomas

0 1.00 0.99 1.00 0.99
12 0.99 0.99 0.99 0.99
34 0.98 1.00 0.98 0.99
510 1.00 1.00 1.00 1.00
>10 N/AD N/A N/A N/A

Total number of SSLs

0 1.00 0.99 1.00 0.99
1-2 0.98 1.00 0.98 0.99
34 1.00 1.00 1.00 1.00
5-10 N/A N/A N/A N/A

8Advanced adenomas were defined as adenomas =1 cm in size or with pathological features such as high-grade dysplasia or villous features.
bSsl : sessile serrated lesion.

CAdvanced sessile serrated lesions were defined as lesions =1 cm in size or with pathological features such as low or high-grade dysplasia.
dN/A: not applicable.
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NL P Performancein Calculating Colonoscopy Quality
Indicators

The NLP pipeline assessed the mean ADR and SDR in the test
data set as47.2% (472/1000) and 6.5% (65/1000), respectively.
The gold standard evaluation assessed these values as 47.5%
(475/1000) and 6.6% (66/1000), respectively (Table 3). The
differences in assessed ADR and SDR between the manual
review, the NLP pipeline, and the gold standard values were
not significant. For assessing the number of patients assigned

Baeet d

to each of the 6 surveillance interval groups described in the
2020 US Multi-Society Task Force guidelines, the NLP pipeline
and manual review demonstrated similar performance; however,
the NLP pipeline demonstrated a relatively higher accuracy in
assessing the number of patients assigned to the 3-year group
than the manua review (63/63, 100% vs 59/63, 93.6%,
respectively); this was also true for the 3-5-year group (68/69,
98.6% vs 65/69, 94.2%, respectively). It is a complicated task
to assessrisk stratification in these groups.

Table 3. Comparison of polyp detection rate and surveillance interval group assignment as assessed by manual review and the natural language

processing pipeline in the test data set (N=1000).

Extracted indicators Human annotator Method P value?
A B C D E Manual review® NLP system Gold standard®
Detection rate, n (%)
ADRY 467 474 474 475 468 472 468 475 .92
(46.7) (47.9) (47.9) (47.5) (46.8) (47.2) (46.8) (47.5)
SDR® 65 64 66 64 64 65 64 66 .99
(6.5) (6.4 (6.6) (6.4) (6.4) (6.5) (6.4) (6.6)
Surveillance interval group, n (%)
1year /AT N/A N/A N/A N/A N/A N/A N/A N/A
3years 59 58 60 62 58 59 63 63 .92
(93.7) (921) (952) (98.4) (921) (93.6) (100) (200)
3-5years 62 67 64 63 68 65 68 69 .92
(89.9) (97.1) (928) (91.3) (98.6) (939 (94.2) (200)
5-10 years 40 40 40 40 40 40 39 40 .99
(100) (100) (100) (100) (200) (1200) (97.5) (200)
7-10 years 339 347 345 345 346 344 343 347 .99
(97.7) (1200) (99.4)  (994)  (99.7)  (99.1) (98.9) (200)
10 years 479 480 481 480 480 480 480 481 .99
(99.6) (99.8)  (100) (99.8) (99.8)  (99.8) (99.8) (200)

3P values were calculated using the 2X 3 chi-square test.
bMean of the judgments made by the 5 human annotators.

®Consensus judgment of the 5 human annotators; applied in inconsistent cases.

4ADR: adenoma detection rate.
®SDR: sessile serrated lesion detection rate.

N/A: not applicable (no patients were assigned a 1-year surveillance interval).

Analysisof ADR, SDR, and Surveillance Intervalsin
a 10-Year Colonoscopy Report Data Set

The NLP pipeline was applied to a set of 54,562 colonoscopy
reports (and their associated pathology reports) created by 25
endoscopists who examined patients aged =50 years over a
10-year period; the NLP analyzed ADR, SDR, and surveillance
intervals in the reports (Table 4). The overall ADR, advanced
ADR, SDR, and advanced SDR were 42% (22,909/54,562),
3.4% (1838/54,562), 3.3% (1806/54,562), and 0.5%
(248/54,562), respectively. The difference in detection rate
between the endoscopists with the highest and lowest
performancewas 39.9% (1055/1876, 56.2% vs 264/1615, 16.3%,
respectively) for ADR, 5.3% (83/1165, 7.1% vs 30/1615, 1.8%,

https://medinform.jmir.org/2022/4/e35257

respectively) for advanced ADR, 6.2% (124/1876, 6.6% vs
6/1615, 0.4%, respectively) for SDR, and 1.6% (11/679, 1.6%
vs 0/1615, 0%, respectively) for advanced SDR. Overal, the
mean surveillance interval was 8.7 years, and the differencein
the surveillance interval assigned by endoscopists with the
highest and lowest performance was 1.3 years (9.5 yearsvs 8.2
years). Table 5 shows the proportion of patients assigned to
each of the 6 surveillance interval groups by groups of
endoscopists divided according to the endoscopists ADR and
SDR. The group of endoscopists with the lowest ADR (<30%)
assigned a higher proportion of patients to the longest
surveillance interval than did the endoscopists with the highest
ADR (>45%). This pattern was similar for the endoscopists
with the highest and lowest SDR.
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Table 4. Clinical application of the natural language processing pipeline to nonannotated colonoscopy data created by 25 endoscopists between 2010

and 2019.
Endoscopist Procedures Adenomadetection Advanced adeno-  Sessileserratedle- Advanced sessile  Mean surveil-
rate, n (%) madetectionrate, siondetectionrate, serratedlesionde- lanceinterval,
n (%) n (%) tectionrate, n (%) years
A 3060 1112 (36.3) 94 (3.1) 58 (1.9) 8(0.3) 8.9
B 981 343 (35) 36(3.7) 8(0.8) 0(0) 9.0
C 3553 1447 (40.7) 129 (3.6) 91 (2.6) 21(0.6) 8.8
D 2765 1109 (40.1) 92 (3.3) 83(3) 17 (0.6) 8.8
E 1174 469 (39.9) 46 (3.9) 18(1.5) 3(0.3) 8.9
F 1258 338(26.9) 39(3.1) 21(1.7) 1(0.2) 9.2
G 679 301 (44.3) 12 (1.8) 40 (5.9) 11 (1.6) 8.6
H 1165 505 (43.3) 83(7.1) 21(1.8) 4(0.3) 84
I 1615 264 (16.3) 30(1.9) 6 (0.4) 0(0) 9.5
J 2001 917 (43.9) 43(2.1) 92 (4.4) 12 (0.6) 8.7
K 1876 1055 (56.2) 58 (3.1) 124 (6.6) 16 (0.9) 8.2
L 3284 1739 (53) 73(2.2) 144 (4.4) 14 (0.4) 84
M 3437 1510 (43.9) 116 (3.4) 132(3.8) 3(0.1) 8.6
N 3799 1708 (45) 119 (3.1) 130 (3.4) 13(0.3) 8.6
o) 647 292 (45.1) 14 (2.2) 14 (2.2) 1(0.2) 8.8
P 1707 844 (49.4) 74 (4.3) 87 (5.1) 16 (0.9) 84
Q 2964 1435 (48.4) 106 (3.6) 137 (4.6) 16 (0.5) 8.5
R 3209 1235 (38.5) 108 (3.4) 99 (3.1) 12 (0.4) 8.8
S 2168 816 (37.6) 52 (2.4) 61 (2.8) 8(0.4) 8.9
T 3834 1633 (42.6) 119 (3.1) 152 (4) 23(0.6) 8.7
u 3935 1324 (33.6) 127 (3.2) 68 (1.7) 9(0.2) 9.1
Y, 1936 1014 (52.4) 114 (5.9) 104 (5.4) 17 (0.9) 8.2
w 643 268 (41.7) 33(5.1) 4(0.6) 0(0) 8.8
X 1469 680 (46.3) 65 (4.4) 73(5) 16 (1.1) 85
Y 1313 551 (42) 56 (4.3) 39(3) 7(0.5) 8.7
Total 54,562 22,909 (42) 1838 (3.4) 1806 (3.3) 248 (0.5) 8.7

Table5. Proportion of patients assigned different surveillanceintervals, sorted by endoscopists (N=25) with high, medium, and low adenoma detection
rates and sessile serrated lesion detection rates.

Surveillance  Adenoma detection rate, n (%) Sessile serrated lesion detection rate, n (%)
interval
<30% 30%-45% >45% <2% 2%-4% >4%
(n=2873) (n=37,806) (n=13,883) (n=13,831) (n=24,725) (n=16,006)
1year 0(0) 14 (0.04) 13 (0.09) 3(0.02) 8(0.03) 16 (0.1)
3years 77 (2.68) 1918 (5.07) 894 (6.44) 603 (4.36) 1284 (5.19) 1002 (6.26)
3-5years 59 (2.05) 2204 (5.83) 1217 (8.77) 545 (3.94) 1557 (6.3) 1378 (8.61)
5-10years  25(0.87) 670 (1.77) 389 (2.80) 138 (1.00) 491 (1.99) 455 (2.84)
7-10 years 472 (16.43) 11,213 (29.66) 4953 (35.68) 3527 (25.5) 7508 (30.37) 5603 (35.01)
10 years 2231 (77.75) 21,740 (57.5) 6397 (46.08) 8988 (64.98) 13,851 (56.02) 7529 (47.04)
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Discussion

Comparison With Other NLP Systems

There have been various efforts to develop NLP systems for
monitoring the quality of colonoscopiesin Western countries,
and these have shown excellent performance in measuring
procedure indications, cecal intubation rate, and the presence
and location of polyps. NLP systems have been studied that
have various levels of complexity and perform various tasks,
ranging from simple extraction tasks, such as assessing the
presence and location of polyps, to the automated extraction
and calculation of quality metrics [23-31]. However,
Western-devel oped NL P systemsin previous studieswere based
on reports written in English and used NLP lexicons from
common language systems, such asthe unified medical language
system and the Systematized Nomenclature of Medicine-Clinical
Terms. These systems cannot be applied to a set of reports
written in Korean, both Korean and English, and English only,
such as the one examined in this study. Therefore, for the first
time in Korea, we developed an NLP pipeline to process
colonoscopy reports written in multiple languages. A lexicon
including Korean and English medical terms and various
endoscopic abbreviations was used to construct the NLP
pipeline. Hence, our NLP pipeline processed reports with
feasible performancein the validation data set for capturing key
quality indicators, including the detection rate for SSLs
(previous NLP systems have only captured afew SSLs).

We demonstrated the clinical application of the NLP pipeline
with a10-year set of nonannotated colonoscopy reports. Quality
indicators, including ADR, SDR, and surveillance intervals,
were extracted from reports written by 25 gastroenterol ogists,
and the proportion of patients assigned different surveillance
intervals was analyzed to determine the quality of polyp
detection by the endoscopists. We found that ADR and SDR
had great variance among the endoscopists, a result that isin
line with previous studies[2-4]. There was a 3.4-fold variation
in ADR between the endoscopists with the lowest and highest
levels (1055/1876, 56.2% vs 264/1615, 16.3%, respectively)
and a 16.5-fold variation in SDR (124/1876, 6.6% vs 30/1615,
0.4%, respectively).

Importance of SSL Detection and Performance
Feedback

Although awareness of the clinical importance of SSLs for
colorectal cancer viathe serrated pathway has increased since
2010, our datarevealed that detecting SSLsremainsachallenge
for endoscopists performing screening colonoscopies. SSLs
typically show asubtle endoscopic appearance: they can beflat,
mucus-coated, and have indistinct borders, which is a totally
different appearance from conventional adenomas [32]. Most
recently, Leeet al [3] reported the results of a 1-year educational
intervention based on a computerized training module that
imparted knowledge on the appearance of SSLsusing theNICE
(Narrow Band Imaging International Colorectal Endoscopic)
and WASP (Workgroup on Serrated Polyps and Polyposis)
classifications. In this large study, which included 15
experienced endoscopists, the SDR improved significantly,
from 4.5% at baseline to 7.1%. Therefore, implementing an

https://medinform.jmir.org/2022/4/e35257
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NL P system for colonoscopiesin clinical practice could provide
feedback on the detection performance of individua
endoscopistsin real time and motivate endoscopiststo improve
their knowledge and observation techniquesfor difficult polyps.

Optimization of Surveillance Interval
Recommendations

Current surveillance interval recommendations for follow-up
colonoscopies do not consider the performance of the physician
and only consider the characteristics of the removed polyp. Our
study reveals that the recommended surveillance interval can
be incorrectly long, depending on the performance level of the
endoscopist. High-performance endoscopists (ADR >45%)
recommended a 10-year surveillance interval in 46.1% of
patients (6397/13,883), while low-performance endoscopists
(ADR <30%) recommended a 10-year surveillance interval in
77.8% of patients (2231/2873). This wide difference in the
proportion of patients that received a recommendation of a
10-year surveillance interval suggests that low-performance
endoscopists missed polyps, negatively affecting their
calculation of the future risk of patients and leading them to
recommend an inappropriately long surveillance interval.
Therefore, endoscopists should periodically check their own
ability to detect neoplastic polyps and adjust their
recommendations for surveillance interval according to their
level of performance to prevent cancer development.
Colonoscopy NLP systems could have a role in this
self-evaluation process, providing an essential clinical decision
support system and enabling the optimal choice of surveillance
intervals by considering not only therisk of the patient, but also
the performance of the endoscopist.

Limitations

Thisstudy hasthefollowing limitations: First, it was conducted
at a single center, leaving open the possibility that the NLP
pipeline may not be ableto properly process colonoscopy reports
retrieved from other centers. As the NLP pipeline is based on
regular expression rules formulated from linguistic patternsin
the devel opment data set, terms or patternsin other reports that
are not present in the development data set can result in false
processing of the reports. Second, the integrity of the NLP
pipeline depends on the endoscopist’s documentation practice.
For example, miswriting orders, numbers, or the count of the
biopsied polyps could create mismatches between a colonoscopy
report and its associated pathology report, resulting in false
processing in the pipeline. However, thisisnot aproblem unique
to our study; it applies to all projects that use current NLP
pipelines. Therefore, future research may berequired to develop
more confident NL P systemsthat warn of the possibility of false
processing or to develop more sophisticated systems based on
deep learning approaches and cutting-edge NL P models, such
as bidirectional encoder representations from transformers
(BERT) [33].

Conclusions

In summary, we developed an NLP pipeline to transform
multi-language, free-text reports into a structured format to
automate the calculation of quality indicators. The NLP pipeline
processed the validation data set with high performance that
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was similar to a manua review performed by experts. The
NLP-derived information from a 10-year real-world data set
found that individual endoscopists showed great variance in
quality indicators and patient risk stratification. Thisautomated
NLP process could be a useful decision support system for
endoscopists, asit could alow the optimal recommendation of
postcolonoscopy surveillance intervals based on both patient

Baeet d

risk and endoscopist performance. This system could positively
impact the quality of colonoscopy in many hospitals and health
check-up centersthat conduct screening programs. Furthermore,
information extracted by NLP pipelines from big data derived
from colonoscopy reports should be a valuable resource for
research into the association of colon polyps with various
diseases and into guideline adherence patterns.
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Abstract

Background: With the prevalence of online consultation, many patient-doctor dialogues have accumulated, which, in an
authentic language environment, are of significant value to the research and devel opment of intelligent question answering and
automated triage in recent natural language processing studies.

Objective: The purpose of this study was to design a front-end task module for the network inquiry of intelligent medical
services. Through the study of automatic labeling of real doctor-patient dialogue text on the internet, amethod of identifying the
negative and positive entities of dialogues with higher accuracy has been explored.

Methods: The data set used for this study was from the Spring Rain Doctor internet online consultation, which was downloaded
from the official data set of Alibaba Tianchi Lab. We proposed acomposite abutting joint model, which was able to automatically
classify the types of clinical finding entities into the following 4 attributes: positive, negative, other, and empty. We adapted a
downstream architecture in Chinese Robustly Optimized Bidirectional Encoder Representations from Transformers Pretraining
Approach (ROBERTa) with whole word masking (WWM) extended (ROBERTa-WWM-ext) combining a text convolutional
neural network (CNN). We used RoBERTa-WWM-ext to express sentence semantics as atext vector and then extracted the local
features of the sentence through the CNN, which was our new fusion model. To verify its knowledge learning ability, we chose
Enhanced Representation through Knowledge Integration (ERNIE), original Bidirectional Encoder Representations from
Transformers (BERT), and Chinese BERT with WWM to perform the same task, and then compared the results. Precision, recall,
and macro-F1 were used to evaluate the performance of the methods.

Results: We found that the ERNIE model, which was trained with a large Chinese corpus, had a total score (macro-F1) of
65.78290014, while BERT and BERT-WWM had scores of 53.18247117 and 69.2795315, respectively. Our composite abutting
joint model (ROBERTa-WWM-ext + CNN) had a macro-F1 value of 70.55936311, showing that our model outperformed the
other modelsin the task.

Conclusions: The accuracy of the original model can be greatly improved by giving priority to WWM and replacing the
word-based mask with unit to classify and label medical entities. Better results can be obtained by effectively optimizing the
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downstream tasks of the model and the integration of multiple models later on. The study findings contribute to the translation
of online consultation information into machine-readabl e information.

(IMIR Med Inform 2022;10(4):€35606) doi:10.2196/35606

KEYWORDS

online consultation; named entity; automatic classification; ERNIE; Enhanced Representation through Knowledge Integration;
BERT; Bidirectional Encoder Representations from Transformers; machine learning; neural network; model; China; Chinese;
classification; patient-physician dialogue; patient doctor dialogue; semantics; natural language processing

Introduction

Background

Internet hospitals in China are in high demand due to limited
and unevenly distributed health care resources, lack of family
physicians, increasing burden of chronic diseases, and rapid
growth of the aging population [1]. Gong et al researched online
epidemic-related consultations by multicenter internet hospitals
in China during the COVID-19 epidemic, and proved that
internet hospitals can offer essential medical support to the
public, reduce social panic, and reduce the chance of nosocomial
cross-infection, thus playing an important role in preventing
and controlling COVID-19 [2]. The COVID-19 outbreak
catalyzed the expansion of online health care services. During
online consultation, large amounts of text dataare accumul ated,
and contextual datathat contain patient-doctor dial ogues are of
significant value. Network inquiry technology is till in the
popularization stage in China, and the text record of inquiry is
seldom used in research in the area of natural language
processing (NLP), which involves patient privacy and
information security [3]. Recently, there has been alot of work
inthisarea, for instance, astudy on the problem of corpus-level
entity typing [4]. Chinese scholars have reported on
multi-instance learning in the 27th ACM Internationa
Conference [5]. Moreover, Wentong et a introduced named
entity recognition of electronic medica records based on
Bidirectional Encoder Representations from Transformers
(BERT) [6] and Piao et a researched a Chinese named entity
recognition method based on BERT embedding, whichimproved
entity recognition and attribute labeling [ 7]. These are significant
studies in the NLP domain. Entity studies of clinical text data
commonly involve electronic medical records. Dun-Wei et &
performed a study based on multi-feature embedding and the
attention mechanism [8], and Xue et a researched
cross-department chunking [9]. Moreover, Zhang et al studied
automatic identification of Chinese clinical entities from free
text in electronic health records and contributed to translating
human-readable health information into machine-readable
information [10]. Furthermore, Jiang et a used machinelearning
approaches to mine massive service data from the largest
China-based online medical consultation platform, which covers
1,582,564 consultation records of patient-physician pairs from
2009 to 2018, and showed that promoting multiple timely
responses in patient-provider interactions is essential to
encourage payment [11].

However, there is limited clinical dialogue data, and the
development of sentence compression for aspect-based
sentiment analysis is constantly improving [12]. Chinese

https://medinform.jmir.org/2022/4/e35606

researchers have used the BERT model to analyze public
emotion during the epidemic of COVID-19 and have
substantiated that the fine-tuning of BERT has higher accuracy
in the training process [13]. A team from Drexel University
used a transformer-based machine learning model to analyze
the nuances of vaccine sentiment in Twitter discourse [14].
Patient-doctor dialogues, which are different from daily
communication or other universal Q& A, contain important data,
such asapatient’s symptoms and the diagnosis by a doctor, and
these are called “clinical findings’ or named entities in
patient-doctor dialogues.

Objectives

The purpose of this study wasto design afront-end task module
for the network inquiry of Intelligent Medical Services. Through
the study of automatic labeling of real doctor-patient dialogue
text on the internet, a method of identifying the negative and
positive entities of the dialogue with higher accuracy was

explored. This work significantly eliminates the human work
involved in feature engineering.

Methods

Data Sets

In this paper, our task was named entity automatic classification
in patient-doctor dia ogues, which was divided into thefollowing
4 attributes: positive, negative, other, and empty. The details
are presented below.

Thetag “positive (POS)” isused when it can be determined that
apatient has dependent symptoms, diseases, and corresponding
entities that are likely to cause a certain disease. The tag
“negative (NEG)” is used when the disease and symptoms are
not related. The tag “other (OTHER)” is used when the user
does not know or the answer is unclear/ambiguous, which is
difficult toinfer. Thetag “empty (EMPTY)” isused when there
is no practical meaning to determine the patient’s condition,
such asinterpretation of some medical knowledge by the doctor,
independent of the patient’s current condition, inspection items,
drug names, etc.

The data set is from the Soring Rain Doctor internet online
consultation, which has been downloaded from the official data
set of Alibaba Tianchi Lab [15]. The training set consists of
6000 dialogues, and each set of dialogues contains more than
a dozen statements and a total of 186,305 sentences. The test
set consists of 2000 dialogues and atotal of 61,207 sentences.

On analysis, we found that online consultation data had the
below features.

JMIR Med Inform 2022 | vol. 10 | iss. 4 | 35606 | p.143
(page number not for citation purposes)


http://dx.doi.org/10.2196/35606
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

1. The patient description information was scattered, had slang,
and had some spelling mistakes:

BE. 28ME, RAER) (sentence id:20); Patient: Fart
often. It stnks (stinks)

E4E: REVATTHIENIZEFHEE (sentence_id:21); Doctor:
For bactericidal treatment, you should be replaced with drugs
BE: NERR)MF AL, BRERERKN KR
(sentence_id:22); Patient: Now prress (press) the left side of
the navel, | fedl it like a balloon.

B4 : REGXMAERBNIZEPHRIFM. (sentence id:23);
Doctor: | think this pain should be affected by traditional
Chinese medicine.

2. Interval answers were common:

E4E: ZBZ&K? (sentence id:4); Doctor: Any Cough or
expectoration?

E&E: LESLFMKAK? (sentence id:5); Doctor: Headache,
dizziness, or brain swelling?

ELX: NZERIHE, AUREIHUEERR.
(sentence_id:6); Doctor: According to the previous examination,
it may be allergic rhinitis.

BE: NZEEE, RELDRAFHAWAMZIEN, "B
B E o iz i, SkEMBKBRTS (sentence id:7); Patient:
It should beinside. Thereisno bulge or swelling on the surface.

Thereisno cold or cough recently. Dizziness and brain swelling
sometimes occur.

3. The main symptoms were mixed with other symptoms:

E4E: 74T, BI05HIFZFLREMS? (sentence id:2); Doctor:
Hello, isit a 10-year-old child with a headache?

BE: 28 (sentence id:3); Patient: Yes
BE: THELEEOM, BFA2™KE  (sentence id:19);

Patient: 1'm not sure whether headache, nausea, or vomiting is
colds

E4X: BRREE—RA MK (sentence id:28); Doctor: But
acold usually doesn't cause vomiting

£2&.: TOZENEH, KE&7K (sentence id:30); Patient: No
strength before nausea, sour stomach

https://medinform.jmir.org/2022/4/e35606
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EXx: FEFEANEISMER, BlZIERMEZAREIL
EMHZAREL (sentence id:36); Doctor: Need detailed
consultation and physical examination, | suggest going to the
hospital neurology department or children’s neurology
department for aface-to-face diagnosis

The above aspects introduce many difficulties in entity
recognition and attribute annotation.

Theformat of raw datawas multilayer nested JSON. According
to the aspects of the models, we split the innermost text into
pairs of splicing contextual sentences. “Jsonlite” is a unique
package of R language [16], and the built-in “stream_in”
statement doeswell with tiling JSON into an Excel table, making
it intuitive and convenient for us to compare the differencesin
output data. We then extracted the corresponding subform data
according to the analysis requirements. All models shared the
same data set. Before input into our model, in addition to the
sentence content, we appended the speech role information (ie,
sender).

Composite Abutting Joint Modé for Clinical Named
Entity Classification

We proposed a composite abutting joint model and adapted a
downstream architecture in Chinese Encoder Representations
from Transformers Pretraining Approach (ROBERTa) with
wholeword masking (WWM) extended (RoOBERTa-WWM-ext),
which combines a text convolutional neural network (CNN)
[17]. We used RoBERTaWWM-ext to express sentence
semantics as a text vector [18] and then extracted the local
features of the sentence through the CNN, which was our new
fusion model.

Construction of the Composite Abutting Joint Model

Chinese ROBERTa-WWM-ext is an open-source model from
the Harbin Institute of Technol ogy, which usesWWM combined
with the RoBERTa model [19,20]. We adapted a downstream
architecture in Chinese RoBERTa-WWM, which combines a
text CNN [21]. Our training objective was to use
RoBERTaWWM-ext to express sentence semantics as a text
vector and then extract thelocal features of the sentence through
the CNN. The construction of our model is shown in Figure 1.
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Figure 1. Construction of our model. BERT:

Sun et al

Bidirectional Encoder Representations from Transformers; CNN: convolutiona neural network.
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Thelnput Layer of the Composite Abutting Joint Model

The input layer is the same as BERT [22]. It uses a masked
language model (MLM) to generate deep 2-way linguistic
representations that combine adjacent and contextual
information. Its structure involves stacking traditional

|[2POAl ANO JO UOIIONAISUOD

inputs same as

BERT

transformers, and taking BERT as an example, each of its 12
transformer layers combine left and right contexts to form a
deeper 2-way self-attention architecture neural network.
Text-input BERT ischaracterized by 3 levels (Figure 2), namely,
token embeddings, segment embeddings, and position
embeddings.

Figure 2. Bidirectional Encoder Representations from Transformers input characterization.

Which tooth? Caused by
INPUT cs F 0B — @ F s g e B e
Tokon inge  Eeo B2 B E Eg B3 Ew By Ex By
+ + + + + + + + + + +
S t
Eemgl;'e];zings Ea Ea Ea Ea En Ea Es = Es = Eg
+ + + + + + + + + + o+
Position
Embeddings E, E, E, E, E, E; Es E; E, Ey Es

Text Vector Calculation Layer of the Composite Abutting
Joint Model

To maintain continuity between sentences, the beginning and
end of the original text are marked with aspecial symbol [CLS],
and the 2 sentences are split with [ SEP]. The coded information
in the discrete state is transformed into N-dimensional space
vectors and transmitted to the encoder unit of the transformer
through a continuous and distributed representation. Similarity
and distance are computed at the self-attention level to capture
word dependencies within sentences. For the calculation of the
self-attention function, Vaswani et a introduced “Scaled
Dot-Product Attention” [23]. The input includes queries and
keys for dimension d, and the value for dimension d,. The dot
products of a query are computed with all keys, and each is
divided by each key. Then, the softmax function is applied to
the values. In fact, during the model computation, it has a set
of queries packed together into amatrix Q. Thekeysand values

https://medinform.jmir.org/2022/4/e35606

are packed together into matrices K and V. The output matrix

isasfollows[23]:
E

The model could project the queries, keys, and values linearly
h times with different learned linear projections to d, d,, and

d, dimensions, respectively. On each projected version of the

queries, keys, and values, it executes the attention function in
parallel to generate d -dimensional output values. These values

are connected and projected again to obtain thefinal result. This
ismultihead attention [23].

Multihead (Q, K, V) = Concat (head, ..., head,)W°(2)

where head, = Attention(QW.2, KWX, VW") and where the
projections are parameter matrices E, |§, E, and E.
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Theinputs and outputs of the self-attention layer are added and
normalized, which makes the output mean of the self-attention
layer 0 and the standard deviation 1, and then, it is transferred
to the feed-forward layer of the feed-forward neural network.
Mean and normalization are processed again. The transformer
encoder structure of the model has been described by Vaswani
et al [23] (Figure 3).

In transformers, location coding is computed using a
trigonometric function as follows [23]:

@
Bl

The positional encoding vector results are added to the
embedding vector sequence corresponding to each input word
instead of connecting vector. Similar to BERT in our model,
15% of the word-piece tokens are masked at random during
training. These masked tokens are divided into 3 parts, with
80% of them using [MASK], 10% of them being replaced with

Figure 3. Transformer encoder structure.

Sun et al

a random word, and 10% of them using the original word.
Related research by Dandan et a showed that the downstream
task of the pretraining model can improve the performance of
the model through FINETUNE [24].

During the pretraining phase, the BERT model takes on 2 tasks,
MLM and next sentence prediction (NSP). Piao et a have
explained the process of predictive masking in MLM tasks,
which obtainsthe semantic representation of aword in aspecific
context through self-supervised learning [7]. Not the same as
BERT, ROBERTaWWM-ext cancel sthe NSP and usesmax_len
= 512 during the pretraining, and the number of training steps
is appropriately extended [18].

Another feature of ROBERTaWWM-ext isthat it uses WWM.
Anexampletoillustrate the characteristics of WWM is provided
in Figure 4 [19].

BERT can only divide Chineseinto characters, not words (units).
WWM makesthe Chinese mask morelike English. A complete
word will be shielded; otherwise, it will not be shielded, which
can maintain the integrity of the Chinese word as a unit, to
improve the accuracy of model learning.

(OUTPUT )
OUTRUT

Meanand
Normalization

Meanand
Normalization
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Figure4. An example of whole word masking in our model.
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Menstrual induction of lumbar acid is normal

Original sentence with Chinese word segmentation

Original Bidirectional Encoder Representations from Transformers input
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Sentence Feature Computing Layer of the Composite
Abutting Joint Model

The output word vector of ROBERTa-WWM-ext was further
extracted by aCNN, which isexpected to enhance the robustness
of the model. The computing formulais as follows [17,25,26]:

where W, and Wy are 2 matrices that are randomly initialized
by adding an attention layer to deal with the location
characteristics, and b is the ROBERTa-WWM-ext hidden layer
dimension, with b; being the offset. Moreover, Eg, represents
the output of the coding layer of ROBERTaWWM-ext, and
feature,,, represents the weighted feature obtained by the
product of the score weight and the output of the encoder, which
is also the output text vector feature of ROBERTa-WWM-ext.
After CNN calculation, the predicted emotion label is finally
obtained [27].

Results

Evaluation Criteria

We adopted Alibaba cloud's official evaluation standard, and
Macro-F1 was used as the evaluation index. Suppose we have
n categories, C1, ..., Cl, ..., CN, the calculation is as follows:
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where accuracy (Pi) isthe number of samples correctly predicted
ascategory Cl/number of samples predicted as category Cl, and
recall rate (Ri) isthe number of samples correctly predicted as
category Cl/number of samples of thereal CI category.

Graphics Processing Unit Server Requirements

The server requirements are as follows: CPU, 8 cores at 2.5
GHz; memory, 32 GB; hard disk, 5