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Abstract

Background: Modern clinical care in intensive care units is full of rich data, and machine learning has great potential to support
clinical decision-making. The development of intelligent machine learning–based clinical decision support systems is facing great
opportunities and challenges. Clinical decision support systems may directly help clinicians accurately diagnose, predict outcomes,
identify risk events, or decide treatments at the point of care.

Objective: We aimed to review the research and application of machine learning–enabled clinical decision support studies in
intensive care units to help clinicians, researchers, developers, and policy makers better understand the advantages and limitations
of machine learning–supported diagnosis, outcome prediction, risk event identification, and intensive care unit point-of-care
recommendations.

Methods: We searched papers published in the PubMed database between January 1980 and October 2020. We defined selection
criteria to identify papers that focused on machine learning–enabled clinical decision support studies in intensive care units and
reviewed the following aspects: research topics, study cohorts, machine learning models, analysis variables, and evaluation
metrics.

Results: A total of 643 papers were collected, and using our selection criteria, 97 studies were found. Studies were categorized
into 4 topics—monitoring, detection, and diagnosis (13/97, 13.4%), early identification of clinical events (32/97, 33.0%), outcome
prediction and prognosis assessment (46/97, 47.6%), and treatment decision (6/97, 6.2%). Of the 97 papers, 82 (84.5%) studies
used data from adult patients, 9 (9.3%) studies used data from pediatric patients, and 6 (6.2%) studies used data from neonates.
We found that 65 (67.0%) studies used data from a single center, and 32 (33.0%) studies used a multicenter data set; 88 (90.7%)
studies used supervised learning, 3 (3.1%) studies used unsupervised learning, and 6 (6.2%) studies used reinforcement learning.
Clinical variable categories, starting with the most frequently used, were demographic (n=74), laboratory values (n=59), vital
signs (n=55), scores (n=48), ventilation parameters (n=43), comorbidities (n=27), medications (n=18), outcome (n=14), fluid
balance (n=13), nonmedicine therapy (n=10), symptoms (n=7), and medical history (n=4). The most frequently adopted evaluation
metrics for clinical data modeling studies included area under the receiver operating characteristic curve (n=61), sensitivity (n=51),
specificity (n=41), accuracy (n=29), and positive predictive value (n=23).

Conclusions: Early identification of clinical and outcome prediction and prognosis assessment contributed to approximately
80% of studies included in this review. Using new algorithms to solve intensive care unit clinical problems by developing
reinforcement learning, active learning, and time-series analysis methods for clinical decision support will be greater development
prospects in the future.

(JMIR Med Inform 2022;10(3):e28781)   doi:10.2196/28781
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Introduction

With the popularization of electronic health records, medical
equipment, and the improvement of detection methods, patient
data are generated in large amounts every day in intensive care
units. In traditional clinical data analysis, models and tools can
only make use of a limited number of variables in clean and
well-organized data. Machine learning has enabled clinical
decision support research and applications to generate actionable
insights, by utilizing large amounts of intensive care unit patient
data, that are useful in many clinical scenarios.

Machine learning, sometimes called the data-driven method,
uses statistical analysis models and computational technologies,
allowing computer systems to learn from patient data and
discover unknown clinical situations. Supervised learning,
unsupervised learning, and reinforcement learning are the 3
main types of machine learning [1] used to predict or guide the
treatment of patients who are critically ill.

In supervised machine learning tasks, a function maps an input
to an output based on example input–output pairs. Functions
are inferred from labeled training data. Classification and
regression methods, which include but are not limited to linear
regression, logistic regression, decision tree, random forest, and
support vector machine, are common supervised learning
methods.

In unsupervised machine learning tasks, patterns are learned
from untagged data. Models are designed to identify or partition
large data sets into subsections or clusters that share similar
characteristics. In intensive care unit–related tasks, unsupervised
learning enables the discovery of latent structures or patient
subgroups in specific cohorts [2]. Commonly used unsupervised
learning models include clustering, auto-encoding, and principal
component analysis.

Reinforcement learning is concerned with how intelligent agents
ought to take actions in an environment to maximize the notion
of cumulative rewards. The environment is typically defined
by a discrete-time stochastic control process called the Markov
decision process. In an intensive care unit, clinicians often need
to determine treatment plans and make clinical decisions.
Reinforcement learning models have great potential for solving
these types of problems by providing targeted treatment plans
for each patient or patient status and assisting clinicians in
making efficient decisions [3-8].

Although there are still challenges when data from multiple
sources must be combined, and the performance and ability of
machine learning is limited by the volume and quality of data,
a number of clinical decision support studies [9,10] have
demonstrated the ability to use sophisticated machine learning
models to solve certain intensive care unit–related tasks, and
their performance has been shown to be comparable with human
abilities, and for certain tasks, even it potentially exceeds human
abilities [7,11].

We sought to focus on machine learning research and
applications adapted to clinical decision support in intensive
care units, which may directly help clinicians diagnoses
accurately, predict outcomes, identify risk events, or decide
treatments at the intensive care unit point of care.

Methods

Search Strategy
We searched for papers in the PubMed database that had been
published prior to October 2020 using a query combination of
MeSH terms (“intensive care unit,” “critical care,” “machine
learning,” “artificial intelligence,” “decision support systems,
clinical”) and keywords in the title or abstract keywords related
to machine learning (“machine learning,” “artificial
intelligence,” “prediction model,” “predictive model,”
“predictive modeling,” “artificial learning,” “predictive
analysis,” “machine intelligence,” “data driven,” “data-driven,”
“statistical learning,” “neural network,” “deep learning,”
“reinforcement learning,” “time series,” “time-series,”
“algorithm”), decision-making (“clinical decision support
system,” “medical decision,” “decision tool,” “support tool,”
“clinical decision,” “physician decision,” “clinician decision,”
“decision algorithm,” “CDSS,” “CDS,” “clinical management,”
“decision making,” “decision-making“), and intensive care units
(“intensive care,” “ICU,” “critical care,” “intensive care unit”).

Selection Criteria
We included English-language papers that reported studies (both
prospective and retrospective studies) on clinical decision
support, with machine learning methods that targeted a specific
clinical scenario of intensive care units. We excluded papers
that were systematic reviews and meta-analyses, studies of
clinical decision support system implementations or clinical
decision support system usability evaluations, studies that
described rule-based clinical decision support system, studies
that used data that were not from patients in intensive care units
(eg, studies for intensive care unit admission prediction but
using patient data from other departments, such as emergency
or surgery departments), studies with outcomes irrelevant to
regular intensive care unit clinical care (eg, studies about
estimation of caffeine regimens), and studies that did not use
machine learning methods (eg, studies using clinical scores or
statistical analysis on small samples).

Data Analysis
We extracted the following information from selected papers
for content analysis: study cohort, machine learning models,
analysis variables, evaluation methods, and research topics.

Study Cohort
In general, the greater the number of data sets to which a
machine learning model is applied, the stronger its generalization
capabilities. Therefore, we investigated the inclusion cohorts
and distribution centers of each study and classified these studies
into single-site or multisite studies accordingly. We also
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classified studies by c, the sample size of studies: c<500,
500<c<2000, 2000<c<5000, 5000<c<10,000, 10,000<c<50,000,
and c>50,000.

Machine Learning Models
The model methods or algorithms used in each paper were
reviewed for analysis, and model methods were categorized as
supervised learning, unsupervised learning, or reinforcement
learning.

We reviewed variables or features used for modeling in each
study. According to routine intensive care unit practices, we
classified these variables into 12 groups: demographic variables,
vital signs, symptoms, laboratory values, ventilation parameters,
medications, nonmedicine therapy, comorbidities, fluid balance,
scores, medical history, and outcome. Given the wide range of
variable expressions in papers, such as formal medical terms,
abbreviations, acronyms, and capitalizations, variable name
normalization was implemented using text processing and
manual annotation methods. As some studies used self-defined
features or derived data for their special study purpose, variables
used in only 1 study were excluded.

Evaluation Methods
To determine the applicability and potential impact of various
machine learning models for clinicians and patients (ie, in
applications), model evaluation methods are important
components of model development. We reviewed evaluation
metrics used for measuring model performance.

Research Topics
In addition to overall quantitative analysis, which included all
studies, selected papers were divided into 4 topics for detailed
analysis: detection and monitoring for diagnosis, early
identification of clinical events, patient outcome prediction, and
treatment decisions.

Results

General
A total of 643 papers were found. The number of machine
learning–enabled intensive care unit clinical decision support
system research papers published in the PubMed database has
been continuously increasing between January 1980 and October
2020 (Figure 1).

Among the 643 papers identified and assessed for eligibility,
14 non–English language papers, 55 clinical decision support
system implementations and clinical decision support system
usability evaluations, 114 reviews and meta-analyses, 35 expert
system clinical decision support system studies, 68 studies not
about intensive care unit clinical questions, 76 studies using
patient data from other clinical departments or with outcomes
irrelevant to regular intensive care unit clinical care, 107 studies
that used methods other than machine learning, and 77 studies
for which full-text papers were unavailable were excluded
(Figure 2); therefore, 97 papers remained (Table 1).

Most studies used data from adult patients (n=82, 84.5%);
however, 8 studies used data from pediatric patients (8.2%) and
7 studies used data from neonates (7.2%). Two-thirds of the
studies (65/97, 67.0%) were developed from single-center data
sets, and 32 (33.0%) were developed from a multicenter data
set; cohort sizes also varied (c<500: 35/97, 36%; 500<c<2000:
19/97, 20%; 2000<c<5000: 12/97, 12%; 5000<c<10000: 10/97,
10%; 10000<c<50000: 16/97, 16%; c>50,000: 7/97, 7%).

The vast majority of studies used supervised learning (88/97,
91%), and only a few used unsupervised learning (3/97, 3%) or
reinforcement learning (6/97, 6%). In total, 849 variables for
model analysis were extracted. The most frequent variable
categories are shown in Table 1, and the top 20 most frequently
used variables are shown in Figure 3.

Most studies used more than 1 evaluation metric. The most
frequently used were area under receiver operating characteristic
curve (n=57), sensitivity (n=37), specificity (n=31), and
accuracy (n=24).
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Figure 1. Growth in number of publications.

Figure 2. Article review process. CDSS: clinical decision support system; ICU: intensive care unit.
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Table 1. General characteristics of the selected studies.

Value (n=97), nCharacteristic

Types of decision support

13Detection, monitoring, and diagnosis

32Early identification of clinical events

46Outcome prediction and prognostic assessment

6Treatment decisions

Population

82Adult

8Pediatric patients

7Neonates

Medical setting

65Single-center

32Multicenter

Type of machine learning

88Supervised learning

3Unsupervised learning

6Reinforcement learning

Type of variables

74Demographic variables

59Laboratory values

55Vital signs

48Scores

43Ventilation parameters

27Comorbidities

18Medications

14Outcome

13Fluid balance

10Nonmedicine therapy

7Symptoms

4Medical history

Type of evaluation method, na

57Area under the receiver operating characteristic curve

37Sensitivity

31Specificity

24Accuracy

11Positive predictive value

aMore than 1 variable type could be used in each study.
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Figure 3. Top 20 most frequently used variables. DBP: diastolic blood pressure; FiO2: fractional inspired oxygen; GCS: Glasgow Coma Scale; HR:
heart rate; MBP: mean blood pressure; MV: mechanical ventilation; PaO2-partial pressure of oxygen; RR: respiratory rate; SBP: systolic blood pressure;
SCR: creatine; SpO2: peripheral capillary oxygen saturation; WBC: white blood cell count.

Monitoring, Detection, and Diagnosis

Overview
Among 13 studies, 4 (30.8%) studies [12-15] focused on
monitoring or detection of physiological indicators, 3 studies
(23.1%) [16-18] focused on the of mechanical ventilation
abnormalities (in particular, patient-ventilator asynchrony), 4
studies (30.8%) [19-22] used electroencephalography (EEG) to
diagnose brain diseases, and 2 studies (15.4%) [11,23] studies
focused on infections. Variables used included demographic
variables (n=5), vital signs (n=6), laboratory values (n=5),
ventilation parameters (n=5), comorbidities (n=1), and outcome
(n=1).

Most data were obtained from a single center (11/13, 84.6%),
and only 2 studies (2/13, 15.4%) used multicenter data sets.
Some studies (3/13, 23.1%) used data from public databases,
such as the MIMIC database, the public NIH Chest-XRay14,
and PLCO data sets (Multimedia Appendix 1).

The top 3 models used were neural network (n=4), tree (n=3),
and random forest (n=3) models. Support vector machine models
were used twice (n=2). Other models, such as logistic regression,
and linear regression were only used in 1 study each.

Model performance was mainly evaluated with sensitivity (n=7),
specificity (n=8), area under the receiver operating characteristic
curve (n=3), and accuracy (n=3), whereas other evaluation
methods such as equal error rates, F1 score, recall, and κ
coefficients were each used only once.

Monitoring of Physiological Indicators
Quinn et al [13] provided a general model for inferring hidden
factors from clinical data and was successfully applied to the
major task of monitoring premature infants in the intensive care
unit. Eshelman et al [12] described an algorithm consisting of

a set of rules for identifying intensive care unit patients who
may become hemodynamically unstable. Taking into account
the individual differences of intensive care unit patients, Zhang
and Szolovits [15] developed an algorithm based on personalized
vital signs data to improve the accuracy of alarms. Charbonnier
[14] extracted online temporal episodes from the high-frequency
physiological parameters of intensive care unit patients to
visually support signal interpretation.

Mechanical Ventilation
Mechanical ventilation is widely used in intensive care units,
during which a series of parameters need to be monitored. Kwok
et al [16] established a nonlinear adaptive neuro-fuzzy inference
system model for fractional inspired oxygen estimation, which
reduced the need for invasive inspections. Two groups of
researchers discussed the problem of patient-ventilator
asynchrony, and developed a classifier based on machine
learning to detect abnormal waveforms [17,18].

Electroencephalography Monitoring
EEG monitoring plays an important role in the detection of
brain function and the diagnosis of brain disease. Koolen et al
[19] developed a method for the automated classification of
neonatal sleep states via EEG. Golmohammadi et al [21]
presented a system that can achieve high-performance
classification of EEG events that might correlate with epilepsy,
metabolic encephalopathy, cerebral hypoxia, and ischemia.
Farzaneh et al [20] developed a machine learning framework
to automatically segment and assess the severity of patients
with subdural hematoma during traumatic brain injuries [20].

Diagnosis of Infection
Infections are an important clinical issue in intensive care. Sepsis
is a common and serious condition in the intensive care unit
that results from an overreaction to infection that damages
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tissues and organs and can lead to complications, making it one
of the leading causes of hospital-related deaths [24]. A
high-performance algorithm, InSight, was demonstrated to be
superior to the commonly used Modified Early Warning Score,
Simplified Acute Physiology Score, and Systemic Inflammatory
Response Syndrome score for the diagnosis of patients with
alcohol use disorder combined with sepsis shock [23]. In
addition, it is still challenging to explain lung opacity in
radiography of the supine chest of patients with lung infection
in the intensive care unit—Rueckel et al [11] evaluated a
prototype artificial intelligence algorithm that could classify
underlying lung opacity, which might suggest a diagnosis
pneumonia.

Early Identification or Prediction of Clinical Events

Overview
Clinical event prediction, the use of data from electronic health
records to predict the occurrence of certain events or the best
time to give treatment, is one of the most important aspects of
intensive care unit clinical decision support system. Among 32
clinical event prediction studies, 3 (9.4%) were related to acute
kidney injury, 11 (34.4%) were related to infection prediction,
8 (25%) were related to respiratory diseases, and 10 (31.3%)
were related to other predictions and evaluations (Multimedia
Appendix 1).

In intensive care unit clinical prediction and evaluation studies,
up to 87 variables were used in a single paper. Categories of
variables, in order of frequency, were laboratory values (n=25),
demographic variables (n=25), vital signs (n=20), scores (n=18),
ventilation parameters (n=14), fluid balance (n=8), medications
(n=7), comorbidities (n=7), outcome (n=4), nonmedicine therapy
(n=3), symptoms (n=3), and medical history (n=1).

More than three-quarters of the studies (25/32, 78%) were based
on data from a single center, 10 of which were from the freely
available public database Medical Information Mart for Intensive
Care II or III. Multi-institutional data were used in the other
studies (7/32, 22%).

Logistic regression was the most commonly used method (11/32,
34%), followed by neural networks (7/32, 21%), and random
forest (6, 19%). Support vector machine and decision tree
models were each used in 5 (15.6%) studies. Naive Bayes,
gradient boosting tree model, extreme gradient boosting, fuzzy
model, and Insight each appeared twice (6.3%).

Sensitivity (n=16) and area under receiver operating
characteristic curve (n=17) were the most commonly used
evaluation metrics, followed by specificity (n=12) and accuracy
(n=12). The following metrics appeared in fewer than 10 papers:
positive predictive value (n=3), F1 score (n=4), and mean
absolute error (n=2).

Acute Kidney Injury Prediction
Early prediction of acute kidney injury has a high value for the
long-term survival and quality of life of critically ill patients.
Acute kidney injury is often associated with high morbidity and
mortality rates in intensive care units. The status of other vital
organs, initiation of therapy, patient response, and preexisting
comorbidities can all contribute to the development of acute

kidney injury [25]. Multiple machine learning methods have
been utilized and compared to analyze unstructured clinical
records and structured physiological measurements to identify
early episodes of acute kidney injury [26]. Soliman et al [25]
studied the prognostic impact of early acute kidney injury
predicted by data from the first day of admission. One study
[27] focused on patients younger than 21 years, who are more
likely to recover from disease.

Prediction of Sepsis and Infection
Early identification and treatment is the key to survival for many
sepsis and infection patients [28], but it is difficult for clinicians
to predict before it occurs, because it is extremely complex and
each patient is different. Early prediction of sepsis using
interpretable or uninterpretable machine learning models can
help clinicians enhance the accuracy of fever workup [28] to
identify and intervene in a timely manner [29-33]. One research
aim is to make accurate predictions with as little electronic
health record data as possible [34]. Mao et al achieved early
prediction of sepsis using only vital signs validated in multiple
centers [35]. The prediction of neonatal sepsis has also received
substantial research attention in recent years [36,37]. One paper
[38] focuses on predicting infections caused by a specific
microorganism—invasive fungal disease due to Candida
species—in intensive care unit patients.

Prediction of Respiratory Disease and Mechanical
Ventilation
Respiratory management in the intensive care unit is an
important aspect of critical care and treatment. Early diagnosis
of respiratory critical illness has a significant impact on patient
prognosis [39]. In addition, maintenance of cardiopulmonary
function is required in patients admitted to the intensive care
unit due to acute symptoms such as direct trauma, pulmonary
infection, heart failure, and sepsis. Machine learning methods
can help predict the onset of acute respiratory disease in patients,
especially in pediatric patients. Sauthier et al [40] used random
forest and logistic regression to predict the time of acute hypoxic
respiratory failure in critically ill children with severe influenza.
Messinger et al [39] applied a cascaded artificial neural network
to design new respiratory scores for early identification of
asthma in young children. In addition, early prediction of acute
respiratory distress syndrome was studied because of its high
morbidity and mortality [41].

Furthermore, ventilator weaning and reintubation after weaning
are currently well studied [42,43] in intensive care unit clinical
decision support system literature, as well as the effect of drugs
on intubation [44]. Moreover, predicting patient oxygen
saturation after ventilation [45] and risk factors for failure of
mechanical ventilation [46] can help health care professionals
respond in a time manner.

Other Predictions and Evaluations
There were 10 papers that could not be classified; we simply
put them into one class separately. There were forecasts for
detection and monitoring indicators, such as urine output after
fluid administration [47], glucose [48], lactic acid [49], and
activated partial thromboplastin time [50]. Lin [47] established
a gradient tree-based machine learning model implemented with
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extreme gradient boosting algorithms to predict urine output in
sepsis patients after fluid resuscitation to prevent fluid
overload-related complications. Pappada et al [48,49] developed
a neural network–based model to obtain a complete trajectory
of glucose values up to 135 minutes in advance. Mamandipoor
et al [49] combined least absolute shrinkage and selection
operator regression, random forest, and long short-term memory
to predict blood lactate concentration in patients in the intensive
care unit. Our previous study also compared multiple machine
learning approaches to guide clinical heparin administration by
predicting the range of activated partial thromboplastin time
values [50]. There were also studies that aimed to reduce
unnecessary laboratory tests to streamline the process and reduce
the burden on patients [51,52]. Predicted clinical events also
included acute traumatic coagulopathy [53], delirium [54],
advanced anemia [55], and fluid resuscitation therapy [56].

Outcome Evaluation and Prognostic Assessment

Overview
Of 46 papers that used machine learning for outcome evaluation
for patients who were critically ill, 11 papers (23.9%) predicted
overall mortality and survival, 23 papers (50%) predicted the
outcomes of patients with certain diseases, and 12 papers
(26.1%) included treatment prognosis, length of stay in the
intensive care unit, and other outcome evaluations (Multimedia
Appendix 1).

Categories of variables, in order of frequency, were demographic
variables (n=39), scores (n=24), laboratory values (n=23),
ventilation parameters (n=20), vital signs (n=18), comorbidities
(n=17), medications (n=10), outcome (n=8), nonmedicine
therapy (n=7), fluid balance (n=4), symptoms (n=4), and medical
history (n=3).

Of the 46 outcome prediction studies, 25 (54.3%) were based
on single-center data, 6 of which used data from MIMIC II and
III, and the other 21 studies (45.7%) made use of multicenter
data.

Logistic regression was the most commonly used method (27/46,
59%), followed by random forest (9/46, 20%), random forest
(8/46, 17%), support vector machine (7/46, 15.2%) and decision
tree model (5/46, 11%) studies. The gradient boosting tree model
appeared in 4 (9%) studies, and adaptive boosting and linear
regression each appeared twice (4.3%). Other models that
appeared only once are not discussed here.

Area under receiver operating characteristic curve (n=37) was
the evaluation metric used most often, followed by sensitivity
(n=14), specificity (n=11), positive predictive value (n=4),
accuracy (n=8), negative predictive value (n=6),F1 score (n=2),
Matthews correlation coefficient (n=2), and Brier score (n=2).

Overall Intensive Care Unit Patient Outcomes
Typical outcomes were overall mortality [57-62], survival [63],
and long-term quality of life [64]. Mortality [65,66] and survival
status at 1 year [67] in critically ill patients aged 80 years and
older were also studied using machine learning methods.

Outcomes of Patients With Specific Diseases
Patients with sepsis and infection remain one of the most studied
populations in terms of mortality (generally 28 days) [68-72],
followed by acute kidney injury [72-75]. There is an increasing
trend in outcome prediction studies in critically ill patients with
liver disease—acute liver injury [76,77], cirrhosis [77], and
advanced liver disease [78] have been studied using machine
learning. In patients with severe cancer, 30- [79] and 120-day
[80] survival rates were studied retrospectively with logistic
regression models.

For cardiac disease, Lee et al [81] used EEG data to predict the
outcome of children with cardiac arrest and Murtuza et al [82]
found that arterial blood lactate levels can be associated with
mortality in children who have undergone cardiac surgery. For
brain diseases, the outcomes of patients with subarachnoid
hemorrhage [83] and severe traumatic brain injury [84] have
been analyzed. Wildman et al [85] predicted the impact of
chronic obstructive pulmonary disease and asthma on mortality
in critically ill patients. Daly et al [86] used logistic regression
to study the relationship between early discharge and mortality
with the intention of reducing mortality in this group of intensive
care unit patients. Other papers [87-89] examined patient
outcomes and factors influencing them after deterioration.
Ebadollahi et al [90] predicted the temporal trajectory of
physiological data with patient similarity, with the aim to
identify universal patterns of disease progression from a large
amount of clinical practice data, to establish a generalized
computer-aided clinical decision support framework for
personalized treatment.

Treatment Prognosis and Intensive Care Unit Stay Time
Evaluation
Evaluating the outcome of certain treatments through machine
learning can help medical professionals refine their treatments
to achieve better therapeutic effects. Evaluation of outcomes
after extubation based on continuous vital sign information and
static characteristics of children can help adjust the timing of
extubation to reduce mortality [91-93]. Evaluation of prolonged
mechanical ventilation [94] and 1-year and 5-year functional
survival [95] after cardiac surgery was used to help adjust and
optimize postsurgical care practices. Evaluating the length of
stay in the intensive care unit [96,97] and the risk of readmission
after discharge from the intensive care unit [98] to effectively
forecast the trend of the disease could improve treatment and
care. In addition, designing and improving critical illness scores
to indicate disease severity [99-101] was studied. For example,
McRae et al [102] designed a score to quickly determine the
severity of COVID-19 and achieved optimistic results in 160
individuals.

Treatment Decisions
Treatments, clinical determination, and decision-making in the
intensive care unit were studied in 6 papers [3-8]. These papers
focused on various clinical questions and mainly used a
reinforcement learning model. Among them, 4 papers [3,5,7,8]
(67%) addressed drug dosage, such as optimal vasopressin dose
[3,7], heparin dosage [5], and morphine dosage [8]. The other
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2 papers [4,6] (33%) studied the timing of mechanical
ventilation extubation.

Categories of variables, in order of frequency, were vital signs
(n=6), demographic variables (n=5), laboratory values (n=5),
ventilation parameters (n=3), medications (n=4), fluid balance
(n=2), scores (n=4), and comorbidities (n=1) (Multimedia
Appendix 1).

Reinforcement learning models can be divided into conventional
reinforcement learning models (that is, wherein the reward
function is known and we only need to find a policy to maximize
the reward function) and inverse reinforcement learning models
(that is, wherein the reward function is unknown, and we have
to learn the most reasonable reward function through the
decision-making examples of clinicians)—4 papers used typical
reinforcement learning model, and 2 papers used inverse
reinforcement learning models.

All 6 papers used patient data from the intensive care units in
US hospitals. Most papers used single-center data from MIMIC
II (n=1) or MIMIC III (n=4), with c ranging from 707 to 96,156
(mean 22,256; median 7852).

Because the output of a reinforcement learning model is a policy
that is not easy to evaluate, in these studies, the policy given by
the model was compared with that actually given by the doctor;
when the 2 policies differed, the effect of the reinforcement
learning model was analyzed according to the actual clinical
problem.

Discussion

From reviewed studies, we concluded that early identification
of clinical outcome prediction and prognosis assessment
contributed to approximately 80% of studies, and machine
learning–based clinical decision support applications in intensive
care unit could support timely bedside decision-making [15],
transform data into more actionable insights or evidence-based
clinical rules [101], assist disease diagnosis [30], predict adverse
outcomes before they happen [76], enable continuous assessment
of patient responses to critical care interventions [91], allow
better management of highly complex situations and the best
treatment decisions [3], ultimately reduce clinicians burden
[52], and allow clinicians to have more time to deliver their
knowledge, experience, and human care in practice [64].

We found that 91% (88/97) of reviewed studies used supervised
learning methods. Unsupervised learning is commonly used for
phenotyping or patient subgrouping [2], usually to discover new
knowledge; therefore, explaining and validating subgroups or
patterns with reasonable clinical meaning is a challenge.
Reinforcement learning models have great potential for solving
medical decision problems; however, to the best of our
knowledge, there is a lack of sophisticated reinforcement
learning models to guide intensive care unit decision-making
[5]. Data-driven decision support tools will permit clinicians to
function more efficiently, caring for more patients more safely;
however the selection of a model should be tailored to the
clinical scenario [9,10]; therefore, we need a better
understanding of which algorithms are a best fit for which
clinical scenarios.

We also found that many machine learning–based clinical
prediction tasks are still challenging. First, not all the data
collected from intensive care unit are good quality data or
complete [7], particularly when data from different sources were
included in one predictive model. Various data in the intensive
care unit include general available data in the electronic health
record, such as patient information, encounter information,
diagnoses, intervention, routine laboratory data, imaging, natural
language and physiologic data, as well as limited available
information in the intensive care unit, such as social information,
omics data, pathology, radiology, and wearable data [103]. This
makes data preprocessing a difficult and time-consuming task.
Second, parameter optimization was used to obtain the best
parameter combination to improve model accuracy. Model
parameters need to be determined and fitted using the training
data set, and many adjustable hyperparameters must be tuned
to obtain a model with optimal performance [104]. Generally,
the more complex the model, the more parameters need to be
adjusted, and the more difficult it is to adjust the parameters.
For example, in logistic regression [74], usually only the
regularization coefficient is adjusted; and in random forest
models [53], the hyperparameters that need to be adjusted
include the number of trees, the maximum depth of the tree,
and the split criteria. Third, typically, the more complex the
model, the higher the required sample size [105]. If the sample
size is insufficient, overfitting occurs easily, which leads to
instability or inaccuracy of the model. In some clinical scenarios,
owing to the limited sample size, the use of complex models is
limited [59]. Last, after developing the model, prospective
evaluation using external data sets and clinical trials should be
conducted before using the model in practice [106] to improve
confidence in machine learning predictions [7]; however,
performing strong validation of a machine learning model’s
generalizability and interpretability is challenging; internal
validation approaches, such as cross-validation and
bootstrapping, cannot guarantee the quality of a machine
learning model due to potentially biased training data and the
complexity of the validation procedure itself [107]. Lack of
technical and semantic interoperability makes harmonization
of patient data from one center to another costly. As inconsistent
model results may be derived when adapting to new data sets
[108], retraining models using data from other sources would
minimize the cost and allow models to incorporate new clinical
settings.

Future research should expand the innovation and exploration
using new algorithms to solve intensive care unit clinical
problems by developing reinforcement learning, active learning,
and time-series analysis methods for clinical decision support.
In addition, machine learning modeling requires recognition,
understanding, and trust from intensive care unit clinicians.
Model developers must provide full explanations of modeling
methods, input, output, experimental and trial settings, clinical
scenarios, and operation methods to clinicians. With the basis
to understand, operate, and debug the outputs of a model,
clinicians can have more confidence in accepting the model
results and take action on the basis of that model’s
recommendations.
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Abstract

Background: In the United States, national guidelines suggest that aggressive cancer care should be avoided in the final months
of life. However, guideline compliance currently requires clinicians to make judgments based on their experience as to when a
patient is nearing the end of their life. Machine learning (ML) algorithms may facilitate improved end-of-life care provision for
patients with cancer by identifying patients at risk of short-term mortality.

Objective: This study aims to summarize the evidence for applying ML in ≤1-year cancer mortality prediction to assist with
the transition to end-of-life care for patients with cancer.

Methods: We searched MEDLINE, Embase, Scopus, Web of Science, and IEEE to identify relevant articles. We included
studies describing ML algorithms predicting ≤1-year mortality in patients of oncology. We used the prediction model risk of bias
assessment tool to assess the quality of the included studies.

Results: We included 15 articles involving 110,058 patients in the final synthesis. Of the 15 studies, 12 (80%) had a high or
unclear risk of bias. The model performance was good: the area under the receiver operating characteristic curve ranged from
0.72 to 0.92. We identified common issues leading to biased models, including using a single performance metric, incomplete
reporting of or inappropriate modeling practice, and small sample size.

Conclusions: We found encouraging signs of ML performance in predicting short-term cancer mortality. Nevertheless, no
included ML algorithms are suitable for clinical practice at the current stage because of the high risk of bias and uncertainty
regarding real-world performance. Further research is needed to develop ML models using the modern standards of algorithm
development and reporting.

(JMIR Med Inform 2022;10(3):e33182)   doi:10.2196/33182
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Introduction

Background
Cancer therapies, including chemotherapy, immunotherapy,
radiation, and surgery, aim to cure and reduce the risk of
recurrence in early-stage disease and improve survival and
quality of life for late-stage disease. However, cancer therapy
is invariably associated with negative effects, including toxicity,
comorbidities, financial burden, and social disruption. There is
growing recognition that therapies are sometimes started too
late, and many patients die while receiving active therapy [1-3].
For instance, a systematic review summarized that the
percentage of patients with lung cancer receiving aggressive
treatments during the last month of their life ranged from 6.4%
to >50% [4]. Another retrospective comparison study revealed
that the proportion of patients with gynecologic cancer
undergoing chemotherapy or invasive procedures in their last
3 months was significantly higher in 2011 to 2015 than in 2006
to 2010 [5]. Research has shown that the aggressiveness of care
at the end of life in patients with advanced cancers is associated
with extra costs and a reduction in the quality of life for patients
and their families [4,6].

In the United States, national guidelines state that gold standard
cancer care should avoid the provision of aggressive care in the
final months of life [7]. Avoiding aggressive care at the end of
life currently requires clinicians to make judgments based on
their experience as to when a patient is nearing the end of their
life [8]. Research has shown that these decisions are difficult
to make because of a lack of scientific, objective evidence to
support the clinicians’ judgment in palliative or related
discussion initiation [2,9,10]. Thus, a decision support tool
enabling the early identification of patients of oncology who
may not benefit from aggressive care is needed to support better
palliative care management and reduce clinicians’ burden [2].

In recent years, there have been substantial changes in both the
type and quantity of patient data collected using electronic health
records (EHR) and the sophistication and availability of the
techniques used to learn the complex patterns within that data.
By learning these patterns, it is possible to make predictions for
individual patients’ future health states [11]. The process of
creating accurate predictions from evident patterns in past data
is referred to as machine learning (ML), a branch of artificial
intelligence research [12]. There has been growing enthusiasm
for the development of ML algorithms to guide clinical
problems. Using ML to create robust, individualized predictions
of clinical outcomes, such as the risk of short-term mortality
[13,14], may improve care by allowing clinical teams to adjust
care plans in anticipation of a forecasted event. Such predictions
have been shown to be acceptable for use in clinical practice
[15] and may one day become a fundamental aspect of clinical
practice.

ML applications have been developed to support mortality
predictions for a variety of populations, including but not limited
to patients with traumatic brain injury, COVID-19 disease of
2019, and cancers, as well as patients admitted to emergency
departments and intensive care units. These applications have
consistently demonstrated promising performances across

studies [16-19]. Researchers have also applied ML techniques
to create tools supporting various clinical tasks involved in the
care of patients of oncology, with most applications focusing
on the prediction of cancer susceptibility, recurrence, treatment
response, and survival [14,19,20]. However, the performance
of ML applications in supporting mortality predictions for
patients of oncology has not yet been systematically examined
and synthesized.

In addition, as the popularity of ML in clinical medicine has
risen, so too has the realization that applying complex algorithms
to big data sets does not in itself result in high-quality models
[11,21]. For example, subtle temporal-regional nuances in data
can cause models to learn relationships that are not repeated
over time and space. This can lead to poor future performance
and misleading predictions [22]. Algorithms may also learn to
replicate human biases in data and, as a result, could produce
predictions that negatively affect disadvantaged groups [23,24].
Recent commentary has drawn attention to various issues in the
transparency, performance, and reproducibility of ML tools
[25-27]. A comparison of 511 scientific papers describing the
development of ML algorithms found that, in terms of
reproducibility, ML for health care compared poorly to other
fields [28]. Issues of algorithmic fairness and performance are
especially pertinent when predicting patient mortality. If done
correctly, these predictions could help patients and their families
receive gold standard care at the end of life; if done incorrectly,
there is a risk of causing unnecessary harm and distress at a
deeply sensitive time.

Another aspect of mortality affecting the algorithm performance
is its rare occurrence in most populations. There are known
issues that are commonly encountered when trying to predict
events from data sets in which there are far fewer events than
nonevents, which is known as class imbalance. One such issue
is known as the accuracy paradox—the case in which an ML
algorithm presents with high accuracy but a failure to identify
occurrences of the rare outcome it was tasked to predict [29,30].
During the model training process, many algorithms seek to
maximize their accuracy across the entire data set. In the case
of a data set in which only 10% of patients experienced a rare
outcome—as is often the case with data sets containing
mortality—an algorithm could achieve an apparently excellent
accuracy of 0.90 by simply predicting that every patient would
live. The resulting algorithm would be clinically useless on
account of its failure to identify patients who are at risk of dying.
If handled incorrectly, the class imbalance problem can lead
algorithms to prioritize the predictions of the majority class.
For this reason, it is especially important to evaluate multiple
performance metrics when assessing algorithms that predict
rare events.

Objective
The purpose of this systematic review is to critically evaluate
the current evidence to (1) summarize ML-based model
performance in predicting ≤1-year mortality for patients with
cancer, (2) evaluate the practice and reporting of ML modeling,
and (3) provide suggestions to guide future work in the area. In
this study, we seek to evaluate models identifying patients with
cancer who are near the end of their life and may benefit from
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end-of-life care to facilitate the better provision of care. As the
definitions of aggressive care at the end of life vary from
initiation of chemotherapy or invasive procedures or admission
to the emergency department or intensive care unit within 14
days to 6 months [1,4,5], we focused on ≤1-year mortality of
patients with cancer to ensure that we include all ML models
that have the potential to reduce the aggressiveness of care and
support the better provision of palliative care for cancer
populations.

Methods

Overview
We conducted this systematic review following the Joanna
Briggs Institute guidelines for systematic reviews [31]. To
facilitate reproducible reporting, we present our results following
the PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) statement [32]. This review was
prospectively registered in PROSPERO (International
Prospective Register of Systematic Reviews; PROSPERO ID:
CRD42021246233). The protocol for this review has not been
published.

Search Strategy
We searched Ovid MEDLINE, Ovid Embase, Clarivate
Analytics Web of Science, Elsevier Scopus, and IEEE Xplore
databases from the date of inception to October 2020. The
following concepts were searched using subject headings
keywords as needed: cancer, tumor, oncology, machine learning,
artificial intelligence, performancemetrics, mortality, cancer
death, survival rate, and prognosis. The terms were combined
using AND/OR Boolean statements. A full list of search terms
along with a complete search strategy for each database used
is provided in Multimedia Appendix 1. In addition, we reviewed
the reference lists of each included study for relevant studies.

Study Selection
A total of 2 team members screened all the titles and abstracts
of the articles identified in the search for studies. A senior ML
researcher (CSG) resolved the discrepancies between the 2
reviewers. We then examined the full text of the remaining
articles using the same approach but resolved disagreements
via consensus. Studies were included if they (1) developed or
validated ML-based models predicting ≤1-year mortality for

patients of oncology, (2) made predictions using EHR data, (3)
reported model performance, and (4) were original research
published through a peer-reviewed process in English. We
excluded studies if they (1) focused on risk factor investigation;
(2) implemented existing models; (3) were not specific to
patients with cancer; (4) used only image, genomic, clinical
trial, or publicly available data; (5) predicted long-term (>1
year) mortality or survival probability; (6) created survival
stratification using unsupervised ML approaches; and (7) were
not peer-reviewed full papers. We defined short-term mortality
as death happening within ≤1 year after receiving cancer
diagnostics or certain treatments for this review.

Critical Appraisal
We evaluated the risk of bias (ROB) of each included study
using the prediction model ROB assessment tool [33]. A total
of 2 reviewers independently conducted the assessment for all
the included studies and resolved conflicts by consensus.

Data Extraction and Synthesis
For data extraction, we developed a spreadsheet based on the
items in the transparent reporting of a multivariable prediction
model for individual prognosis or diagnosis (TRIPOD) [34]
through iterative discussions. A total of 4 reviewers
independently extracted information about sampling, data
sources, predictive and outcome variables, modeling and
evaluation approaches, model performance, and model
interpretations using the spreadsheet from the included studies,
with each study extracted by 2 reviewers. Discrepancies were
discussed among all reviewers to reach a consensus. The
collected data items are available in Multimedia Appendix 2
[35]. To summarize the evidence, we grouped the studies using
TRIPOD’s classification for prediction model studies (Textbox
1) and summarized the data narratively and descriptively by
group. To estimate the performance of each ML algorithm, we
averaged the area under the receiver operating characteristic
curve (AUROC) for each type of ML algorithm across the
included studies and estimated SE for 95% CI calculation using
the averaged AUROC and pooled validation sample size for
each type of ML algorithm. In addition, we conducted a
sensitivity analysis to assess the impact of studies that were
outliers either on the basis of their sample size or their risk of
bias.
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Textbox 1. Types of prediction model studies.

Study type and definition

Type 1a

Studies develop prediction model or models and evaluate model performance using the same data used for model development.

Type 1b

Studies develop prediction model or models and evaluate the model or models using the same data used for model development with resampling
techniques (eg, bootstrapping and cross-validation) to avoid an optimistic performance estimate.

Type 2a

Studies randomly split data into two subsets: one for model development and another for model performance estimate.

Type 2b

Studies nonrandomly split data into two subsets: one for model development and another for model performance estimate. The splitting rule can be
by institute, location, and time.

Type 3

Studies develop and evaluate prediction model or models using 2 different data sets (eg, from different studies).

Type 4

Studies evaluate existing prediction models with new data sets not used in model development.

Note: The types of prediction model studies were summarized from Collins et al [34].

Results

Summary of Included Studies
Our search resulted in 970 unduplicated references, of which
we excluded 771 (79.5%) articles because of various reasons,

such as no ML involvement, not using EHR data, or no patient
with cancer involvement, based on the title and abstract screen.
After the full-text review, we included 1.5% (15/970) of articles
involving a total of 110,058 patients with cancer (Figure 1). We
have provided a detailed record of the selection process in
Multimedia Appendix 3 [36,37].

Figure 1. PRISMA (Preferred Reporting Item for Systematic Reviews and Meta-Analyses) flowchart diagram for the study selection process. ML:
machine learning.
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We present a characteristic summary of the included articles in
Table 1 [36-49]. Of the 15 included articles, 13 (87%) were
model development and internal validations, and 2 (13%) were
external validations of existing models. The median sample size
was 783 (range 173-26,946), with a median of 21 predictors
considered (range 9-5390). The target populations of the 15
articles included 5 (33%) with all types of cancer, 3 (20%) with
spinal metastatic diseases, 2 (13%) with liver cancer, and 1 (7%)
each with gastric cancer, colon and rectum cancer, stomach
cancer, lung cancer, and bladder cancer. Several algorithms
have been examined in many studies. The most commonly used
ML algorithms were artificial neural networks (8/15, 53%).
Other algorithms included gradient-boosted trees (4/15, 27%),
decision trees (4/15, 27%), regularized logistic regression (LR;
4/15, 27%), stochastic gradient boosting (2/15, 13%), naive

Bayes classifier (1/15, 7%), Bayes point machine (1/15, 7%),
and random forest (RF; 1/15, 7%). Of the 15 studies, 2 (13%)
tested their models in their training data sets by resampling
(type 1b), 9 (60%) examined their models using randomly split
holdout internal validation data sets (type 2a), 2 (13%) examined
with nonrandomly split holdout validation data sets (type 2b),
and 2 (13%) validated existing models using external data sets
(type 4). The frequent candidate predictors were demographic
(12/15, 80%), clinicopathologic (12/15, 80%), tumor entity
(7/15, 47%), laboratory (7/15, 47%), comorbidity (5/15, 33%),
and prior treatment information (5/15, 33%). The event of
interest varied across the studies, with 47% (7/15) for 1-year
mortality, 33% (5/15) for 180-day mortality, 13% (2/15) for
90-day mortality, and 7% (1/15) for 30-day mortality.
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Table 1. Characteristics of the included studies (N=15).

OutcomeInput features (total
number of features)

AlgorithmsSample sizeTreatmentStudy
type

CountryType of cancer
and study

ValidatingTestingTraining

All cancer

180-day
death

Comorbidity and

PROe for physical and
DTb, ANNc,

and NBd

N/AN/Aa543All1bBrazilSena et al
[38]

mental status assess-
ments (9)

180-day
death

Demographic, clinico-
pathologic, laboratory,
comorbidity, and

GBTf and RFgN/A795818,567All2aUnited
States

Parikh et al
[39]

electrocardiogram da-
ta (599)

180-day
death

Same as Parikh et al
[39]

GBT24,582N/AN/AAll4United
States

Manz et al
[37]

180-day
death

Demographic, clinico-
pathologic, gene muta-
tions, prior treatment,

DT, regular-

ized LRh, and
GBT

N/A955614,427All2aUnited
States

Bertsimas et
al [50]

comorbidity, use of
health care resources,
vital signs, and labora-
tory data (401)

180-day
death

Demographic, clinico-
pathologic, prescrip-
tion, comorbidity, lab-

GBTN/A911417,832All2bUnited
States

Elfiky et al
[43]

oratory, vital sign, and
use of health care re-
sources data and
physician notes
(5390)

Non–small cell lung cancer

1-year
death

Demographic, clinico-
pathologic, and tumor
entity data (17)

ANNN/A48125Curative
resection

2bJapanHanai et al
[44]

Gastric cancer

1-year
death

Demographic, clinico-
pathologic, tumor enti-
ty, and prior treatment
(20)

ANNN/AN/A452Surgery1bIranNilsaz-Dez-
fouli et al
[45]

Colon and rectum cancer

1-year
death

Demographic, clinico-
pathologic, tumor enti-

ty, comorbidity, ASAi

DT and regu-
larized LR

N/A964981Curative or
palliative
surgery

2aSpainArostegui et
al [46]

prior treatment, labora-
tory, operational data,
postoperational com-
plication, and use of
health care resources
data (32)

Stomach cancer

1-year
death

Demographic, clinico-
pathologic, and symp-

tom data (NRj)

ANNN/A136300Surgery2aIranBiglarian et
al [47]

Bladder cancer
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OutcomeInput features (total
number of features)

AlgorithmsSample sizeTreatmentStudy
type

CountryType of cancer
and study

ValidatingTestingTraining

90-day
death

Demographic, clinico-
pathologic, ASA, co-
morbidity, laboratory,
prior treatment, tomog-
raphy, and operational
data (NR)

Regularized
LR

N/A366733Radical
cystectomy

2aTurkeyKlén et al
[48]

Hepatocellular carcinoma

1-year
death

Demographic, clinico-
pathologic, tumor enti-
ty, comorbidity, ASA,
laboratory, opera-
tional, and postopera-
tional data (21)

ANNN/A87347Liver resec-
tion

2aTaiwanChiu et al
[49]

1-year
death

Donor demographic
data and recipient lab-
oratory, clinicopatho-
logic, and image data
(14)

ANNN/A60230Liver trans-
plant

2aChinaZhang et al
[40]

Spinal metastatic

30-day
death

Demographic, clinico-
pathologic, tumor enti-
ty, ASA, laboratory,
and operational data
(23)

ANN, SVMk,

DT, and BPMl

N/A3581432Surgery2aUnited
States

Karhade et
al [41]

90-day
death

Demographic, clinico-
pathologic, tumor enti-
ty, laboratory, opera-

tional, ECOGn,

ASIAo, and prior
treatment data (29)

SGBm, RF,
ANN, SVM,
and regular-
ized LR

N/A145587Surgery2aUnited
States

Karhade et
al [42]

1-year
death

ECOG, demographic,
clinicopathologic, tu-
mor entity, laboratory,
prior treatment, and
ASIA data (23)

SGB176N/AN/ACurative
surgery

4United
States

Karhade et
al [36]

aN/A: not applicable.
bDT: decision tree.
cANN: artificial neural network.
dNB: naive Bayes.
ePRO: patient-reported outcome.
fGBT: gradient-boosted tree.
gRF: random forest.
hLR: logistic regression.
iASA: American Sociological Association.
jNR: not reported.
kSVM: support vector machine.
lBPM: Bayes point machine.
mSGB: stochastic gradient boosting.
nECOG: Eastern Cooperative Oncology Group.
oASIA: American Spinal Injury Association.

ROB Evaluation
Of the 15 studies, 12 (80%) were deemed to have a high or
unclear ROB. The analysis domain was the major source of bias

(Figure 2). Of the 12 model development studies, 8 (67%)
provided insufficient or no information on data preprocessing
and model optimization (tuning) methods. Approximately 33%
(5/15) of studies did not report how they addressed missing
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data, and 13% (2/15) potentially introduced selection bias by
excluding patients with missing data. All studies clearly defined
their study populations and data sources, although none justified
their sample size. Predictors and outcomes of interest were also

well-defined in all studies, except for 20% (3/15) of studies that
did not specify their outcome measure definition and whether
the definition was consistently used.

Figure 2. Risk of bias assessment for the included studies. Risk of bias assessment result for each included study using prediction model risk of bias
assessment tool [15,35-49].

Model Performance
We summarize the performance of the best models from the
type 2, 3, and 4 studies (12/15,80%) in Table 2. We excluded
1 type 2b study as the authors did not report their performance
results in a holdout validation set. Model performance across
the studies ranged from acceptable to good, based on AUROC
ranging from 0.72 to 0.92. Approximately 40% (6/15) of studies
reported only the AUROC values, therefore, leaving some
uncertainty about model performance in correctly identifying
patients at risk of short-term mortality. Other performance
metrics were less reported and were sometimes indicative of
poor performance. Studies reported median accuracy 0.91 (range

0.86-0.96; 2/15, 13%), sensitivity 0.85 (range 0.27-0.91; 4/15,
27%), specificity 0.90 (0.50-0.99; 5/15, 33%), as well as the
positive predictive value (PPV) and the negative predictive
value of 0.52 (range 0.45-0.83; 4/15, 27%) and 0.92 (range
0.86-0.97; 2/15, 13%), respectively.

Among the ML algorithms examined, all algorithms were
similarly performed, with RF slightly better than the other
algorithms (Figure 3). Approximately 33% (5/15) of studies
compared their ML algorithms with statistical models
[39,47,48,50,51]. Differences in AUROC between the ML and
statistical models ranged from 0.01 to 0.11, with one of the
studies reporting a significant difference (Table 2).
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Table 2. Predicting performance for the best model for each study in a holdout internal or external validation data set (N=12).

Bench-
mark,
model (Δ
AUROC)

Calibra-
tion

NPVcPPVbSpeci-
ficity

Sensitiv-
ity

Accura-
cy

AU-

ROCa
Algo-
rithm

Mortali-
ty rate
(%)

Valida-
tion
sample

Train-
ing sam-
ple

Out-
come

Type of can-
cer and study

All cancer

—Well-fit0.970.450.990.27—f0.89GBTe4.224,582N/Ad180-day
death

Manz et
al [37]

LRh

(0.01)

Well-fit
at the
low-risk
group

—0.510.99—0.960.87RFg4.0795818,567180-day
death

Parikh et
al [39]

LR (0.11)——0.53—.600.870.87GBT5.6955614,427180-day
death

Bertsimas
et al [50]

—Well-fit—————0.83GBT18.4911417,832180-day
death

Elfiky et
al [43]

Gastrointestinal cancer

—Well-fit—————0.84DTi5.19649811-year
death

Arostegui
et al [46]

CPHk

(0.04)l

———0.850.80—0.92ANNj37.51363001-year
death

Biglarian
et al [47]

Patients with bladder cancer

ACCIm

univariate
model
(0.05)

——————0.72Regular-
ized LR

4.436673390-day
death

Klén et al
[48]

Patients with liver cancer

LR (0.08)———0.500.89—0.88ANN17873471-year
death

Chiu et al
[49]

——0.860.830.900.91—0.91ANN23.9602301-year
death

Zhang et
al [40]

Patients with spinal metastasis

—Well-fit—————0.78BPMn8.5358143230-day
death

Karhade
et al [41]

—Well-fit—————0.89SGBo54.31455861-year
death

Karhade
et al [42]

—Fairly
well-fit

—————0.77SGB56.2176N/A1-year
death

Karhade
et al [36]

aAUROC: area under the receiver operating characteristic curve.
bPPV: positive predictive value.
cNPV: negative predictive value.
dN/A: not applicable.
eGBT: gradient-boosted tree.
fNo data available
gRF: random forest.
hLR: logistic regression.
iDT: decision tree.
jANN: artificial neural network.
kCPH: Cox proportional hazard.
lSignificant at the α level defined by the study.
mACCI: adjusted Charlson comorbidity index.
nBPM: Bayes point machine
oSGB: stochastic gradient boosting.
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Figure 3. Pooled AUROC by machine learning (ML) algorithm. ANN: artificial neural network; AUROC: area under the receiver operating characteristic
curve; BPM: Bayes point machine; DT: decision tree; GBT: gradient-boosted tree; LR: logistic regression; RF: random forest; SGB: stochastic gradient
boosting; SVM: support vector machine.

Model Development and Evaluation Processes
Most articles (11/15, 73%) did not report how their training
data were preprocessed (Table 3). Authors of 27% (4/15) of
articles reported their methods for preparing numeric variables,
with 75% (3/4) using normalization, 25% (1/4) using
standardization, and 25% (1/4) using discretization.
Approximately 13% (2/15) of articles used one-hot encoding
for their categorical variables. Various techniques were used to
address missing data, including constant value imputation (3/15,
20%), multiple imputation (3/15, 20%), complete cases only
(2/15, 13%), probabilistic imputation (1/15, 7%), and the optimal
impute algorithm (1/15, 7%).

Of the 13 model development studies, 9 (69%) reported their
approaches for feature selection. The approaches, including 3
model-based variable importance, between-variable correlation,
zero variance, univariate Cox proportional hazard, forward
stepwise selection algorithm, recursive feature selection, and

parameter-increasing method, were used alone or in
combination. Concerning hyperparameter selection, 33% (5/15)
reported their methods to determine hyperparameters, with 60%
(3/5) using grid search and 2 (40%) using the default values of
the modeling software. Finally, 47% (7/15) used various
resampling approaches to ensure the generalizability of their
models. The N-fold cross-validation approach was the primary
strategy. Varying fold numbers were used, such as 10 (3/15,
20%), 5 (2/15, 13%), 4 (1/15, 7%), 3 repeats 10 (1/15, 7%), and
5 repeats 5-fold (1/15, 7%). One of the studies used the
bootstrapping method. Approximately 27% (4/15) of studies
did not report whether resampling was performed.

Of the 15 studies, 12 (80%) used variable importance plots to
interpret their models, 3 (20%) included decision tree rules, and
2 (13%) included coefficients to explain their models in terms
of prediction generation. Other model interpretation approaches,
including local interpretable model-agnostic explanations and
partial dependence plots, were used in 7% (1/15) of studies.
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Table 3. The Model development processes and evaluations used in the included studies.

InterpretationModel optimizationData preprocessingType and study

Generalizability

consideration

Hyperparameter

value selection

Feature

selection

Missing dataCategorical

variables

Numeric variables

Type 1b

VId10-fold CVcSoftware defaultNoneNRbN/AaNormalizationSena et al
[38]

VI5×5-fold CVGrid searchVINRNRNRNilsaz-Dez-
fouli et al
[45]

Type 2a

VI and coeffi-
cient

5-fold CVGrid searchZero variance
and between-
variable corre-
lation

Constant value
imputation

NRNRParikh et al
[39]

VINRNRLASSOe LRfComplete cases
only

NRNRKlén et al
[48]

VI, PDPh, and

LIMEi

3×10-fold CVNRRFgmissForest mul-
tiple imputation

NRNRKarhade et
al [42]

NR10-fold CVNRRecursive fea-
ture selection

Multiple imputa-
tion

NRNRKarhade et
al [41]

VI and decision
tree rules

BootstrappingSoftware defaultRF variable
importance

Constant value
imputation

One-hot en-
coding

DiscretizationArostegui et
al [46]

VI and decision
tree rules

NRNRNoneOptimal impute
algorithm

NRNRBertsimas et
al [50]

VINRNRUnivariate
Cox propor-

Complete cases
only

NRNRChiu et al
[49]

tional hazard
model

VI10-fold CVNRForward step-
wise selection
algorithm

NROne-hot en-
coding

NormalizationZhang et al
[40]

NRNRNRNoneNRNRNRBiglarian et
al [47]

Type 2b

VI4-fold CVGrid searchNoneProbabilistic
imputation

NRNRElfiky et al
[43]

VI5-fold CVNRBetween-vari-
able correla-

tion and PIMj

NRNRStandardizationHanai et al
[44]

Type 4

VI and coeffi-
cient

N/AN/AN/AConstant value
imputation

NRNRManz et al
[37]

NRN/AN/AN/AmissForest mul-
tiple imputation

NRNRKarhade et
al [36]

aN/A: not applicable.
bNR: not reported.
cCV: cross-validation.
dVI: variable importance.
eLASSO: least absolute shrinkage and selection operator.
fLR: logistic regression.
gRF: random forest.
hPDP: partial dependence plot.

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e33182 | p.29https://medinform.jmir.org/2022/3/e33182
(page number not for citation purposes)

Lu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


iLIME: local interpretable model-agnostic explanation.
jPIM: parameter-increasing method.

Solutions for Class Imbalance
All included studies reported that the mortality rate of their
samples experienced some degree of class imbalance (Table 3).
The median mortality rate was 20.0% (range 4%-56.2%), with
2.8 deaths in training samples per candidate predictor (range
0.5-12.3) in training samples. A type 1 study discussed the
potential disadvantage of the issue and used a downsampling
approach to handle imbalanced data. No information was
provided on how the downsampling approach was conducted
and its effectiveness on model performance in an unseen data
set.

Sensitivity Analysis
Owing to the small number of included studies, we conducted
a sensitivity analysis by including 1 study per research group
to avoid the disproportionate effects of studies from a single
group on our model performance and modeling practice
evaluation. We observed similar issues concerning model
development and evaluation practice after removing the studies
by Manz et al [37] and Karhade et al [36,41]. For model
performance, all algorithms still demonstrated good
performance, with a median AUROC of 0.88 ranging from 0.81
to 0.89 (Multimedia Appendix 4 [36,37,41]). We detected
changes in AUROC for all algorithms except RF and regularized
LR (ranging from −0.008 to 0.065). Stochastic gradient boosting
and support vector machine algorithms had the greatest changes
in AUROC (ΔAUROC=0.06 and 0.065, respectively). However,
the performance of these models in the sensitivity analysis may
not be reliable as both algorithms were examined in the same
study using a small sample (n=145).

Discussion

Principal Findings
Mortality prediction is a sensitive topic that, if done correctly,
could assist with the provision of appropriate end-of-life care
for patients with cancer. ML-based models have been developed
to support the prediction; however, the current evidence has not
yet been systematically examined. To fill this gap, we performed
a systematic review evaluating 15 studies to summarize the
evidence quality and the performance of ML-based models
predicting short-term mortality for the identification of patients
with cancer who may benefit from palliative care. Our findings
suggest that the algorithms appeared to have promising overall
discriminatory performance with respect to AUROC values,
consistent with previous studies summarizing the performance
of ML-based models supporting mortality predictions for other
populations [16-19]. However, the results must be interpreted
with caution because of the high ROB across the studies, as
well as some evidence of the selective reporting of important
performance metrics such as sensitivity and PPV, supporting
previous studies reporting poor adherence to TRIPOD reporting
items in ML studies [52]. We identified several common issues
that could lead to biased models and misleading model
performance estimates in the methods used to develop and

evaluate the algorithms. The issues included the use of a single
performance metric, incomplete reporting of or inappropriate
data preprocessing and modeling, and small sample size. Further
research is needed to establish a guideline for ML modeling,
evaluation, and reporting to enhance the evidence quality in this
area.

We found that the AUROC was predominantly used as the
primary metric for model selection. Other performance metrics
have been less discussed. However, the AUROC provides less
information for determining whether the model is clinically
beneficial, as it equally weighs sensitivity and specificity
[53,54]. For instance, Manz et al [37] reported a model
predicting 180-day mortality for patients with cancer with an
AUROC of 0.89, showing the superior performance of the model
[37]. However, their model demonstrated a low sensitivity of
0.27, indicating poor performance in identifying individuals at
high risk of 180-day death. In practice, whether to stress
sensitivity or specificity depends on the model’s purpose. In
the case of rare event prediction, we believe that sensitivity will
usually be prioritized. Therefore, we strongly suggest that future
studies report multiple discrimination metrics, including
sensitivity, specificity, PPV, negative predictive value, F1 score,
and the area under the precision–recall curve, to allow for a
comprehensive evaluation [53-55].

We found no clear difference in performance between general
and cancer-specific ML models for short-term mortality
predictions (AUROC 0.87 for general models vs 0.86 for
cancer-specific models). This finding aligns with a study
reporting no performance benefit of disease-specific ML models
over general ML models for hospital readmission predictions
[56]. However, among the 15 included studies, 10 (67%)
examined ML performance in short-term mortality for only a
few types of cancer, which resulted in the ML in most cancer
types remaining unexplored and compromising the comparison.
In fact, a few disease-specific models examined in this review
demonstrated exceptional performance and have the potential
to provide disease-specific information to better guide clinical
practice [40,47]. As such, we recommend that more research
test ML models using various oncology-specific patient cohorts
to predict short-term mortality to enable a full understanding
of whether disease-specific ML models can bring advantages
over limitations, such as higher development and
implementation cost.

Only 33% (5/15) of the included studies compared their model
with a traditional statistical model, such as univariate or
multivariate LR [39,47,48,50,51]. Of the 15 studies, 1 (7%)
reported that ML models were statistically more accurate,
although all studies reported a superior AUROC of their ML
models compared with statistical predictive models. This finding
supports previous studies that reported that the performance
benefit of ML over conventional modeling approaches is unclear
at the current stage [57]. Thus, although we argue that the
capacity of ML algorithms in dealing with nonlinear,
high-dimensional data could benefit clinical practice by
identifying additional risk factors for intervening to improve
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patient outcomes beyond predictive performance, we encourage
researchers to benchmark their ML models against conventional
approaches to highlight the performance benefit of ML.

Our review suggests that the sample size consideration is
missing for ML studies in the field, which is consistent with a
previous review [58]. In fact, none of the included studies
justified the appropriateness of their sample size, given the
number of candidate predictors used in model development.
Simulation studies have suggested that most ML modeling
approaches require >200 data points related to the outcome per
candidate predictor to reach a stable performance and mitigate
optimistic models [59]. Unfortunately, none of the included
studies met this criterion. Thus, we recommend that future
studies justify the appropriateness of their sample size and use
feature selection and dimensional reduction techniques before
modeling to reduce the number of candidate predictors if a small
sample is inevitably used.

Most studies used imbalanced data sets without additional
procedures to address the issue, such as over- or downsampling.
The effects of class-imbalanced data sets are unclear as
sensitivity was often unreported and widely varied when it was
reported. A study used a downsampling technique to balance
their data set [38]. However, the authors did not report their
model performance in a holdout validation data set. Thus, the
effectiveness of this approach is unknown. Moreover, the
effectiveness of other approaches, such as the synthetic minority
oversampling technique [60], remains unexamined in this
context. Further research is needed to examine whether these
approaches can further improve the performance of ML models
in predicting cancer mortality.

Most ML models predicting short-term cancer mortality were
reported without intuitive interpretations of the prediction
processes. It has been well-documented that ML acceptance by
the larger medical community is limited because of the limited
interpretability of ML-based models [53]. Despite the
widespread use of variable importance analysis to reveal
essential factors for the models in the included studies, it is
unknown how the models used the factors to generate the
predictions [61]. As the field progresses, global and local model
interpretation approaches have been developed to explain ML
models intuitively and visually at a data set and instance level
[61]. The inclusion of these analyses to provide an intuitive
model explanation may not only gain medical professionals’
trust but also provide information guiding individualized care

plans and future investigations [62]. Therefore, we highly
recommend that future studies unbox their models using various
explanation analyses in addition to model performance.

Limitations
This review has several limitations. First, we did not
quantitatively synthesize the model performance because of the
clinical and methodological heterogeneity of the included
studies. We believe that a meta-analysis of the model
performance would provide clear evidence but should be
conducted with enough homogeneous studies [63]. Second, the
ROB of the studies may be inappropriately estimated because
of the use of the prediction model ROB assessment tool
checklist, which was developed for appraising predictive
modeling studies using multivariable analysis. Some items may
not apply, or additional items may be needed because of the
differences in terminology, theoretical foundations, and
procedures between ML-based and regression-based studies.
Finally, the results of this review may be affected by reporting
bias as we did not consider studies published outside of scientific
journals or in non-English languages. Furthermore, our results
could be compromised by the small number of included studies
and the inclusion of studies by the same group (eg, 3 studies
from Karhade et al [36,41,42]). However, we observed similar
issues with model development and performance in our
sensitivity analysis, suggesting that our evaluation likely reflects
the current evidence in the literature. Despite these limitations,
this review provides an overview of ML-based model
performance in predicting short-term cancer mortality and leads
to recommendations concerning model development and
reporting.

Conclusions
In conclusion, we found signs of encouraging performance but
also highlighted several issues concerning the way algorithms
were trained, evaluated, and reported in the current literature.
The overall ROB was high, and there was substantial uncertainty
regarding the development and performance of the models in
the real world because of incomplete reporting. Although some
models are potentially clinically beneficial, we must conclude
that none of the included studies produced an ML model that
we considered suitable for clinical practice to support palliative
care initiation and provision. We encourage further efforts to
develop safe and effective ML models using modern standards
of development and reporting.
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Abstract

Background: Health kiosks are publicly accessible computing devices that provide access to services, including health information
provision, clinical measurement collection, patient self–check-in, telemonitoring, and teleconsultation. Although the increase in
internet access and ownership of smart personal devices could make kiosks redundant, recent reports have predicted that the
market will continue to grow.

Objective: We seek to clarify the current and future roles of health kiosks by investigating the settings, roles, and clinical
domains in which kiosks are used; whether usability evaluations of health kiosks are being reported, and if so, what methods are
being used; and what the barriers and facilitators are for the deployment of kiosks.

Methods: We conducted a scoping review using a bibliographic search of Google Scholar, PubMed, and Web of Science
databases for studies and other publications between January 2009 and June 2020. Eligible papers described the implementation
as primary studies, systematic reviews, or news and feature articles. Additional reports were obtained by manual searching and
querying the key informants. For each article, we abstracted settings, purposes, health domains, whether the kiosk was opportunistic
or integrated with a clinical pathway, and whether the kiosk included usability testing. We then summarized the data in frequency
tables.

Results: A total of 141 articles were included, of which 134 (95%) were primary studies, and 7 (5%) were reviews. Approximately
47% (63/134) of the primary studies described kiosks in secondary care settings. Other settings included community (32/134,
23.9%), primary care (24/134, 17.9%), and pharmacies (8/134, 6%). The most common roles of the health kiosks were providing
health information (47/134, 35.1%), taking clinical measurements (28/134, 20.9%), screening (17/134, 12.7%), telehealth (11/134,
8.2%), and patient registration (8/134, 6.0%). The 5 most frequent health domains were multiple conditions (33/134, 24.6%),
HIV (10/134, 7.5%), hypertension (10/134, 7.5%), pediatric injuries (7/134, 5.2%), health and well-being (6/134, 4.5%), and
drug monitoring (6/134, 4.5%). Kiosks were integrated into the clinical pathway in 70.1% (94/134) of studies, opportunistic
kiosks accounted for 23.9% (32/134) of studies, and in 6% (8/134) of studies, kiosks were used in both. Usability evaluations of
kiosks were reported in 20.1% (27/134) of papers. Barriers (e.g., use of expensive proprietary software) and enablers (e.g., handling
of on-demand consultations) of deploying health kiosks were identified.

Conclusions: Health kiosks still play a vital role in the health care system, including collecting clinical measurements and
providing access to web-based health services and information to those with little or no digital literacy skills and others without
personal internet access. We identified research gaps, such as training needs for teleconsultations and scant reporting on usability
evaluation methods.

(JMIR Med Inform 2022;10(3):e26511)   doi:10.2196/26511

KEYWORDS

kiosk; health systems; internet; review; online health information; telemonitoring; teleconsultation; consultation; telemedicine;
behavior; promotion; health service; user experience; barrier; facilitator; remote consultation; mobile phone
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Introduction

Rationale
Health kiosks are publicly accessible computing devices used
to provide access to a variety of services in the health care
system. In a 2009 review, Jones [1] classified health kiosks as
(1) opportunistic, placed in locations and waiting for use, and
(2) integrated, designed into the clinical process. Seven possible
roles for health kiosks were identified: taking medical histories,
health promotion, self-assessment, consumer feedback, patient
registration, patient access to records, and remote consultations.

At that time, 65% of households in the United Kingdom had
internet access. By 2020, internet access had increased to 96%
of households, most (98%) with a fixed broadband connection
and 64% of households having internet access through mobile
devices [2]. Older people have started to close the digital gap
with younger age groups: recent internet use (the preceding 3
months) increased from 52% to 83% among individuals aged
65 to 74 years and from 20% to 47% among adults aged ≥75
years from between 2011 and 2019 [3]. Smartphone and tablet
ownership in the United Kingdom has increased from 26% and
2% in 2011 to 78% and 58% in 2018, respectively [4]. These
trends were also reflected worldwide. For example, 318,000
health-related apps for smartphones and tablets were listed in
the app stores as of 2019 [5].

Data from the International Telecommunication Union show
that these trends are reflected worldwide:

• The percentage of the world population with access to the
internet increased from 26% (1.8 billion people) in 2009
to 51% (4 billion people) in 2019, broken down regionally
as follows: 7% to 6% to 28.6% in Africa, 20.6% to 54.6%
in the Arab States, 19% to 44.5% in Asia and the Pacific,
24.3% to 72.8% in the Commonwealth of Independent
States, 59.6% to 82.5% in Europe, and 46.3% to 76.7% in
the Americas.

• The number of mobile phone subscriptions per 100 people
worldwide increased from 68 in 2009 to 107.8 in 2019
(meaning that in 2019 some people had more than one
subscription).

• Fixed broadband connections per 100 people worldwide
increased from 6.9 in 2009 to 14.8 in 2019. [6].

However, these developments do not make health kiosks
redundant.

Despite these trends, various authors predict continued and even
growing use of kiosks. Chen [7] has predicted that telehealth
kiosks will be widespread by 2023. Similarly, a recent blog
piece by Kochelek [8] has stated that health kiosks will be
essential in the changing medical landscape for the following
reasons: (1) kiosks will streamline patient check-in; (2)
human-to-human contact will be minimized by the use of kiosks,
which is vital during the coronavirus pandemic; and (3)
telehealth kiosks placed in private areas of strategic locations
will provide access to patient care for the public, and kiosks in
group homes can also provide care for individuals who are
immune compromised, reducing the need for travel and the risk
of exposure. Thus, in contrast to expectations of the death of

kiosks because of the use of mobile technologies, an alternative
view is that health kiosks will still be a major part of the digital
health landscape in the foreseeable future.

With the above in mind, we saw the need to investigate the
evolution of the roles of health kiosks in the past decade and
what possible roles they may play in the future. We were aware
that there may have been reviews of health kiosks published
since the work of Jones [1] in 2009, and an investigation by one
of the authors revealed that the latest review before starting this
one was published in 2013. As there have been great changes
technologically in the past 7 years, the authors believed
conducting a new review of the literature about health kiosks
was justified.

Background

Health Kiosks Versus Personal Smart Devices
As mentioned previously, the roles played by kiosks a decade
ago may now be performed by personal smart devices
(smartphones and tablets), especially in the delivery of health
information. In 2019, 79% of adults (aged ≥18 years) in the
United Kingdom owned a smartphone, and tablet ownership
was estimated at 58%. However, this is subject to age
differences, as only 40% of adults aged ≥65 years own
smartphones [9,10]. Thus, health kiosks still play a role in
providing access to health services to this segment of the
population.

Even for smartphone and tablet owners, health information
delivery via kiosks may still be useful as the information can
be tailored, vetted, and delivered at the point of service.
Although this may also be possible through smartphone apps,
the app would need to be properly accredited and evaluated for
accuracy, and the user would need to download it to their phone
for it to be useful. However, tailored and vetted information
delivered by a kiosk is already available without any further
action on the part of the user.

The collection of clinical measurements is where health kiosks
currently outperform personal smart devices. Although there
are clinical measurement devices that can be connected to
smartphones and tablets, such as blood pressure (BP) monitors,
heart rate trackers, and glucose monitors, they have not yet
become widespread in use. Health kiosks with linked
measurement devices, such as stethoscopes, otoscopes,
dermatoscopes, pulse oximeters, and BP monitors, can collect
clinical data for telemonitoring or synchronous teleconsultations.

Health Kiosks for Remote Consultation

Overview
Teleconsultations are now also possible on smart devices or
PCs without the need for a health kiosk. As reported in the news,
during the lockdown period caused by the COVID-19 pandemic
of 2020, only 7 of 100 general practitioner (GP) consultations
were performed face to face, with the rest being done remotely.
However, it is interesting to note that most of these consultations
were still being conducted through telephone or text [11,12].
The news article also stated that there were still situations where
patients needed to attend a practice in person, such as when BP
or oxygen saturation needed to be read. These readings can be
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obtained using a properly equipped health kiosk. In a way, this
is analogous to the existing situation of web-based banking apps
and cash machines. The availability of web-based banking has
not done away with the need for cash points, and banks have
not yet relegated them to the scrap heap. Although web-based
consultations can be facilitated through mobile devices, a
substantial number of such encounters will require some
physical examination or measurement using diagnostic
instruments, which health kiosks can provide in lieu of
face-to-face consultations. Manufacturers now provide solutions
where health kiosks could be reconceptualized as health pods,
similar to photo booths, with a private space to have
consultations along with a range of devices performing
point-of-care clinical measurements (eg, BP monitors, pulse
oximeters, and stethoscopes). This is particularly useful in rural,
remote, and deprived communities. There are several telehealth
kiosk products currently on offer that follow this model. Some
examples of these are the kiosks offered by MedicSpot, Amwell,
RPM Solutions, and H4D.

MedicSpot is a web-based GP service in the United Kingdom
that allows patients to connect to a physician via kiosks placed
in pharmacies. It is available at ≥300 locations across the United
Kingdom. The kiosk is available for walk-in consultations
without appointments and contains medical equipment for
examinations. The service provides patients access to a
connected stethoscope; pulse oximeter; BP monitor; contactless
thermometer; and an inspection camera to check the ear, nose,
and throat. This is a private service that charges £39 (US $51.70)
per consultation. MedicSpot has recently partnered with the
British supermarket chain Asda to offer in-store GP video
consultations with diagnostics [13-16].

The kiosk line of Amwell, which is based in Massachusetts,
United States, comprises a fully enclosed kiosk model,
freestanding open console kiosk, and tabletop kiosk model. All
models include a touchscreen interface, integrated camera, credit
card reader, handset for private audio, and sanitation features.
They can be equipped with biometric and clinical measurement
devices that allow virtual monitoring of a patient’s vital signs
in real time. These include stethoscopes, otoscopes, pulse
oximeters, BP cuffs, dermatoscopes, and thermometers [17].
Signs of Amwell’s growing strength in the telehealth market
include a report that the company would be going public later
in 2020, as well as raising US $194 million in funding by May
2020 [18].

Meanwhile, H4D, a health technology start-up based in Paris,
France, completed a €15 million (US$ 16.4 million) round of
funding in June 2020. H4D developed a telemedicine platform
centered on the Consult Station, which is a connected
telemedicine booth. It comprises all the necessary instruments
and sensors for physicians to consult with patients via
videoconference. The Consult Station has been deployed to
ensure continuity of care and treatment for patients who are
chronically ill and cannot be safely treated in traditional health
care facilities.

It is worth noting that the abovementioned implementations
were all in the private health sectors of the United Kingdom,
the United States, and France. The adoption of health kiosks

for teleconsultation by government-run health systems has been
slow because of the strict rules for suppliers of equipment.
Publicly funded health systems require evidence from numerous
trials before adopting new technologies.

Health Kiosks for Responding to the COVID-19
Pandemic
Health authorities such as the World Health Organization and
the Centers for Disease Control and Prevention have strongly
urged ways of minimizing physical contact between patients
and health care providers, otherwise known as medical
distancing. Telehealth services are rapidly becoming one of the
primary methods of reducing health care–related COVID-19
transmissions and protecting health personnel [19]. Telehealth
kiosks equipped with monitoring and clinical measurement
devices will allow comprehensive medical examination of the
patient while maintaining medical distancing. The need for
medical distancing is one of the drivers of the increased adoption
of telemedicine kiosks.

In response to the COVID-19 pandemic, Elephant Kiosks
(Cornwall, United Kingdom) introduced the COVID-19
Reception Kiosk, which offers the first point of contact for
visitors and staff in workplaces, care homes, schools, and other
public places. It offers an integrated contactless temperature
check, a COVID-19 questionnaire, and email alerts to managers
or the reception. It meets the infection control guidance and can
be used to support contact tracing [20].

The H4d Consult Station has also been used to support hospitals
during the COVID-19 pandemic, notably the Ramsay Health
Vert-Galant Hospital’s emergency department (ED). The station
was used to provide an initial screen and detect suspected
COVID-19 cases. Using the Consult Station, the hospital was
able to substantially reduce nurses’ intake time and protect them
from the virus [21,22].

Health Kiosks for Remote and Rural Locations
One of the benefits of telehealth kiosks is making medical and
specialist care available to remote places that medical
professionals rarely visit. These places can be remote rural areas
with poor infrastructure in countries such as India and Canada
[23-25] or geographically remote places such as island
communities or offshore installations, such as Scotland [26].

In their study, Nachum et al [27] found that in the United States,
those who used teleconsultation kiosks were significantly more
likely to be visitors to the area rather than local people,
suggesting that a visit to the kiosk represented an opportunity
to access care when not familiar with local services. This could
suggest that the implementation of kiosks in areas experiencing
high levels of tourism could help with their impact on health
care provision. For example, the remote region of Cornwall,
located on the southwesterly peninsula of the United Kingdom,
sees as many as 4 million tourism trips each year, predominantly
in the summer, putting huge pressure on infrastructure, including
health care services [28]. In 2004, the estimated cost of the
provision of primary health care to nonresidents in Cornwall
was £4.7 million (US $6.23 million) [29]. The deployment of
teleconsultation kiosks to cater to nonresidents could ease the
pressure on local health services, especially if less urgent
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conditions could be managed by an autonomous mode of
operation, with more urgent cases being seen live by a remote
health care professional.

Objective
To clarify how the role of health kiosks has evolved in the past
decade and what roles they may play in the future, we conducted
a scoping review. The primary objectives of this review are to
describe the scope of kiosk use in health care (by patients, health
care providers, or the general public), examine the roles played
by health kiosks in the health care system, and investigate the
barriers to and facilitators of the deployment of kiosks. We have
developed the following research questions to address these
objectives:

• What are the settings and health domains in which health
kiosks are deployed, and what health services are they
delivering?

• Are health kiosk interventions evaluated for usability, which
has been identified as being important for effective digital
health [30-32]?

• Finally, what are the barriers to and facilitators of the
deployment of kiosks, especially for teleconsultation (eg,
resources, infrastructure, and training [33])?

Methods

Overview
A scoping review is defined as a type of research synthesis that
aims to “map the literature on a particular topic or research area”
[34,35]. We undertook a scoping review of the published
literature, as well as the gray literature available from websites
and social media. To ensure that this was comprehensive, we
also identified key informants from the contacts database of the
Ehealth Productivity and Innovation in Cornwall and the Isles
of Scilly Project [36], and through a Google search, we gathered
information from them via emails and video calls.

Definition of Health Kiosk
Computerized health kiosks have been defined as “freestanding
units containing computer programs that provide users with
information or services.” [37]. For this review, we used the
following definition of health kiosks: public access computing
devices providing or collecting information at any point in the
health care journey. Kiosks are normally owned by a health
service provider but used by various members of the public.
Health application software (apps) were only included if they
were made available on a public access device; if they were
installed on personally owned devices such as smartphones,
tablets, laptops, and desktop computers, they were excluded.

Study Eligibility
Articles were included if they met the following criteria:

• Were about an actual implementation of a health kiosk and
not a specification or nonfunctional prototype

• Were published in peer-reviewed publications, trade
publications, and web-based health information technology
publications

• Were published in the English language

• Were published between January 1, 2009, and June 1, 2020;
we chose this period to update the previous review by Jones
[1], which was published in 2009

Articles were excluded if they were design proposals for kiosks
or nonfunctioning prototypes, if the device was a personal smart
device rather than a publicly accessible device, or if they were
in a language other than English.

Information Sources and Search Terms
The first source was published in the literature. We searched
three electronic literature databases: Web of Science, PubMed
(including MEDLINE), and Google Scholar.

The primary search term was health kiosk, which we used for
all 3 databases. We trialed using the search terms[health]AND
[kiosk] AND[touchscreen]

As used in previous reviews, this resulted in the inclusion of
papers mostly about personal smart devices such as smartphones
and tablets, which we did not classify as kiosks.

The final search terms were as follows:

• PubMed:
((health[MeSH Terms] OR health[All Fields] OR health
s[All Fields] OR “healthful”[All Fields] OR
healthfulness[All Fields] OR healths[All Fields]) AND
(kiosk[All Fields] OR kiosks[All Fields])) AND
((2009/1/1:2020/6/1[pdat]) AND (english[Filter]))

• Web of Science (advanced search):
ALL=health AND ALL=kiosk

• Google Scholar (advanced search): exact phrase
health kiosk
anywhere in the article between 2009 and 2020

Gray literature and social media were also searched using the
Google search engine for reports and publications on relevant
websites, as well as the search function on two social media
websites: Facebook and Twitter. Key informants (kiosk
manufacturers) were identified through a Google search and
the contact database of the Ehealth Productivity and Innovation
in Cornwall and the Isles of Scilly Project; they were contacted
via email and video calls. We asked the manufacturers about
the use cases of their kiosk offerings, training needs for kiosk
use, barriers and facilitators for successful deployment, and any
relevant publications. A total of 3 kiosk manufacturers from
around the world responded to our inquiries.

Study Selection
We collated citations from the literature search using the
Mendeley (Elsevier) reference management software, and
duplicate citations were eliminated. Author IDM screened the
titles and abstracts to determine whether the study met the
inclusion criteria. The studies were classified as either included
or excluded. All articles classified as included had their full text
retrieved for further review. DA, KE, and IDM then
independently evaluated the full text of each study according
to the agreed inclusion criteria. Disagreements were resolved
by voting, with the third member serving as the tiebreaker.
Critical appraisal was not performed as we did not compare
study results, and streamlining of methods is acceptable in a
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scoping review [35]. We have presented the search results in a
PRISMA (Preferred Reporting Items for Systematic Reviews

and Meta-Analyses) flow diagram (Figure 1). A total of 141
articles met the inclusion criteria after a full-text review.

Figure 1. Diagram of articles reviewed for inclusion.

Data Extraction and Analysis
A data extraction form was created based on the table of
published studies on health kiosks used in the paper by Jones
[1]. The extracted data items included the setting, number of
kiosks, year of publication, country of implementation, type of
access to the kiosk (opportunistic or referred), purpose of the
kiosk, health conditions targeted by the kiosk, and whether and
how the kiosk was evaluated for usability. Other significant
information about the kiosk study was included as comments.
DA, KE, and IDM performed the data extraction. The results
were then encoded into a Microsoft Excel spreadsheet. IDM
rechecked the data extraction table for consistency, with
differences in coding resolved through discussions among IDM,
DA, and KE. Frequency tables and graphs were constructed
using R (version 4.2.0) [38].

Results

Overview
We present the results of our literature search as follows: (1)
settings, purposes, and conditions addressed by the kiosks in
the included papers; (2) country of publication; (3) year of
publication; (4) type of kiosk access; (5) patient self–check-in
kiosks; (6) reporting on the usability evaluation of kiosks; (7)
telemonitoring and teleconsultation kiosks, training needs, and
barriers to and enablers of adoption.

Identified Publications
We identified 141 publications (Multimedia Appendix 1
[1,39-126]) by searching the PubMed (MEDLINE), Web of

Science, and Google Scholar databases (Figure 1). All but 5%
(7/141) were primary articles describing health kiosk
implementations in clinical or community settings. Of the 7
systematic reviews, 3 (43%) were general reviews [1,39,40], 3
(43%) reviewed kiosks used for particular purposes (health
information) [41-43], and 1 (14%) reviewed studies on kiosks
used for BP monitoring [44]. The characteristics of the 141
included studies are summarized in Multimedia Appendix 1.

Settings, Purposes, and Conditions
In the 134 primary studies, the most frequent setting (n=61,
47%) was secondary care, which was subdivided into specialty
and outpatient clinics (n=34, 54%), EDs (n=26, 43%), and
inpatient settings (n=5, 8%). The most frequently cited purpose
(45/134, 33.6%) was providing health information (Table 1).
Kiosk implementation most frequently targeted multiple health
domains or conditions, followed by HIV. The setting specialty
clinics included clinics such as sexual health and cancer clinics,
where patients are referred from primary care and hospital
department outpatient clinics. EDs are acute care centers,
including accident and EDs within hospitals. Primary care
settings included general practices, family medicine clinics, and
community clinics. Community refers to the settings in which
kiosks were deployed in nonclinical venues, including churches
[45,46] and community centers [45,47]. Multiple refers to the
implementation of kiosks in multiple categories; for example,
in both a community pharmacy (retail outlet for medications
and other health care–related products) and a library [48] or
simultaneously in a nonclinical (eg, a social service agency, a
church, a school, and a coffee shop) and a clinical (primary care
clinic) setting [49].
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Table 1. Summary of settings, purposes, and health domains for the primary studies (N=134).

Values, n (%)Categories

Settings

63 (47)Secondary care

34 (54)Specialty clinic

26 (41)Emergency department

5 (8)Hospital inpatient

32 (23.9)Community

24 (17.9)Primary care

8 (6)Pharmacy

7 (5.2)Multiple

Purposes

47 (35.1)Health information

28 (20.9)Clinical measurements

17 (12.7)Screening

11 (8.2)Telehealth

8 (6)Patient registration

6 (4.5)Patient feedback

6 (4.5)Medication adherence

5 (3.7)Patient outcomes data

3 (2.2)Other

3 (2.2)Patient triage

Health domains

33 (24.6)Multiple conditions

10 (7.5)HIV

10 (7.5)Hypertension

7 (5.2)Pediatric injuries

6 (4.5)Health and well-being

6 (4.5)Medication

5 (3.7)Cardiovascular disease

4 (3)Mental health

4 (3)Sexual health

3 (2.2)Acute care—emergency department

3 (2.2)Dementia

43 (32.1)Others

Table 2 shows the purposes of the kiosks arranged according
to the setting. The most frequent purpose of kiosks in secondary
care settings was health information, followed by screening and
patient registration. In primary care settings, the most frequent
purpose was likewise health information, followed by clinical
measurements and medication adherence. This agrees with the

findings of a review by Joshi and Trout [42], where most (58%)
health information kiosks were found in clinical settings. The
review concluded that health information kiosks were feasible
mediums for disseminating health information among various
users in clinical and community settings, particularly if
computer-based tailoring is used.
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Table 2. Purposes of the most frequent settings (N=134).

Total, n (%)Settings, n (%)Purpose

Multiple (n=7)Pharmacy (n=8)Primary care
(n=24)

Community
(n=32)

Secondary care
(n=63)

47 (35.1)4 (57)1 (13)12 (50)7 (22)23 (37)Health information

28 (20.9)1 (14)5 (63)7 (29)12 (28)3 (5)Clinical measurements

17 (12.7)0 (0)0 (0)1 (4)4 (13)12 (19)Screening

11 (8.2)2 (29)1 (13)0 (0)8 (25)0 (0)Telehealth

8 (6)0 (0)0 (0)1 (4)0 (0)7 (11)Patient registration

6 (4.5)0 (0)0 (0)1 (4)0 (0)5 (8)Patient feedback

6 (4.5)0 (0)0 (0)0 (0)0 (0)6 (10)Patient outcomes data

5 (3)0 (0)0 (0)2 (8)0 (0)3 (5)Medication reconciliation

3 (2.2)0 (0)1 (13)0 (0)1 (3)1 (2)Other

3 (2.2)0 (0)0 (0)0 (0)0 (0)3 (5)Patient triage

For kiosks installed in community settings and retail pharmacies,
the most frequent purpose was to collect clinical measurements.

For kiosks installed in specialty and outpatient clinics in
secondary care, sexual health was the most frequent condition
addressed by kiosks (4/134, 3%) [50-53], followed by
breastfeeding (3/134, 2.2%) [54,55], cancer (2/134, 1.5%)
[56,57], chronic kidney disease (2/134, 1.5%) [58,59], HIV
(2/134, 1.5%) [60,61], mental health (2/134, 1.5%) [62,63], and
orthopedics (2/134, 1.5%) [64,65], with other conditions making
up the remaining implementations (12/134, 9%), as shown in
Table 3.

In kiosks deployed in EDs, the most frequently encountered
health domains were HIV, acute care, and asthma. The HIV
screening process in the ED was streamlined using kiosks
(7/134, 5.2%) [66,67]. The privacy and relative anonymity of
HIV screening via kiosks are reasons cited for the successful
deployment of kiosks for this purpose, as patients preferred
screening via kiosks rather than by a person, possibly as they
felt more secure disclosing intimate details to a computer screen
than to a person [68,69]. Kiosks were also able to increase
patient knowledge about HIV testing [60,61,70]. Other
conditions that were screened using kiosks were dementia
(3/134, 2.2%), mental health (2/134, 1.5%), domestic
violence/home safety (2/134, 1.5%), alcohol and drug use
(1/134, 0.7%), dermatology (1/134, 0.7%), and urinary tract
infection (1/134, 0.7%). Dementia screening took place in kiosks
deployed in community settings, as well as for dermatology, in
which the kiosk was equipped to take images of skin lesions
[71]. One of the mental health screening kiosks was set in
primary care and the other in secondary care, and all other
screening kiosks were deployed in secondary care, mostly in

acute care/EDs. In the case of kiosks deployed in the community
for screening, the situation is quite similar to asynchronous
internet-based medical consultations.

Kiosks aided in the provision of acute care in the ED by
performing patient triage, reliably collecting patient data, and
significantly improving the time to identify new arrivals [72,73].
Other uses in the acute care pathway in the ED included patient
registration [74] and medication adherence [75].

Primary care kiosks most frequently dealt with multiple
conditions (7/134, 5.2%) [76-82], followed by cardiovascular
disease (2/134, 1.5%) [83,84], general health and well-being
(2/134, 1.5%) [85,86], hypertension (2/134, 1.5%) [87,88], and
pediatric injuries (2/134, 1.5%) [89,90]. The community kiosks
were for multiple conditions (8/134, 6%) and general health
and well-being (2/134, 1.5%). Other conditions such as
cardiovascular disease, dental health, dermatology, hypertension,
infant mortality, pediatrics, and increasing social contact made
up the rest (7/134, 5.2%). In studies where kiosks were deployed
in pharmacies, the targeted health domains were hypertension
[91-93], general health and well-being [94], and obesity [95].
In one of the studies, users accessed their personal health records
through a kiosk at the pharmacy [96].

We examined the papers to determine if multiple papers
evaluated the same kiosk system. A careful examination of the
papers by authorship and system description revealed that 20.9%
(28/134) of the primary studies were about 9 distinct kiosk
systems. The 28 papers covered the settings, purposes, and
conditions described in Table 4.

Thus, there were 115 distinct kiosk systems described in the
134 papers.
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Table 3. Conditions and settings (N=134).

Total, n (%)Setting, n (%)Condition

Multiple (n=7)Pharmacy (n=8)Primary care
(n=24)

Community
(n=32)

Secondary care
(n=63)

33 (24.6)3 (43)2 (25)7 (29)16 (50)5 (8)Multiple conditions

10 (7.5)0 (0)0 (0)0 (0)0 (0)10 (16)HIV

10 (7.5)0 (0)4 (50)2 (8)3 (9)1 (2)Hypertension

7 (5.2)0 (0)0 (0)2 (8)1 (3)4 (6)Pediatric injuries

6 (4.5)0 (0)1 (13)2 (8)3 (9)0 (0)Health and well-being

6 (4.5)0 (0)0 (0)2 (8)0 (0)4 (6)Medication

5 (3.7)1 (14)0 (0)2 (8)1 (3)1 (2)Cardiovascular disease

4 (3)0 (0)0 (0)1 (4)0 (0)3 (5)Mental health

4 (3)0 (0)0 (0)0 (0)0 (0)4 (6)Sexual health

3 (2.2)0 (0)0 (0)0 (0)0 (0)3 (5)Acute care—EDa

3 (2.2)0 (0)0 (0)0 (0)0 (0)3 (5)Breastfeeding

3 (2.2)0 (0)0 (0)1 (4)0 ()2 (3)Cancer

3 (2.2)0 (0)0 (0)0 (0)3 (9)0 (0)Dementia

3 (2.2)0 (0)0 (0)0 (0)1 (3)2 (3)Pediatrics

3 (2.2)1 (14)0 (0)1 (4)0 (0)1 (2)Smoking

2 (1.5)0 (0)0 (0)0 (0)0 (0)2 (3)Asthma

2 (1.5)0 (0)0 (0)0 (0)0 (0)2 (3)Chronic kidney disease

2 (1.5)2 (29)0 (0)0 (0)0 (0)0 (0)Diabetes

2 (1.5)0 (0)0 (0)0 (0)0 (0)2 (3)Domestic violence or home safety

2 (1.5)0 (0)1 (13)1 (4)0 (0)0 (0)Obesity

2 (1.5)0 (0)0 (0)0 (0)0 (0)2 (3)Orthopedics

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (2)Alcohol and drug use

1 (0.7)0 (0)0 (0)1 (4)0 (0)0 (0)Cervical cancer

1 (0.7)0 (0)0 (0)1 (4)0 (0)0 (0)Childhood obesity

1 (0.7)0 (0)0 (0)0 (0)1 (3)0 (0)Dental health

1 (0.7)0 (0)0 (0)0 (0)1 (3)0 (0)Dermatology

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (2)Dog bites

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (2)Environmental health

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (2)Food safety

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (2)General medicine

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (2)Genetic study

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (2)Health care environment

1 (0.7)0 (0)0 (0)0 (0)1 (3)0 (0)Infant mortality

1 (0.7)0 (0)0 (0)1 (4)0 (0)0 (0)Organ donation

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (2)Patient communication

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (2)Radiology

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (2)Rehabilitation

1 (0.7)0 (0)0 (0)0 (0)1 (3)0 (0)Social contact

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (2)UTIb

aED: emergency department.
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bUTI: urinary tract infection.

Table 4. Kiosk systems described by multiple papers (N=28).

ConditionsPurposesSettingsPapers, n (%)CountryKiosk system name

MultipleTelehealthCommunity2 (7)Unites StatesTelehealth Wellness Kiosk [97,98]

Sexual healthHealth informationSecondary care2 (7)Unites StatesHPV Project Kiosk [52,53]

HIVScreeningSecondary care8 (29)Unites StatesHIV Screening Kiosk [66-69,99-102]

MedicationMedication adherencePrimary or secondary
care

4 (14)Unites StatesAPHID Kiosk [103-106]

BreastfeedingHealth informationSecondary care3 (11)Unites StatesPEMT Kiosk [54,55,107]

Chronic kidney
disease

Patient outcomesSecondary care2 (7)CanadaMy Kidney Care Centre [58,59]

DementiaScreening or patient
outcomes

Community3 (11)Unites StatesKIO kiosk [108,109]

Sexual healthHealth informationSecondary care2 (7)Unites Statese-KISS kiosk [50,51]

Pediatric injuriesHealth informationSecondary care2 (7)Unites StatesSafety in Seconds kiosk [110,111]

Country of Kiosk Installation
The countries where the 115 kiosk systems were deployed and
their corresponding settings are listed in Table 5.

Table 5. Countries and settings of included studies (N=134).

Total, n (%)Secondary care
(n=63), n (%)

Primary care
(n=24), n (%)

Pharmacy
(n=8), n (%)

Multiple
(n=7), n (%)

Community
(n=32), n (%)

Country

81 (60.4)40 (63)15 (63)3 (38)6 (86)17 (53)United Statesa

5 (3.7)3 (5)0 (0)2 (25)0 (0)0 (0)Canadaa

6 (4.5)1 (2)2 (8)1 (13)0 (0)2 (6)United Kingdoma

3 (2.2)2 (3)0 (0)1 (13)0 (0)0 (0)Germanya

3 (2.2)1 (2)0 (0)0 (0)0 (0)2 (6)Indiab

3 (2.2)2 (3)0 (0)0 (0)0 (0)1 (3)South Koreaa

3 (2.2)1 (2)0 (0)0 (0)0 (0)2 (6)New Zealanda

2 (1.5)0 (0)1 (4)0 (0)1 (14)0 (0)Portugala

2 (1.5)0 (0)2 (8)0 (0)0 (0)0 (0)Singaporea

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (3)Australiaa

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (3)Brazilc and Portugala

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (3)Japana

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (3)Kenyab

1 (0.7)0 (0)0 (0)1 (13)0 (0)0 (0)The Philippinesb

1 (0.7)0 (0)1 (4)0 (0)0 (0)0 (0)Swedena

1 (0.7)0 (0)0 (0)0 (0)0 (0)1 (3)United States and Canadaa

aHigh-income country.
bLower middle–income country.
cUpper middle–income country.

Most kiosk studies were conducted in the United States,
accounting for 70.4% (81/115) of the installed kiosk systems.

Of the 115 installed kiosk systems, Canada and the United
Kingdom had 5 (4.3%) and 6 (5.2%) systems, respectively, and
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Germany, India, South Korea, and New Zealand contributed 3
(2.6%) systems each. The list includes 11 high-income countries
(Australia, Canada, Germany, Japan, New Zealand, Portugal,
Singapore, South Korea, Sweden, the United Kingdom, and the
United States), 1 upper middle–income country (Brazil), and 3
lower middle–income countries (India, Kenya, and the
Philippines), as classified by the World Bank [112]. On the
basis of the included primary studies, high-income countries
had a higher proportion of kiosks situated in secondary care,

whereas upper and lower middle–income countries had a greater
proportion of kiosks deployed in primary care, the community,
and pharmacies.

Number of Studies Published Per Year
The studies included in the review were published in the period
covering 2009 to 2020 (Table 6). The included 134 primary
studies represent an almost 6-fold increase from the 25 studies
cited by the review by Jones [1] published in 2009.

Table 6. Number of primary studies published per year from 2009 to 2020 (N=134).

Studies, n (%)Year

5 (3.7)2009

10 (7.5)2010

13 (9.7)2011

8 (6)2012

19 (14.2)2013

17 (12.7)2014

13 (9.7)2015

11 (8.2)2016

14 (10.4)2017

12 (9)2018

8 (6)2019

4 (3)2020

Type of Kiosk Access
Most (94/134, 70.1%) of the kiosks described in the included
papers were integrated into clinical pathways (Table 7) and
were cited mostly in secondary care (specialty clinics, EDs, and
hospital inpatient clinics) and primary care facilities. The most
common uses of these kiosks were delivering health information,

clinical measurements, and screening. Opportunistic kiosks
were described in approximately a quarter of the included studies
and were most often found in community settings, clinical
settings, and pharmacies. The most frequent uses of
opportunistic kiosks were for delivering health information and
taking clinical measurements.

Table 7. Type of access to health kiosk (N=134).

Total, n (%)Type of access, n (%)Setting

Both (n=8)Opportunistic (n=32)Integrated (n=94)

63 (47)0 (0)9 (28)54 (57)Secondary care

32 (23.9)5 (63)11 (34)16 (17)Community

24 (17.9)1 (13)5 (16)18 (19)Primary care

8 (6)0 (0)5 (16)3 (3)Pharmacy

7 (5.2)2 (25)2 (6)3 (3)Multiple

Patient Self–check-in Kiosks
One type of kiosk that has been widely deployed over the past
decade is the patient self–check-in kiosk in general practices,
outpatient clinics, and hospitals. In the United Kingdom, the
rise of the electronic patient self–check-in kiosk can be traced
to a guide released by the National Health Service (NHS) in
2009, entitled Improving access, responding to patients: A
“how-to” guide for GP practices. The guide included a section
on self-service check-in screens, which would allow patients to
check themselves in for an appointment quickly [113]. The

guide included practical tips on deployment, including estimated
acquisition and maintenance costs. We could not find any
official figures for the number of self–check-in kiosks in general
practices and hospitals in the United Kingdom. The best data
we could find was that a vendor of patient self-check-in software
for GP surgeries estimated that their system had been used 30
million times since April 2018 [114]. Given that there are
approximately 300 million GP appointments per year in the
NHS [115], this vendor would account for 5% of patient
appointments in the NHS in a 2-year period.
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We found only a few studies in our literature search that
evaluated patient self–check-in kiosks. These studies showed
statistically significant reductions in waiting times for patients
who checked in using the kiosks compared with those who did
not [65,74]. What was surprising was the small number of
studies in the published academic literature, given the growing
adoption of patient self–check-in screens over the past 10 years.
However, it may be that the studies were performed as service
evaluations rather than academic research and not submitted
for academic publication.

Reporting on the Usability Evaluation of Kiosks
Of the 7 reviews retrieved, 3 (43%) mentioned usability as one
of the outcomes reported in their included studies [40,42,43].
However, none of the reviews in the included literature
mentioned the types of usability evaluation methods used in the
included studies. Usability evaluations of health kiosks were
reported in 20.1% (27/134) of the included primary studies,
slightly higher than the 16% reported in a systematic review by
Joshi and Trout [42].

The methods used for usability evaluation in 27 studies are
listed in Table 8.

Table 8. Usability evaluations of health kiosks (N=27).

Values, n (%)Methods

13 (48)Questionnaires

3 (11)Validated questionnaires

3 (11)Focus groups

7 (26)Interviews

4 (15)Completion rates

2 (7)Error rates

10 (37)Multiple methods

3 (11)Heuristic evaluation

8 (22)Think-aloud

2 (7)Click recording

5 (19)Visual observation

Although questionnaires were the most frequently used usability
evaluation method, only 11% (3/27) of studies used validated
questionnaires, namely the System Usability Scale, the
Technology Acceptance Model, and the Perceived
Usefulness/Perceived Ease of Use questionnaire. Validated
questionnaires enable researchers to compare their results with
those of other studies. Questionnaires are subjective and
quantitative methods. Some of the studies used qualitative
methods such as focus groups, interviews, behavioral
observations, and think-aloud sessions (8/27, 22%). Qualitative
methods are usually used during the developmental stages.
Objective methods were also used, such as completion times,
error rates, and click recordings. Heuristic evaluation, using a
checklist of desired heuristic features, was used only in a small
minority of the studies (3/27, 11%). Approximately half of the
studies (10/27, 37%) used >1 method of usability evaluation.
Approximately 37% (10/27) of usability evaluations of health
kiosks were able to identify usability issues. Most (16/27, 59%)
reported that the users found the health kiosks easy to use.

Telemonitoring Kiosks
Approximately 7.5% (10/134) of papers described the use of
kiosks to deliver some form of telemonitoring or
teleconsultations between 2011 and 2014. Most papers (6/10,
60%) described kiosks implemented in retirement communities
for the use of older adults. Approximately 30% (3/10) of papers
related to the same kiosk for a residential community of older
adults in New Zealand [97,98,116]. Another kiosk was

implemented in an urgent care pharmacy [27], and another,
aimed at community-dwelling older adults, was tested in a
laboratory setting [117]. One of the kiosks, not yet widely
implemented, was deployed in a rural community health center
[118].

Approximately 80% (8/10) of papers described 5 different kiosks
that provided telemonitoring services, including monitoring of
vital signs such as BP and oximetry. These kiosks included a
screen but did not allow for 2-way live communication with a
health care provider. Telemonitoring kiosks aimed at older
adults often also included measures of cognitive performance
and the opportunity for residents to engage with educational
videos and brain fitness games. Health information collected
by the kiosk was transmitted electronically to relevant health
care professionals who could monitor ongoing conditions such
as hypertension [119] and cognitive decline [120,121]. In some
cases, users were also able to download their information and
observe changes over time [97,98,116]. A kiosk designed for a
rural community center in India, although not yet widely
implemented, also included functions that enable the detection
of malaria and tuberculosis and upload of radiology images
[118].

Teleconsultation Kiosks
Of the 20% (2/10) of papers that outlined kiosks that offered
the opportunity for users to interact in a live 2-way consultation
with a health care professional, one of them, HealthSpot, is no
longer in operation. We will discuss the history of HealthSpot
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in greater detail in the following sections. The kiosk that is still
in operation has been implemented in 7 urgent care pharmacies
across New York City and included audiovisual equipment
enabling a web-based consultation with an ED physician, a BP
cuff, a pulse oximeter, and a thermometer [27]. This provider
also offered the same service but via a mobile app. The authors
reported that out of a total of 1996 web-based consultations
conducted, only 238 were at kiosks, and the daily use of each
kiosk location was low. However, people who used the kiosks
were less likely to experience technical difficulties compared
with those who used the app. Interestingly, the authors also
found that those who used the kiosks were significantly more
likely to be visitors to the area than local people, suggesting
that a visit to the kiosk represented an opportunity to access
care when not familiar with local services.

Training Needs for Implementing Kiosks for
Telemonitoring and Teleconsultations
Only 20% (2/10) of papers detailing kiosks providing
telemonitoring or teleconsultation services described the training
required to implement the kiosk. Wilamowska et al [116] briefly
noted that the kiosk vendor organized 2 training sessions to
familiarize the research team members with the design and
details of the kiosk and its output data. Training for end users
(older adults) was not described [116].

Resnick et al [119] described how their kiosk for older adults
incorporated training for both researchers and end users [119].
Retirement center employees and researchers were first taught
how to use the device by the kiosk developers. The research
staff then trained older people on how to use the kiosk
equipment. No further details on what the training involved
were included in the paper. However, nearly all older adults
reported being very comfortable with the technology; 81%
reported that it was easy to use, and 98% reported that they
would recommend it to others. However, analysis of compliance
data revealed that kiosk use decreased over time, and the authors
suggested that enhanced training on the use of equipment may
facilitate the continued use of the kiosk following the initial
honeymoon period.

Barriers to and Enablers of Teleconsultation Kiosk
Adoption
The experience of the telemedicine kiosk pioneer HealthSpot
provides a good understanding of barriers to adoption.
HealthSpot was founded in 2010 and raised approximately US
$46.7 million in funding. It also attracted several big-name
partners such as Xerox, MetroHealth, Mayo Health, Kaiser
Permanente, the Cleveland Clinic, and Rite Aid (the third largest
retail pharmacy chain in the United States). HealthSpot’s
telemedicine kiosk was fully enclosed and used proprietary
cloud-based software and was equipped with high-definition
videoconferencing, a BP cuff, thermometer, stethoscope,
otoscope, dermatoscope, and a built-in weighing scale [122].
Despite this promising start, HealthSpot ceased operations in
December 2015.

Mudumba [123] and Chen [7] enumerated the following reasons
for the failure of HealthSpot:

• Too much time spent on the academic validation of kiosk
functionality rather than vetting the business model in the
market

• Requires prescheduling appointments for HealthSpot kiosk
users, which goes against the utility aspect of telehealth

• No integration with mobile health platforms
• Inadequate planning for scaling
• The target market was too small

The HealthSpot kiosk used proprietary videoconferencing
software, whose high cost weakened the HealthSpot business
model. According to Chen [7], kiosks need to cost <US $5000
per unit for the business model to succeed. These lessons must
be considered when companies attempt to enter the telehealth
kiosk market.

Some other studies also mentioned barriers to and enablers of
kiosk adoption. Venkatesh [23] noted that advice from strong
and weak ties was an enabler of kiosk adoption by mothers.
Conversely, hindrance from strong and weak ties was a barrier
to kiosk adoption [23]. Ackerman [124] investigated the reasons
for nonadoption of a kiosk to screen for urinary tract infection
in an ED setting. The kiosk had previously been successfully
adopted in an urgent care clinic setting. The research showed
that kiosk algorithms were not adaptable to changing situations
in a busy emergency room. The researchers also failed to involve
triage nurses in the development of the system, which resulted
in disengagement and a nonsupportive attitude toward the kiosk.

Discussion

Principal Findings
In this review, we sought to describe the current roles that health
kiosks play in the health care system in terms of settings,
purposes, health domains, and type of kiosk (opportunistic or
integrated into a care pathway), as reported in the existing
literature. We also investigated the use of kiosks for patient
self–check-in, the extent of reporting of the usability evaluation
of health kiosks, and the factors that affect the use of kiosks for
remote consultations. We identified that clinical settings still
comprised most (87/134, 64.9%) sites for health kiosks, and
community settings accounted for some (32/134, 23.9%) of the
kiosk installations in the included studies. Retail pharmacy
settings comprised 5.9% (8/134) of the included studies.
However, BP kiosks have long been deployed in pharmacies
for quite some time. In 2012, Alpert [91] reported that 1 million
BP readings per day were recorded in BP kiosks in pharmacies.
Currently, kiosks with more functions are being deployed in
pharmacies, including drug dispensing [125], teleconsultation
[13], drug disposal, and health measurements and information
kiosks [126].

Comments on the Findings

Country of Kiosk Installation, Clinical Integration,
Increase in Publication, and Usability of Kiosks
When looking at the countries of installation, high-income
countries dominate in the studies on health kiosks included in
our review, accounting for 73% (11/15) of the countries where
kiosks were installed. Regarding countries and settings, it can
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be noted that high-income countries have a larger proportion
of kiosks in secondary care settings, whereas upper and lower
middle–income countries tend to have their kiosks installed in
community and primary care settings. This reflects the more
advanced health infrastructure of high-income countries, which
can afford to deploy information technology solutions in their
health systems. A study on barriers to and facilitators of the
deployment of health kiosks in Iran, an upper middle–income
country, listed a lack of resources as one of the barriers [127].
A report from the World Health Organization / World Bank in
2017 stated that half of the world’s population still lacks access
to essential health services [128]. In situations where health
resources are in short supply, kiosks will probably not be high
in the list of priorities.

Kiosks are more likely to be integrated into a clinical pathway
(94/134, 70.1%), especially if they were in a clinical setting.
Community kiosk installations were evenly divided between
integrated access and opportunistic/dual access. In both clinical
and community settings, health information and clinical
measurements were the most frequent purposes for kiosks.

The 6-fold increase in publications on health kiosks is an
indication of the growing use of computerized kiosks in health
care. This also coincides with the increased growth of the
computerized kiosk market in other sectors, such as retail,
hospitality, and banking, during the same period [129].
However, there has been a drop in the number of publications
per year since 2013, which could lead to the conclusion that
there has been a decrease in the relevance and interest in health
kiosks since that year. However, another explanation could be
that because of the continued growth of the use of health kiosks
and self-service kiosks in general since 2010, as stated in market
research reports, the use of health kiosks has become more
normalized since 2013, such that fewer researchers are
publishing work in this area in the same way that there are few
research papers about airline check-in kiosks and automated
teller machines.

The proportion of health kiosk studies that include a usability
evaluation of the kiosk has not changed much since 2014 and
is in the minority (<20%). This is consistent with the low rate
of reporting on usability evaluations of digital health
technologies in general [31]. There is also a lack of use of
validated questionnaires for usability evaluations, making
comparisons of usability between studies difficult. As user
experience evaluations are now required for the commissioning
of new digital health devices [130], manufacturers who wish to
enter and develop products in the growing health kiosk market
will need guidance, capacity, and capability building in user
experience evaluation.

Limitations and Strengths of the Review
This review has a few limitations. We were only able to search
for papers published in English, which may have excluded
several papers about health kiosks that were not published in
English. This means that we were not able to include papers
about kiosks installed in countries such as China, Japan, South
Korea, and others if they were published in a language other
than English. We were also constrained to reduce our search
terms, as the use of the term touchscreen (as was done in the

2009 review by one of the authors) resulted in the inclusion of
many papers on smartphones and tablets, which were clearly
not kiosks. In addition, the term kiosk is not part of a controlled
vocabulary (eg, Medical Subject Heading). We deliberately
excluded papers on proposed kiosks, including only papers on
actual kiosk installations. Some of these kiosk proposals may
have become actual kiosks in the interim; however, we would
have no way of knowing which one was successfully
implemented. The quick pace of technological change also
outstrips the pace of academic publishing; hence, we also
included information gathered from web search engines and
key informants. Finally, the competitive nature of digital health
technology makes information about development methods
closely guarded trade secrets, which makes the publication of
these methods in academic journals unlikely.

We were aware that there were existing reviews on health kiosks
before we started this scoping review. Our search identified 7
prior reviews, the latest of which was published in 2013. It was
our consensus that in the 7 years since the last review, there
were sufficient technological advances to warrant a new review.
In the process of writing the findings of this review, a new
systematic review of integrated health kiosks was published
[131]. This review only covered publications up to 2018 and
only included 37 articles. Our review covers publications from
January 2009 to June 2020 and includes 137 articles. Thus, one
of the strengths of our review is that it is more timely and
comprehensive and complements the findings of previously
published reviews.

Implications of the Findings

Kiosk Adoption: Barriers and Enablers and Training Needs

A recent qualitative study of 20 experts in Iran investigated
their perceptions of the barriers to and facilitators of health kiosk
adoption [127]. They identified lack of resources, low digital
literacy, and resistance from health system officials as some of
the barriers to adoption. On the other hand, high internet and
electric power penetration rates, deployment of telemedicine,
and integrated management of health services were cited as
facilitators for adoption. The barriers to and enablers of kiosk
adoption were mentioned in only a few of the studies included
in our review; thus, there is a need for further research on this
topic.

The current success of MedicSpot in the United Kingdom
contrasts greatly with the failure of HealthSpot in the United
States. MedicSpot follows the points made by Chen [7] and
Mudumba [123] by allowing walk-in consultations, integrating
with a mobile platform, and planning carefully for scaling.
MedicSpot was shortlisted for the Digital Innovation Team of
the Year at the 2019 British Medical Journal Awards [16].

This brings us to the need for training in using health kiosks for
teleconsultation. Although most of the included papers about
kiosks for telemonitoring and teleconsultations were aimed at
older adults with less technical experience, it is surprising that
end user training needs are not frequently described in more
detail. It is possible that kiosk use with touch screens has been
normalized in other areas of daily living (eg, banking and
supermarket shopping), and thus, their use is seen to be intuitive.
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The lack of training may also reflect that, in some cases, a kiosk
may be accompanied by a trained person to support the use and
management of technical issues. This may be in accordance
with previous NHS guidance that recent technology be
introduced together with someone who can assist inexperienced
users [113]. This is also being practiced in the Danish chronic
obstructive pulmonary disease briefcase telemedicine
intervention, where the patient’s equipment was installed by a
technician who also provided instructions on how to switch the
system on and off and how to position the finger clip pulse
oximeter [132]. The learning needs of health professionals in
using video calls to support patients have been successfully
identified through workshops [133]. A similar methodology
can be used to create training programs for health care
professionals to use video calls for teleconsultations.

Patient Self–check-In Kiosks

The adoption of patient self–check-in kiosks has had its share
of criticism and negative news reports. An opinion piece by
Williamson [134] warned that the impersonality of these systems
is contrary to general practice’s emphasis on personal and
therapeutic relationships. Most practices have responded to this
by still giving patients the option of checking in for their
appointments via a human receptionist. There have also been
concerns about the display of personal information on kiosk
screens that could be viewed by others [135], as well as the
hygiene implications of multiple users touching the same kiosk.
The solutions to this are limiting the display of information to
the appointment time, health care provider, and examining room
and by providing hand sanitizing gel and regularly disinfecting
the kiosk screen. Further research on no-touch interfaces with
kiosks, such as voice and gestures, can also decrease the
possibility of spreading infections [136,137]. Another news
item in 2016 reported that some patients exaggerated their
symptoms when answering questions at self–check-in kiosks

installed in the accident and ED of a hospital to jump the queue.
The hospital responded by combining the use of the electronic
system with face-to-face input from senior clinicians to ensure
that more accurate information was gathered [138]. This points
to the need for a regular audit of the security and privacy of the
health kiosk installation. Some research has been conducted on
ensuring the security and privacy of kiosks [139]; however,
more work will be needed as the number of health kiosk
installations increases. Security is related to the need to regularly
update kiosk software to respond to security threats, as well as
to meet changing needs as health care situations evolve. A
cloud-based platform may be a solution; however, it also creates
the need for a constant connection to the internet. All these
issues require further research.

Conclusions
In conclusion, this review characterizes the present roles that
health kiosks play in the health care system based on the existing
literature. We have established that despite the growth in
erstwhile health kiosk replacements such as personal smart
devices and their attendant apps, health kiosks still have a vital
role to play in the health care system, such as in the collection
of clinical measurements for teleconsultations, provision of
access to eHealth for the older population without smartphones,
and provision of tailored and vetted health information at the
point of service. We also identified research gaps such as
identifying training needs for using the kiosk/video call
combination for teleconsultations; methods for usability testing
of kiosks; barriers to and enablers of kiosk deployment; and the
exact extent of kiosk use for patient self–check-in for primary,
secondary, and tertiary care. We also recommend the
implementation of programs that will increase the capability
and capacity of kiosk developers to perform user experience
evaluations, both during development and while in service.
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Abstract

In the United States, ~9% of people have asthma. Each year, asthma incurs high health care cost and many hospital encounters
covering 1.8 million emergency room visits and 439,000 hospitalizations. A small percentage of patients with asthma use most
health care resources. To improve outcomes and cut resource use, many health care systems use predictive models to prospectively
find high-risk patients and enroll them in care management for preventive care. For maximal benefit from costly care management
with limited service capacity, only patients at the highest risk should be enrolled. However, prior models built by others miss
>50% of true highest-risk patients and mislabel many low-risk patients as high risk, leading to suboptimal care and wasted
resources. To address this issue, 3 site-specific models were recently built to predict hospital encounters for asthma, gaining up
to >11% better performance. However, these models do not generalize well across sites and patient subgroups, creating 2 gaps
before translating these models into clinical use. This paper points out these 2 gaps and outlines 2 corresponding solutions: (1) a
new machine learning technique to create cross-site generalizable predictive models to accurately find high-risk patients and (2)
a new machine learning technique to automatically raise model performance for poorly performing subgroups while maintaining
model performance on other subgroups. This gives a roadmap for future research.

(JMIR Med Inform 2022;10(3):e33044)   doi:10.2196/33044

KEYWORDS

clinical decision support; forecasting; machine learning; patient care management; medical informatics; asthma; health care;
health care systems; health care costs; prediction models; risk prediction

Introduction

Asthma Care Management and Our Prior Work on
Predictive Modeling
In the United States, ~9% of people have asthma [1-3]. Each
year, asthma incurs US$ 56 billion of health care cost [4] and
many hospital encounters covering 1.8 million emergency room
visits and 439,000 hospitalizations [1]. As is the case with many
chronic diseases, a small percentage of patients with asthma
use most health care resources [5,6]. The top 1% of patients
spend 25% of the health care costs. The top 20% spend 80%
[5,7]. An effective approach is urgently in need to prospectively
identify high-risk patients and intervene early to avoid health

decline, improve outcomes, and cut resource use. Most major
employers purchase and nearly all private health plans offer
care management services for preventive care [8-10]. Care
management is a collaborative process to assess, coordinate,
plan, implement, evaluate, and monitor the services and options
to meet the health and service needs of a patient [11]. A care
management program employs care managers to call patients
regularly to assess their status, arrange doctor appointments,
and coordinate health-related services. Proper use of care
management can cut down hospital encounters by up to 40%
[10,12-17]; lower health care cost by up to 15% [13-18]; and
improve patient satisfaction, quality of life, and adherence to
treatment by 30%-60% [12]. Care management can cost >US$
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5000 per patient per year [13] and normally enrolls no more
than 3% of patients [7] owing to resource limits.

Correctly finding high-risk patients to enroll is crucial for
effective care management. Currently, the best method to
identify high-risk patients is to use models to predict each
patient’s risk [19]. Many health plans such as those in 9 of 12
metropolitan communities [20] and many health care systems
[21] use this method for care management. For patients predicted
to have the highest risk, care managers manually review
patients’ medical records, consider factors such as social
dimensions, and make enrollment decisions. However, prior
models built by others miss >50% of true highest-risk patients
and mislabel many low-risk patients as high risk [5,12,22-36].
This makes enrollment align poorly with patients who would
benefit most from care management [12], leading to suboptimal
care and higher costs. As the patient population is large, a small
boost in model performance will benefit many patients and
produce a large positive impact. Of the top 1% patients with
asthma who would incur the highest costs, for every 1% more
whom one could find and enroll, one could save up to US$ 21
million more in asthma care every year as well as improve
outcomes [5,26,27].

To address the issue of low model performance, we recently
built 3 site-specific models to predict whether a patient with
asthma would incur any hospital encounter for asthma in the
subsequent 12 months, 1 model for each of the 3 health care
systems—the University of Washington Medicine (UWM),
Intermountain Healthcare (IH), and Kaiser Permanente Southern
California (KPSC) [21,37,38]. Each prior model that others
built for a comparable outcome [5,26-34] had an area under the
receiver operating characteristic curve (AUC) that was ≤0.79
and a sensitivity that was ≤49%. Our models raised the AUC
to 0.9 and the sensitivity to 70% on UWM data [21], the AUC
to 0.86 and the sensitivity to 54% on IH data [37], and the AUC
to 0.82 and the sensitivity to 52% on KPSC data [38].

Our eventual goal is to translate our models into clinical use.
However, despite major progress, our models do not generalize
well across sites and patient subgroups, and 2 gaps remain.

Gap 1: The Site-Specific Models Have Suboptimal
Generalizability When Applied to the Other Sites
Each of our models was built for 1 site. As is typical in
predictive modelling [39,40], when applied to the other sites,
the site-specific model had AUC drops of up to 4.1% [38],
potentially degrading care management enrollment decisions.
One can do transfer learning using other source health care
systems' raw data to boost model performance for the target
health care system [41-45], but health care systems are seldom
willing to share raw data. Research networks [46-48] mitigate
the problem but do not solve it. Many health care systems are
not in any network. Health care systems in the network share
raw data of finite attributes. Our prior model-based transfer
learning approach [49] requires no raw data from other health
care systems. However, it does not control the number of
features (independent variables) used in the final model for the
target site, creating difficulty to build the final model for the
target site for clinical use. Consequently, it is never implemented
in computer code.

Gap 2: The Models Exhibit Large Performance Gaps
When Applied to Specific Patient Subgroups
Our models performed up to 8% worse on Black patients. This
is a typical barrier in machine learning, where many models
exhibit large subgroup performance gaps, for example, of up to
38% [50-57]. No existing tool for auditing model bias and
fairness [58,59] has been applied to our models. Currently, it
is unknown how our models perform on key patient subgroups
defined by independent variables such as race, ethnicity, and
insurance type. In other words, it is unknown how our models
perform for different races, different ethnicities, and patients
using different types of insurance. Large performance gaps
among patient subgroups can lead to care inequity and should
be avoided.

Many methods to improve fairness in machine learning exist
[50-52]. These methods usually boost model performance on
some subgroups at the price of lowering both model performance
on others and the overall model performance [50-52]. Lowering
the overall model performance is undesired [51,57]. Owing to
the large patient population, even a 1% drop in the overall model
performance could potentially degrade many patients’outcomes.
Chen et al [57] cut model performance gaps among subgroups
by collecting more training data and adding additional features,
both of which are often difficult or infeasible to do. For
classifying images via machine learning, Goel et al’s method
[55] raised the overall model performance and cut model
performance gaps among subgroups of a value of the dependent
variable—not among subgroups defined by independent
variables. The dependent variable is also known as the outcome
or the prediction target. An example of the dependent variable
is whether a patient with asthma will incur any hospital
encounter for asthma in the subsequent 12 months. The
independent variables are also known as features. Race,
ethnicity, and insurance type are 3 examples of independent
variables. Many machine learning techniques to handle
imbalanced classes exist [60,61]. In these techniques, subgroups
are defined by the dependent variable rather than by independent
variables.

Contributions of This Paper
To fill the 2 gaps on suboptimal model generalizability and let
more high-risk patients obtain appropriate and equitable
preventive care, the paper makes 2 contributions, thereby giving
a roadmap for future research.

1. To address the first gap, a new machine learning technique
is outlined to create cross-site generalizable predictive
models to accurately find high-risk patients. This is to cut
model performance drop across sites.

2. To address the second gap, a new machine learning
technique is outlined to automatically raise model
performance for poorly performing subgroups while
maintaining model performance on other subgroups. This
is to cut model performance gaps among patient subgroups
and to reduce care inequity.

The following sections describe the main ideas of the proposed
new machine learning techniques.
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Machine Learning Technique for Creating
Cross-Site Generalizable Predictive
Models to Accurately Find High-risk
Patients

Our Prior Models
In our prior work [21,37,38], for each of the 3 health care
systems (sites), namely, KPSC, IH, and UWM, >200 candidate
features were checked and the site’s data were used to build a
full site-specific extreme gradient boosting (XGBoost) model
to predict hospital encounters for asthma. XGBoost [62]
automatically chose the features to be used in the model from
the candidate features, computed their importance values, and
ranked them in the descending order of these values. The top
(~20) features with importance values ≥1% have nearly all of
the predictive power of all (on average ~140) features used in
the model [21,37,38]. Although some lower-ranked features are
unavailable at other sites, each top feature such as the number
of patient’s asthma-related emergency room visits in the prior
12 months is computed using (eg, diagnosis, encounter)
attributes routinely collected by almost every American health
care system that uses electronic medical records. Using the top
features and the site’s data, a simplified XGBoost model was
built. It, but not the full model, can be applied to other sites.
The simplified model performed similarly to the full model at
the site. However, when applied to another site, even after being
retrained on its data, the simplified model performed up to 4.1%
worse than the full model built specifically for it, as distinct
sites have only partially overlapping top features [21,37,38].

Building Cross-Site Generalizable Models
To ensure that the same variable is called the same name at
different sites and the variable’s content is recorded in the same
way across these sites, the data sets at all source sites and the
target site are converted into the Observational Medical
Outcomes Partnership (OMOP) common data model [63] and
its linked standardized terminologies [64]. If needed, the data
model is extended to cover the variables that are not included
in the original data model but exist in the data sets.

Our goal is to build cross-site generalizable models fulfilling 2
conditions. First, the model uses a moderate number of features.
Controlling the number of features used in the model would
ease the future clinical deployment of the model. Second, a
separate component or copy of the model is initially built at
each source site. When applied to the target site and possibly
after being retrained on its data, the model performs similarly
to the full model built specifically for it. To reach our goal for
the case of IH and UWM being the source sites and KPSC being
the target site, we proceed in 2 steps (Figure 1). In step 1, the
top features found at each source site are combined. For each
source site, the combined top features, its data, and the machine
learning algorithm adopted to build its full model are used to
build an expanded simplified model. Compared with the original
simplified model built for the site, the expanded simplified
model uses more features with predictive power and tends to
generalize better across sites. In step 2, model-based transfer
learning is conducted to further boost model performance. For

each data instance of the target site, each source site’s expanded
simplified model is applied to the data instance, a prediction
result is computed, and the prediction result is used as a new
feature. For the target site, its data, the combined top features
found at the source sites, and the new features are used to build
its final model.

To reach our goal for the case that IH or UWM is the target site
and KPSC is one of the source sites, we need to address the
issue that the claim-based features used at KPSC [38] are
unavailable at IH, UWM, and many other health care systems
with no claim data. At KPSC, these features are dropped and
the other candidate features are used to build a site-specific
model and recompute the top features. This helps reach the
effect that the top features found at each of KPSC, IH, and
UWM are available at all 3 sites and almost every other
American health care system that uses electronic medical record
systems. In the unlikely case that any recomputed top feature
at KPSC violates this, the feature is skipped when building
cross-site generalizable models.

Our method to build cross-site generalizable models can handle
all kinds of prediction targets, features, and models used at the
source and target sites. Given a distinct prediction target, if
some top features found at a source site are unavailable at many
American health care systems using electronic medical record
systems, the drop→recompute→skip approach shown above
can be used to handle these features. Moreover, at any source
site, if the machine learning algorithm used to build the full
site-specific model is like XGBoost [62] or random forest that
automatically computes feature importance values, the top
features with the highest importance values can be used.
Otherwise, if the algorithm used to build the full model does
not automatically compute feature importance values, an
automatic feature selection method [65] like the information
gain method can be used to choose the top features.
Alternatively, XGBoost or random forest can be used to build
a model, automatically compute feature importance values, and
choose the top features with the highest importance values.

Our new model-based transfer learning approach waives the
need for source sites’ raw data. Health care systems are more
willing to share with others trained models than raw data. A
model trained using the data of a source site contains much
information that is useful for the prediction task at the target
site. This information offers much value when the target site
has insufficient data for model training. If the target site is large,
this information can still be valuable. Distinct sites have
differing data pattern distributions. A pattern that matches a
small percentage of patients and is difficult to identify at the
target site could match a larger percentage of patients and be
easier to identify at one of the source sites. In this case, its
expanded simplified model could incorporate the pattern through
model training to better predict the outcomes of certain types
of patients, which is difficult to do using only the information
from the target site but no information from the source sites.
Thus, we expect that compared with just retraining a source
site’s expanded simplified model on the target site’s data, doing
model-based transfer learning in step 2 could lead to a better
performing final model for the target site.
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When the target site goes beyond IH, UWM, and KPSC, IH,
UWM, and KPSC can be used as the source sites to have more

top features to combine. This would make our cross-site models
generalize even better.

Figure 1. The method used in this study to build cross-site generalizable models. IH: Intermountain Healthcare. KPSC: Kaiser Permanente Southern
California. UWM: University of Washington Medicine.

Machine Learning Technique for
Automatically Raising Model Performance
for Poorly Performing Patient Subgroups
While Maintaining Model Performance on
Other Subgroups to Reduce Care Inequity

Several clinical experts are asked to identify several patient
subgroups of great interest to clinicians (eg, by race, ethnicity,
insurance type) through discussion. These subgroups are not
necessarily mutually exclusive of each other. Each subgroup is
defined by one or more attribute values. Given a predictive
model built on a training set, model performance on each
subgroup on the test set is computed and shown [58,59].
Machine learning needs enough training data to work well.
Often, the model performs much worse on a small subgroup
than on a large subgroup [50,52]. After identifying 1 or more
target subgroups where the model performs much worse than
on other subgroups [51], a new dual-model approach is used to
raise model performance on the target subgroups while
maintaining model performance on other subgroups.

More specifically, given n target patient subgroups, they are
sorted as Gi (1≤i≤n) in ascending order of size and oversampled
based on n integers ri (1≤i≤n) satisfying r1≥r2≥…≥rn>1. As
Figure 2 shows, for each training instance in G1, r1 copies of it

including itself are made. For each training instance in 
(2≤j≤n), rj copies of it, including itself, are made. Intuitively,
the smaller the i (1≤i≤n) and thus Gi, the more aggressive
oversampling is needed on Gi for machine learning to work well
on it. The sorting ensures that if a training instance appears in
≥2 target subgroups, copies are made for it based on the largest
ri of these subgroups. If needed, 1 set of ri’s could be used for
training instances with bad outcomes, and another set of ri’s
could be used for training instances with good outcomes [66].

is the union of the n target subgroups. Using the training
instances outside G, the copies made for the training instances
in G and an automatic machine learning model selection method
like our formerly developed one [67], the AUC on G is
optimized, the values of ri (1≤i≤n) are automatically selected,
and a second model is trained. As is typical in using
oversampling to improve fairness in machine learning, compared
with the original model, the second model tends to perform
better on G and worse on the patients outside G [51,66] because
oversampling increases the percentage of training instances in
G and decreases the percentage of training instances outside G.
To avoid running into the case of having insufficient data for
model training, no undersampling is performed on the training
instances outside G. The original model is used to make
predictions on the patients outside G. The second model is used
to make predictions on the patients in G. In this way, model
performance on G can be raised without lowering either model
performance on the patients outside G or the overall model
performance. All patients’ data instead of only the training
instances in G are used to train the second model. Otherwise,
the second model may perform poorly on G owing to insufficient
training data in G [51]. For a similar reason, we choose to not
use decoupled classifiers, where a separate classifier is trained
for each subgroup by using only that subgroup’s data [51] on
the target subgroups [57].

The above discussion focuses on the case that the original model
is built on 1 site’s data without using any other site’s
information. When the original model is a cross-site
generalizable model built for the target site using the method
in the “Building cross-site generalizable models” section and
models trained at the source sites, to raise model performance
on the target patient subgroups, we change the way to build the
second model for the target site by proceeding in 2 steps (Figure
3). In step 1, the top features found at each source site are
combined. Recall that G is the union of the n target subgroups.
For each source site, the target subgroups are oversampled in
the way mentioned above; the AUC on G at the source site is
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optimized; and its data both in and outside G, the combined top
features, and the machine learning algorithm adopted to build
its full model are used to build a second expanded simplified
model. In step 2, model-based transfer learning is conducted to
incorporate useful information from the source sites. For each
data instance of the target site, each source site’s second
expanded simplified model is applied to the data instance, a
prediction result is computed, and the prediction result is used

as a new feature. For the target site, the target subgroups are
oversampled in the way mentioned above, the AUC on G at the
target site is optimized, and its data both in and outside G, the
combined top features found at the source sites, and the new
features are used to build the second model for it. For each i
(1≤i≤n), each of the source and target sites could use a distinct
oversampling ratio ri.

Figure 2. Oversampling for 3 target patient subgroups G1, G2, and G3.

Figure 3. The method used in this study to boost a cross-site generalizable model’s performance on the target patient subgroups. IH: Intermountain
Healthcare. KPSC: Kaiser Permanente Southern California. UWM: University of Washington Medicine.

Discussion

Predictive models differ by diseases and other factors. However,
our proposed machine learning techniques are general and
depend on no specific disease, patient cohort, or health care
system. Given a new data set with a differing prediction target,
disease, patient cohort, set of health care systems, or set of
variables, one can use our proposed machine learning techniques
to improve model generalizability across sites, as well as to
boost model performance on poorly performing patient
subgroups while maintaining model performance on others. For
instance, our proposed machine learning techniques can be used
to improve model performance for predicting other outcomes
such as adherence to treatment [68] and no-shows [69]. This
will help target resources such as interventions to improve
adherence to treatment [68] and reminders by phone calls to
reduce no-shows [69]. Care management is widely adopted to
manage patients with chronic obstructive pulmonary disease,
patients with diabetes, and patients with heart disease [6], where

our proposed machine learning techniques can also be used.
Our proposed predictive models are based on the OMOP
common data model [63] and its linked standardized
terminologies [64], which standardize administrative and clinical
variables from at least 10 large health care systems in the United
States [47,70]. Our proposed predictive models apply to those
health care systems and others using OMOP.

Conclusions

To better identify patients likely to benefit most from asthma
care management, we recently built the most accurate models
to date to predict hospital encounters for asthma. However,
these models do not generalize well across sites and patient
subgroups, creating 2 gaps before translating these models into
clinical use. This paper points out these 2 gaps and outlines 2
corresponding solutions, giving a roadmap for future research.
The principles of our proposed machine learning techniques
generalize to many other clinical predictive modeling tasks.
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Abstract

With conversational agents triaging symptoms, cameras aiding diagnoses, and remote sensors monitoring vital signs, the use of
artificial intelligence (AI) outside of hospitals has the potential to improve health, according to a recently released report from
the National Academy of Medicine. Despite this promise, the success of AI is not guaranteed, and stakeholders need to be involved
with its development to ensure that the resulting tools can be easily used by clinicians, protect patient privacy, and enhance the
value of the care delivered. A crucial stakeholder group missing from the conversation is primary care. As the nation’s largest
delivery platform, primary care will have a powerful impact on whether AI is adopted and subsequently exacerbates health
disparities. To leverage these benefits, primary care needs to serve as a medical home for AI, broaden its teams and training, and
build on government initiatives and funding.

(JMIR Med Inform 2022;10(3):e27691)   doi:10.2196/27691
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Introduction

As noted in a 2019 report on artificial intelligence [1], Yuval
Noah Harari wrote, “Humans were always far better at inventing
tools than using them wisely” [2]. As data grow exponentially,
this maxim is proving to be prescient in health care. From
electronic health records (EHRs) and claims to smart devices,
there are more electronic data than nucleotides in our individual
DNA. Many note the potential of these data to advance the
quintuple aim of better patient outcomes, population health, and
health equity at lower costs while preserving clinician
well-being. Although AI makes meaning from these gigabytes,
it will fail without integration with the human and relational
intelligence found in primary care.

A Landmark Report

The power of AI to advance health was highlighted in a recent
National Academy of Medicine paper [3]. Its authors note that
more affordable devices, broader internet access, and greater
demand for digital health allow us to monitor health at home,
augment telehealth, and predict which patients will get sick.
This report will shape the AI conversation for years to come,
and one of its contributions is a catalog of the uses of AI outside
the hospital. Some examples are listed below:

• Conversational agents are triaging individuals with
suspected COVID-19;
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• Self-adaptive learning algorithms are working with
continuous glucose monitors and insulin pumps to improve
glucose control;

• Remote sensors are monitoring vital signs and transmitting
data to cloud-based servers where they are acted upon,
much like sensors, plugs, and appliances are powering smart
homes.

Combining these data with text messages, social media, and
geospatial coordinates permits the assessment of moods,
outbreaks, and behavior changes. In the conclusion, the authors
emphasize that questions on data standardization, usability, and
reimbursement remain unanswered and go on to warn that AI
can lead to privacy breaches and magnify biases, if diverse
stakeholders are not engaged.

New Era, Same Mistakes

Despite its important insights, it is hard to ignore the absence
of one stakeholder group—primary care—where most patients
get most of their clinical care most of the time. Providing 50%
of ambulatory visits and connecting with public health, primary
care is vital to system transformation and needs to play a central
role if AI is to enhance value. Prior efforts to integrate
technology into health care neglected to engage primary care
and resulted in systemic failures [4,5]. For example, family
physicians are now spending more time with EHRs than patients,
which has contributed to high rates of burnout [6]. Without
engagement from primary care, AI could follow a similar path.

Primary care is important for multiple reasons. It is the largest
delivery platform in the United States, accounting for 1 in 3
physicians [4,7]. Its presence is powerful enough to reduce
mortality [8]. Its EHRs span organs and include behavioral and
public health data, providing a comprehensive portrait of
individual and population health. Family physicians, in
particular, are distributed throughout the country, providing
access to rural America [4]. Despite these benefits, only 5% of
health care spending is devoted to primary care [9]. This
misalignment has led to shortages and fragmentation. Like a
wheel without a hub, care is not coordinated without primary
care, and patients receive duplicate services and conflicting
advice, contributing to greater waste [10,11].

AI has great potential to augment primary care and address these
systemic challenges [12]. First, AI assistants can help with the
ever-increasing demands for documentation within EHRs, a
major factor driving burnout [13]. Using the same technology
Alexa employs to turn on lights, play music, and order groceries,
virtual assistants can transform speech into notes, and, in the
future, can locate relevant information in the EHR, order labs,
and adjust medications. By scanning the relevant primary care
literature, AI can make recommendations so that patients receive
care that is consistent with the current evidence. These
innovations should allow primary care clinicians to spend less
time locating and entering data and more time attending to
patient relationships and solving their problems.

Second, AI can facilitate access to primary care. Conversational
agents can interpret symptoms and assist with triage, helping
patients to understand whether they need to be seen in the office

now, access emergency services, or monitor their symptoms at
home. AI can combine this information with data from home
devices such as internet-connected scales, glucometers, and, in
the COVID-19 era, pulse oximeters to alert clinicians when
patients need to be urgently seen. In this way, AI can serve as
an early warning system to ensure that patients are evaluated at
the right time and at the right place. Smartphones can analyze
facial images, alert primary care clinicians when their patients’
moods are deteriorating, and schedule visits before they get
worse.

Third, AI can further enable a core feature of primary
care—comprehensiveness. Video images can be used to
diagnose diabetic retinopathy, dermatologic conditions, and
Parkinson disease [14-16]. Applied appropriately, such
applications could widen the scope of conditions retained in
primary care and ensure that its clinicians are able to operate to
the fullest extent of their training. Finally, AI can make care
more person-centered. For instance, AI can use meal, geospatial,
and activity tracking to provide the personalized health coaching
needed to change behaviors and control chronic diseases. These
applications would benefit from coordination with primary care
so that coaching is reinforced during visits and informed by the
patients’ problems and medications. In addition to coaching,
AI can predict the risk of acquiring a variety of diseases and
identify the specific actions patients can take to mitigate the
risk. Innovators in academia and industry are already using AI
in these capacities, but more needs to be done to tailor these
applications to primary care [12].

Lack of engagement with primary care in the development of
these innovations creates a risk of limited implementation or
adoption, and even worse, further fragmentation of health care
delivery. Data niches could become more entrenched, with
relevant information stored in separate locations. Patients could
get conflicting information from sensors (eg, an alert indicating
that a door is open but a video feed showing that it is closed)
and may lack the knowledge to discern which signal to trust.
Primary care is well suited to reconcile these conflicts. By
eliciting preferences and values through shared decision-making,
primary care clinicians help patients make sense of the data and
coordinate with all team members (including patients) to refine
treatment plans.

The Missing Link

To avoid additional failures, we propose three recommendations
to ensure that primary care is involved in the future of AI.

1. In the Home and the Cloud
Primary care clinicians, informaticists, and researchers need to
be involved in conversations regarding how health care data are
collected, stored, or analyzed, with the primary care practice
serving as the medical home for AI. Primary care can inform
how data should be stored in the cloud, how algorithms ought
to be used to adjust medications, and how tools are best
integrated into primary care. This role is important for not only
efficiency and effectiveness, but also equity. Because of its
broad geographic distribution and focus on what patients need
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within the context of their communities, primary care enhances
equity, offsetting AI’s tendency to widen disparities [17,18].

2. Transdisciplinary Teams
To fulfill this responsibility, health informaticists need to be
integrated into primary care practices now. Similar to how AI
will fail to adapt without primary care, primary care will fail to
embrace AI without health informaticists. Team members with
backgrounds in health informatics can connect the AI and
primary care communities, by helping practices understand the
benefits and limitations of AI, integrating AI into existing
workflows, customizing AI applications for local contexts, and
providing feedback from practices to AI developers. While these
changes are daunting, primary care is skilled at adapting to the
needs of its patients. As more and more struggled with mental
health, primary care integrated behavioral health into their
practices. As the number of medications grew, they successfully
integrated pharmacists. Similarly, health informaticists can help
practices and patients evolve in response to this digital
revolution. In the long term, clinicians will need additional
training in relevant disciplines, and researchers in other fields
will need training in primary care. Ultimately, a transdisciplinary
approach is needed to tailor AI to the complexity and
longitudinality of primary care [19].

3. Government Facilitation
Achieving this vision will require governmental support for
data standardization, funding, and governance. The Office of

the National Coordinator for Health Information Technology
can provide data standardization leadership. The Agency for
Healthcare Research and Quality and the National Institutes of
Health (NIH) can provide funding for primary care AI research.
NIH funding supported a resource that provides data for
thousands of patients who stayed in critical care units and that
AI researchers use to develop AI tools [20]. A similar data set
is needed for primary care. Given the time required to secure
funding from the NIH, federal funders should coordinate with
foundations and industry partners to stimulate activity in primary
care AI now [21]. Finally, because AI needs to be trained and
tested in multiple environments, a system that balances
collaboration and data governance is needed. Federated learning,
where algorithms from collaborators are tested locally, is one
such approach, but more is needed to increase its adoption in
primary care [22].

Time Flies Like an Arrow

AI has already transformed our cars, our homes, and our
interactions. It has the power to positively impact care delivery,
but also the potential to exacerbate existing health system
failings. Assuring that AI is translated into knowledge will
require engagement from all stakeholders. As a necessary
component of AI, primary care is ready to assist.
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Abstract

Natural language processing (NLP) in health care enables transformation of complex narrative information into high value products
such as clinical decision support and adverse event monitoring in real time via the electronic health record (EHR). However,
information technologies for mental health have consistently lagged because of the complexity of measuring and modeling mental
health and illness. The use of NLP to support management of mental health conditions is a viable topic that has not been explored
in depth. This paper provides a framework for the advanced application of NLP methods to identify, extract, and organize
information on mental health and functioning to inform the decision-making process applied to assessing mental health. We
present a use-case related to work disability, guided by the disability determination process of the US Social Security Administration
(SSA). From this perspective, the following questions must be addressed about each problem that leads to a disability benefits
claim: When did the problem occur and how long has it existed? How severe is it? Does it affect the person’s ability to work?
and What is the source of the evidence about the problem? Our framework includes 4 dimensions of medical information that
are central to assessing disability—temporal sequence and duration, severity, context, and information source. We describe key
aspects of each dimension and promising approaches for application in mental functioning. For example, to address temporality,
a complete functional timeline must be created with all relevant aspects of functioning such as intermittence, persistence, and
recurrence. Severity of mental health symptoms can be successfully identified and extracted on a 4-level ordinal scale from absent
to severe. Some NLP work has been reported on the extraction of context for specific cases of wheelchair use in clinical settings.
We discuss the links between the task of information source assessment and work on source attribution, coreference resolution,
event extraction, and rule-based methods. Gaps were identified in NLP applications that directly applied to the framework and
in existing relevant annotated data sets. We highlighted NLP methods with the potential for advanced application in the field of
mental functioning. Findings of this work will inform the development of instruments for supporting SSA adjudicators in their
disability determination process. The 4 dimensions of medical information may have relevance for a broad array of individuals
and organizations responsible for assessing mental health function and ability. Further, our framework with 4 specific dimensions
presents significant opportunity for the application of NLP in the realm of mental health and functioning beyond the SSA setting,
and it may support the development of robust tools and methods for decision-making related to clinical care, program
implementation, and other outcomes.
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Introduction

Over the past 2 decades, the use of data-driven informatics
techniques to aid in clinical decision-making has increased
across the fields of computer science, bioinformatics, and
medicine [1]. Natural language processing (NLP), which enables
analysis of complex information recorded in narrative text
format, has been a key driver of informatics successes in health
care. Applications such as automated report analysis for clinical
decision support and adverse event monitoring in the electronic
health record (EHR) have been widely adopted [2-5]. However,
informatics technologies for mental health have consistently
lagged because of the complexity of measuring and modeling
mental health and illness. The expansion of medical NLP
technologies from clinical applications into the realm of complex
administrative tasks such as claims evaluations and benefits
administration [6,7] has highlighted the need for improved tools
for analyzing information on mental health and function, which
play a significant role in key health outcomes such as disability
[8].

One of the primary goals of NLP in health data is to analyze
narrative medical texts such as medical histories, physical
examinations, and standardized assessments to extract the data
needed to inform decision-making processes. The use of NLP
to support these goals for management of mental health
conditions has not yet been explored in depth. Our research
group develops NLP models to support the information needs
of the US Social Security Administration (SSA) disability
determination process. Through its disability programs—Social
Security Disability Insurance (SSDI) and Supplemental Security
Income (SSI)—the SSA is the largest federal provider of
financial assistance to workers with disabilities and their
families. Because of the impact of functional abilities on both
the individuals with disabilities and the society, it is essential
that a person’s functional abilities are characterized both
comprehensively and efficiently in the disability determination
process. Multiple sources of information are used to understand
a person’s ability to work. Given the complexity of the disability
determination process, there is interest in developing approaches
that enhance the validity of and confidence in the information
across sources. While our work is motivated by the SSA’s
focused use-case, the SSA setting reflects fundamental
challenges in the development and broad application of medical
informatics technologies. The SSA leverages data from all types
of health care providers and EHR systems across the United
States. Therefore, informatics tools must be robust to significant
heterogeneity in documentation—a known challenge for medical
NLP research [9]. The volume of applications for disability
benefits that the SSA must process is also extraordinarily
high—over 2 million applications every year since 2004
[10]—and informatics tools must therefore support rapid

processing of high-volume data. Finally, and a key motivating
factor for our work, the SSA’s decision-making processes must
incorporate diverse health and function information from all
domains of human experience. The SSA setting thus provides
an invaluable environment for learning how to translate the
potential of NLP tools into practical, reliable tools for real-world
applications.

Contributions of This Paper
In this paper, we propose a framework for the advanced
application of NLP methods to identify, extract, and organize
functioning information to inform the decision-making process
applied to assessing functioning and disability. While the
framework is applicable to mental and physical functioning use
cases alike, this paper focuses on mental functioning. We found
no literature that directly addresses our decision-support use-case
for mental health and function; therefore, we developed a
conceptual framework for synthesizing prior NLP research to
create decision support tools for use in assessing SSA’s
definition of disability. Our framework includes 4 dimensions
of medical information that are central to assessing
disability—temporal sequence and duration, context, severity,
and information source. Findings of this work are intended to
inform the development of instruments that will support the
decisions of disability adjudicators in the SSA’s stepwise
process of disability determination and have implications for a
broad array of individuals and organizations responsible for
assessing mental health function and ability. Further, our
framework presents significant opportunity for the application
of NLP in the realm of mental and physical health and
functioning beyond the SSA setting, and it can support the
development of robust tools and methods for decision-making
related to clinical care, program implementation, and other
outcomes.

Background
The US SSA administers the largest federal assistance programs
in the United States, including 2 disability programs: SSDI and
SSI. Both programs are based on a statutory definition of
disability as the inability to engage in any substantial gainful
activity by reason of any medically determinable physical or
mental impairment(s), which can be expected to result in death
or which has lasted or can be expected to last for a continuous
period of not less than 12 months. The SSA’s disability
determination process is a stepwise process for evaluating
individuals according to criteria that operationalize the statutory
definition of disability. The process is based on federal
regulatory standards that include both financial and medical
criteria. Applicants are either allowed or denied at each step or
move on to further evaluation in the subsequent steps. The
process is administered by state Disability Determination Service
agencies. In step 1, applicants are denied if they work and earn
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more than the threshold for substantial gainful employment. In
step 2, applicants are screened based on whether medical
evidence supports the existence of a severe impairment. In step
3, the applicant’s medical evidence is compared to codified
clinical criteria for various medical impairments, called the
Listing of Impairments (Listings). When impairments “meet”
or “equal” the Listings, the applicants are allowed. Applicants
who are not allowed at step 3 move on to steps 4 and 5, which
assess vocational factors such as the “residual functional
capacity” of the individual as well as the applicant’s age,
education, and relevant work experience. In step 4, adjudicators
within the Disability Determination Service assess whether the
applicant can work in any of their past jobs. If the adjudicator
determines that an applicant can work in a previous job, the
applicant is denied. Otherwise, in step 5, the Disability
Determination Service adjudicators evaluate whether the
applicant can perform any work in the national economy. There
has been internal effort at the SSA to improve accuracy and
timeliness of the disability adjudication process, and external
groups have been engaged to assist with this. Expert panels and
evaluations of the processes have resulted in recommendations
for more systematic integration of functional information into
adjudication decisions [11,12].

As part of the adjudication process, adjudicators amass a body
of evidence referred to as the Medical Evidence of Record
(MER), composed of information collected from multiple
sources to characterize a person’s potential ability to work. The
MER forms the primary resource from which it is determined
if an individual meets the SSA’s statutory definition of
disability. Therefore, the adjudicator must extract a variety of
information from the MER, including medical evidence, medical
opinion, and lay evidence, to support a decision on disability
under this statutory definition.

A primary challenge for accuracy in the disability determination
process is that adjudicators must access all relevant information
from the MER for their decision, including information about
both health conditions and functional abilities that relate to
work. MER for a single individual may include dozens to
hundreds of clinical reports, which imposes a significant burden
on the adjudicator to rapidly process extensive medical evidence.
Automated analysis of these documents with NLP thus has
significant potential to assist adjudicators in the evidence review
process and to support efficiency of the process. Our research
group has developed novel NLP technologies for automated
identification of functional status information in medical
evidence [7], thus providing high-coverage retrieval of
information related to mobility limitations [13-15] and
categorization of this evidence according to the World Health
Organization’s International Classification of Functioning,
Disability and Health [16]. Expansion of these technologies to
mental health and function requires adaptation to the conceptual
frameworks that characterize mental function, as outlined in the
sections that follow.

For the purposes of this paper, we focus on mental health
functioning, that is ways in which a person’s underlying

cognition, emotions, and behaviors affect their ability to perform
daily activities including work tasks and participation, for
example, a person’s ability to regulate their emotions in stressful
situations, multitask, or solve problems. This operationalization
is based on the biopsychosocial model of health and function
by the World Health Organization’s International Classification
of Functioning, Disability and Health. In this model, disability
results from a gap between a person’s underlying ability and
the context in which they are performing various activities (eg,
work participation [17,18]). This model highlights the fact that
diagnostic information is necessary but not sufficient to
understand a person’s ability to participate in meaningful
activities such as employment. In clinical contexts, information
on functioning is critical to understanding the impact of
conditions on people in their personal and environmental
contexts and to develop an effective management plan. Recent
work has demonstrated initial feasibility of applying NLP
methods to mental health-related topics, including psychiatric
readmission and symptoms of severe mental illness (SMI), as
well as to mental health and suicide risk within nonclinical texts
[19-23]. There is little evidence of the potential for NLP methods
to characterize functional and behavioral manifestations of
mental health in a person’s daily life.

Information Needs for Analyzing Mental Health and
Functioning
For disability adjudication, a wide array of information is needed
about the following specific areas of mental functioning that a
person uses in a work setting: understanding, remembering, or
applying information; interacting with others; concentrating,
persisting, or maintaining pace; and adapting and managing
oneself. Evidence in the MER may reflect a physical or mental
impairment that may affect these areas of functioning, an
observed limitation in one of these areas of functioning, or both.
The adjudicator’s task is therefore to evaluate the level of
severity or degree to which the medically determinable mental
impairment affects the 4 areas of mental functioning (ie,
limitations) and an individual’s ability to function independently,
appropriately, effectively, and on a sustained basis.

Thus, adjudicators must organize and synthesize the medical
evidence in the following 4 distinct dimensions to understand
the trajectory of mental function in an individual and its impact
on work capacity: temporal information including sequence and
duration, severity of extracted mentions of functioning, the
context with respect to work and work-related information, and
the source of the information.

We envision the use of NLP technologies to transform raw
evidence found in medical records (MER in the SSA context)
into a structured presentation of evidence illustrating each of
these 4 factors to SSA adjudicators. Figure 1 illustrates the
conceptual structure of such an analytic pipeline. Evidence is
first extracted from the MER documents and then ordered into
a temporal sequence, with each piece of evidence annotated
with the severity of impact on function, the relevant work
context, and the source of the evidence.
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Figure 1. Conceptual pipeline for analysis of information on function in medical records. NLP: natural language processing.

The remainder of this paper describes the existing NLP literature
related to these 4 tasks and highlights how each can be addressed
in the area of mental health and function.

Methods

Literature Search
We conducted a scoping review of NLP approaches, models,
and methods to characterize functional status in free text in the
biomedical, clinical, mental health, and disability domains from
1994 to 2021. We searched Google Scholar, which indexes not
only PubMed but also conferences and workshops that may be
relevant to our scope of interest such as the Association for
Computational Linguistics (ACL) conferences, BioNLP, Clinical
NLP, and CLPsych. Our search yielded a small number of
publications in special workshops, such as AI4Function, that
discuss the extraction of physical function information (eg,
mobility) but do not address mental health function. We did not
find any articles in our area of focus. To expand our search, we
used keywords in Google Scholar related to the 4 dimensions
of our proposed framework to find articles that describe
approaches relevant to each dimension but an area different
from functioning. Examples of keywords used include “temporal
ordering,” “clinical temporal ordering,” “event extraction,”
“NLP and mental health,” “symptom severity,” “environmental
context,” “personal context,” and “author attribution.”

Findings From Existing Work
Disability in the SSA context is defined as the inability to engage
in substantial gainful activity for at least 12 months because of
a physical or mental impairment and is assessed both in terms
of the trajectory of a person’s function and the context of how
it relates to work. As the disability adjudication process also
involves collecting MER data from a variety of providers, it is
critical to understand how different pieces of evidence relate to
one another in terms of the perspective of the information’s
source (eg, the disability claimant, a medical professional with
an established relationship with the claimant, an outside

consultant). Thus, for each piece of evidence in the MER, an
adjudicator must be able to answer the following 4 questions:
When and for how long was an impairment or associated
limitation true? How severe or intense is the impairment or
limitation? Does the impairment or limitation affect work? and
Who reported the impairment or limitation and how convincing
is it as evidence?

In this paper, we present an overview of relevant NLP research
and methodologies that can help the adjudicator extract relevant
information for these 4 questions. However, it is important to
note that building solutions to address these 4 questions requires
the ability to identify mental impairments either manually or
via automated algorithms. In this paper, we choose to focus on
addressing the 4 dimensions or questions only and assume that
information on mental impairment is available. We justify our
choice by the following factors: the availability of extraction
systems that, given annotated data, can extract mentions of
mental health impairments with high confidence in EHRs [24]
and clinical text [21] and can extract these mentions using
available International Classification of Diseases codes; and
the novelty and urgency of the proposed 4 dimensions and the
lack of available studies to address them. The mentions include
observations such as “The patient was not able to concentrate
on the given tasks for more than 5 minutes during the exam.”

Temporal Information
Temporal information includes duration and temporal
sequencing. In our use-case, the SSA’s statutory definition of
disability requires specific definition and sequential information.
The disability is due to a mental impairment, so the impairment
must precede the functional limitation.

Temporal sequencing or temporal reasoning has been an active
research area in NLP and data mining for a long time. Its
importance comes from its applicability to many tasks such as
summarization [25], question answering [26], and medical
informatics [27]. Given the similarity of the medical utilization
task to our use-case, we will mainly focus on reviewing NLP
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techniques developed in that area and how we can integrate
them into our framework.

Temporal reasoning usually includes the following aspects:
identifying the targeted events for the task (eg, treatments,
diagnosis, symptoms, or medications); and defining time in a
machine-readable way that is relevant to the domain and task
and extracting temporal information related to the targeted
events (eg, in a medical informatics setting, we care about the
duration of symptoms or frequencies of medications) [28].

In the context of mental health functioning, the events of interest
are events related to mental health conditions and impairment,
which can be separated into the following 3 distinct categories:
persistent, the impairment continues to exist over a prolonged
time without interruptions of some criterion duration;
intermittent, the impairment occurs at irregular intervals and is
observed in a temporal sequence with interruptions greater than
the criterion duration that defines persistent; and recurring, the
impairment occurs periodically or repeatedly. Although we can
think of recurring as a special case of intermittent, a recurrent
mental functioning event is observed again after a period of
some specified duration that is longer than the minimum
duration defining intermittent.

While this list mainly focuses on the disability use-case, it
presents a framework for researchers to structure their problem
using all or a subset of our temporal formalization based on the
targeted use-case, task, and domain. Our suggested framework
differs from other NLP techniques for temporal sequencing
because we need to consider nuances that accompany the
mention of temporal information. For instance, a sentence such
as “The patient reports having lack of interest mainly during
the morning hours when it is the weekend,” suggests the need
for a system that can highlight the time: weekend morning hours,
associated with lack of interest.

Although we introduce a slightly different framework for
temporal sequencing, existing NLP methods can be applied to
mental health functioning, especially given that most time
expressions in medical notes are in the format of date and
frequency (eg, how many times per week/day). For instance,
temporal recognition and reasoning have played a significant
role in information extraction systems [28-30]. Denny et al [29]
developed a system that identifies the temporal information and
status of colonoscopy events within EHRs with high precision
and recall (>.9). In the area of mental health, Viani et al [28]
focused on temporal expression extraction to help estimate the
duration of untreated psychosis. The temporal information
extraction helps in identifying in EHRs when the psychosis
symptoms started (onset) and when the treatment was first
initiated. Examples of temporal expressions from the paper
include mentions such as “started hearing voices at the age of
16, these hallucinations were not elicited during today’s exam.”
This is highly relevant to our use cases and to identify the 3
temporal formalizations of persistent, intermittent, and recurring.

To build NLP systems that can identify temporal information,
the availability of annotated data sets with temporal information
is critical. Although such data sets outside the clinical and
medical domains have been publicly available and more easily
accessible, such as the ACE 2005 Multilingual Training Corpus

[31], the clinical domain imposes more limitations, especially
mental health, given the sensitivity of this information and
privacy concerns. Examples of annotated data sets for temporal
reasoning in clinical text are THYME corpus [32], where 1254
deidentified oncology notes from the Mayo Clinic have been
annotated using the ISO-TimeML specification [33]. Sun et al
[34] introduced one of the most popular data sets for temporal
reasoning in their i2b2 data set that contains 310 discharge
summaries. In both these data sets, the focus is on 4 time
annotation categories: date, includes both actual dates in addition
to mentions such as yesterday and tomorrow and duration,
frequency, and time (eg, 3 PM, in the afternoon).

In another data genre, but within the area of mental health, there
have been efforts to introduce temporally annotated data sets
such as RSDD-Time [35]. This data set is extracted from social
media posts that focus on self-reported patients who are
diagnosed as having depression. The annotation includes
temporal information relevant to when the diagnosis occurred
and if the condition is still present.

Given our use-case, we believe that the i2b2 annotation scheme
would serve our goals for identifying when the impairment or
symptoms occurred and determining for how long the symptoms
or impairments lasted.

With regard to methods, researchers used a variety of machine
learning techniques such as logistic regression that is especially
effective for a small training sample size of less than 500 [36].
Recent advances in the contextualized embeddings [37,38]
improved the performance of NLP tasks, including temporal
ordering in the clinical domain [39-41]. For instance,
Med-BERT [42], a language model that is trained and fine-tuned
on the EHR data set, yields a performance that is comparable
to that of deep learning techniques on data sets that are almost
10 times larger.

Severity
The severity of a symptom or functional limitation is an
important factor for psychological assessments and psychometric
benchmarks, where it is often recorded using a 4-level ordinal
scale or as a score that is discretized into that scale. A typical
scale includes absent, mild, moderate, and severe labels [43].
The latter 3 labels are frequently employed for the disorders
described in the Diagnostic and Statistical Manual of Mental
Disorders Text Revision Fourth Edition (DSM-IV-TR), which
permit severity specifiers. An advantage of this scale is that
mental health clinicians and laypeople alike readily understand
it, and it has been adopted in computational approaches for
severity classification as well.

Filannino et al [44] describe an NLP shared task focused on
symptom severity prediction in neuropsychiatric evaluation
records with an exclusive focus on positive valence events,
objects, or situations that are harmful but attractive to patients
to the point that they are actively engaged despite the
consequences. Positive valence is classified on the
aforementioned 4-level scale at the patient level and assesses
lifetime maximum severity. As such, this task differs from our
approach in that it is not time dependent or resolved at the
individual mention level. Filannino et al [44] report that in this
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relaxed use-case, the task can be accomplished automatically
with close to human performance.

Severity classification has also been actively researched in
suicide risk assessment for patients and individuals on social
media. For instance, Shing et al [45] and Zirikly et al [46]
introduce an annotated Reddit data set for users with and without
depression, each of whom received a suicide risk assessment
score on a 4-level scale (none, low, moderate, high). Zirikly et
al [46] organized a shared task for advanced automatic user
suicide risk classification and provided baseline systems using
deep learning models (eg, convolutional neural network) and
machine learning models that require feature engineering.
Examples of features that are commonly used in NLP methods
for the mental health domain and emotion detection and
classification are n-grams, lexicons such as the Linguistic
Inquiry and Word Count [47], and emotion-word dictionaries
[48], topic models, and Reddit usage metafeatures. Top-ranked
systems could distinguish between low-risk and high-risk users,
but fine-grained 4-level scale classification results indicate the
need for further research.

Jackson et al [21] introduced an annotated data set for SMI
using clinical text from the Clinical Record Interactive Search
system in a cohort of 18,761 patients with SMI and 57,999
individuals without SMI. The authors used a support vector
machine model to extract symptoms associated with SMI from
discharge summaries. While the data and model for this task
are relevant for the severity classification use-case, it does not
address severity classification directly.

We can conclude that no severity classification models currently
exist for mental health signs and symptoms, but there is a
growing body of work on severity classification at the patient
level. For clinical symptoms more broadly, Koleck et al [49]
performed a systematic review of NLP approaches for
processing symptoms in free-text EHR narratives. They found
that out of 14 studies, the large majority used documentation
occurrence or frequency of occurrence to investigate symptoms,
and symptom severity was explicitly evaluated in only 1 study:
Heintzelman et al [50] used NLP on oncology provider
encounter notes to classify the severity of cancer patients’ pain
symptoms into no, some, controlled, or severe pain. Koleck et
al [49] report accurate extraction of symptom severity with
location and duration as important directions for future work
on EHR NLP algorithms.

From our literature review, we find that for both mental and
physical health, there is ample opportunity for novel work on
severity classification of symptoms and functioning and for
continued efforts at the patient level.

Context
The context in which a functional impairment or limitation is
experienced or observed is critical to understanding its impact
on work-related activities. Functional activity is an outcome of
the interaction between an individual (including physical or
cognitive impairments in addition to personal identities and
preferences) and their physical, social, and cultural environment
[51]. Characterization of this multidimensional relationship
between environment, personal factors, and functioning is thus

highly complex, as reflected by the wide variety of strategies
used to capture contextual information in functional
measurement [52]. Two themes have emerged in prior literature
that make a useful distinction between different types of
contextual factors: social context (ie, social determinants of
health), broader characteristics of an individual’s social situation
such as socioeconomic status, education, zip code, and race and
ethnicity identifiers, which inform available resources and
opportunities for activity [53]; and individual context, factors
that are more specific to an individual’s activity performance,
such as the physical environment for an activity, social roles
such as work requirements, and personal preferences such as
transportation access or personal values.

While research on social determinants of health has grown
rapidly [54-57] due in part to their strong correlation with
population-level health outcomes [58], research on individual
context and environment—which more directly impacts
functioning [59,60]—remains a significant challenge.
Conceptual frameworks of disability have grown to recognize
the role of both environmental factors and personal factors in
functional outcomes, as seen in the World Health Organization’s
International Classification of Functioning, Disability and
Health. Measures have been developed to characterize
environmental factors of function, including physical [61] and
psychosocial environment [62]. Such measures can be highly
informative regarding functional outcomes [63]. However, they
are not systematically used in clinical contexts [64,65] and some
work-related aspects of environment remain underspecified
even in conceptual models [66]. Functional assessment
measures, on the other hand, frequently either control for
environment (as in standardized performance measures) or
embed environmental characteristics directly into the
measurement of function [67,68] rather than capturing them as
related variables. In either case, the details of a person’s
environment and its role in their functional outcomes are
difficult to extract reliably.

Environmental factors are only one part of the contexts in which
people function and must be combined with information on
personal factors affecting functional outcomes. Two recent
studies have developed steps toward systematically capturing
personal values and capabilities to inform rehabilitative care
for older adults, though automated analysis of this information
remains a future direction [69,70]. Individual context is a largely
unexplored area for NLP research due in part to the novelty of
human functioning as an area of NLP application [71]. In an
initial foray, Agaronnik et al [72] used NLP to capture
wheelchair usage—which, as an assistive device, may be
considered a contextual factor affecting functional
outcomes—from clinical data and demonstrated clear utility of
this information over structured billing and diagnosis codes
alone. More broadly, the flexibility of free text and the
availability of NLP tools to analyze it offers greater freedom
for recording and analyzing information on salient contextual
factors when the full power of more robust but burdensome
environmental measures is not needed. We therefore highlight
individual context, where social context meets individual
activity, as a key direction for future NLP research to enable
mental health and function analysis.
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Source Attribution
In the context of the SSA, disability claims can include the
following sources of information (Code of Federal Regulations,
SSA): objective medical evidence, medical opinions, and lay
evidence.

Objective medical evidence includes signs and laboratory tests
reported by recognized medical sources. It is characterized by
being quantifiable and discernable. This is highly important and
indicative of the intensity and persistence of the symptoms and
their impact (eg, how pain severity can affect work ability).
Medical opinions include relevant information received from
both medical and nonmedical sources. Examples of such
information are daily activity and other factors relevant to
functional limitations caused by pain or symptoms; location,
duration, frequency, and intensity of pain or symptoms; and
treatment or any other medication used to alleviate the pain or
symptoms. Lay evidence consists of information outside of
objective medial evidence or medical opinions—assessments
of disability or functioning limitation provided by
knowledgeable nonmedical sources such as family, teachers,
social services personnel, and employers. This will complement
the information provided in objective medical evidence and

medical opinions to better understand the impairments from
multiple perspectives. Moreover, lay evidence is very insightful
and important when medical evidence does not provide enough
evidence for symptoms [73]. As we note, these types of evidence
carry different levels of authority and support for the symptoms
of the patient. Therefore, the adjudicators need to evaluate and
address each evidence separately given its source to make a
more comprehensive decision for disability eligibility. In this
section, we will start with an overview of related work in NLP,
followed by our recommendations to customize these efforts
or build on them to address the needs to source attribution within
our proposed framework.

Source attribution, as proposed, correlates with multiple similar
tasks in NLP. We will start with an example to showcase options
for NLP techniques we can adopt from: The patient lacks
interest in doing anything, his mom mentioned. When the doctor
asked the patient, he claimed that he goes to work most of the
time. At the end of the visit, the doctor diagnosed the patient
with depression based on multiple assessments. First, as we
mentioned previously, we are assuming the availability of an
extraction system that can identify and recognize mental health
functioning and diagnoses statements. Table 1 depicts the
mention, its source, and type of evidence.

Table 1. Examples of different mental health functioning.

TypeSourceMention

Lay evidence (symptom)MotherThe patient lacks interest in doing anything

Medical opinion (daily activity)PatientHe claimed that he goes to work most of the time

Objective medical evidence (diagnosis)DoctorThe doctor diagnosed the patient with depression based on multiple assessments

Identifying who made the statements is similar to the task of
identifying author attribution in a dialogue or quoted speech
[74]. Although regular expressions can capture simple cases of
source attribution of impairments, such as “The patient said,”
Pareti et al [75] and O’Keefe et al [76] discussed more advanced
techniques for quotes—direct and indirect—attribution in
opinion mining. Although they show promising results, these
methods have been geared and tested on newswire data. All
these techniques require clean and well-structured data, an
assumption that is hard to meet, especially given the noise
presented in clinical notes [77].

There are some cases in which the doctor or medical expert
omits mentioning the source in the note, especially when the
observation is generated from them or another medical expert.
In such cases, inferring source is difficult as it is not explicitly
known or inferred (using coreference resolution). For these
scenarios, we suggest that techniques be adopted from author
attribution task. This task focuses on identifying the author of
a text. This task has been well studied in multiple applications;
the most traditional one is assigning anonymous literary to
authors [78,79]. Additionally, it has been used in forensics to
identify authors that are involved in internet-based activity in
different text genres such as online messaging (eg, emails) [80],
news text data set [81], and social media [82,83]. However, in
our work, we focus on attribution of short text or sentences in
notes.

Furthermore, we believe that it would be beneficial to adopt
techniques from the intersection of author attribution and
coreference resolution [84,85]. We see similarities with event
extraction, where we focus on event attributes, mainly
participants, when the event describes a mental health
functioning mention. Techniques to extract multiple accounts
from a narrative, such as the ones described by Zhang et al [86],
can be adopted in our work to identify who made the observation
or statement.

It is important to note that the attribution problem, as we propose
it, requires systems that can identify mental health functioning
mentions (eg, depression, lack of interest). For that goal,
availability of annotated data to train and test machine learning
systems is essential [87]. Although we earlier addressed the
need for annotated data sets that have labels for mental health
functioning, we need additional labels for the source attribution
problem. The labels need to address who the source is and the
type of evidence. However, it is worth pointing out that data
sets that have labels solely on the level of evidence are sufficient
for our targeted use-case. Labels can be assigned from the 3
types of evidence we mentioned above.

Discussion

Applications Beyond Disability Adjudication
We have presented a framework to support extraction of
functional information in mental health, which includes 4 main

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e32245 | p.76https://medinform.jmir.org/2022/3/e32245
(page number not for citation purposes)

Zirikly et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


dimensions. There were no existing NLP applications that are
directly applied to the characterization of temporality, severity,
source, and context. However, we identified relevant work in
mental health and other areas that could be used for the advanced
application of NLP in the field. Temporal expression extraction
and a relevant annotation scheme for identifying onset and
duration were presented. A model for extracting severity of
functional limitations was presented based on existing ordinal
symptom severity ratings. An example of extraction of context
was provided based on specific cases of wheelchair use in
clinical settings. Finally, alternatives for source attribution were
identified among existing approaches.

While our framework is tailored to the SSA disability benefits
adjudication process, it has implications for a wide variety of
applications outside the SSA context. For example, this approach
could be used when extracting information for use in the medical
case review process. This process requires expert review of
patients’ care history based on medical records to ensure that
the treatment provided meets Medical Necessity Criteria.
Additionally, this framework may be useful for other review
activities, including informing the process for assessing
eligibility determinations, individualized education programs,
and educational placements for children under the Individuals
with Disabilities Education Act. For this paper, we briefly
highlight applications for mental health informatics research,
functional assessment and program management in the health
care setting, and consultations for case-based recommendations
in treatment and managed care.

There is significant untapped potential for informatics
technologies focusing on mental health and functioning, as
evidenced by the interest of the mental health informatics
research community in recent years. The use of informatics
technologies has grown for the detection and diagnosis of mental
health conditions [88], and the use as tools in mental health care
delivery is beginning to be explored [89]. Our framework can
inform the expansion of these technologies into a longer-term
view of the trajectory of mental health and functioning in a
person, thus improving the power of predictive analytics and
presentation of health information to providers. Murnane et al
[90] describe several technological needs for long-term mental
health management, including incorporation of social
contexts—a key component of our framework for NLP. Rigby
et al [91] identified several aspects of mental health care that
are still challenging for mental health informatics 2 decades
later, including the importance of a longitudinal view. By
identifying clear links to existing NLP research, our framework
can serve to guide translational NLP research [92] in the mental
health domain. This work can help identify both processes for
translating existing NLP technologies into robust solutions for
application in mental health research and care as well as new
research questions for progress on the needs of mental health
informatics.

There are numerous potential specific applications of our
approach to using NLP for extraction of information from
various sources to assist with the assessment of mental
functioning. These are applications that require a review of
medical and health-related information to assess functioning
for the support of various clinical and other human service

processes. The most common application would be reviews of
clinical records to decide on a diagnosis or a course of treatment.
A similar approach might be used by a managed care
organization to determine the medical necessity of an episode
of care or receipt of service. A consultant who is involved in
the second opinion on a diagnosis or treatment plan could benefit
from a decision-support tool that extracts all the information in
a medical record that is relevant to mental functioning. Outside
of health care settings, educational organizations and child
welfare organizations might use such a clinical review to assess
a student’s need for special assistance or accommodation based
on impairment in mental functioning. The development of an
Individual Education Plan or a 504 plan [93] could use an NLP
support tool to extract information from school and medical
records to assess the need for special supports.

It is worth noting that this framework and its 4 key elements
can be used for and generalized to any area of functioning within
the SSA disability program and its statutory definition of work
disability.

Support Tools for Disability Adjudication Need High
Sensitivity
Current tools available to extract data related to mental health
and function lack the level of sensitivity with respect to the
elements in the MER on many types of mental functioning due
to a mental impairment. While adjudicators ultimately need
information on more fine-grained aspects of temporal
sequencing using constructs such as intermittence, persistence,
and recurrence, the main challenge is to create a complete
timeline with all relevant aspects of functioning. Human decision
makers assess the more fine-grained aspects of these
characteristics of functioning. NLP systems thus need to extract
the information without necessarily making fine-grained
distinctions. One needs to know all the fine-grained elements
to extract all relevant information even if the NLP tool does not
need to make the distinctions. What is true for the granularity
of temporality is also true for context, severity, and source, but
most importantly, an NLP tool needs to be sensitive so that no
information in the MER is overlooked.

Limitations and Challenges With Respect
to NLP for Mental Health Function

Although the domain of mental health in general is attracting
more NLP research, these studies focus on classification tasks
in terms of diagnosis or identification of high-risk individuals
and do not address how these impairments affect the patient’s
functioning in both personal and work environments. Thus,
there will be challenges and obstacles as research evolves in
this domain.

As we described in the paper, the domain of mental health in
general and especially mental health functioning is ambiguous
and highly semantic. This yields to different interpretations and
inconsistencies in annotating documents with mental health
functioning mentions and attributes, as consensus by humans
is harder to attain. Furthermore, the lack of gold standard and
manually annotated corpora for mental health functioning that
are essential to build robust extraction solutions highlights the
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need for the interested community to invest resources in building
such corpora to further improve the performance of these
solutions.

Although precision, specificity, and sensitivity (ie, recall)
metrics are important, we believe that the interested entities,
such as the SSA, can directly benefit from tools that focus on
sensitivity (ie, higher recall) rather than higher precision and
specificity. Such premise extends the invitation for research in
categorization and relevance ranking to compensate for the low
specificity and precision of such systems. Although we are
aware of the importance of that line of research, this paper leaves
this work for the future.

Conclusions and Future Vision

There is tremendous opportunity for the development and
application of NLP tools and methods for the characterization
of mental functioning. Although we found no literature that
directly applied to the 4 main dimensions in the proposed
framework, relevant tools and methods were identified. Research
and development leveraging this existing work to tailor
approaches for the extraction of temporality, severity, source,
and context will yield substantial value to the use-case of
disability determination and beyond. Future work should focus
on developing relevant annotated data sets and tools trained on
the key aspects of the 4 mental functioning domains.
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Abstract

Background: Patient body weight is a frequently used measure in biomedical studies, yet there are no standard methods for
processing and cleaning weight data. Conflicting documentation on constructing body weight measurements presents challenges
for research and program evaluation.

Objective: In this study, we aim to describe and compare methods for extracting and cleaning weight data from electronic health
record databases to develop guidelines for standardized approaches that promote reproducibility.

Methods: We conducted a systematic review of studies published from 2008 to 2018 that used Veterans Health Administration
electronic health record weight data and documented the algorithms for constructing patient weight. We applied these algorithms
to a cohort of veterans with at least one primary care visit in 2016. The resulting weight measures were compared at the patient
and site levels.

Results: We identified 496 studies and included 62 (12.5%) that used weight as an outcome. Approximately 48% (27/62)
included a replicable algorithm. Algorithms varied from cutoffs of implausible weights to complex models using measures within
patients over time. We found differences in the number of weight values after applying the algorithms (71,961/1,175,995, 6.12%
to 1,175,177/1,175,995, 99.93% of raw data) but little difference in average weights across methods (93.3, SD 21.0 kg to 94.8,
SD 21.8 kg). The percentage of patients with at least 5% weight loss over 1 year ranged from 9.37% (4933/52,642) to 13.99%
(3355/23,987).

Conclusions: Contrasting algorithms provide similar results and, in some cases, the results are not different from using raw,
unprocessed data despite algorithm complexity. Studies using point estimates of weight may benefit from a simple cleaning rule
based on cutoffs of implausible values; however, research questions involving weight trajectories and other, more complex
scenarios may benefit from a more nuanced algorithm that considers all available weight data.

(JMIR Med Inform 2022;10(3):e30328)   doi:10.2196/30328
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Introduction

Background
The use of electronic health records (EHRs) by health care
systems has rapidly increased during the last 2 decades [1],
making vast amounts of clinical information available for use
in research and evaluation efforts [2,3]. However, there are
issues associated with using EHR data, including a lack of
control over data definitions and data collection processes [4]
as well as methodological challenges associated with processing
and transforming raw, messy EHR [5] data into research-ready
data that can be meaningfully used for research and evaluation
[6]. For these reasons, many have called for increased
transparency regarding data cleaning efforts, methods to assess
EHR data quality [7], and increased reporting and sharing of
methods for selecting clinical codes [8,9].

Obesity is associated with increased risk of a wide range of
medical problems, including diabetes, hypertension, high blood
cholesterol, cardiovascular events, bone and joint problems,
and sleep apnea [10]. Clinicians frequently advise patients to
lose weight to help prevent or delay the onset of chronic disease
[11]. Accordingly, obesity is a major public health challenge
for the United States; compared with patients of normal weight,
patients with obesity have higher inpatient costs, more outpatient
visits and costs, and more spending on prescription drugs [12].
Thus, patient weight represents a frequently used measure for
many researchers and evaluators. It may be included as a risk
factor in studies seeking to predict adverse medical events, as
a covariate in studies that seek to adjust for the effect of baseline
weight when examining the association between another variable
(eg, treatment) and an outcome, or as an outcome in studies
examining the effects of a measure (eg, intervention) on patient
weight or weight change over time.

Despite being a common clinical measure, there is no standard
for processing and cleaning EHR weight data for use in research
and evaluation studies. Researchers are often left to select and
replicate a method described by others or develop their own
algorithms to define weight measures for analyses, resulting in
many different definitions in the published literature [13]. These
definitions range from simple cutoffs for implausible values to
more computationally complex algorithms requiring significant
coding and processing capacity, as well as difficulties in
replicating for other studies. Furthermore, it is unknown how
resulting weight measures may vary based on how researchers
process and clean the data; subsequently, the impact of algorithm
choice on results and research findings is also unknown.

Study Objective
The objectives of this study include (1) comparing algorithms
for extracting and processing clinical weight measures from
EHR databases and (2) providing recommendations for the use
of algorithms. We used measures of patient weight from the
Corporate Data Warehouse (CDW) of the Veterans Health
Administration (VHA) to accomplish these objectives. The
VHA includes a network of medical centers that rely on a
system-wide integrated EHR system. Patient data are extracted
from EHR records nightly and uploaded to a centralized CDW,
which comprises relational data tables that can be accessed by

data analysts, including researchers. Users extract data from the
CDW and typically perform simple data checks to verify
accuracy. More complex algorithms may be used, especially in
research; for example, to ensure that the amount of missing data
does not exceed a prespecified threshold [14].

Methods

Cohort and Data Sources
We included cohorts of VHA patients based on two calendar
year periods: 2008 and 2016. Previous work suggests that data
quality for some CDW data fields has improved over time in
terms of cleanliness and data capture [15,16]. Thus, selecting
2 time points allowed us to compare the quality and quantity of
data between these time points. For each year, we randomly
sampled 100,000 patients aged ≥18 years with at least one
primary care visit (VHA Stop Code 323) during the cohort year,
with the first primary care visit serving as the index date. There
were no restrictions on facility or region; thus, our cohorts
represent a national sample. We excluded patients with any
International Classification of Diseases, 9th or 10th revision
codes, or Current Procedural Terminology codes for pregnancy
within 2 years before and 2 years after the index date, which
we henceforth refer to as the collection period. Our detailed
approach is described in Multimedia Appendix 1 [17-28].

We collected all weight and height measurements from the
CDW vital sign table during the collection period. If a patient
had more than one height measurement during the 4 years, we
used the modal value to determine a single measure of height
for each patient. In the event that an individual only had 2
recorded height values, the last value was chosen when height
was arranged in ascending order by collection date. We
calculated BMI by dividing weight in kilograms by height in
meters squared. All weight and height data were cleansed of
any nonnumeric characters, converting commas to decimals
where appropriate.

Weight-Cleaning Algorithms
Previously, our team conducted a systematic literature review
to identify studies that used patient weight outcome measures
from the VHA CDW [13]. We identified 39 published studies
that used the CDW to define patient weight outcomes. Of the
39 studies, 33 (85%) [17-49] included a weight-cleaning
algorithm that could be implemented and replicated in this study.
In this paper, we present 12 algorithms [17-28] representing the
breadth of methods used in cleaning body weight measurements
and provide details about the remaining algorithms in
Multimedia Appendix 1 and in our GitHub repository [50].

For comparison, we divided the 12 algorithms into two
conceptual groups: (1) those that included all weight
measurements during a specified time frame and (2) those that
were period-specific. A brief description of the key differences
between algorithms by group is shown in Table 1.
Period-specific algorithms were those that selected baseline,
6-month, and 12-month periods and included weight
measurements during specified windows around those dates.
Note that not all algorithms fit exactly into these groups. For
instance, we classified the algorithm used in the study by Noël
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et al [27] as a period-specific algorithm, as it is based on fiscal
quarters but uses all data within each quarter to define median
weights. Similarly, the algorithm by Jackson et al [21] involves
taking the arithmetic mean of all weight measurements collected
between arbitrarily chosen time points.

All algorithms were recreated from the methods sections
described in the relevant publications and translated into
pseudocode and then into R (version 3.6.1; R Foundation for
Statistical Computing) or SAS (version 9.4; SAS Institute) code
(Multimedia Appendix 1, section 2, and web-based supplemental
materials [50]).

Table 1. Conceptual description of main exclusions after applying each algorithma.

Exclusions based on algorithmConceptual group

All weight measures

Buta et al [18] • Patients with ≤1 weight value
• BMI <11 or >70

Chan and Raffa [19] • Weights <23 kg or >340 kg
• Weights >3 SD from mean

Maguen et al [26] • Weights <32 kg or >318 kg
• Weights where the absolute value of conditional residual from linear mixed model ≥10

Breland et al [17] • Weights <34 kg or >318 kg
• Weight values that fell outside of specific ratios calculated within patients over time

Maciejewski et al [25] • Weight values associated with large SDs calculated on a rolling basis

Littman et al [24] • Weights <34 kg or >272 kg
• Weights where difference from mean >SD
• Weights where SD was >10% of the mean

Period-specific

Rosenberger et al [28] • Patients with <K number of weight measures; K chosen by researcher
• Weights outside of 6-month time points

Noël et al [27] • Weights ≤32 kg or ≥318 kg
• Patients with too few values to compute median within fiscal quarters

Kazerooni and Lim [23] • Weights outside of windows around 3 periods
• Patients missing data in any of the 3 periods

Jackson et al [21] • Weights <34 kg or >318 kg
• Weights outside of 90-day window of each time point

Goodrich et al [20] • Weights <36 kg or >227 kg
• Patients with >45 kg change between periods (baseline and 6 and 12 months)
• Weights outside of 30-day window of each time point

Janney et al [22] • Weights <41 kg or >272 kg at baseline
• Weights outside of 30-day window of baseline and 60-day window of 6- and 12-month period
• Weights resulting in >45 kg change during study

aDetails of each algorithm, including code, excerpts from published methods, and pseudocode, can be found in Multimedia Appendix 1, section 2, and
the project GitHub [50].

Methods to Compare Algorithms

Descriptive Statistics
All algorithms were applied to the data for both cohorts and
compared based on descriptive statistics, including the number
of weight measures and patients retained and the mean, SD,
median, and range of weight values. For comparison, we also
included descriptive statistics based on the raw, unprocessed
weight data during the study time frame.

Weight as a Predictor
Weight is often used as a risk factor or covariate in statistical
models to predict health outcomes. We present an example
showing the association between baseline weight and new-onset
diabetes to compare algorithms in this context. For this analysis,
we excluded patients with diabetes before the study index date
and we defined new-onset diabetes as the presence of 2 or more
diabetes diagnosis codes after the patient’s index date. To create
baseline weight measures for each patient, all 12 algorithms
were first applied to each cohort, then weight measurements
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were collected given a 60-day window on or before the index
date (ie, 30 days before to 30 days after the index date). The
resulting baseline weight measure was the measurement that
occurred on the closest day to the index date after cleaning the
weight data. We then used 13 distinct logistic regression models
to obtain odds ratios (ORs) for the effect of patient weight on
new-onset diabetes.

Weight Change
A common metric used in weight loss evaluation studies
involves weight loss ≥5%, where weight change is assessed
over a 1-year period [11]. We applied each algorithm to our
cohorts to compare algorithms on this metric. After cleaning
the weight data, we used a 60-day window to define initial
weight values and included the weight measurement taken on
the closest day to the index date. To define the 1-year follow-up
weight, we again used a 60-day window around the date 1 year
after the baseline, keeping the closest weight measurement. In
addition, using the same procedure outlined above, we computed
weight gain ≥5% in a 1-year period.

Longitudinal Weight Trajectory
Weight is frequently measured, often resulting in several weight
measures per patient over time. Researchers may be interested
in assessing weight trajectories within patients over time and
potentially classifying patients according to their trajectory or
examining whether types of patients respond differentially to
interventions. Algorithm choice may affect the trajectory of
individuals and their measurements collected over time,
especially for algorithms that severely reduce the number of
measurements left to analyze. Instead of aggregating patient
weight over a specific period, studies analyzing weight measures
within patients over time use repeated-measure designs such as
(generalized) linear mixed models (LMMs), analysis of variance,
or analysis of covariance for estimation. To compare algorithms
in this context, we used a latent class LMM that assumes the
population is heterogeneous and composed of some selected
number of latent classes characterized by specific trajectories.

The latent class mixed models implemented through the R
package lcmm (package version 1.8.1) [51] exhibited poor or
slow convergence characteristics as the sample size increased;
thus, a random sample of 1000 individuals from each cohort
was used for model development. The same random sample
was processed by each of the 12 algorithms and evaluated using
the same latent class mixed model.

Facility-Level Metric
Researchers and evaluators are often interested in comparing
facilities according to the percentage of patients who meet a

metric of interest. To examine this application, we calculated
the percentage of patients with 1-year weight loss ≥5% and
weight gain ≥5% at each facility using the raw data and each
of the 12 algorithms. Although these types of comparisons may
often be risk-adjusted, our objective was only to understand the
impact of algorithm choice on calculated facility-level metrics;
therefore, we examined unadjusted facility rates. We
rank-ordered facilities separately based on the percentage of
patients with weight loss of ≥5% and weight gain of ≥5%. We
then compared the differences in the percentage of patients
based on each algorithm, grouping by those that used all data
and period-specific algorithms.

Results

Sample Descriptive Statistics
Both cohorts included approximately 100,000 patients (n=98,786
in 2008 and n=99,958 in 2016; Multimedia Appendix 1, Table
S2). Patients were excluded if they had no weight measurements
or were pregnant during the data collection period.

Using the raw data from the 2016 cohort, each veteran had a
mean of 12.2 (SD 24.9) weights recorded over the 4-year
collection period, and 1 patient had 4981 measurements
(web-based supplement [50]). Approximately 5.29%
(5291/99,958) of veterans had only 1 weight measurement
recorded. Before applying any cleaning rules, the data included
1,175,995 total weight measurements. Between 2008 and 2016,
the average weight increased by approximately 2.3 kg (91.9-94.3
kg), with a 1-point increase in SD (21.6-22.0 kg; Multimedia
Appendix 1, Table S3). The number of weights recorded did
not differ between the 2008 and 2016 cohorts and had similar
overall distributions.

Aside from the difference in average weight between the 2
cohorts, the results did not reveal major differences in the
number of weight measurements per patient or weight
distributions. Therefore, the remainder of the results will focus
on the 2016 cohort. The results from the 2008 cohort are
included in Multimedia Appendix 1.

Algorithm Descriptive Statistics
Descriptive statistics for the raw data and each of the 12
algorithms are shown in Table 2. After applying each algorithm
to the raw data, all but 2 retained >90% of the
patients—Kazerooni and Lim [23] retained approximately 24%
(23,987/99,958) of patients, and Rosenberger et al [28] retained
63.43% (63,405/99,958). The mean and SD varied little between
algorithm types, ranging from 93 to 95 kg (range 20.6-21.9 kg).
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Table 2. Weight processing by algorithm and type of algorithm.

Weight (kg), median (IQR)Weight (kg), mean (SD;
range)

Weight measurements re-
tained, n (% of raw weights)

Patients retained, n (% of
raw weights)

Item

91.8 (27.4)94.3 (22.0; 0-674.0)1,175,995 (100)99,958 (100)Raw weights

Algorithms that used all data

91.9 (27.3)94.3 (21.9; 12.3-111.1)1,131,996 (96.3)90,159 (90.2)Buta et al [18]

91.8 (27.4)94.3 (21.9; 24.5-330.0)1,170,114 (99.5)96,132 (96.2)Chan and Raffa [19]

91.0 (26.4)93.3 (21.0; 31.9-245.4)1,037,293 (88.2)98,352 (98.4)Maguen et al [26]

91.8 (27.4)94.3 (21.9; 34.0-315.0)1,175,177 (99.9)99,958 (100)Breland et al [17]

91.9 (27.2)94.4 (21.8; 28.1-247.7)1,146,995 (97.5)99,958 (100)Maciejewski et al [25]

91.9 (27.2)94.3 (21.8; 34.0-247.7)1,161,661 (98.8)96,130 (96.2)Littman et al [24]

Period-specific algorithms

92.0 (26.3)94.3 (21.0; 0-596.2)227,215 (19.3)63,405 (63.4)Rosenberger et al [28]

92.5 (27.2)94.8 (21.8; 0-559.6)71,961 (6.1)23,987 (24)Kazerooni and Lim [23]

91.2 (25.7)93.5 (20.6; 36.3-226.8)199,830 (17)95,748 (95.8)Goodrich et al [20]

91.2 (25.7)93.5 (20.6; 35.6-247.7)199,830 (17)95,742 (95.8)Janney et al [22]

91.2 (25.9)93.6 (20.6; 27.4-259.0)251,501 (21.4)96,559 (96.6)Jackson et al [21]a

91.6 (26.1)94.0 (20.9; 31.8-267.1)683,008 (58.1)99,958 (100)Noël et al [27]a

aThese algorithms differ from the other period-specific algorithms as they first use all available data and then proceed to aggregate measures by the
mean or median within select periods.

The raw, unprocessed data contained implausible values ranging
from 0 kg to 674 kg. Although most algorithms involved
removing outlying values—often as the first step—some did
not. Most notably, data processed by two of the algorithms
(Kazerooni and Lim [23] and Rosenberger et al [28]) maintained
weight values from 0 kg to >454 kg (see Table 1 for algorithm
descriptions).

Algorithms designed to use all available weights retained a bulk
of the measurements (1,037,293/1,175,995, 88.21% to
1,175,177/1,175,995, 99.93%) and resulted in a similar average
weight (mean 93.3-94.4, SD 21.0-22.0 kg). The SD did not
decrease after applying the algorithms except for the algorithm
by Maguen et al [26], which retained 88.21%
(1,037,293/1,175,995) of the measurements and resulted in a
slightly lower average weight and SD (mean 93.3 kg, SD 21.0
kg).

For the period-specific algorithms, only 1 retained >50% of the
raw weight measurements (Noël et al [27] maintained
683,008/1,175,995, 58.08% of the available data), yet the
average weight and SDs differed little between algorithms. The
Kazerooni and Lim [23] algorithm resulted in higher average
and median weights (mean 94.8 kg, SD 21.8 kg, median 92.5
kg). It is important to note that the algorithms designed by

Kazerooni and Lim [23] and Noël et al [27] first use all available
data and then proceed to aggregate measures by the mean or
median within select periods. Thus, they differ in approach from
the other period-specific algorithms, which first define periods
and then extract weight measures during windows around those
periods.

Although the mean weight did not change appreciably between
the 12 algorithms, there were noticeable differences in the
resulting distributions of weight. To explore these differences,
we implemented a bootstrap procedure for the mean and
variance by sampling 1000 patients, with replacement—thus
each patient could be in each sampling iteration more than
once—then evaluating the sample data with all 12 algorithms,
and repeating this procedure 100 times. Each algorithm is
designed to clean weight measurements; thus, in terms of the
mean, the differences between algorithms are minute
(Multimedia Appendix 1, Figure S1), rarely deviating from the
mean of the unprocessed data. Differences in variance stand in
stark contrast, deviating in both measures of center and spread
between algorithms and years—most notably, Kazerooni and
Lim [23] and Maguen et al [26] (Figure 1 [17-28]). Disregarding
the standout algorithms, differences in SD were still small on
an absolute scale, with an approximate range between algorithms
of 0.9 kg and 1.8 kg.
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Figure 1. Bootstrapped 95% CI of the SD by algorithm and algorithm type. The midpoint represents the median SD, the thick gray line represents the
80% quantile interval, and the black line represents the 95% quantile interval [23-25,30,35,36,38,39,41-43,46].

Algorithms Applied to Analysis Scenarios

Weight as a Predictor
A total of 13 individual logistic regressions were computed to
predict the occurrence of new-onset diabetes as a function of

weight. The reported OR and 95% CI varied little between
algorithms, and all ORs were slightly >1.00 (Figure 2 [17-28]).
The results from the Kazerooni and Lim [23] algorithm are the
most striking, exhibiting the widest CI and the smallest OR (see
the web-based supplement section Weight as a Predictor for a
detailed exploration of each analytic decision [50]).
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Figure 2. Odds ratio (OR; 95% CI) from 13 separate logistic regressions predicting new-onset diabetes as a function of weight
[23-25,30,35,36,38,39,41-43,46].

Weight Change (Gain and Loss)
Table 3 shows descriptive statistics for ≥5% weight loss and
gain by algorithm. To calculate 1-year weight loss and gain,
patients were required to have both a baseline weight (60 days
before to 60 days after the index date) and a follow-up weight
(60 days before to 60 days after 1 year from the index date).
After applying the algorithms, only 24% (23,987/99,958) to
60.25% (60,225/99,958) of patients were retained for analysis
and, unsurprisingly, the algorithms that used all data retained
the most patients. However, the proportion of patients with ≥5%
weight loss remained stationary at roughly 13.13%
(7851/59,773) to 13.95% (5425/38,875) for nearly all
algorithms. The exception was the Maguen et al [26] algorithm,
which resulted in only 9.37% (4933/52,642) of patients

achieving this weight loss goal. A similar pattern in the results
is exhibited by the weight gain analysis—Maguen et al [26]
resulted in the lowest gain (4088/52,642, 7.77%), whereas all
others stayed relatively the same at 10.86% (6494/59,770) to
12.15% (4725/38,875).

The average weight change was slightly <0, ranging from −0.13
kg to −0.43 kg, with the largest discrepancy resulting from the
Maguen et al [26] algorithm and the smallest from the Kazerooni
and Lim [23] algorithm. Despite the often lengthy processing
steps involved in each algorithm, almost all algorithms still
retained implausible weight change outliers, ranging from −1454
kg to −242 kg for the Rosenberger et al [28] and Kazerooni and
Lim [23] algorithms, respectively (see Multimedia Appendix
1, Figure S2 for a graphical representation).
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Table 3. Comparing weight loss metrics by algorithm, common measures of weight loss ≥5%, and average weight change from baseline.

Average weight change
from baseline (kg), mean
(SD; range)

Weight gain ≥5% from
baseline, n (%)

Weight loss ≥5% from
baseline, n (%)

Patients retaineda, n (%)Item

−0.13 (7.3; −456 to –485)6977 (11.6)8162 (13.5)60,286 (60.3)Raw weights

Algorithms that used all data

−0.27 (5.4; −111 to –126)6642 (11.6)7762 (13.6)57,014 (57)Buta et al [18]

−0.26 (5.4; −231 to –126)6902 (11.5)8069 (13.4)60,175 (60.2)Chan and Raffa [19]

−0.17 (3.5; −33 to –44)4088 (7.8)4933 (9.4)52,642 (52.7)Maguen et al [26]

−0.27 (5.2; −117 to –94)6936 (11.5)8124 (13.5)60,225 (60.3)Breland et al [17]

−0.28 (5.1; −53 to –88)6810 (11.6)7985 (13.7)58,457 (58.5)Maciejewski et al [25]

−0.22 (4.9; −54 to –49)6787 (11.4)7851 (13.1)59,773 (59.8)Littman et al [24]

Period-specific algorithms

−0.31 (6.4; −454 to –135)4725 (12.2)5425 (14)38,875 (38.9)Rosenberger et al [28]

−0.43 (5.6; −242 to –136)2503 (10.4)3355 (14)23,987 (24)Kazerooni and Lim [23]

−0.27 (5.2; −53 to –93)6688 (11.5)7828 (13.5)58,142 (58.2)Goodrich et al [20]

−0.28 (5.4; −132 to –127)6679 (11.5)7842 (13.5)58,171 (58.2)Janney et al [22]

−0.32 (5.1; −111 to –104)6494 (10.9)7973 (13.3)59,770 (59.8)Jackson et al [21]

−0.26 (5.2; −111 to –88)6624 (11.3)7786 (13.3)58,525 (58.5)Noël et al [27]

aNumber of patients retained after applying the algorithm. N=99,958 (number of veterans in the 2016 cohort).

Weight Trajectory
For each algorithm, the individual trajectories were modeled
using a random slope and intercept. Latent class membership
represents a choice by the statistical modeler; here, for both
conceptual and parsimonious reasons, a 3-class model was
chosen for analysis.

Figure 3 [17-28] displays predictions from latent class LMMs
computed for each algorithm. There are three types of
trajectories: those displayed with a negative slope (predicted
weight loss), a slope of nearly 0 (corresponding to those
predicted to maintain weight across a 1-year span), and a
positive slope (predicted weight gain).

The choice of algorithm can affect predicted weight loss and
weight gain within 1 year. Each algorithm produced a slightly
different slope and intercept for each class (eg, for the raw data,

β1,t=–0.00906 vs β2,t=.00000 and β3,t=.01322 for classes 1, 2,
and 3, respectively), implying that the second class of
individuals maintained their weight over time, whereas class 1
was predicted to lose 1.5 kg, and class 3 was predicted to gain
2.2 kg over a period of 365 days. For all but 1 algorithm, the
posterior probability of individuals classified as class 1 (loss)
was low, with a median across algorithms of 0.34 (range
0.014-0.99; Multimedia Appendix 1, Table S13), implying that
3.4% (34/1000) of sampled veterans were predicted to lose
weight. The Kazerooni and Lim [23] algorithm differed and
classified 99.6% (262/263) of its patients as class 1 (loss), with
almost 0% predicted for class 2 (maintenance). Goodrich et al
[20], Janney et al [22], Kazerooni and Lim [23], and
Rosenberger et al [28] stand out with the steepest slopes in class
3 (gain), indicating greater predicted weight gain for patients
in this class.
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Figure 3. Group-based trajectory modeling by algorithm [23-25,30,35,36,38,39,41-43,46].

Facility-Level Metrics
The percentage of patients with ≥5% weight loss and gain was
calculated for each of the 130 facilities using the raw weight
data and the weight data as processed by each algorithm. Using
the raw data, the percentage of patients with ≥5% weight loss
ranged from 2% (1/44) to 19.7% (78/395) across facilities, with
an average of 13.5% (SD 2.6%). Across algorithms, the
percentage of patients who met the metric ranged from a
minimum of 2% (1/44) to a maximum of 26% (13/50). For
weight gain, the percentage of patients with ≥5% weight gain
ranged from 6% (14/234) to 20% (9/44) across facilities using
the raw data, with an average of 11.6% (SD 2.3%); across

algorithms, the percentage of patients ranged from 3.1%
(12/386) to 27% (14/51). Figure 4 [17-28] shows the
facility-level rates, with facilities ranked along the x-axis
according to the percentage of patients who met the metric using
raw data. Higher-ranking facilities had greater rates of patients
meeting the metric. Using the period-specific algorithms to
define the percentage of patients with ≥5% weight loss resulted
in more variability, and the choice of algorithm clearly affected
facility rank. In contrast, the algorithms that used all data
exhibited similar ranking to the raw data. The Maguen et al [26]
algorithm was a clear outlier and resulted in much lower rates
that would affect facility ranking. The Maciejewski et al [25]
algorithm showed slightly higher rates.
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Figure 4. Facility-level percentage of patients with ≥5% weight loss by algorithm. Facilities are ranked along the x-axis according to the percentage
of patients who met the metric using raw data, with higher-ranking facilities having greater rates of patients meeting the metric. The percentage of
patients who met the metric calculated by each algorithm is displayed for each facility [23-25,30,35,36,38,39,41-43,46].

Discussion

Principal Findings
For many applications, the differences between
weight-processing algorithms are minor, implying that a simpler
algorithm design may be accurate and computationally more
efficient in many scenarios. Furthermore, in some cases, the
results are not appreciably different from using raw, unprocessed
data.

There are subtleties between each algorithm and algorithm type
that appear to be more appropriate for specific applications. For
example, if it is assumed within a cohort that weight will be
lost or gained linearly (eg, weight loss programs or patients
with terminal cancer), the Maguen et al [26] algorithm would
be appropriate to use.

Studies using point estimates of weight (descriptive statistics
and weight as a predictor) and weight change may benefit from
a simple cleaning rule based on cutoffs of implausible values,
such as excluding weights <34 kg or >318 kg. However, we
also recommend examining the computed weight change
(output) for implausible values in addition to filtering the
unprocessed measurements.

Among the algorithms that used all weight measures, most
removed outliers within patients, often using some variation of
rolling SDs to determine implausible values. However, the
results from the study by Buta et al [18] are consistent with
these algorithms even though the algorithms simply apply an
outlier filter based on BMI to the entire sample.

Studies examining weight trajectories and facility-level metrics
may benefit from a more nuanced algorithm that considers all

available weight data. With respect to trajectory analyses,
Kazerooni and Lim [23] and Janney et al [22], both
period-specific algorithms, showed steeper weight losses and
thus inconsistent results compared with other algorithms.
Clearly, when modeling trajectories, the estimation would
benefit from using an algorithm that uses all available weight
data. In terms of facility-level analysis, all period-specific
algorithms resulted in inconsistent or noisy results in comparison
with the algorithms that used all data. The clear exception was
the Maguen et al [26] algorithm, which assumes linearity in
weight over time when cleaning weight measurements, an
assumption that may not be tenable.

As an example of a recommendation, based on preliminary
findings, we used a 2-stage algorithm to derive and clean a
weight outcome for the study by Miech et al [52], specifically
≥5% weight loss in a 1-year time frame. The procedure used to
arrive at the final outcome was as follows: for each patient in
the VHA-derived cohort, all weight data were collected between
a patient’s baseline time point and the end of follow-up (1 year).
To clean these data, the Breland et al [17] algorithm was used
as it uses all data, shows consistent results in comparison with
other algorithms that use all data, and provides a reasonable
distribution of weight values upon computing weight change.
Alternatively, the Maciejewski et al [25] algorithm could have
been chosen as it exhibits the same ideal characteristics as the
Breland et al [17] algorithm yet comes with added complexity
in terms of parameter settings because of its design expectant
of large changes in weight. Once cleaned with the Breland et
al [17] algorithm, weight change and weight change as a
percentage of body weight were calculated, and implausible
values left in this distribution were then assessed iteratively by
choosing the next closest measurement to either the baseline or
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follow-up weight and then re-examining the weight change
distribution. This process ended when the distribution was
removed of all implausible values given a range chosen by the
study investigators.

Considerations
These data can be stratified in many ways and, for the purposes
of brevity, we chose to display the results assuming homogeneity
of the sample. Alternatively, stratifying by demographic or
clinical factors had the potential to change our results and
conclusions; thus, we chose to differentiate our analysis for
patient sex and for categories of weight—namely, underweight,
overweight, and obese (web-based supplement [50]). For the
sex subanalysis, the patterns of postalgorithm measurements
did not differ between men and women save for the noisy
facility-level analysis, which can be attributed to the small
number of women in multiple facilities. A similar result can be
seen in the analysis by BMI category, where the patterns were
similar, but the facility-level analysis was noisy because of
small numbers. Consequently, the value in further subanalyses
should be explored to better address common clinical and
research scenarios.

Similar to the choice of data, the methods we chose to address
the impact of algorithms were tested on a small selection of
analytic approaches while disregarding others that researchers
may wish to use. Chiefly, we did not examine the impact on a
broader set of machine learning or artificial or computational
intelligence approaches common in big data analytics. Further
combining machine learning, missing data imputation, and the
impact of algorithm choice could prove to be an invaluable
resource for the clinical research community.

Limitations
Our data lack a gold standard and thus, we cannot establish that
a presumed outlier is in fact implausible; it is possible that some
individuals experienced drastic weight changes that were not
considered. Patients who were pregnant during the period were
excluded; however, other diseases or conditions may be
associated with dramatic weight shifts, and amputation in
diabetic patients could also be considered. We did examine the
impact of including weight measures from the inpatient setting
as well as bariatric surgery patients and found only 2 individuals

with implausible weight change values (web-based supplement
[50]).

In addition, many algorithms were designed using a specific
cohort of patients or an analytic approach, which may not
transfer to a general patient cohort. The Maciejewski et al [25]
algorithm was designed specifically for studies involving
patients who had undergone bariatric surgery or patients who
experienced drastic weight changes within a short amount of
time. Furthermore, Noël et al [27] proceeded by aggregating
longitudinally measured weight over fiscal quarters, a method
more appropriate for econometric-type research studies.

Our conclusion that applying a simple algorithm or filter may
be enough to clean the data has been arrived at by analyzing
large samples; thus, these results may differ in smaller samples
or small subpopulations, as can be seen in the sex and BMI
category analyses. We did not analyze the differences in the
algorithms because of the sample size in this study. A simulation
study would be warranted to fully assess the impact of sample
size.

Finally, all algorithms were reconstructed from the published
methods and supplemental material, and there was potential for
misinterpretation. In the era of big data analytics and use of
patient EHR data for research and evaluation, it is essential that
details surrounding data processing and measure creation are
included in supplemental materials or shared code (eg, GitHub,
Bitbucket, or Docker) to facilitate reproducibility and replication
efforts.

Conclusions
In this paper, we presented several applications of algorithms
to process weight measurements obtained from EHRs and
attempted to provide recommendations for common research
scenarios. Different algorithms result in generally similar results.
In some cases, the results are not different from using raw,
unprocessed data, despite algorithm complexity. Studies using
point estimates of weight (descriptive statistics and weight as
a predictor) and weight change may benefit from a simple
cleaning rule based on cutoffs of implausible values. Research
questions involving weight trajectories and facility-level metrics
may benefit from a more nuanced algorithm that considers all
available weight data.
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Abstract

Background: Alzheimer disease (AD) and other types of dementia are now considered one of the world’s most pressing health
problems for aging people worldwide. It was the seventh-leading cause of death, globally, in 2019. With a growing number of
patients with dementia and increasing costs for treatment and care, early detection of the disease at the stage of mild cognitive
impairment (MCI) will prevent the rapid progression of dementia. In addition to reducing the physical and psychological stress
of patients’ caregivers in the long term, it will also improve the everyday quality of life of patients.

Objective: The aim of this study was to design a digital screening system to discriminate between patients with MCI and AD
and healthy controls (HCs), based on the Rey-Osterrieth Complex Figure (ROCF) neuropsychological test.

Methods: The study took place at National Taiwan University between 2018 and 2019. In order to develop the system, pretraining
was performed using, and features were extracted from, an open sketch data set using a data-driven deep learning approach
through a convolutional neural network. Later, the learned features were transferred to our collected data set to further train the
classifier. The first data set was collected using pen and paper for the traditional method. The second data set used a tablet and
smart pen for data collection. The system’s performance was then evaluated using the data sets.

Results: The performance of the designed system when using the data set that was collected using the traditional pen and paper
method resulted in a mean area under the receiver operating characteristic curve (AUROC) of 0.913 (SD 0.004) when distinguishing
between patients with MCI and HCs. On the other hand, when discriminating between patients with AD and HCs, the mean
AUROC was 0.950 (SD 0.003) when using the data set that was collected using the digitalized method.

Conclusions: The automatic ROCF test scoring system that we designed showed satisfying results for differentiating between
patients with AD and MCI and HCs. Comparatively, our proposed network architecture provided better performance than our
previous work, which did not include data augmentation and dropout techniques. In addition, it also performed better than other
existing network architectures, such as AlexNet and Sketch-a-Net, with transfer learning techniques. The proposed system can
be incorporated with other tests to assist clinicians in the early diagnosis of AD and to reduce the physical and mental burden on
patients’ family and friends.

(JMIR Med Inform 2022;10(3):e31106)   doi:10.2196/31106
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Introduction

Background
According to the latest report from Alzheimer’s Disease
International [1], the number of people with dementia worldwide
will increase from 50 million in 2019 to 152 million by 2050,
and the global annual cost of dementia is estimated to increase
from US $1 trillion in 2019 to US $2 trillion in 2030. Dementia
is also the seventh-leading cause of death in the world [2]. These
numbers continue to grow year by year, and the risk of
developing dementia grows significantly with increasing age.
Therefore, as more and more countries’ aging populations
increase, there is an urgent need to put more effort into research
related to this issue, since there is no cure for AD and the
existing treatment is to extend the period of rapid progression
of the disease.

AD is the most common etiology associated with dementia, and
it accounts for approximately 60% to 70% of all dementia cases

[3]. AD caused by the destruction and death of neurons in the
brain is a syndrome related to ongoing decline in cognitive
function in domains such as memory, visuospatial processing,
language, and executive function; this decline results in
impairment in carrying out the instrumental and basic activities
of daily living [4].

MCI is a transitional state between normal aging and dementia,
in which a patient’s cognitive function undergoes mild but
perceptible decline, as shown in Figure 1 [5]. Such degradation
of cognitive function occurs more quickly than in normal aging,
but unlike in AD, it does not affect the patient’s ability to handle
daily activities. According to the updated American Academy
of Neurology guideline on MCI [6], about 14.9% of patients
with MCI older than 65 years of age developed dementia at a
2-year follow-up. In clinical trials involving patients with MCI
who had memory loss, most of them who progressed to having
dementia had AD.

Figure 1. The continuum of Alzheimer disease [5]. MCI: mild cognitive impairment.

Currently, the diagnoses of the MCI and AD are based on the
clinical judgment of doctors according to the symptoms, medical
reports, and medical history from the individual, family
members, friends, or caregivers. Additionally, a series of
cognitive tests and neuropsychological assessments, such as the
Mini-Mental State Examination (MMSE) [7] and the Clinical
Dementia Rating scale [8], are essential to evaluate the
individual’s cognitive function. Furthermore, biomarker
measurements that include cerebrospinal fluid testing and
neuroimaging, such as structural magnetic resonance imaging
(MRI) and positron emission tomography (PET), are also used
to aid in diagnosis [9].

Several challenges need to be addressed to propose a screening
system for the early detection of AD. One of the challenges is
that the characteristics or signs of the early stage of the disease
may not be obvious [10]. Moreover, the high cost of manual
feature extraction needs to be avoided. However, meaningful
feature representation has to be determined for building a
screening model for the disease. As a screening tool, the
efficiency of the overall screening process is another issue that

needs to be considered. In this work, we proposed a digital
screening system to reduce the burden on clinicians.

Purpose
The aim of this research was to propose a data-driven
convolutional neural network (CNN) architecture through
transfer learning and deep learning methods to discriminate
between patients with AD or MCI and healthy controls (HCs).
The designed CNN architecture was developed for a
Rey-Osterrieth Complex Figure (ROCF) test system that
automatically calculates scores to assist diagnosis. The purpose
of the proposed system is to prevent late diagnosis of AD among
older adults. Nevertheless, the proposed system will also reduce
the manual workload for clinicians and diagnostic costs.

Related Work

Overview
When AD and other types of dementia collectively became one
of the primary public health concerns worldwide, many different
types of research studies began to develop diagnostic tools to
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accurately classify individuals as having AD or MCI or as
cognitively unimpaired individuals, also known as HCs. These
studies can be categorized into two main types: neuroimaging
studies and neuropsychological test studies.

Neuroimaging Studies
AD is a neurodegenerative disease, and the most remarkable
brain changes appear to occur in the hippocampal formation
and the entorhinal cortex, which are critical brain structures
related to memory function. MRI is commonly used to measure
the structural atrophy of the hippocampus and entorhinal cortex.
Compared with cognitively unimpaired older adults and
individuals with MCI, patients with AD have a smaller-sized
hippocampus and entorhinal cortex [11]. Functional MRI
provides information on the flow of oxygenated blood in the
brain to detect higher brain cell activity by higher blood flow;
it can be used to record the activation patterns of neural networks
in the hippocampus when the participant is performing memory
tests [12]. Furthermore, with the injection of a radioactive
contrast agent into the human body, a PET scan can be used to
obtain information on glucose metabolism and the brain’s
neurotransmitter activity.

With the help of multiscale feature extraction from baseline
local hippocampus MRI data, Hu et al [13] adopted support
vector machine (SVM) learning models to distinguish between
patients with MCI that converted to AD and patients with MCI
that did not convert to AD, and to distinguish between patients
with AD and HCs. Challis et al [14] applied functional MRI
scans and Bayesian Gaussian process logistic regression models
to distinguish between HCs and patients with amnestic MCI,
and between patients with amnestic MCI and those with AD.
Li et al [15] used fusion information from MRI and PET scans
for feature selection, processed the selected features through
restricted Boltzmann machines to obtain the learned features,
and applied the learned features to an SVM model for the
classification of the different stages of AD. However,
neuroimaging is not cheap. Moreover, patients who experience
claustrophobia cannot undergo scanning by the machine because
patients need to lie motionless inside the closed shell of the
machine. Furthermore, patients with metallic implants, such as
pacemakers, cannot undergo MRI due to the magnetic and
radiofrequency fields generated during imaging. In addition,
patients will be exposed to radiation while undergoing a PET
scan.

Neuropsychological Test Studies
Neuropsychological assessments employing specifically
designed tests are important for evaluating the brain
dysfunction’s behavioral and functional expression [16]. A
neuropsychological test is typically administered to a participant
by an examiner or neuropsychologist in a quiet environment.
The purpose of the assessment is to gather the participant’s
cognitive and behavioral performance information. The MMSE
is a widely used screening test for evaluating the cognitive status
of older adults. However, it has limited utility in distinguishing
between the patients with MCI and people in a standard aging
group [17].

Drawing tests are widely used to assess constructional abilities,
where the patient is asked to copy a complex figure and then
recall and replicate the figure from memory. The Clock-Drawing
Test (CDT) is a simple tool for screening people with dementia.
It requires participants to draw the clock correctly using
appropriate abilities, such as understanding language, planning,
visualizing orientations, and executing the appropriate
movement. However, people with dementia will not draw
correctly due to impaired cognitive abilities, such as visual
constructional processing, memory function, semantic
knowledge retrieval, or executive function. Prange and Sonntag
[18] proposed a digital CDT by implementing the Mendez
scoring system [19] and creating a hierarchy of error categories
to model the characteristics of CDT. Nevertheless, according
to a survey report [20], many researchers using the CDT cannot
significantly distinguish between patients with MCI and
cognitively unimpaired participants, and the sensitivity and
specificity have also been less satisfactory in most studies.

The ROCF test is widely used to assess visuospatial
constructional capabilities and visual memory function [21]. It
is a score-based neuropsychological assessment tool that
assesses the individual’s visual memory by testing their ability
to draw a complex figure by copying, immediate recall, and
delayed recall from memory. The ROCF test was first
constructed by Rey [22], and it was then standardized by
Osterrieth [23]. Miller et al [24] showed that combining the
ROCF test with the MMSE can enhance the performance of the
detection of individuals with MCI. Salvadori et al [25] evaluated
the ROCF test using the Boston Qualitative Scoring System
(BQSS) [26] in order to distinguish vascular MCI from
degenerative MCI. There are several different scoring systems
for quantifying the performance of the ROCF test, for example,
the Rey-Osterrieth 36-point scoring system [27], the
Developmental Scoring System [28], and the BQSS.

Nevertheless, the current scoring system of the ROCF test is
labor intensive and needs to be performed by trained experts,
due to the complexity of the scoring criterion. However,
cognitive impairment in individuals with MCI is often subtle.
It appears to be more challenging to distinguish between patients
with MCI and HCs than between patients with AD and HCs,
as the current manual scoring system may also have a limited
ability to detect subtle differences between individuals with
MCI and HCs.

Methods

System Overview
The proposed approach was partitioned conceptually into two
portions, namely model training and screening, as depicted in
Figure 2. The model training portion mainly included three
modules: data collection, pretraining, and retraining. First,
according to the standardized assessment protocol, participants
had to be classified as individuals with MCI or HCs by an
experienced doctor and neuropsychologist. Therefore, the
diagnosis results were used to train the classification model as
the ground truth. Second, we collected the ROCF test drawings
from all participants, and a large, open, sketch data set was used
for pretraining our proposed screening system. Third, the

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e31106 | p.100https://medinform.jmir.org/2022/3/e31106
(page number not for citation purposes)

Cheah et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


screening model was implemented by applying the pretrained
model to the collected data. Finally, we used the retraining
model to discriminate participants. The screening portion used
the system to classify new participants by differentiating

cognitively unimpaired individuals from patients with AD or
MCI. The following sections discuss the detailed implementation
of each part in more detail.

Figure 2. System overview. AD: Alzheimer disease; HC: healthy control; MCI: mild cognitive impairment.

Screening System

Neuropsychological Test Selection
Neuropsychological test selection was based on whether it could
be performed in a clinical setting and whether it had been used
in related AD and MCI studies. The ROCF test is a
neuropsychological test that has been adopted to assess various
cognitive functions, such as visuospatial abilities, visual episodic
memory, organization skills, attention, and visuomotor
coordination [29]. Visual memory impairment is an early sign
of AD [30], and some studies [31,32] have shown that the ROCF
test can identify patients with MCI, patients with mild AD, and
HCs.

The ROCF does not resemble any existing object; it combines
many shapes that include lines, circles, rectangles, triangles,
crosses, diamonds, and more. There are three trials during an
ROCF test: copy, immediate recall, and delayed recall. Cognitive
functions such as attention, visuospatial processing, and
visuomotor coordination are required for copying the
complicated geometrical figures successfully. The immediate
recall and the delayed recall are used to assess the participant’s
ability to retrieve learned information from memory incidentally.

Data Collection Procedure

Overview

First, participants were invited to participate in the study
according to ethical approval from the Institutional Review
Board (IRB) of the National Taiwan University Hospital
(NTUH; see Ethics Approval section for details), and written

informed consent was received from each of them. Each
participant was asked to sit at a table with pen and paper or with
a Cintiq 16 tablet (Wacom) and Pro Pen 2 (Wacom) [33]. Next,
the participant was asked to write his or her name or draw some
shapes on the digital device using the smart pen in order to
become familiar with the devices. After that, the participant was
informed about the process of the ROCF test during three trials:
the copy trial, the immediate recall trial, and the delayed recall
trial.

Copy Trial

The participant was shown the ROCF and asked to duplicate
the complicated geometrical figure as close as possible to the
original figure. The participant was informed that there was no
time limit for copying the figure. After the copy stage was
finished, both the original ROCF and the copied figure that was
drawn by the participant were removed from sight. Furthermore,
the participant was not notified that the figure would need to
be drawn again in the subsequent trials.

Immediate Recall Trial

After a short delay, the participant was asked to draw the
complicated geometrical figure from memory with as much
detail as possible. The participant was informed that there was
no time limit. When the immediate recall drawing was finished,
the drawn figure was moved away from the participant’s sight.

Delayed Recall Trial

After a 20- to 30-minute delay, the participant was asked to
redraw the complicated geometrical figure from memory. The
participant was informed that there was no time limit.
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Data Preparation

Overview
Two different data sets were used to evaluate our proposed AD
screening system; they were gathered according to ethical
approval from the IRB of the NTUH (see Ethics Approval
section). In line with IRB ethical approval, older adults in
Taiwan were invited, and their written informed consent was
obtained. Participants with a past or current history of the
following conditions were excluded from this study:

1. Nonneurodegenerative problems that might affect brain
function, such as stroke, epilepsy, and moderate or severe
head injury.

2. Severe psychiatric illness, such as depression and autism.
3. Drug abuse.
4. Blindness or severe hearing impairment that would result

in participants not being able to take the ROCF
neuropsychological test.

The details of both data sets are described in the following
sections.

NTUH_ROCF Data Set
This study data set included a total of 118 participants: 59
(50.0%) participants with MCI and 59 (50.0%) HCs. The
NTUH_ROCF data set was collected using pen and paper
through the data collection procedure described above. All
participants underwent a comprehensive neuropsychological
assessment, including measurements from five cognitive
domains: attention, executive function, visuospatial function,
memory, and language. An expert from our team evaluated the
assessments; the criteria of classifying patients with MCI was
based on the approaches proposed by Jak et al [34].

Table 1 shows the demographic information of the older adult
participants, including gender, age, years of education (minimum
6 years), and MMSE scores for the MCI and HC groups.
Participants were asked to draw the ROCF pictures during the
copy trial, the 3-minute delayed trial (ie, immediate recall), and
the 30-minute delayed trial (ie, delayed recall).

Table 1. Demographic information from the NTUH_ROCFa data set.

Healthy controls (n=59)Participants with mild cognitive impairment (n=59)Characteristic

Gender, n (%)

33 (56)31 (53)Female

26 (44)28 (47)Male

62.58 (5.89)67.51 (6.30)Age (years), mean (SD)

15.05 (2.82)13.12 (3.20)Education (years), mean (SD)

29.18 (0.96)27.81 (2.10)MMSEb score, mean (SD)

aNTUH_ROCF: National Taiwan University Hospital_Rey-Osterrieth Complex Figure.
bMMSE: Mini-Mental State Examination; total scores range from 0 (all answers are incorrect) to 30 (all answers are correct).

NTUH_D-ROCF Data Set
This study data set included a total of 60 participants: 30 (50%)
participants with AD and 30 (50%) HCs. Patients with AD were
recruited from NTUH, and the NTUH_D-ROCF data set (where
“D” represents Alzheimer disease) was collected using the
graphics tablet and smart pen (Cintiq 16 and Pro Pen 2; Wacom)
to evaluate the automation approach’s performance. Disease

diagnoses from a board-certified neurologist and a
board-certified clinical neuropsychologist were used as the
ground truth for training the system. The demographic
information from the participants is summarized in Table 2.
Participants were asked to draw the ROCF pictures during the
copy trial, the immediate recall trial, and the 10-minute delayed
recall trial.

Table 2. Demographic information from the NTUH_D-ROCFa data set.

Healthy controls (n=30)Participants with Alzheimer disease (n=30)Characteristic

Gender, n (%)

19 (63)20 (67)Female

11 (37)10 (33)Male

73.40 (7.24)77.67 (6.96)Age (years), mean (SD)

15.03 (2.66)11.83 (3.55)Education (years), mean (SD)

28.50 (1.55)21.33 (2.80)MMSEb score, mean (SD)

aNTUH_D-ROCF: National Taiwan University Hospital_Alzheimer Disease_Rey-Osterrieth Complex Figure.
bMMSE: Mini-Mental State Examination; total scores range from 0 (all answers are incorrect) to 30 (all answers are correct).
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Designed Architecture of the Neural Network

Overview

Training a deep CNN from scratch is a time-consuming task
and usually requires a large amount of data to achieve the goal
of generalization. Generally, it is hard for researchers to collect
enough labeled images for each specific task. According to
research by Yosinski et al [35], the transfer learning technique
applied to deep neural networks could achieve surprising results.
They found that initializing the weights of a network by
transferring features from almost any number of layers of a
pretrained network can retain the generalization ability, even
fine-tuning the weights according to the target data set. It

inspired us to use the TU (Technical University)-Berlin sketch
data set [36] to pretrain our neural network. The data set consists
of 250 different object categories, such as animal, insect, plant,
food, furniture, transportation, and instrument, where each
category contains 80 sketch images. The data set contains a
total of 20,000 hand-drawn sketches. We used that data set
because it is large and similar to our collected data, in that both
sets of images are sketched and contain the shapes of circles,
squares, and lines. The learned weights or pretrained models
were then transferred to the target screening engine rather than
training the target neural network from scratch. The network
structure of our proposed screening system is depicted in Figure
3.

Figure 3. The network structure of the screening system for Alzheimer disease. ROCF: Rey-Osterrieth Complex Figure.

Pretraining Engine

Inspired by the neural network architecture described in Yu et
al [37], we further designed a low-cost neural network for
pretraining the sketch data set, as demonstrated in the upper

part of Figure 3. The input was the image I∈Rh×w×c, where h
and w stand for the height and width of the image, and c is the
number of channels of the image. The output comprised the
probabilities of belonging to the corresponding 250 categories,
and the highest probability indicated the predicted output label
of the sketch image. In other words, features were extracted
based on CNN architecture to recognize the hand-drawn

sketches across numerous object categories. A series of
convolutional layers and their following pooling layers acted
as the feature extraction, while fully connected (FC) layers were
used for further classification.

The pretraining network adopted five 3×3 convolutional layers
with a stride of 1 pixel. The stride was set to 1 to keep as much
information as possible through the convolution operation. In
addition, each convolutional layer was followed by a 2×2 max
pooling layer using a stride of 2 pixels. The convolutional
function used in each convolutional layer is represented as
follows:
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where F(l–1) indicates the input feature map to the l-th layer, W
is the weight matrix to be applied to the input feature map, b is
the bias vector, the operator * is the convolution operation, σ
is the nonlinear activation function, pool is a subsampling
operation, and s represents the pooling size of the filter that
usually covers an s×s square region.

The feature representations were then flattened into a
2048-dimension vector and connected to two FC hidden layers,
each with 512 neurons. A rectified linear unit (ReLU) [38]
function, as shown in equation 2 below, was used as the
activation function of the convolutional layers and the two FC
hidden layers, while the softmax function, as shown in equation
3 below, was applied to the output layer to compute the
prediction probability for each class. Finally, dropout [39] was
adopted after the flattened layer and two FC hidden layers with

a dropout rate of 0.5. The dropout technique was used to prevent
overfitting of the training data, which reduced the number of
active neurons during training by dropping 50% of the neurons.

A data augmentation technique was used to increase the diversity
of sketches per category for classification. Furthermore, it
increased the number of training samples through several
random transformations on the image, such as vertical shift,
horizontal shift, rotation, and flip, in order to train the model
with a greater range of various augmented data. This technique
lets the model constantly train on new, slightly modified
versions of the input data, which enables the model to learn
more robust features and increases the generalization of the
model. Thus, the shift and rotation transformations of data
augmentation were adopted in the training process, and the
transformations were then applied in real time as batches were
passed into training in this work, as shown in Figure 4.

Figure 4. The real-time process of data augmentation.

Initially, the sketch data set was separated into training and
testing data, and the data augmentation technique was only
applied to the training data. The original batch of sketch images
was then fed into the image augmentation module to apply a
series of random transformations to each image in the batch.
Next, the sketches from the training data were randomly shifted
horizontally or vertically with a 0.1 fraction of total width or
height and randomly rotated in the range of 0.1 degrees. Finally,
the new and randomly transformed batch was used for training
the CNN, while the original data were not used for training. In
other words, the image augmentation module randomly
transformed the original images and returned only the new
transformed images.

The cross-entropy loss function was applied to calculate the
model loss through the training data. We obtained the loss value
for later optimization by comparing the model’s predictions

with the ground truth. The probability denotes the prediction
result of i-th class of a sample, where s is the output score of
the model, si is the i-th element of vector s, and C is the total
number of the classes. Set y = [y1,...,yM,...,yC], where yM = 1 and

yi = 0(if i ≠ M) to indicate that the M-th class is the ground truth.
Then, the cross-entropy loss function L is represented as follows:

Lastly, an Adam optimizer [40] with a learning rate of 0.0001
was used to adjust the trainable parameters to reduce the model
loss for each batch. The Adam optimizer combines two methods:
AdaGrad (adaptive gradient algorithm) [41], which deals with
sparse gradients very well, and RMSProp (root mean square
propagation), which does well with online and nonstationary
settings.

Retraining Engine

Given the image as the input I∈Rh×w×c, where h and w stand for
the height and width of the image and c is the number of
channels of the image, which implicitly contains the necessary
information for building the screening model of AD, the output
is the score or probability of having AD or MCI. A CNN was
used to determine the score, and features were learned
automatically rather than handcrafted. We formulated the score
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of having AD or MCI with a function of the image drawn by
the participant, as shown in the following equation:

where I represents the image drawn by the participant, the output
of the model score is a 2D vector, and each dimension is a scalar
value between 0 and 1, which indicates the possibility of having
AD or MCI or of being an HC, respectively.

The architecture of the retraining engine is shown in the bottom
part of Figure 3. The convolutional base of the retraining engine
was leveraged from the convolutional base of the pretraining
model by using the TU-Berlin sketch data set. The convolutional
base layers were frozen, consisting of five convolutional layers
with a filter size of 3×3 and a stride of 1 pixel; a 2×2 max
pooling layer follows each convolutional layer with a stride of
2 pixels. A new classifier was implemented for further
distinguishing the image drawn by the participant. The feature
representations were then flattened into a 2048-dimension vector
and connected to two FC layers, each with 128 neurons. Every
node of the FC layer applied the ReLU [38] activation function
(equation 2). The probability or score of having AD or MCI
was calculated by applying the softmax function (equation 3).
The dropout technique was also applied after the flattened layer
with a dropout rate of 0.5.

The same data augmentation technique applied in the pretraining
engine was also implemented in the retraining engine. The
ROCF training data were randomly shifted horizontally or
vertically with a 0.05 fraction of total width or height and
randomly rotated in the range of 0.1 degrees. As mentioned
before, the real-time data augmentation technique implemented
in the screening engine was similar to that implemented in the
pretraining engine.

The corresponding ground truth label for the output is as
follows: 0 indicates that the participant is healthy, while 1
indicates that the participant has AD or MCI. The loss function
is defined as the cross-entropy sum between the predicted output
and the ground truth as follows:

where L is the loss function, yi is the ground truth of class i, and
y and ŷ are the truth label and output of the screening engine,
respectively. In addition, the Adam optimizer with a learning
rate of 0.0001 was adopted for training the retraining engine,
and the batch size was 16 for the training process.

Ethics Approval
Ethical approval was obtained from the IRB (No. NTUH
201802091RIND) of the NTUH.

Results

Performance Metrics
The performance of the system was measured using four metrics:
sensitivity, specificity, accuracy, and area under the receiver
operating characteristic curve (AUROC). Sensitivity represents
the proportion of actual patients with AD or MCI who are

identified correctly. Specificity denotes the proportion of people
who are genuinely healthy older adults who are identified
correctly. Accuracy indicates the ratio of correctly classified
patients with MCI or AD and cognitively unimpaired older
adults to total participants. The receiver operating characteristic
(ROC) curve illustrates the relationship between sensitivity and
specificity for a given classification model and several given
thresholds. If the ROC curve is almost a straight line through
the diagonal, it indicates poor performance. When comparing
different classification models, the ROC curve of each model
can be drawn, and the AUROC is used as an indicator to
illustrate the model’s performance. Equations for calculating
sensitivity and specificity are as follows:

where TP (true positive) and TN (true negative) denote the
number of correct classifications, and where FP (false positive)
and FN (false negative) denote the number of the incorrect
classifications.

Evaluation Procedure
A series of experiments were conducted to examine the
efficiency of our proposed screening engine. First, the images
were resized to 128×128×1, and the data were randomly shuffled
to ensure that they were thoroughly mixed. Next, training and
testing were executed on a GeForce GTX 1080 Ti GPU
(NVIDIA) to evaluate the performance of the implemented
classifier through a 10-fold cross-validation procedure. The data
set was randomly shuffled to 10 subsets, which were used as
testing data in turn, and the other nine subsets were used as
training data for each fold test. The 10-fold cross-validation
was repeated five times, and each performance score was
recorded.

Evaluation of the NTUH_ROCF Data Set

Comparison of Different ROCF Trials
The performance of the copy, immediate recall, and delayed
recall trials were calculated separately, and the results are listed
in Table 3. The performance of the copy trial had a mean
sensitivity of 0.668 (SD0.015), a mean specificity of 0.536
(SD0.026), a mean accuracy of 0.602 (SD0.009), and a mean
AUROC of 0.672 (SD0.004). The results of the copy trial
indicate that it was not easy to distinguish whether a participant
had MCI or was an HC; this might be the case because both
patients with MCI and HCs still have adequate attention and
visuospatial processing ability, allowing them to duplicate the
complex geometrical figure during the copy trial. On the
contrary, the delayed recall trial had the best classification
capability in differentiating participants with MCI from HCs,
with a mean sensitivity of 0.847 (SD0.017), a mean specificity
of 0.905 (SD0.009), a mean accuracy of 0.876 (SD0.010), and
a mean AUROC of 0.913 (SD0.004). The performance of the
immediate recall trial had a mean sensitivity of 0.736 (SD0.028),
a mean specificity of 0.885 (SD0.014), a mean accuracy of
0.810 (SD0.015), and a mean AUROC of 0.871 (SD0.008).
Compared with cognitively unimpaired older adults, the patients
with MCI may have had problems recalling the figure from
memory after some time.
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Table 3. Performance of three ROCFa trials using the NTUH_ROCFb data set.

Delayed recall trial, mean (SD)Immediate recall trial, mean (SD)Copy trial, mean (SD)Metric

0.847(0.017)0.736 (0.028)0.668 (0.015)Sensitivity

0.905 (0.009)0.885 (0.014)0.536 (0.026)Specificity

0.876 (0.010)0.810 (0.015)0.602 (0.009)Accuracy

0.913 (0.004)0.871 (0.008)0.672 (0.004)AUROCc

aROCF: Rey-Osterrieth Complex Figure.
bNTUH_ROCF: National Taiwan University Hospital_Rey-Osterrieth Complex Figure.
cAUROC: area under the receiver operating characteristic curve.

Performance of the Proposed Screening System for
Classifying Participants With MCI Versus Healthy
Controls
In this experiment, the performance of the proposed architecture
of the screening engine for distinguishing between the complex
figures drawn by participants with MCI and HCs was evaluated
using the images drawn by the participants during the delayed

recall trial. Initially, the TU-Berlin sketch data set was used to
pretrain the neural network; the learned feature representations
were then leveraged for our ROCF data set for further training.
Figure 5 shows the mean (SD) of AUROC and accuracy for
each repeat of the 10-fold cross-validation and the mean (SD)
of these five repeats. The performance of our model achieved
a mean AUROC of 0.913 (SD 0.004), while the mean accuracy
of the five repeats of 10-fold cross-validation was 0.876 (SD
0.010).

Figure 5. Receiver operating characteristic (ROC) curves of the proposed screening engine after five repeats of 10-fold cross-validation using the
NTUH_ROCF data set. Acc: accuracy; AUROC: area under the receiver operating characteristic curve; NTUH_ROCF: National Taiwan University
Hospital_Rey-Osterrieth Complex Figure.

Evaluation of the NTUH_D-ROCF Data Set

Comparison of Different ROCF Trials
Different ROCF trials were evaluated individually, and their
performance results are shown in Table 4. The performance of
the immediate recall trial and the 10-minute delayed recall trial
were similar in distinguishing between participants with AD
and HCs. The performance of delayed recall had a mean
sensitivity of 0.820 (SD0.038), a mean specificity of 0.953 (SD
0.018), a mean accuracy of 0.887 (SD 0.016), and a mean
AUROC of 0.940 (SD 0.006). The performance of immediate
recall had a mean sensitivity of 0.827 (SD 0.015), a mean
specificity of 0.947 (SD 0.018), a mean accuracy of 0.887 (SD

0.012), and a mean AUROC of 0.950 (SD 0.003). The results
showed that the immediate recall trial had the best performance,
followed by the 10-minute delayed recall trial, while both could
be used to distinguish between participants with AD and HCs.
The patients with AD may have had problems recalling the
complex figure from memory during the immediate recall trial
and the 10-minute delayed recall trial, as compared to HCs. On
the other hand, compared with the immediate recall trial or the
10-minute delayed recall trial, the performance of the copy trial
was less discriminative; this trial had a mean sensitivity of 0.627
(SD 0.028), a mean specificity of 0.900 (SD 0.033), a mean
accuracy of 0.763 (SD 0.016), and a mean AUROC of 0.762
(SD 0.018).
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Table 4. Performance of three ROCFa trials using the NTUH_D-ROCFb data set.

Delayed recall trial, mean (SD)Immediate recall trial, mean (SD)Copy trial, mean (SD)Metric

0.820 (0.038)0.827 (0.015)0.627 (0.028)Sensitivity

0.953 (0.018)0.947 (0.018)0.900 (0.033)Specificity

0.887 (0.016)0.887 (0.012)0.763 (0.016)Accuracy

0.940 (0.006)0.950 (0.003)0.762 (0.018)AUROCc

aROCF: Rey-Osterrieth Complex Figure.
bNTUH_D-ROCF: National Taiwan University Hospital_Alzheimer Disease_Rey-Osterrieth Complex Figure.
cAUROC: area under the receiver operating characteristic curve.

Performance of the Proposed Screening System for
Classifying Participants With AD Versus Healthy
Controls
The performance of the proposed architecture of the screening
engine to distinguish between the abstract and complex figures
drawn by participants with AD and HCs was conducted using

the images collected from the immediate recall trial. First, the
TU-Berlin sketch data set was also used to pretrain the neural
network; the feature representations learned by the pretrained
neural network were then fine-tuned and leveraged for our
ROCF data set for further training. As a result, the performance
of our model achieved a mean AUROC of 0.950 (SD 0.003),
while the mean accuracy of the five repeats of 10-fold
cross-validation was 0.887 (SD 0.012), as shown in Figure 6.

Figure 6. Receiver operating characteristic (ROC) curves of the proposed screening engine after five repeats of 10-fold cross-validation using the
NTUH_D-ROCF data set. Acc: accuracy; AUROC: area under the receiver operating characteristic curve; NTUH_D-ROCF: National Taiwan University
Hospital_Alzheimer Disease_Rey-Osterrieth Complex Figure.

Effectiveness of the Dropout and Data Augmentation
Techniques
An experiment verifying the performance of the designed system
after applying the data augmentation and dropout techniques
was conducted for the data collected in the delayed recall trial.
The data augmentation method was adopted when training the
neural network concurrently; only the training data, instead of
testing data, were augmented. The performance of the designed
system after applying both techniques was better, with a mean
sensitivity of 0.847 (SD 0.017), a mean specificity of 0.905 (SD
0.009), a mean accuracy of 0.876 (SD 0.010), and a mean
AUROC of 0.913 (SD 0.004). When the techniques were not
used, the system had a mean sensitivity of 0.824 (SD 0.019), a
mean specificity of 0.898 (SD0.024), a mean accuracy of 0.861
(SD 0.001), and a mean AUROC of 0.893 (SD 0.012), as seen

in Table 5. When applying data augmentation and dropout
techniques, most studies on image classification obtain better
results. Data augmentation techniques could extend the diversity
of the training data, and dropout techniques could avoid
coadaptation of the model by randomly disabling neurons with
probability during the training process. The results showed that
with the data augmentation and dropout techniques, the system
performed better, according to the results provided in Table 5.
Therefore, integrating them into the model provides better
results. Consequently, to obtain better performance, both
technologies were adopted in our model. The higher the
sensitivity, specificity, accuracy, and AUROC values, the better
the performance was. However, these numbers do not explain
the system’s reliability, sustainability, and consistency. That
will be a different concern to address, which is out of the scope
of this research.
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Table 5. Effects of data augmentation and dropout techniques applied to the NTUH_ROCFa data set.

Delayed recall trial, mean (SD)Metric

With data augmentation and dropout techniquesWithout data augmentation and dropout techniques

0.847 (0.017)0.824 (0.019)Sensitivity

0.905 (0.009)0.898 (0.024)Specificity

0.876 (0.010)0.861 (0.011)Accuracy

0.913 (0.004)0.893 (0.012)AUROCb

aNTUH_ROCF: National Taiwan University Hospital_Rey-Osterrieth Complex Figure.
bAUROC: area under the receiver operating characteristic curve.

Comparison of Different Network Architectures
From the images drawn by participants in the delayed recall
trial, the performances of the different architectures of the neural
network classifier were studied. Additionally, the total number
of parameters and the time to complete 1-fold training were
listed for comparison for different classifiers. The different

neural network architectures included AlexNet [42];
Sketch-a-Net [37]; our previous work, a convolutional
autoencoder neural network [43]; and the proposed network
architectures mentioned in this study. As a result, the
architecture of our proposed framework in this study achieved
better performance than the architecture of AlexNet,
Sketch-a-Net, and our previous work, as shown in Table 6.

Table 6. Performance of different network architectures applied to the NTUH_ROCFa data set.

Our systemSketch-a-NetAlexNetMetric

With data augmentation
and dropout techniques

Without data augmentation
and dropout techniques

0.847 (0.017)0.756 (0.033)0.671 (0.047)0.698 (0.039)Sensitivity, mean (SD)

0.905 (0.009)0.864 (0.017)0.820 (0.054)0.790 (0.046)Specificity, mean (SD)

0.876 (0.010)0.810 (0.020)0.746 (0.019)0.744 (0.034)Accuracy, mean (SD)

0.913 (0.004)0.851 (0.020)0.819 (0.009)0.814 (0.021)AUROC,b mean (SD)

0.560.408.3846.73Total parameters (×106), n

292910Time required to complete 1-fold training, minutes

aNTUH_ROCF: National Taiwan University Hospital_Rey-Osterrieth Complex Figure.
bAUROC: area under the receiver operating characteristic curve.

The sensitivity, specificity, accuracy, and AUROC of our
proposed network architecture achieved the highest performance
compared to the others mentioned above. Furthermore, the total
number of parameters used in our proposed model was 560,000,
which was relatively fewer parameters than that used with
AlexNet (83.45 times larger) and Sketch-a-Net (14.96 times
larger). Although the total number of parameters in our previous

work was 0.4 million (1.4 times smaller), the accuracy and
AUROC of our proposed model increased by 6.6% and 6.2%,
respectively. Moreover, it took only 2 minutes to complete
1-fold training of our proposed network architecture compared
to AlexNet (10 minutes), Sketch-a-Net (29 minutes), and our
previous work (9 minutes). Figure 7 depicts the ROC curves of
the different classifiers.
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Figure 7. Receiver operating characteristic curves of the different network architectures using the NTUH_ROCF data set. Acc: accuracy; AUROC:
area under the receiver operating characteristic curve; NTUH_ROCF: National Taiwan University Hospital_Rey-Osterrieth Complex Figure.

Effectiveness of the Transfer Learning Technique
A comparison of models with or without use of the transfer
learning strategy was carried out using the images drawn by the
participants in the delayed recall trial. In order to validate the
effectiveness of the transfer learning method, the network
applied the same structure as that of the convolutional base of
the pretraining model using the TU-Berlin sketch data set
mentioned in the Methods section. The network was composed
of five 3×3 convolutional layers; a 2×2 max pooling layer
followed each convolution layer, and two FC layers with
neurons were used to discriminate the images drawn by the
participants. Moreover, the dropout and data augmentation
techniques were also implemented. In addition, we compared
the transfer learning technique using Sketch-a-Net’s network
architecture [37]. First, the network architecture of Sketch-a-Net

was pretrained using the TU-Berlin data set [36]. The pretrained
model was then transferred to our NTUH_ROCF data set, and
data augmentation was also implemented for further training
and classification of participants with MCI or HCs.

As a result, the transfer learning technique, which pretrained
using a larger data set, achieved better performance, with a mean
sensitivity of 0.847 (SD 0.017), a mean specificity of 0.905 (SD
0.009), a mean accuracy of 0.876 (SD 0.010), and a mean
AUROC of 0.913 (SD 0.004). When the transfer learning
technique was not used, the model performance achieved a mean
sensitivity of 0.749 (SD 0.030), a mean specificity of 0.814 (SD
0.017), a mean accuracy of 0.781 (SD 0.014), and a mean
AUROC of 0.846 (SD 0.005), as shown in Table 7. Moreover,
our proposed network achieved better results than the
Sketch-a-Net with the transfer learning architecture.

Table 7. Performance of network architectures with and without transfer learning applied to the NTUH_ROCFa data set.

Our proposed model, mean (SD)Sketch-a-Net: with transfer learning, mean (SD)Metric

With transfer learningWithout transfer learning

0.847 (0.017)0.749 (0.030)0.641 (0.040)Sensitivity

0.905 (0.009)0.814 (0.017)0.810 (0.022)Specificity

0.876 (0.010)0.781 (0.014)0.725 (0.010)Accuracy

0.913 (0.004)0.846 (0.005)0.819 (0.010)AUROCb

aNTUH_ROCF: National Taiwan University Hospital_Rey-Osterrieth Complex Figure.
bAUROC: area under the receiver operating characteristic curve.

Discussion

System Usage
The developed system is applicable for use as an early-stage
screening system in hospitals. It could help clinicians diagnose
patients with MCI and AD. It could also help clinicians assess
patients’ visual perception and their ability to retrieve learned
information, in order to test their long-term visual memory

function. The accuracy, reliability, and efficiency of the
screening system is important for diagnosing patients correctly.

Limitations of This Study
For the data set, as ground truth, it is assumed that the
participants were diagnosed correctly by experienced doctors
and neuropsychologists. To study the designed system that has
been proposed, only the characteristics that are detectable from

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e31106 | p.109https://medinform.jmir.org/2022/3/e31106
(page number not for citation purposes)

Cheah et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


the neuropsychology test were involved. Therefore, it is a
challenge to have participants participate in the study. For
research purposes, the number of data sets obtained was
minimal, and the data set was only collected locally in Taiwan.
Therefore, the data set is biased. As for this study’s research
purpose, the study was focused on distinguishing participants
with AD and MCI from HCs in an Asian older adult population.
In order to obtain more generalized data sets to reduce
overfitting, further data need to be collected from participants
of different ethnicities and age groups. This system is only
useful for one specific neuropsychological test: the ROFC test.
In the future, incorporation with other neuropsychological tests
will improve the performance of the screening system.

Conclusions
For decades, AD has been one of the most common diseases
among older adults. It is challenging to identify the difference
in cognitive performance between patients with MCI and people
experiencing normal aging, as the difference may be very subtle,
particularly at the early stage of MCI. Nevertheless, early
identification of individuals with a high risk of developing AD
will help in the management and support of the long-term quality
of life of patients with AD and their caregivers.
Neuropsychology and cognitive ability can be tested during the
screening process, and they do not require any sophisticated
medical equipment. Among different types of cognitive testing,
clinicians and neuropsychologists often use the ROCF test to
help with diagnosing patients. However, it involves intensive
labor, and the tester must be qualified as an expert. Data-driven

deep learning approaches, which can extract features
automatically, have opened the door to the possibility of
assisting clinicians, such as neurologists, and clinical
neuropsychologists during screening by making the diagnosis
process more effective than the traditional approach. With the
aid of transfer learning and deep learning, we have proposed
an automatic digital screening system to characterize
hand-drawn images. It allows us to effectively distinguish
patients with MCI and AD from people experiencing normal
aging based on the ROCF test process.

The digital screening system that was developed in this study
has shown promising preliminary results regarding
distinguishing patients with AD and MCI from HCs. Therefore,
this screening system can be used during early assessments to
diagnose individuals with a high risk of AD. The results have
also shown that the system performed better when distinguishing
patients with AD from HCs, since there is a significant
characteristic difference, as compared to distinguishing patients
with MCI from HCs. After analyzing the drawn images, the
scores were calculated automatically, and the calculation time
was swift. Therefore, this system can replace the labor-intensive
and time-consuming work that comes with manually calculating
scores according to the criteria of the scoring system. For future
studies, merging additional data from various types and stages
of dementia will increase the capability of our system in
assisting clinicians. Moreover, other types of neuropsychological
tests can be included through ensemble methods to provide a
complete screening system.
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Abstract

Background: The restrictions imposed by the COVID-19 pandemic reduced health service access by patients with chronic
diseases. The discontinuity of care is a cause of great concern, mainly in vulnerable regions.

Objective: This study aimed to assess the impact of the COVID-19 pandemic on people with hypertension and diabetes mellitus
(DM) regarding the frequency of consultations and whether their disease was kept under control. The study also aimed to develop
and implement a digital solution to improve monitoring at home.

Methods: This is a multimethodological study. A quasiexperimental evaluation assessed the impact of the pandemic on the
frequency of consultations and control of patients with hypertension and DM in 34 primary health care centers in 10 municipalities.
Then, an implementation study developed an app with a decision support system (DSS) for community health workers (CHWs)
to identify and address at-risk patients with uncontrolled hypertension or DM. An expert panel assessment evaluated feasibility,
usability, and utility of the software.

Results: Of 5070 patients, 4810 (94.87%) had hypertension, 1371 (27.04%) had DM, and 1111 (21.91%) had both diseases.
There was a significant reduction in the weekly number of consultations (107, IQR 60.0-153.0 before vs 20.0, IQR 7.0-29.0 after
social restriction; P<.001). Only 15.23% (772/5070) of all patients returned for a consultation during the pandemic. Individuals
with hypertension had lower systolic (120.0, IQR 120.0-140.0 mm Hg) and diastolic (80.0, IQR 80.0-80.0 mm Hg) blood pressure
than those who did not return (130.0, IQR 120.0-140.0 mm Hg and 80.0, IQR 80.0-90.0 mm Hg, respectively; P<.001). Also,
those who returned had a higher proportion of controlled hypertension (64.3% vs 52.8%). For DM, there were no differences in
glycohemoglobin levels. Concerning the DSS, the experts agreed that the CHWs can easily incorporate it into their routines and
the app can identify patients at risk and improve treatment.

Conclusions: The COVID-19 pandemic caused a significant drop in the number of consultations for patients with hypertension
and DM in primary care. A DSS for CHW has proved to be feasible, useful, and easily incorporated into their routines.
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Introduction

The COVID-19 pandemic severely hit health care systems
worldwide, challenged their responsiveness, and forced them
to redistribute human and material resources to emergency
services and intensive care units dedicated to COVID-19 patients
[1]. This emergency reorganization had a negative impact on
monitoring people with noncommunicable chronic diseases
(NCDs), such as hypertension and diabetes mellitus (DM),
which need continuous follow-up [2].

Mortality from NCDs in low-income and medium-income
countries is high due to the limitations of health systems in
providing treatment for these diseases [3]. Hypertension is the
main modifiable risk factor, with an independent association
with cardiovascular disease, chronic kidney disease, and
premature death [4] and risk factors for severe COVID-19 and
COVID-19 mortality [5,6]. Social restriction intensified risky
behaviors, including increased sedentary lifestyles, time in front
of screens [7], ultraprocessed food consumption, and number
of cigarettes smoked [8]. These habits contribute to weight gain
as well as uncontrolled blood pressure (BP) and glucose levels
of individuals with hypertension and DM, respectively [9].

This global impact of COVID-19 is especially favorable for the
adoption of digital solutions in response to the challenges that
the pandemic has imposed. They can be used not only to follow
people with suspected or confirmed of COVID-19 but also to
monitor patients with other diseases and provide essential health
care services at the community level. Therefore, the pandemic
has led to rapid development and utilization of mobile health
(mHealth) apps [10,11], although these tools have been available
for a long time.

Since June 2017, our group has been conducting a study that
follows up people with hypertension and DM in Northeastern
Minas Gerais, Brazil, a resource-constrained region called Vale
do Mucuri (Mucuri Valley). Until October 2018, the HealthRise
project, funded by the Medtronic Foundation, aimed to improve
the screening and disease control of people with hypertension
and DM [12]. The main activities were (1) training the
multidisciplinary family health team, (2) organizing the flow
of spontaneous and scheduled consultations, (3) expanding
rational access to complementary exams, (4) supporting group
activities, (5) sending text messages to patients’ cell phones,
and (6) developing and implementing a clinical decision support

system (CDSS). Nurses and physicians applied
recommendations from evidence-based guidelines in their work
routine providing the patient with up-to-date treatment.
Community health workers (CHWs) received tablets to enroll
patients in the screening phase. These devices were also useful
to improve CHWs’ work routines, facilitating the entry of data
into the Ministry of Health's information system [13].

There was a 2-month transition between the end of the
HealthRise project and the beginning of the next project, the
Charming Project (Control of Hypertension and Diabetes in
Minas Gerais). This transition lasted until December 2018, and,
in early 2019, the intervention restarted as the Charming Project,
maintaining all the previous components and activities in the
same territory.

In the pandemic scenario, which puts at risk the monitoring of
those patients in the primary care setting, the purpose of this
study was to assess the impact of the COVID-19 pandemic on
the frequency of consultations for patients with hypertension
and DM and the control of both diseases in a vulnerable region.
Additionally, to mitigate the negative impact that the pandemic
may have had on these patients, this study evaluated the
implementation of a simple and efficient mHealth strategy for
CHWs that was used during home visits, to prioritize the
in-person consultation of patients with uncontrolled disease.

Methods

Study Design
This mixed methods study was a substudy of the Charming
Project that took place in 34 primary health care centers
(PHCCs) in 10 municipalities of Mucuri Valley: Ataléia, Catuji,
Crisólita, Frei Gaspar, Itaipé, Ladainha, Novo Oriente de Minas,
Ouro Verde de Minas, Setubinha, and Teófilo Otoni [13].
Mucuri Valley is part of the Northeast Macro-Region of Minas

Gerais, Brazil, with a territorial extension of 24,781.5 km2 and
a population of 516,073 inhabitants, marked by drastic
socioeconomic contrasts, high rates of illiteracy and poverty,
and low rates of control of hypertension and DM [14].

This study was performed in 4 steps, according to the Medical
Research Council framework (Figure 1): (1) identification of
gaps in usual care, (2) identification of the components of the
intervention through discussions with experts, (3) software
development and validation, and (4) pilot testing [15].
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Figure 1. Flowchart of the study methodology. DSS: decision support system. PHCC: primary health care center.

Step 1: Identification of Gaps in Usual Care
Local health authorities confirmed the first case of COVID-19
in Mucuri Valley on April 22, 2020. However, as soon as the
World Health Organization (WHO) declared the COVID-19 a
global pandemic on March 11, 2020, there was a significant
drop in the number of consultations at the PHCC. At the
beginning of the pandemic, the Ministry of Health’s
recommendations were contradictory, and the role of CHWs
was not established [16]. In May, general guidelines from the
Ministry of Health suspended group activities and home visits,
and PHCCs were designated to receive people with respiratory
symptoms. Patients with chronic diseases were left in the
background, receiving only prescription renewal. Consequently,
there was a mischaracterizing of the work routine in the primary
care setting.

Quasiexperimental Study
The quasiexperimental study aimed to assess the impact of the
COVID-19 pandemic on the frequency of consultations.
Likewise, it also aimed to assess the impact of the pandemic on
the control of those patients. Therefore, 2 periods were
considered: the so-called period 1, from baseline (June 1, 2017)
to March 13, 2020, and period 2, from March 14, 2020 (12th
epidemiological week, when social restrictions were
intensified) to December 31, 2020. This assessment included
all patients followed by the HealthRise and Charming Projects
with hypertension and DM aged 30 years to 69 years at the
project's baseline [12], being monitored in the 34 PHCCs of 10
municipalities who had at least two consultations. The age range
was previously determined by the funder and described in the
public call for project submission.

Data were obtained through the usual medical and nursing
consultation procedures, recorded in the software developed in
the study [13]. Variables of interest were sociodemographic
data (age, sex, education, income), clinical data (hypertension,
DM, stroke, peripheral arterial disease, coronary artery disease,
heart failure, alcoholism, physical inactivity, smoking),
laboratory data (glycated hemoglobin [HbA1c]), physical
examination measures (systolic BP [SBP] and diastolic BP
[DBP]), and follow-up data (number of consultations
performed). HbA1c was assessed using laboratory tests of
peripheral blood samples and point-of-care tests.

Step 2: Identification of the Components of the
Intervention

mHealth Solution for CHWs
Since primary health care professionals had already used digital
solutions in the previous projects, an mHealth solution was
planned for CHW that could identify patients with uncontrolled
hypertension and DM at home. From the recognition of these
patients, the CHW could prioritize them for medical consultation
at the PHCC. The app was developed to run on tablets and
smartphones and has a DSS that indicates to the CHW whether
the patient’s disease is controlled. By entering simple data, the
CHW receives immediate feedback during the home visit,
providing prompt patient guidance.

The use of synchronous teleconsultations as part of this
intervention was considered. However, we detected many
barriers that impaired their implementation, such as a significant
proportion of illiteracy among the population, social and
economic vulnerability, poor internet connectivity in remote
areas, and lack of infrastructure.

Procedures
To assess patients with hypertension, the CHW used an
automatic arm BP monitor (OMRON HEM-7320). However,
in Brazil, CHWs’ basic training for their role does not include
performing nursing procedures, such as measuring capillary
blood glucose [17]. So, in cases of DM, they guided patients to
use dipsticks to assess glycosuria in an isolated urine sample.
It made screening the most uncontrolled cases (urine glucose
concentrations of ++ or more corresponds to blood glucose
above 250 mg/dL) possible. In addition, some patients with
uncontrolled DM received test strips and instructions to perform
glucose self-monitoring and improve the adjustments to the
insulin prescription. Using tablets, CHW entered all the
information obtained into the app, which consists of a simple
questionnaire and a DSS. When the DSS classifies the patient
as uncontrolled, a message advises the CHW to make a medical
appointment at the PHCC.

Evaluation of glycemic control by HbA1c, using a point-of-care
portable HbA1c analyzer, was available in many PHCCs for
testing just before the medical consultation, with immediate
results, and allowing prompt decision-making.
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Prioritization Criteria
Since it would not be possible to attend to all patients with
hypertension and DM, prioritization criteria were established
according to the findings expected in home visits. The following
patients were prioritized for in-person medical consultations at
the PHCC: people with hypertension and SBP ≥160 mm Hg or
DBP ≥100 mm Hg and/or people with DM and any capillary
blood glucose measurement ≥250 mg/dL or glycosuria result
++ or higher.

The intervention was centralized in the CHW because of their
close contact with the community through home visits, activities
in support groups, and performance of preventive actions. They
know about the families’health and social conditions, adherence
to treatment, and attendance at consultations at the PHCC
[17,18].

Step 3: Software Development and Validation

App Overview
The purpose of the app was to identify, in the home
environment, patients who were seriously decompensated or at
higher risk of decompensation and to prioritize them for medical
consultation at the PHCCs.

To ensure privacy, data are kept encrypted on the tablet. User
sessions expire whenever devices enter the sleep mode or
periodically (the shortest of times). User digital authentication
is secure. The app has features to operate in online and offline
modes. Due to the lack of internet connection in patients’homes
where data are collected and lack of 3G or 4G connection in
the tablets, it is necessary to store patient data used to promptly
generate decision support in the device. This information is
uploaded online and as soon as CHWs go back to the PHCC.

To develop the app, the developer team and stakeholders had a
round of meetings in order to define its scope. Bearing in mind
the prospective user profile, Android 4.4 or above (Api level
19, KitKat) was selected as the operating system. A prototype
was made and submitted for approval, upon which the
development phase began. Netbeans and Java for Android were
used together with the libraries Firebase Crashlytics, Analytics,
Volley Plus, and Realm Database, the latter for the local mobile

databank. REST was used for mobile-databank (POSTGRESQL)
communication. The development phase was incremental, and
each successive version was submitted to stakeholders for testing
and approval. The last submission included a test battery with
final users, the results of which were reported to the developer
team for error solution. Once a final submission was approved,
the app was released for production. The app can be downloaded
from Google Play Store. Support for installation and use was
provided by the local team.

The app is freely available in Google Play Store and can be
downloaded under the name Questionário Charming. At the
moment, only the Portuguese version is available.

App Content and Functionality
The app consists of (1) a log-in screen, (2) a patient search
screen, (3) a patient registration screen, (4) patient assessment,
and (5) decision support.

The login screen allows individualized access to the system
through the credentials (user and password) provided to each
professional. Once logged in, the professional has access to the
screen to search for registered patients (Figure 2).

If the patient was not registered before, the CHW can create a
new registration and input demographic data, address, telephone
number, and information on diagnosis of hypertension and DM.

After choosing a specific patient, the professional enters the
questionnaire screen, which includes BP levels, recent capillary
blood glucose levels, glycosuria result, questions about
adherence to drug treatment, reasons for nonadherence (if it
occurs), if the patient has an insulin prescription, and glucose
strip supplies (Figure 3). It is worth mentioning that the Brazilian
public health system (Sistema Único de Saúde [SUS]) provides
glucometer and blood glucose strips for people with DM who
use insulin.

The DSS provides personalized recommendations, generated
according to the data entered in the CHW evaluation. The
messages alert the CHW if glucose or BP levels are high and
suggests scheduling medical or nursing visits in the PHCCs,
delivery of drugs or supplies, and prescription renewal (Figure
4).
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Figure 2. Example patient search screen with fictitious information: patient’s name, registration number in the public health system, birth date, record
id, and priority, according to criteria explained in the text.
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Figure 3. Patient assessment screen, on which the community health worker easily inputs information obtained during the home visit: blood pressure
levels, glycosuria, medication adherence and access, insulin use, and presence of a glucometer at home.
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Figure 4. Decision support screen, which shows the best recommendation for the patient after the community health worker inputs and saves the patient
data.

Pretesting
In order to ensure that the system was operating as intended,
with no bugs, and that the recommendation results matched the
prespecified decision tree, the prototype was tested multiple
times through manual insertion of test cases. Medical students,
professors, and researchers took the tests several times.

Expert Panel Assessment
The expert panel consisted of 4 primary care physicians, 1 nurse,
1 pharmacist, and 1 CHW, all working in primary health care
and 2 of them (1 of the physicians and the nurse) also working
as health care managers. They were all recognized as technical
references and completely independent of the researchers and
implementation sites. The specialists tested the app for 1 week
by simulating the most different situations that the CHW might
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encounter during a home visit. At the end of the tests, they gave
their opinion through a questionnaire previously developed by
our group [19]. The first part of the questionnaire included the
following participant characteristics: sex at birth, age, education
level, time since graduation, profession, role in primary
care, prior knowledge of information technology (IT), ease of
use, and frequency of internet use, for how long during the day,
and for what reasons (personal, professional, or other). The
second part included Likert scale questions, varying from 1
(strongly disagree) to 5 (strongly agree), to assess feasibility,
usability, and utility. 

Step 4: Pilot Testing
The IT team and researchers carried out the implementation,
through remote and in-person training. CHWs in the 10
municipalities received specific remote training about the (1)
correct use of personal protective equipment, (2) identification
of suspected cases of COVID-19 during home visits, (3) BP
measurement using an automatic arm BP monitor, (4) glycosuria
assessment in an isolated urine sample using reagent dipsticks,
and (5) identification of cases with uncontrolled hypertension
and DM during home visits. Depending on the clinical situation,
they had to measure BP and/or glycosuria and guide patients
with DM about how to measure capillary blood glucose at
home. They underwent a specific training session through a
web conference to clarify the expansion of restrictive measures
regarding the COVID-19 pandemic. In addition, CHWs received
supporting material about the software and instructions for use.
The IT team installed the app on the tablets that CHWs were
already using. During these visits to the PHCCs, they provided
hands-on training on how to use the app and answered CHWs’
remaining doubts. Later when devices, app incompatibilities,
and login-related issues arose, the IT team promptly solved
them remotely.

Statistical Analysis
Continuous variables were described by measures of central
tendency (mean or median), dispersion (SD or IQR), and
amplitude, according to the distribution assessed using the
Kolmogorov-Sminov test. Categorical variables were described
with measures of absolute and relative frequencies. Using the
Chow test, weekly consultations’ time series data were analyzed
to identify possible structural changes (ie, sudden changes in
the trend of the time series) related to the pandemic. Variables
were compared between periods 1 and 2 using Student t tests,
Mann-Whitney U tests, or Fisher exact tests, according to the

normality of the distribution and type of variable. Statistical
analysis was performed with R software (version 4.0.2) with
the strucchange and ggplot2 packages.

Ethical Review
The Federal University of Jequitinhonha and Mucuri Valleys’
Research Ethics Committee gave ethical approval for the study,
which is registered under the Certificate of Presentation of
Ethical Appreciation (CAAE) number 40479820.2.0000.5108. 

Results

Quasiexperimental Study
During the 183-week follow-up period ranging from June 2017
to December 2020, 17,345 consultations were carried out, with
a median number of 2 consultations per patient, except for those
with diagnoses of both hypertension and DM, who had a median
of 3 consultations. Physicians (10,199/17,345, 58.8%) performed
most of them. HbA1c was evaluated through laboratory tests
from peripheral blood samples and point-of-care tests. From
the 3488 HbA1c assessments, 1027 (29.4%) used point-of-care
tests. Between 2019 and 2020, there was a 74% reduction in
the number of HbA1c tests (977 vs 255) and a 62.5% reduction
in the number of BP measurements (3898 vs 1461). The overall
number of patients was 5202. There were 4936 (94.9%) with
hypertension and 1403 (27.0%) with DM. It is noteworthy that
DM and hypertension coexisted in 1137 patients (Table 1).

The beginning of the 12th epidemiological week, on March 14,
2020, is a milestone for this study, as it corresponds with the
moment of escalation of social restriction measures. The Chow
test confirmed the break point, which divided the timeline into
period 1 and period 2.

For the before-after assessment, 5070 patients were analyzed.
Of these, 4810 (94.9%) patients had hypertension, and 1371
(27.0%) had DM. Among them, 1111 (23.1%) patients had both
diseases. Most patients were female (3369/5070, 66.4%), with
median age of 56.0 (IQR 48.0-62.0) years and median BMI of

27.9 (IQR 24.6-31.6) kg/m2 (Table 2).

It is noteworthy that DM and hypertension coexisted in 1111
patients.

There was a significant reduction in the number of consultations,
BP measurements, and HbA1c dosage between period 1 and
period 2 (Table 3).
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Table 1. Consultations, procedures, and patient data.

By year, nOverall sample (n=17,345), n (%)Characteristic

2020201920182017

259364376325199017,345 (100)Number of consultations

Number of consultations by health care professional

105834504393130010,201 (58.8)Physician

1535298719326907144 (41.2)Nurse

780138973058914,584 (84.1)Total number of procedures, n (%)

Procedures, n (%)

2559776465832461 (16.9)HbA1c
a tests

5254128461027 (7.0)HbA1c POCb tests

146138984157158011,096 (76.1)Blood pressure measurements

15762833344417575202 (30.0)Total number of patients, n (%)

Number of patients with each disease, n (%)

5999139114911403 (27.0)DMc

14792674328816544936 (94.9)Hypertension

aHbA1c: glycated hemoglobin.
bPOC: point-of-care.
cDM: diabetes.
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Table 2. Characteristics at baseline.

Hypertension (n=4810)DMa (n=1371)Overall (n=5070)Characteristics

3203 (66.6)953 (69.5)3369 (66.4)Gender (female), n (%)

56.0 (48.0-63.0)57.0 (49.0-63.0)56.0 (48.0-62.0)Age (years), median (IQR)

27.9 (24.6-31.6)d28.5 (25.1-32.4)c27.9 (24.6-31.6)bBMI (kg/m2), median (IQR)

2.0 (1.0-5.0)3.0 (2.0-6.0)2.0 (1.0-5.0)Number of consultations, median (IQR)

HBA1ce tests

N/AN/Ag1.0 (1.0-3.0)-f-fNumber of HbA1c tests, median (IQR)

N/AN/A7.6 (6.4-9.6)h-f-HbA1c result (%), median (IQR)

N/AN/A409 (37.9)h-f-fNumber of HbA1c results <7%, n (%)

BPi measures

1.0 (1.0-3.0)N/AN/A-j-jNumber of BP measures, median (IQR)

130.0 (120.0-140.0)lN/AN/A-j-jSBPk (mm Hg), median (IQR)

80.0 (80.0-90.0)lN/AN/A-j-jDBPm (mm Hg), median (IQR)

1937 (48.7)lN/AN/A-j-jSBP <140 mm Hg and DBP <90 mm Hg, n (%)

aDM: diabetes mellitus.
bn=3961 (78.1%).
cn=1074 (78.3%).
dn=3759 (78.2%).
eHbA1c: glycated hemoglobin.
fOnly tested in those with DM, so the values would be the same as those reported under DM.
gN/A: not applicable.
hn=1079 (78.7%).
iBP: blood pressure.
jOnly tested in those with hypertension, so the values would be the same as those reported under hypertension.
kSBP: systolic blood pressure.
ln=3980 (82.7%).
mDBP: diastolic blood pressure.

Table 3. Weekly number of consultations, blood pressure measurements, and glycated hemoglobin (HbA1c) tests in period 1 and period 2.

P valuePeriod 2 (n=41) , median (IQR)Period 1 (n=142) , median (IQR)Overall (n=183), median (IQR)Characteristic

<.00120.0 (7.0-29.0)107.0 (60.0-153.0)83.0 (29.0-139.5)Consultations

<.00111.0 (4.0-19.0)68.0 (38.2-99.0)56.0 (22.5-89.5)BPa measures

<.0014.0 (0.0-22.0)16.5 (5.0-32.8)13.0 (3.5-29.0)HbA1c tests

aBP: blood pressure.

Over the 183 weeks of follow-up in the series, there were other
variations in the number of consultations in specific periods. In
2017, with the beginning of patient follow-up, there was a
progressive growth in the number of weekly appointments at
PHCCs. At the end of the year, there was an abrupt drop in the
number of consultations, which is systematically observed in
all years. In 2018, the number of consultations tended to remain
stable, but there was a sudden drop in October, which
corresponded with the transition between the HealthRise and
Charming projects, followed by the expected reduction in
attendance at the end of the year. In early 2019, when funding
was reinstated, the number of consultations rose again. In 2019,

the pattern of consultations presented the usual variations, and
in the first 2 months of 2020, activities in the PHCCs were
normal. However, at the beginning of the 12th epidemiological
week, there was a dramatic reduction in the number of
consultations at PHCCs. On April 22, 2020, the first COVID-19
case in the region was confirmed. Throughout 2020, a reduced
number of weekly consultations is clearly observed (Figure 5).

Of the 5070 patients who were being followed since before the
pandemic, 4298 (84.8%) did not return for a consultation after
the social distancing measures were implemented. Of the 772
(15.2%) individuals who returned, the median time between the
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last consultation before the social distancing measures and the
first consultation after it was 233 days (Table 4).

It is noteworthy that DM and hypertension coexisted in 313
patients who returned for a consultation in period 2.

The proportion of patients who returned after period 2 was much
lower than the proportion observed during period 1 (772/5070,
15.2% vs 2565/5070, 50.6%; Table 5).

It is noteworthy that DM and hypertension coexisted in 1111
patients.

The characteristics common to the groups of those who did not
return for consultation in period 2 and those who did return
were compared. The median age of those who returned was
slightly higher—58.0 (IQR 51.0-65.0) years versus 56.0 (IQR
48.0-63.0) years (P<.001)—but there was no difference
regarding their sex. The median number of consultations in

period 1 was also higher in that population: median 5.0 (IQR
3.0-7.0) vs 2.0 (IQR 1.0-4.0). Lower median SBP levels—120.0
(IQR 120.0-140.0) mm Hg versus 130.0 (IQR 120.0-140.0) mm
Hg—and median DBP levels—80.0 (IQR 80.0-80.0) mm Hg
versus 80.0 (IQR 80.0-90.0) mm Hg—were found in patients
who returned for consultation, as well as a higher proportion of
patients with controlled hypertension (431/772 64.3% vs
1735/4298, 52.8%). However, among people with DM, there
was no difference in HbA1c levels between periods 1 and 2
(Table 6).

It is noteworthy that DM and hypertension coexisted in 798
patients who did not return and 313 patients who returned.

Since June 2017, 110 patients were discharged from the system:
35 due to formal withdrawal, 62 who moved, 12 who died from
a nontraumatic cause, and 1 from a traumatic cause.

Figure 5. Weekly number of consultations and variations between 2017 and 2020.

Table 4. Time between the last consultation in period 1 and the first consultation in period 2.

Hypertension (n=719)DMa (n=366)Overall (n=772)Measurement

238.0 (125.0-362.0)206.0 (114.0-306.5)233.0 (122.8-356.0)Time (days), median (IQR)

aDM: diabetes mellitus.
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Table 5. Comparison of returns for consultation at a primary health care center (PHCC) in periods 1 and 2.

Hypertension (n=4810)DMa (n=1371)Overall (n=5070)Characteristic

1660 (34.5)297 (21.7)1732 (34.2)No return, n (%)

2431 (50.5)708 (51.6)2566 (50.6)Return in period 1, n (%)

719 (14.9)366 (26.7)772 (15.2)Return in period 2, n (%)

aDM: diabetes mellitus.

Table 6. Comparison of the characteristics of patients between those who returned and did not return in period 2.

P valueReturned (n=772)Did not return (n=4298)Characteristic

.56520 (67.4)2849 (66.3)Gender, female n (%)

<.00158.0 (51.0-65.0)56.0 (48.0-63.0)Age (years), median (IQR)

Disease, n (%)

<.001719 (93.1)4091 (95.2)Hypertension

366 (47.4)1005 (23.4)DMa

.8827.8 (24.6- 31.8)d27.9 (24.7-31.6)cBMIb, median (IQR)

<.0015.0 (3.0-7.0)2.0 (1.0-4.0)Number of consultations before the pandemic, median (IQR)

BPe values

<.001120.0 (120.0-140.0)h130.0 (120.0-140.0)gSBPf (mm Hg)b, median (IQR)

<.00180.0 (80.0-80.0)h80.0 (80.0-90.0)gDBPi (mm Hg)b, median (IQR)

<.001431 (64.3)h1735 (52.8)gSBP <140 mm Hg and DBP <90 mm Hg, n (%)b

HbA1c
j

.807.6 (6.5-9.3)l7.6 (6.3-9.5)kHbA1c result (%), median (IQR)b

.28108 (33.8)l272 (37.3) kHbA1c <7%, n (%)b

aDM: diabetes mellitus.
bLast measure or test before the pandemic.
cn=3243 (75.2%).
dn=685 (88.7%).
eBP: blood pressure.
fSBP: systolic blood pressure.
gn=3286 (76.5%).
hn=670 (86.8%).
iDBP: diastolic blood pressure.
jHbA1c: glycated hemoglobin.
kn=730 (73%).
ln=320 (87%).

Validation: Expert Panel Assessment
All 7 experts who participated fully agreed that the app could
be used in primary care settings to improve care for people with
hypertension and/or DM. They also agreed that it could be easily
incorporated in work routines (median 4.0, IQR 4.0-5.0). All
believed that the app does not cause significant delays in the
daily routine. As for usability, the overall evaluation was good,
but all professionals claimed that the app was not intuitive and
previous training is necessary. As for utility, they believed that
the app might improve the treatment and care of people with
hypertension and DM. The characteristics of the experts and

the results of the feasibility assessment can be seen in
Multimedia Appendix 1 and Multimedia Appendix 2.

Pilot Testing
From November 2020 to May 2021, 211 CHWs from 10
municipalities received training to evaluate patients with
hypertension and DM during in-home visits. The implementation
was carried out progressively, and the first records were on
paper. With hands-on training in May 2021, CHWs started using
the app and entering data obtained from home visits. From May
2021 to December 2021, there were 1314 records from CHWs’
in-home visits using the app: 1266 (96.4%) were patients with
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hypertension, 245 (18.6%) were patients with DM, and 197
(15.0%) were patients with both diseases. They found 220
(220/1266, 17.38%) patients with high BP (≥160 mm Hg or
≥100 mm Hg); 34 (34/245, 13.9%) patients reported capillary
blood glucose level at any time in the last 20 days ≥250 mg/dL.
Regarding glycosuria, 40 (40/245, 16.3%) had a positive result
(Multimedia Appendix 3).

Discussion

Main Findings
We observed a significant reduction in the weekly number of
consultations, BP measurements, and HbA1c tests between
periods 1 and 2. There was a systematic reduction in PHCC
visits in all the last months of the years, regardless of the
pandemic, due to the December holidays and summer vacations.
The proportion of patients who returned for a medical
consultation at the PHCCs was also significantly lower during
the pandemic. Of those who returned, it was observed that they
were more assiduous in follow-up appointments before the
pandemic when compared to the period after isolation measures
were implemented. Lower SBP and DBP levels were observed
in patients who returned for consultation during the pandemic,
as well as a higher proportion of patients with controlled
hypertension. However, among people with DM, there was no
difference in HbA1c levels between periods 1 and 2.

The reduction in the number of consultations was observed
globally. According to a survey by the WHO, completed by
155 countries in May 2020, 53% of them had partially or
completely disrupted services for hypertension treatment and
49% for DM and DM-related complications at that time [20].
Another survey that included 202 health care professionals from
47 countries observed that DM was the chronic disease most
affected by the reduction in health care resources due to
COVID-19 [21]. A worldwide survey submitted from 909
centers performing cardiac diagnostic procedures in 108
countries found a 42% drop in the number of procedures from
March 2019 to March 2020 and a 64% drop from March 2019
to April 2020 [22].

In Germany, during the lockdown, there was a dramatic
reduction in the number of consultations with general
practitioners, independent of age, sex, and location (rural vs
urban areas) [23]. The immediate need for social restriction
forced health care systems to adopt telemedicine for ensuring
baseline and, in some selected cases, advanced health care
support [24]. As a result, the COVID-19 pandemic has
strengthened the use of telemedicine as an indispensable
resource to monitor the health conditions of people at home,
including those with hypertension [25]. In Italy, the number of
visits to general practitioners’ offices and tests dropped
markedly. At the same time, the number of home app users,
exchanging data between patients and doctors, significantly
increased. It thus resulted in significant improvement of BP
control [26]. Telemedicine with video consultations was a
significantly effective tool in the management of people with
hypertension, with high levels of patient satisfaction in the
United States [27]. Telemedicine consultations contributed to
maintaining care for 69% people with antineutrophil cytoplasmic

antibody–associated vasculitis, both in the United States and
the United Kingdom, allowing monitoring and identification of
deterioration at home [28]. With regards to DM, the role of
telehealth in the care of people with type 1 DM has expanded
dramatically during the COVID-19 pandemic [29]. Successful
experiences have been described in India and Australia, where
patients who attended through teleconsultations had slightly
better glycemic control than those in the pre-COVID-19 period
[30,31]. In the United States, although DM-related outpatient
visits and testing fell during the pandemic, there was no evidence
of a negative association with glycemic control. Telemedicine
may have prevented substantive disruptions in medication
prescribing [32].

In Brazil, the Ministry of Health has taken steps to ensure care
for people with respiratory syndrome throughout the SUS health
network, reinforcing primary care as the preferred gateway [33].
However, at the same time, the heterogeneity of the organization
of primary care in Brazil [34] as well as the restrictions imposed
by the pandemic [35] compromise the continuous monitoring
of patients with chronic diseases. CHWs were prioritized for
health surveillance and administrative actions within the PHCCs
and even issues that are not their responsibility, such as helping
with vaccination campaigns [16]. The problem was even more
serious in remote and resource-constrained areas, where patients
need to travel long distances to receive health care and
medication. As the management of COVID-19 cases has become
a priority for most health units, nonemergency medical services
or services not related to COVID-19 have been postponed
indefinitely, predisposing patients with hypertension and DM
to a high potential for increased risk of complications and a
worse prognosis [35].

The consequences of these changes can already be seen in
Brazil. In the 6 capital cities that had the highest number of
deaths from COVID-19, there was also an increase in the
number of deaths from cardiovascular diseases. These findings
were probably a consequence of the poor health services
infrastructure and reflects the increase in home deaths due to
the impaired access to health services [36]. Cardiovascular
diseases have a significant relationship with COVID-19, both
as risk factors and prognostic indicators and as complications
[37,38]. Nevertheless, despite this, the pandemic forced a
reorganization of health systems that compromised the provision
of adequate and timely health services [39,40] and negatively
affected mortality [41].

Facing the reality of patients at home and without proper care,
a strategy using mHealth for CHWs was planned and
implemented to identify patients at risk. These patients were
referred to the PHCCs for medical consultation. CHWs were
chosen as the central point of this intervention because they
represent the bridge between the health system and the users,
especially the most vulnerable, enabling the capillarity of the
SUS. They live in the same community for which they care and
ensure that the family health strategy is taken to the
communities. Their responsibilities include education and health
promotion, keeping records of individuals and families,
identifying those at risk, making regular home visits to monitor
children's vaccinations or the well-being of chronic patients,
scheduling consultations with a maternal health specialist,
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advising on the correct use of medications, and contributing to
mosquito control campaigns [42]. 

Although digital health was in use long before the pandemic,
the challenges of the current moment encouraged its escalation,
which is happening quickly. The options for digital tools are
vast, including video visits, email, mobile phone apps, chatbots,
voice interface systems, smartwatches, oxygen monitors, and
thermometers [11]. mHealth technology has been proven to
enhance the management of patients with chronic diseases [43]
and is associated with a reduction in BP and better medication
adherence for people with hypertension [44]. Also,
mHealth‐based interventions for patients with type 1 DM
significantly decreased HbA1c, improved life satisfaction, and
improved mental health [45]

The use of digital tools by CHWs has been successfully carried
out in several countries, not only to fight the pandemic but also
to minimize the impact of interruptions in patient follow-up
[46]. However, to be effective, digital health solutions for CHWs
need to be easy to use. Furthermore, there is a need to improve
their skills, improve accessibility, and ensure continuity of care
[47]. For this, challenges such as training on new mHealth
solutions, weak technical support, and issues of internet
connectivity must be overcome [10,48]. The app is an
easy-to-use digital tool, with objective questions and
yes/no/don’t know answers. Therefore, education level is not
an obstacle to using it. Likewise, we guarantee training and
support for the use of the app, solving doubts online in real time.

The expert panel assessment classified the app as feasible and
useful. However, they agreed that its use requires training. They
believe in the app's potential to contribute to the identification
of patients at risk and the provision of medication by health
managers. This information is important to obtain regardless of
the pandemic. The federal government guarantees the donation
of glucometers for people with DM who use insulin, but the
supply of strips is erratic. The app can provide important
feedback regarding municipal financing and logistics for
purchasing medicines. The measurement of BP by the CHW
using a digital monitor adds value to the home visit. The
professionals and the patients have accepted this innovation
without restrictions. 

The pilot test results reflect a short evaluation period as the
intervention itself is ongoing. The findings showed a low
percentage of patients with uncontrolled hypertension and DM
when evaluated at home. Medication adherence as well as the
supply of medications were satisfactory. The aim of measuring
BP, glycosuria, and blood glucose levels was to prioritize
in-person medical consultation for those at risk and not just to
identify people with uncontrolled disease. The major limitation
was that the PHCCs were designed to receive people with
respiratory symptoms as a priority. Therefore, it was not possible

to schedule a medical consultation for all patients with
hypertension and DM outside the control goals. As the app was
designed to be simple, the CHW does not enter the patient's BP
but only marks if it is ≥160 x 100 mm Hg. Therefore, people
outside the control target whose BP is <160 x 100 mm Hg will
not be referred to a PHCC, which can underestimate the number
of patients outside the control goals. The same is true for DM,
as only those with a change equivalent to blood glucose ≥250
mg/dL will be identified and referred for consultation. Another
aspect that needs to be considered is that patients who
participated in the pilot test are the ones who most frequently
attended the PHCC. The researchers did not interfere in the
choice of patients for the pilot test, but the CHW preferred to
visit those with greater adherence to treatment. This justifies
the finding of a low proportion of people with BP and glucose
levels high enough to warrant a medical consultation and
justifies the adequate supplies of medication.

Limitations
The cutoff BP, glycosuria, and blood glucose values to indicate
the need for a medical consultation were established to prioritize
those most in need, since the PHCC could not attend to all
patients. Therefore, the results cannot be seen as just a definition
of the proportion of patients with uncontrolled disease, as this
underestimates the real number of patients with uncontrolled
disease.

Next Steps
The integration of the CDSS with the current electronic medical
record of the Brazilian public health system software (e-SUS)
is a challenge, and we are currently working to overcome this
barrier. We are planning to expand the project to PHCCs in
other municipalities, even with the reduction of the
pandemic. Our team believes that this is a promising strategy
that values and expands the CHWs’ skills, strengthens their
relationship with the community, promotes the identification
and adequate referral of patients with uncontrolled disease, and
brings the users even closer to the SUS. We expect services to
be fully resumed in the near future, when we will be able to
review the cut-off levels of BP and glycosuria or glycemia to
refer to the PHCC. 

Conclusions
The COVID-19 pandemic caused significant impairment in the
follow-up of patients with hypertension and DM in a
resource-constrained region of Brazil, due to the reduction in
the number of medical and nursing consultations, BP measures,
and HbA1c assessments after the initiation of social restriction
measures. A DSS app has proven to be feasible and useful, and
CHWs are using it to identify patients with uncontrolled
hypertension and DM who are at home and at risk.
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CDSS: clinical decision support system
CHW: community health workers
DBP: diastolic blood pressure
DM: diabetes mellitus
DSS: decision support system
HbA1c: glycated hemoglobin
IT: information technology
mHealth: mobile health
NCD: noncommunicable chronic disease
PHCC: primary health care center
SBP: systolic blood pressure
SUS: Sistema Único de Saúde (Brazilian public health system)
WHO: World Health Organization
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Abstract

Background: Automated extraction of symptoms from clinical notes is a challenging task owing to the multidimensional nature
of symptom description. The availability of labeled training data is extremely limited owing to the nature of the data containing
protected health information. Natural language processing and machine learning to process clinical text for such a task have great
potential. However, supervised machine learning requires a great amount of labeled data to train a model, which is at the origin
of the main bottleneck in model development.

Objective: The aim of this study is to address the lack of labeled data by proposing 2 alternatives to manual labeling for the
generation of training labels for supervised machine learning with English clinical text. We aim to demonstrate that using
lower-quality labels for training leads to good classification results.

Methods: We addressed the lack of labels with 2 strategies. The first approach took advantage of the structured part of electronic
health records and used diagnosis codes (International Classification of Disease–10th revision) to derive training labels. The
second approach used weak supervision and data programming principles to derive training labels. We propose to apply the
developed framework to the extraction of symptom information from outpatient visit progress notes of patients with cardiovascular
diseases.

Results: We used >500,000 notes for training our classification model with International Classification of Disease–10th revision
codes as labels and >800,000 notes for training using labels derived from weak supervision. We show that the dependence between
prevalence and recall becomes flat provided a sufficiently large training set is used (>500,000 documents). We further demonstrate
that using weak labels for training rather than the electronic health record codes derived from the patient encounter leads to an
overall improved recall score (10% improvement, on average). Finally, the external validation of our models shows excellent
predictive performance and transferability, with an overall increase of 20% in the recall score.

Conclusions: This work demonstrates the power of using a weak labeling pipeline to annotate and extract symptom mentions
in clinical text, with the prospects to facilitate symptom information integration for a downstream clinical task such as clinical
decision support.

(JMIR Med Inform 2022;10(3):e32903)   doi:10.2196/32903
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Introduction

Background
Unstructured text from electronic health records (EHR) contains
myriads of information that is not encoded in the structured part
of EHRs, such as symptoms experienced by the patient.
Structuring and managing symptom information is a major
challenge for research owing to their complex and
multidimensional nature. Extracting symptom information from
clinical text is critical; for example, for phenotypic classification,
clinical diagnosis, or clinical decision support [1-3]. More
specifically, symptoms are crucial to the assessment and
monitoring of the general state of the patient [1,4] and are
critical indicators of quality of life for chronically ill patients
[5,6]. Their evolution through time can be a string indicator of
the patient’s clinical status change. Finally, in the context of
pandemic prevention, symptoms are used for syndromic
surveillance [7,8] and patient characterization [9,10].

Using natural language processing (NLP) and machine learning
to process and use clinical text for such applications has great
potential [11-14]. Unfortunately, machine learning, and more
specifically supervised machine learning, requires a great
amount of labeled data to train a model, which is at the origin
of the main bottleneck of model development [15]. Manually
labeling data sets is extremely costly and time-consuming as
multiple experts need to manually review and annotate several
hundreds of clinical notes [13,16]. Moreover, the development
of such a resource presents unique challenges as the text contains
personal information, and access to such data is usually
restricted.

Throughout the past years, shared resources such as Informatics
for Integrating Biology and the Bedside (i2b2) have generated
deidentified and annotated data sets for the development of NLP
systems for specific tasks. Such resources remain limited, as
most of the annotated data sets contain only hundreds to a few
thousands of notes. Moreover, these data sets come from a
limited number of institutions, making the development of an
NLP system with such data unlikely to generalize to other
institutions or other tasks.

To develop NLP systems and models that are transferable
between multiple institutions and free of overfitting, a large
amount of data needs to be available for training. To do so,
alternatives to supervised machine learning have been explored,
such as distant supervision, which seeks to include information
from existing knowledge bases [17] or active learning, which
involves human experts in the machine learning process [18-20].
One method in particular, weak supervision, is attracting
increasing attention for the automatic generation of lower-quality
labels for unlabeled data sets [21-25].

Objective
To address the lack of labeled data, we propose 2 alternatives
to manual labeling for the generation of training labels for
supervised machine learning with clinical text. The first
approach takes advantage of the structured part of EHRs and
uses diagnosis codes to derive training labels. The second
approach uses weak supervision and data programming

principles to derive training labels. We propose to apply the
developed framework to the extraction of symptom information
from outpatient visit progress notes of patients with
cardiovascular diseases.

Extracting symptoms from clinical narratives is not a
straightforward task as symptoms are often expressed in an
abstract manner. A straightforward way of deriving labels from
EHR would be to take advantage of their coded part and use
the International Classification of Disease–10th
revision–Clinical Modification (referred to as ICD-10,
henceforth) codes. This approach has challenges, as
demonstrated in multiple studies [2,9,26-30]. This is especially
true if the target information is symptoms, as the corresponding
ICD-10 chapter is typically used when a sign or symptom cannot
be associated with a definitive diagnosis. Thus, their occurrence
in EHR is very scarce and expected to be incomplete. Despite
issues related to inaccuracy in ICD-10 coding, we propose to
use such codes to label our training set, with the assumption
that with sufficient training data, the poor quality of the labels
will be balanced out. Although inaccurate and possibly biased,
the use of ICD-10 data is considered standard in many
classification studies involving clinical text [15,31-41].
Moreover, we propose to complement the use of ICD-10 codes
with a weak supervision approach to derive labels. Weak
supervision has gained a great amount of traction in the past
years [21-25] as a response to the increased need for training
data for machine learning. We used the Snorkel library [42] to
combine a large number of clinical reports with noisy labeling
functions and unsupervised generative modeling techniques to
generate labels for our models. Finally, we test the models on
external cohorts as a way to assess the bias and test the
generalizability of the models.

We successfully demonstrate that by using a large number of
notes for training, we can train a classification model able to
recognize specific classes of symptoms using low-quality labels.
The resulting model is independent of the prevalence of positive
instances and is transferable to a different institution. We show
that training our model on such pseudolabels results in a good
predictive performance when tested on a data set containing
gold labels.

Methods

Cohort Description
Our data set consisted of 20,009,822 notes from January 1,
2000, to December 31, 2016, for 134,000 patients with
cardiovascular diseases from Stanford Health Care (SHC),
collected retrospectively in accordance with the approved
institutional review board protocol (IRB-50033) guidelines.
Progress notes from outpatient office visits were selected. As
the ICD-10 codes for symptoms were chosen for initial labels,
encounters without R codes were discarded. Finally, short notes
(ie, <350 characters) were also discarded. The final cohort
contained 545,468 notes for 93,277 patients (Figure 1).

For prototyping purposes and to evaluate the effect of the
training set size on the performance, subsets of the full cohort
were created, leading to the following three data set sizes: I
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(patients: 717/93,277, 0.77%), II (patients: 5611/93,277, 6.02%),
and III (patients: 93,277/93,277, 100%). Patients were split into
training, validation, and test sets using a 60:20:20 ratio. Table
1 provides a more detailed description of the data sets.

ICD-10 codes describing symptoms and signs involving the
circulatory and respiratory systems were used to label the notes

for the text classification task. The symptoms considered were
only coded at the highest level of the ICD-10 hierarchy. The
prevalence of the R codes was low, between 2% and 10% of
positive instances (see Table S1 in Multimedia Appendix 1 for
details).

Figure 1. CONSORT (Consolidated Standards of Reporting Trials) diagram for Stanford Health Care–electronic health record symptom extraction.
Our full cohort consisted of 20 million notes and 134,000 patients. We selected progress notes from outpatient visits from encounters with International
Classification of Disease–10th revision (ICD-10) codes from the chapter R. Notes <350 characters were discarded, yielding 545,468 notes for 93,277
patients.

Table 1. Patient and note distribution for each data set considered in this study.

Vc (N=75.692)IVb (93,277)III (N=93,277)IIa (N=5611)Ia (N=717)Data set

38,381 (50.71)55,966 (59.99)55,966 (59.99)3360 (59.88)430 (59.9)Train set, n (%)

18,655 (24.65)18,655 (19.99)18,655 (19.99)1123 (20.01)143 (19.9)Validation set, n (%)

18,656 (24.65)18,656 (20)18,656 (20)1128 (20.10)144 (20.1)Test set, n (%)

53 (23)59 (23)59 (23)58 (23)60 (23)Age (years), mean (SD)

Gender, n (%)

43,765 (57.82)51,876 (55.61)51,876 (55.61)2381 (42.43)306 (42.7)Men

31,925 (42.18)41,396 (44.38)41,396 (44.38)3229 (57.55)410 (57.2)Women

2 (0.003)5 (0.005)5 (0.005)1 (0.02)1 (0.1)Unknown

544,907 (100)871,753 (100)545,468 (100)34,368 (100)4245 (100)Total notes, n (%)

326,373 (59.89)653,219 (74.93)326,934 (59.94)20,500 (59.65)2480 (58.42)Train set

109,726 (20.14)109,726 (12.59)109,726 (20.12)6698 (19.49)704 (16.58)Validation set

108,808 (19.97)108,808 (12.48)108,808 (19.95)6494 (18.89)794 (18.70)Test set

aData sets I and II are subsets of data set III.
bData set IV represents the hybrid data set of labeled and unlabeled notes considered for the weak supervision experiment.
cData set V contains the set of unlabeled notes from IV.
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Pipeline
We defined our task of extracting symptom information from
clinical notes as a multi-class classification problem. Machine
learning algorithms were trained to classify whether each input
note contained a specific class of symptoms.

The proposed pipeline used a subset of the ICD-10 chapter
containing symptoms, signs, and abnormal clinical and
laboratory findings. The codes in this chapter are typically used
when a sign or symptom cannot be associated with a definitive
diagnosis. As their occurrence in EHR is expected to be
incomplete, we assumed that the presence of a code is associated
with the observation of the symptom, but the absence of a code
cannot be associated with the absence of the symptom in
question.

The full pipeline developed for this study is depicted in Figure
2. We obtained the raw clinical text and encounter data from
the SHC database. The raw text was first preprocessed for
standardization purposes. Then, the text was transformed into
a numerical format (ie, featurization) so that it can be used as
input features for our model training. Then, ICD-10 codes were
extracted from the structured encounter data to use as labels. A
multi-class classification model was then trained to predict the
presence of symptoms in the text. Next, we propose a weak
supervision labeling pipeline as an additional method for
extracting labels for the downstream prediction task. For that
additional part, notes that were initially discarded because of
the lack of symptom codes in the encounter data were processed
using an entity recognition model with the spaCy library [43]
and labeled using a labeling model generated using the Snorkel
package [42].

Figure 2. End-to-end pipeline developed for extracting pseudolabels out of an electronic health record (EHR) database and training a text classifier
for recognition of presence or absence of symptoms. The approach leverages the structured part of EHR (International Classification of Disease–10th
revision–Clinical Modification [ICD-10–CM] codes) and weak supervision to generate labeled training corpus. Three types of labels are used for the
training: ICD-10–CM codes; noisy labels obtained by a weak supervision pipeline; and hybrid labels, containing both ICD-10–CM codes and noisy
labels. Two machine learning algorithms are considered: random forest and logistic regression. Four featurization methods are considered: bag-of-words
(BOW), term frequency–inverse document frequency (TF-IDF), continuous BOW (CBOW), and paragraph vector–distributed BOW (PV-DBOW). LF:
labeling function.

Preprocessing
To facilitate machine learning techniques, the clinical notes
were standardized in the following manner: special characters
and numbers were removed; the text was transformed into lower
case only; frequent words (eg, the, as, and thus) often denoted
as stop words were removed, except negative attributes such as
no or not; next, each note was standardized using the Porter
stemming algorithm; and finally, the text was tokenized into
individual words. Sectioning of the notes was not performed;
thus, the entire note was included in the featurization step.

Featurization
In this report, we evaluated the following approaches for
featurization of the clinical notes. The first method,
bag-of-words (BOW), is a simple yet effective method to

represent text data for machine learning and acts as a baseline.
In this method, the frequency of each word is counted, yielding
a vector representing the document. As each word represents a
dimension of the document vector, the size of the latter is
proportional to the size of the vocabulary used. As words are
represented by their document frequency, the resulting document
vector does not contain any syntactic or contextual information.

Next, we used term frequency–inverse document frequency
(TF-IDF), a weighting scheme, in addition to BOW whereby
word frequencies from BOW are weighted according to their
IDF. This reweighting of the frequencies dampens the effect of
extremely frequent or rare words.

Next, we used the continuous BOW (CBOW; also referred to
as word2vec) algorithm [44]. CBOW is an algorithm that
generates word vectors based on a prediction task via a neural
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network. The output of such a network is an embedding matrix
that is used to encode each word into a specific vector. The
embedding matrix used in this project was trained on biomedical
text (PubMed and Medical Information Mart for Intensive
Care–III [MIMIC-III]) by Zhang et al [45]. Word vectors were
generated using these pretrained embeddings and then averaged
to yield a single document vector representing the entire note.
As a result, the document embedding vector was of dimension
200.

Finally, the paragraph vector–distributed BOW (PV-DBOW;
also referred to as doc2vec) [46], an extension of CBOW to
paragraphs, was used to add some syntactic knowledge in the
encoding of each document. The vector size for the document
was 300 and was independent of the corpus size.

Weak Labeling
To address the problem of a lack of labels for EHR-based
supervised learning, a weak supervision pipeline using the
Snorkel package [42] was implemented. Weak supervision
allows us to create a set of noisy labels for an unlabeled data
set. The noisy labels are generated using a set of labeling
functions, namely, a set of heuristic rules.

For this project, we implemented labeling functions based on
pattern recognition applied to a 20 token–context window (10
tokens before and 10 tokens after the target term) to determine
the negation, temporality, and experiencer of the target
symptom. We used the publicly available clinical event
recognizer base terminology [47] to match our context window
with negative expressions, historical expressions, and family
mentions. If a mention is matched within the context window
of a given term, it is labeled accordingly: absent if negative
expression is matched, history if historical expression is
matched, and family if family mention is matched. Target
symptoms that were positive, experienced by the patient, and
not part of the past medical history were labeled positive.
Occurrences deviating from this pattern were labeled negative.

Symptom recognition was performed using a ScispaCy [48]
pipeline trained to recognize biomedical entities. The process
of extracting the presence or absence of symptoms belonging
to the R00-R09 categories was implemented as follows: the full
clinical note is processed with spaCy [43] using the entity
recognition model from the ScispaCy library, trained on
BioCreative V Chemical Disease Relation corpus, a corpus of
1500 PubMed articles annotated for chemicals, disease, and
chemical–disease interactions [49] (en_ner_bc5cdr_md [48]).
As we were classifying the notes using only the 3 characters
categories of the ICD-10 codes, each entity that was tagged
needed to be associated to its corresponding category. For that
purpose, we normalized them to the concept unique identifiers
from the unified medical language system with the highest
similarity score. This allowed us to group each entity to their
corresponding ICD-10 category (see Table S2 in Multimedia
Appendix 1 for a list of concept unique identifiers). Then, the
labeling functions defined earlier were used to generate noisy
labels, which can finally be used to train a machine learning
model.

Modeling
The input features were used to predict a set of symptoms related
to abnormalities in the circulatory and respiratory systems
(ICD-10 codes R00-R09). The problem was approached as a
text classification task using a subset of the ICD-10-R codes
for the class labels. The classes are not mutually exclusive;
therefore, a one-versus-all classification was chosen. We
compared two classification algorithms for this task, namely
random forests [50] and logistic regression [51]. We only report
the results obtained with 100 estimators for the random forest
and the limited-memory Broyden–Fletcher–GoldfarbShanno
solver. The detailed parameters used for each model are
provided in the Multimedia Appendix 1.

Performance Evaluation
We used the following classification metrics to evaluate each
model: recall, F1 score, and average precision score. We also
computed the receiver operating characteristic (ROC) curves
and precision-recall curves. Owing to the class imbalance, we
gave more importance to the precision-recall curve. For
example, in the case of hemorrhage from respiratory passages
class of symptoms (R04), the positive instances represent only
approximately 1% of the data points. We also considered
computation time and memory requirements as important
metrics to determine the best classification model. Given the
size of our data set, an efficient implementation was of
paramount importance for the success of our predictive model.

External Validation
To assess the impact of training the model on low-quality labels,
the models were tested on an external data set developed for
symptom extraction by Steinkamp et al [52]. Their work
provides an open-source annotated data set for symptom
extraction. The notes were 1008 deidentified discharge
summaries from the i2b2 2009 Medication Challenge [53]. The
set of notes was annotated by 4 independent annotators for all
symptom mentions, whether positive, negative, or uncertain.
To benchmark our study, we chose three classes of symptoms
that were both present in our study and in the annotated data
set of Steinkamp et al [52], namely cough (R05), abnormalities
of breathing (R06), and pain in throat and chest (R07). As the
annotations were performed at the mention level but our study
was performed at the note level, a majority voting algorithm
was chosen to assess the note-level polarity of the symptom
mention to generate note-level labels. On the basis of the SHC
experiments, only models showing the best promise in terms
of predictive performance were chosen for this step. More
specifically, models trained with the logistic regression
algorithm using TF-IDF and PV-DBOW features were chosen
for the external validation.

Results

Logistic Regression Performs Better Than Random
Forest for Predicting the Presence of Symptoms in
Outpatient Progress Notes
Outpatient progress notes collected from January 1, 2000, to
December 31, 2016, from the SHC EHR database were used to
train a text classifier to extract symptoms related to
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abnormalities in the circulatory and respiratory systems (Figure
1). Two machine learning algorithms were considered, namely
random forest and logistic regression. The models were first
built on a subset of the cohort for prototyping purposes (Table
1: data set I). Random forest showed poor predictive

performance, with no or few positive instances predicted (Figure
3). Without exception, logistic regression outperformed random
forest for all the considered data set sizes (Figure 4). Use of
TF-IDF features to predict the presence of symptoms in the
notes led to the best overall performance (Figure 5).

Figure 3. Histogram of predicted probabilities for the presence of the cough symptom (R05) in the outpatient progress note for data set I, with a
comparison between probabilities predicted by logistic regression (LR) and random forest (RF) for term frequency–inverse document frequency (TF-IDF)
and paragraph vector–distributed bag-of-words (PV-DBOW) feature extraction methods.

Figure 4. Summary of performance metrics averaged over all codes for all four considered feature extraction methods (bag-of-words [BOW], term
frequency–inverse document frequency [TF-IDF], continuous BOW [CBOW], and paragraph vector–distributed BOW [PV-DBOW]). AUROC: area
under the receiver operating characteristic curve; LR: logistic regression model; RF: random forest model.
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Figure 5. Receiver operating characteristic and precision-recall curves for the prediction on the test set (data set I described in Table 1) of presence of
cough (R05) symptoms from outpatient progress notes using logistic regression (LR) with 4 feature extraction methods. BOW: bag-of-words; CBOW:
continuous BOW; lbfgs: limited-memory Broyden–Fletcher–GoldfarbShanno solver; PV-BOW: paragraph vector–distributed BOW; TF-IDF: term
frequency–inverse document frequency.

Embedding-Based Methods Perform Better With
Increasing Data Set Size
To demonstrate that increasing the size of the training set
significantly improves the performance of deep learning–based
embedding methods, the classification task was performed on
3 different data set sizes, ranging from 0.75% (700/93,277) of
patients to 100% (93,277/93,277) of patients (Table 1).

For all codes, the performance (area under the ROC [AUROC]
curves and area under the precision-recall curves) of PV-DBOW
features with logistic regression drastically improved with the

size of the training set. For TF-IDF features also, there was a
slight improvement, but it was less pronounced (Figure 6). More
importantly, we observed that when increasing the size of the
training set, the low prevalence of the symptoms does not affect
the performance of embedding-based features (CBOW and
PV-DBOW; Figure 7). Next, although the performance obtained
with TF-IDF features was high, the computational performance
was drastically affected by the increasing size of the training
set. It takes 2 minutes and 1.6 GB of memory to train the model
with PV-DBOW features, whereas the model with TF-IDF
features requires 2.3 GB of memory and takes almost 3 hours
(Table 2).
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Figure 6. Comparison of receiver operating characteristic (left column) and precision-recall (right column) curves for the prediction of presence of
cough (R05), abnormality of breathing (R06), and pain in throat and chest (R07) classes of symptoms from outpatient progress notes using logistic
regression (LR) with the limited-memory Broyden–Fletcher–GoldfarbShanno (lbfgs) solver on data set I, data set II and data set III with term
frequency–inverse document frequency (TF-IDF) and paragraph vector–distributed bag-of-words (PV-DBOW) features.
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Figure 7. Recall scores as a function of the symptom prevalence in 3 considered data sets for all the features. BOW: bag-of-words; CBOW: continuous
BOW; PV-BOW: paragraph vector–distributed BOW; TF-IDF: term frequency–inverse document frequency.

Table 2. Computational resources used for each classifier by feature type for data sets II and III.

Logistic regressionRandom forestFeature type and data set

Run time, hours:minutes:secondsMemory, MBRun time, hours:minutes:secondsMemory, MB

BOWa

00:21:3534000:04:10310II

23:17:20b340007:22:023500III

TF-IDFc

00:03:0427000:04:15310II

02:47:30230006:37:043400III

CBOWd

00:01:1718000:03:02193II

00:16:36170001:21:111700III

PV-DBOWe

00:00:348900:03:35170II

00:02:13160001:41:181100III

aBOW: bag-of-words.
bNo convergence after 100,000 iterations.
cTF-IDF: term frequency–inverse document frequency.
dCBOW: continuous BOW.
ePV-DBOW: paragraph vector–distributed BOW.
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Enriching the Training Set With Weak Labels
Enhances the Performance Further
The original cohort contained many notes that do not contain
ICD-10 codes from the R chapter, leading to a substantial
reduction in the number of notes available to train our model.
Indeed, an additional 1,290,170 notes from the patients included
in our cohort did not contain any ICD-10 code for symptoms.

To use these notes, they were processed using a weak
supervision approach to determine the presence or absence of
symptoms belonging to the R00-R09 categories. Then, the
weakly labeled notes were added to data set D for training the
classifier (ie, data set IV). For comparison, we also trained a
model using only the weakly labeled notes (ie, data set V). Then,
the 2 models were tested on test set III with ICD-10 codes for

labels. The weak labeling model was also applied to the test set
to extract weak labels for testing. Given the poor scaling
performance of TF-IDF features compared with that of
PV-DBOW, this experiment was performed solely with the
PV-DBOW features.

Figure 8 shows the difference in performance between the
enriched data set (IV) and the baseline data set (III). Overall,
the recall score improved by 3.8%. However, the AUROC score
was reduced by 2.1%. This decrease in the AUROC score can
be attributed to the number of false-positive predictions. As the
model was trained on mixed labels (ICD-10 and weak labels)
but tested on ICD-10 codes, such increase in predictions flagged
as false positives was expected. However, treating the weak
labels as true labels for the test set led to an increase in recall
score by 17.7% and an increase in AUROC score by 3.7%.

Figure 8. Performance metrics differential for the weak labeling experiment. Delta H represents the score difference between the hybrid data set IV
and the baseline data set III (score [IV]–score [III]). Delta W represents the score difference between the weakly labeled data set V and the baseline
data set III (score[V]–score [III]) The left panel shows the score calculated using International Classification of Disease–10th revision–R (ICD-10–R)
codes for labels and the right panel shows the score calculated treating the weak labels (WL) as true labels in the test set. AUROC: area under the
receiver operating characteristic curve.

Use of only weakly labeled notes for training (data set V) and
testing on ICD-10 labels led to a 6% increase in recall score
and a 9.3% decrease in the AUROC score. Finally, using the
weak labels as true labels for the test set, the weakly labeled
notes performed 36.6% (recall) and 6.6% (AUROC) better than
the baseline data set.

Embedding-Based Features Perform Better Than
TF-IDF Features on an External Validation Set
We selected a set of 56.65% (571/1008) notes from the i2b2
2009 challenge annotated for symptom extraction [52]
containing mentions of symptoms of cough (R05), abnormalities

of breathing (R06), and pain in throat and chest (R07). The
logistic regression models trained on data set III using TF-IDF
and PV-DBOW features were used to predict the presence of
the 3 classes of symptoms.

Overall, the model trained with PV-DBOW features performed
well when used to predict symptoms from the i2b2 notes. Figure
9 shows the difference in scores between the i2b2 data set and
the baseline data set III trained using TF-IDF and PV-DBOW
features for the set of 3 selected classes of symptoms. For R06
and R07, PV-DBOW, recall, and AUROC scores were within
the range of the scores obtained when tested on the SHC notes.
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However, the F1 and average precision scores were >40 points
better on the i2b2 notes. On the other hand, the model trained
with TF-IDF features performed poorly. The recall and AUROC
scores were 20 to 30 points lower than when tested on the SHC
notes. The F1 score was similar to that obtained with the SHC
notes. However, the average precision was almost 30 points
higher than that of the SHC notes (Figure 9). For both
PV-DBOW and TF-IDF features, the performance of the
symptom cough decreased when tested on the i2b2 set compared
with the SHC notes.

Finally, the models trained with the hybrid labels and weak
labels using the PV-DBOW features were also tested on the
i2b2 notes. For both models, the recall and AUROC scores were
within the range of those obtained with the SHC notes. However,
the F1 and average precision scores were approximately 50
points higher than when tested with the SHC notes, reinforcing
the conclusion that even though the models were trained on
pseudolabels, they still perform well when tested on gold labels
(Figure 10). Typically, recall performed better when hybrid or
weak labels were used for training than when ICD-10 codes
were used. Similar to the use of ICD-10 codes as labels, the
performance for R05 decreased for the i2b2 notes.

Figure 9. Performance metrics differential for the external validation set. The score has been calculated as the difference between the score obtained
on the external validation set and the baseline data set III (score [Informatics for Integrating Biology and the Bedside]–score [Stanford Health Care]).
Term frequency–inverse document frequency (TF-IDF) represents the logistic regression model trained with TF-IDF features. Paragraph vector–distributed
bag-of-words (PV-DBOW) represents the logistic regression model trained with PV-DBOW features. International Classification of Disease–10th
revision–R codes have been used as reference labels to compute the metrics. AUROC: area under the receiver operating characteristic curve.
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Figure 10. Performance metrics differential for the external validation set. The validation was performed for three models using paragraph
vector–distributed bag-of-words features only, trained using different labels: International Classification of Disease–10th revision–R, the weak labels,
and the hybrid labels. The score differences are computed relative to the baseline data set III (score [Informatics for Integrating Biology and the
Bedside]–score [Stanford Health Care]). AUROC: area under the receiver operating characteristic curve.

Analysis of Misclassified Cases
To illustrate that despite the low quality of training labels used,
the classification models were able to correctly classify notes,
we show a few examples of the presence of abnormality of
breathing symptoms in Figure 11. Snippets (A) and (E) show
examples where the predictions were flagged as false positive

but turned out to be true-positive cases. Snippets (B) and (C)
show 2 examples that were flagged as false negative; however,
when reading the note, the symptom was clearly absent
(historical for (B) and negated for (C). Finally, snippet (D)
shows an example that was correctly predicted only when
embedding features were used.

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e32903 | p.143https://medinform.jmir.org/2022/3/e32903
(page number not for citation purposes)

Humbert-Droz et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 11. Snippet examples of mislabeled notes for R06 class of symptoms. ICD-10: International Classification of Disease–10th revision; NEG:
negative; POS: positive; WL: weak labels.

Discussion

Principal Findings
We trained one-versus-all multi-label classification models
using four featurization methods, namely BOW, TF-IDF,
CBOW, and PV-DBOW, to predict the presence of signs and
symptoms related to abnormalities in the circulatory and
respiratory systems. The challenging lack of labels for training
such models was addressed using 2 label extraction strategies.
First, we extracted labels based on a subset of ICD-10 codes
from EHR encounter data. This approach yielded good
predictive performance, as evidenced by external validation.
Relying on the coded part of EHR to extract training labels
leaves a large part of progress notes untouched, as ICD-10 codes
for symptoms are rarely used. The second approach we used
was a method to extract training labels by leveraging clinical
named entity recognition and a weak supervision pipeline. This
approach not only allowed us to make use of a much larger set
of notes for training but also significantly improved the
predictive performance, both on an SHC test set and an external
validation set.

Although TF-IDF features yielded the best performance overall
(Figure 4), the size of the feature vector is the size of the corpus,

leading rapidly to intractable size and computational inefficiency
when the corpus size increased (Table 2), whereas embedding
methods such as CBOW and PV-DBOW led to a fixed feature
vector length, independent of the training corpus size. The main
computing cost in such an approach lies in the pretraining of
the embedding vectors, which must be performed only once.
Training a classifier on any data set size led only to a minor
increase in computational cost, making this approach more
desirable.

Unfortunately, the results on a small training set were not
satisfactory as these types of models are known to be extremely
data hungry. The performance is expected to be more reasonable
with larger data set sizes. We observed this in our experiments;
when the training set size was increased, the performance also
increased significantly. For example, the most notable
performance improvement was observed for the recall, which
increased from 0.25 to 0.8 for PV-DBOW features (Figure 4).
This is important because when predicting the presence or
absence of symptoms, minimizing the false-negative rate is
desirable. Moreover, owing to the nature of our training labels,
the absence of an ICD-10 code does not mean the absence of
the symptom, whereas the presence of the code more likely
signifies the presence of the symptom. Moreover, the effect of
the low prevalence of some codes on the performance became
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negligible with increasing data set size and the use of
PV-DBOW features, suggesting that the use of a resampling
method is not necessary if training on larger data sets (Figure
6).

Next, enriching the largest data set with unlabeled notes using
a weak supervision approach for labeling yielded an overall
gain in performance. This result not only suggests that more is
better but also points to the conclusion that the use of ICD-10
codes as labels to extract the presence of symptoms from clinical
notes can be improved by using weak labeling pipelines to label
previously unlabeled notes. Indeed, external validation of our
models showed a large increase in performance of the
PV-DBOW features. We attribute this gain to the quality of
labels in the external validation data set, resulting in a drop in
false-positive predictions. This experiment also suggests that
although the quality of the labels used to train the models was
not optimal, the model was still able to learn enough to reliably
predict the presence of symptoms. On the other hand, the poor
performance of the TF-IDF features suggests that the high
performance observed on the SHC notes might be owing to
overfitting of the features rather than a good predictive power.
However, the increase in average precision suggests that the
false-positive rate is reduced owing to the higher quality of the
labels. Although TF-IDF seems to work well within one context,
it is likely to fail when testing at other sites.

It is worth noting that the performance for cough symptoms
(R05) decreased significantly when tested on our external
validation data set. The causes for such a drop have not been
investigated, but Figure 10 offers some hints about a labeling
issue. Indeed, the recall score performed poorly when using the
model trained with ICD-10 codes as labels but increased when
using the weak labels as ground truth for training.

The automatic classification of clinical text into specific ICD
codes is a common task, and various state-of-the-art models
have been developed over the years. Although our objective is
different, it is worth comparing our classification results with
some of the available work. Moons et al [54] recently compared
multiple state-of-the-art models for ICD coding of clinical
records, using public data sets encoded with both ICD-9
(MIMIC-III [55]) and ICD-10 (CodiEsp [56]). They reported
micro- and macro-F1, micro-AUROC, and Precision@5 for
multiple subsets of MIMIC-III and CodiEsp using multiple deep
learning architectures. As they did not report recall or the
prevalence of each class, a direct comparison with our work is
difficult. However, it is worth noting that the best-performing
model on the MIMIC-III data set (using ICD-9 codes) yields a
macro-F1 of 64.85. Their best-performing model on CodiEsp
(using ICD-10 codes) yields a macro-F1 of 11.03. Our macro-F1
of 24.66 falls in between these values, suggesting that our
performance lies within the range of some of the best-performing
deep learning models available.

We note that although we are using a data set containing gold
standard annotations, a direct comparison with previous results
from Steinkamp et al [52] is not possible. Both experiments are
fundamentally different. Our objective was to lay out strategies
to generate training labels for a symptom classification task and
demonstrate that if sufficient training data are provided, such

strategies will yield good predictive performance. We did not
aim to extract all symptoms from the notes or create new named
entity recognition models. The use of the external data set,
labeled by Steinkamp et al [52], was meant to show that (1) our
models, although trained on SHC data, perform well on another
institution’s data and, (2) considering that our models were
trained on pseudolabels, they performed well on a test set
containing gold labels.

Recent work has also seen the rise in transformers for NLP
tasks. Although these methods are gaining popularity, the
adaptation of such language model to the clinical use case is
not straightforward. First, transformer models usually have a
relatively short fixed maximum input length (eg, 412 tokens
for bidirectional encoder representations from transformers
[BERT]–based models). Clinical notes in general, and progress
notes in particular, tend to be much longer than that (eg, in our
case, the note length is closer to a couple of thousands of
tokens). Moreover, transformer-based models trained on open
domain text are not suitable for clinical text and must be
fine-tuned to maximize performance. Although some BERT
adaptations for the clinical domain have been released recently
(eg, ClinicalBERT [57], BioBERT [58], or BlueBERT [59]),
these publicly available models might not be suitable for the
task at hand. Reasons why BERT-based models might not be
suitable include attention dilution and the use of subword
tokenization rather than word-level tokenization [60]. Finally,
finding the best embedding method for note classification was
outside the scope of our study. For these reasons, we did not
include transformers in our comparison.

Conclusions
In this study, we introduced 2 methods to extract labels from
EHR data sets for the training of a classifier for clinical notes.
Multiple featurization methods were investigated, showing that
PV-DBOW is clearly superior in terms of transferability and
scaling. Although the use of ICD-10 codes present in the
encounter data is a simple way of extracting training labels, the
poor accuracy of the coding leads to less accurate models. Using
a weak labeling pipeline to extract such labels yields improved
performance and allows for the use of more notes as we are not
relying on the presence of codes. Both approaches have been
validated with an external set of notes containing gold labels,
which showed the superiority of the weak labeling approach.
Using ICD-10 codes for initial labels, we grouped a wide variety
of signs and symptoms under the same label, learning classes
of symptoms rather than specific symptoms. For example, R06
(abnormalities of breathing) covers a variety of breathing
abnormalities; for example, dyspnea, wheezing, or
hyperventilation. Such granularity in the symptoms is beyond
the scope of this study and thus has not been investigated.
However, the good performance of the weak labeling pipeline
suggests that such an approach to generate more granular labels
(eg, to distinguish between wheezing and shortness of breath
in the R06 category) could be used. Moreover, the nature of the
one-versus-all approach allows us to add a new category without
having to retrain our model on all labels. Finally, the good
performance and computational efficiency of the PV-DBOW
features with logistic regression model would make such an
expansion of the model computationally cheap.
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Abstract

Background: Real-world data from electronic health records (EHRs) represent a wealth of information for studying the benefits
and risks of medical treatment. However, they are limited in scope and should be complemented by information from the patient
perspective.

Objective: The aim of this study is to develop an innovative research infrastructure that combines information from EHRs with
patient experiences reported in questionnaires to monitor the risks and benefits of medical treatment.

Methods: We focused on the treatment of overactive bladder (OAB) in general practice as a use case. To develop the Benefit,
Risk, and Impact of Medication Monitor (BRIMM) infrastructure, we first performed a requirement analysis. BRIMM’s starting
point is routinely recorded general practice EHR data that are sent to the Dutch Nivel Primary Care Database weekly. Patients
with OAB were flagged weekly on the basis of diagnoses and prescriptions. They were invited subsequently for participation by
their general practitioner (GP), via a trusted third party. Patients received a series of questionnaires on disease status,
pharmacological and nonpharmacological treatments, adverse drug reactions, drug adherence, and quality of life. The questionnaires
and a dedicated feedback portal were developed in collaboration with a patient association for pelvic-related diseases,
Bekkenbodem4All. Participating patients and GPs received feedback. An expert meeting was organized to assess the strengths,
weaknesses, opportunities, and threats of the new research infrastructure.

Results: The BRIMM infrastructure was developed and implemented. In the Nivel Primary Care Database, 2933 patients with
OAB from 27 general practices were flagged. GPs selected 1636 (55.78%) patients who were eligible for the study, of whom
295 (18.0% of eligible patients) completed the first questionnaire. A total of 288 (97.6%) patients consented to the linkage of
their questionnaire data with their EHR data. According to experts, the strengths of the infrastructure were the linkage of
patient-reported outcomes with EHR data, comparison of pharmacological and nonpharmacological treatments, flexibility of the
infrastructure, and low registration burden for GPs. Methodological weaknesses, such as susceptibility to bias, patient selection,
and low participation rates among GPs and patients, were seen as weaknesses and threats. Opportunities represent usefulness for
policy makers and health professionals, conditional approval of medication, data linkage to other data sources, and feedback to
patients.

Conclusions: The BRIMM research infrastructure has the potential to assess the benefits and safety of (medical) treatment in
real-life situations using a unique combination of EHRs and patient-reported outcomes. As patient involvement is an important
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aspect of the treatment process, generating knowledge from clinical and patient perspectives is valuable for health care providers,
patients, and policy makers. The developed methodology can easily be applied to other treatments and health problems.

(JMIR Med Inform 2022;10(3):e33250)   doi:10.2196/33250

KEYWORDS

adverse drug reaction; general practice; patient-reported outcome; electronic health record; overactive bladder; research
infrastructure; learning health systems

Introduction

Background
Electronic health records (EHRs) are increasingly used for the
postmarketing surveillance of medicines, including information
on prescription data, health care use, and morbidity [1,2].
However, EHRs lack information on personal significance or
patients’ perspectives toward the use of medicines, including
experienced adverse drug reactions (ADRs), and on patients’
health-related quality of life. Postmarketing surveillance should
provide information about clinical and patient-reported outcomes
(PROs). This allows insight into the benefit-risk balance of
various treatments, including medication [3].

PROs provide in-depth insights into experiences and safety
issues from the patients’ perspective. Such information is not
routinely obtained in the premarketing phase of a medicine or
during standard care. However, it would provide insight into
how patients deal with their disease and treatment, and it can
help patients and health care professionals in shared and
informed decision-making. Thus, an infrastructure that combines
clinical information from routine EHRs with patients’
experiences collected through questionnaires would allow the
rapid generation of real-world information about the benefit-risk
balance of various treatments, including medication, considering
the perspectives of patients.

The infrastructure should be simple and reliable for patients
and must have a limited administrative burden on the
participating health care provider. Furthermore, it should be
developed in such a way that it can be easily implemented for
other diseases and treatments. Primary care is a suitable setting
to develop such an infrastructure because most medications are
prescribed in primary care. Moreover, in countries where
primary care has a gatekeeper function, patients’ primary care
EHR holds a complete record of morbidity and medication of
a defined list of patients (most gatekeeping systems are also list
systems, where general practitioner [GP] practices have a
defined list of patients that they are supposed to care for), and
thus, it provides an excellent opportunity to assess the
benefit-risk balance of medication when complemented with
PROs.

Objective
This paper describes the requirements and the development of
such a research infrastructure for the Dutch primary care setting
called the Benefit, Risk, and Impact of Medication Monitor
(BRIMM). We reflect on developing and using the BRIMM
infrastructure as well as on its strengths, weaknesses,
opportunities, and threats.

We chose the overactive bladder (OAB) as the use case to set
up the infrastructure and assess its feasibility. OAB is a
symptom-defined condition characterized by urinary urgency,
usually with increased urinary frequency, waking up during the
night to urinate, and sometimes with urgency incontinence. The
high prevalence of OAB [3]; the increasing number of older
adults; the negative effects of OAB on health-related quality of
life [4]; and the presence of a relatively new medicine indicated
for the treatment of OAB (mirabegron), which is under
additional monitoring by regulatory authorities [5,6], makes
OAB a suitable use case to develop and test this innovative way
of collecting data for a benefit-risk registry in primary care.

Methods

Setting
BRIMM combines data from EHRs collected from general
practices participating in the Nivel Primary Care Database
(Nivel-PCD [7]) and PROs collected via questionnaires sent
out with the Lareb Intensive Monitoring (LIM) system [8].
Nivel-PCD collects EHR data from almost 10% of the Dutch
population (approximately 500 general practices, 1.8 million
population). Data were collected since 1996 (from a small
number of practices). Nivel-PCD contains data on consultations,
morbidity, prescriptions, referrals, and clinical outcomes such
as blood pressure measurements. Morbidity was recorded
according to the International Classification of Primary Care
version 1 (ICPC codes) used by the Dutch GPs. Prescription
data were recorded using the Anatomical Therapeutic Chemical
(ATC) classification. Nivel-PCD receives EHR data weekly
from 350 practices, with more than 1 million listed people,
allowing the identification of prevalent and incident OAB cases
and following them over time. Data in Nivel-PCD are
pseudonymized at the source (in the practices), leaving out
directly identifying data such as names or addresses [9].

LIM is a tool to collect longitudinal PROs data; for example,
on the occurrence of ADRs, coping, and impact on quality of
life [10]. LIM was introduced in 2006 as a web-based intensive
monitoring system to complement the spontaneous reporting
of ADRs [8]. Patients received web-based questionnaires at
different time points. The LIM system is flexible, as tailor-made
questionnaires can be designed, which allows new questions to
be added easily.

Requirements
On the basis of these existing infrastructures, we began
developing the BRIMM research infrastructure with a
formulation of requirements. Following discussions with the
project team, we formulated the infrastructure requirements
shown in Textbox 1.
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Textbox 1. Infrastructure requirements.

Versatile and flexible

• Not limited to one drug or treatment

Unobtrusive

• Little or no interference with usual workflow

• Little extra work for general practitioners (GPs) or practice personnel

• Low threshold for patients to participate

• On the basis of existing infrastructures if possible

Timely

• Real-time or near real-time data collection

• Can be easily changed to monitor other treatments or diseases

Useful

• Contribute to better care (quality and efficiency)

• Generates information that is useful for GPs and patients during consultations

• Feedback loops to GPs

• Feedback loops to patients

Legal

• Compliant with the current data protection and privacy standards and legislation

This led us to set up the BRIMM infrastructure, which is
described in the following sections.

Design
Figure 1 shows a schematic overview of the workflow. GPs
participating in Nivel-PCD were invited to participate in
BRIMM. For participating practices, we used weekly data on
prescriptions and morbidity to flag patients with prevalent and
incident OAB. OAB cases were flagged on the basis of ICPC
code U02 (urinary frequency/urgency) or U04 (urine
incontinence) or a prescription with ATC code G04BD (drugs
for urinary frequency and incontinence). Only patients aged
≥18 years were flagged, and those with prostate cancer (ICPC
Y77) in their health history were excluded, as OAB is a frequent
complication of prostate cancer. Prevalent cases were flagged
based on information from the 3 months before study
participation.

A study pseudonym was generated for each patient, which
allowed for data linkage between the Nivel-PCD and LIM.
Nivel-PCD holds one-way pseudonymized data only [9]; that
is, Nivel cannot contact patients directly. As described
elsewhere, in Nivel-PCD, it is possible via a separate extraction
only accessible via a trusted third party (TTP) to link the
pseudonyms with a patient identification number that is known
only in the practices’ domain [9]. This allowed researchers to

initially flag patients who could be eligible for the study and to
let GPs subsequently decide whether they were eligible. For
ineligible patients, the GP was asked to provide a reason for
exclusion. GPs signed an agreement with the TTP, designating
the TTP as the processor of the data. GPs provided the TTP
with the eligible patient’s name and address, which were
required to send an invitation letter. The TTP printed the letters
and sent them to the patients on behalf of the GP. The invitation
contained the patient’s study pseudonym.

If a patient decided to participate in BRIMM, they were enrolled
in the LIM study, which aimed at collecting the PROs. The
study pseudonym was entered by the patient and stored in LIM,
allowing linkage between Nivel-PCD and PROs. Informed
consent for study participation and data linkage was obtained
during the registration process. Once registered, the patient
received invitations to complete questionnaires at enrollment
and every 3 months for a duration of 1 year.

This process of inviting patients was repeated monthly for
participating GPs, flagging incident OAB cases. Patients’name
and address at the TTP were deleted 3 months after the end of
patient recruitment (January 2020). A nonresponse analysis was
performed using (pseudonymized) EHR data from flagged
patients. GPs received a fee for each patient enrolled in the
study.
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Figure 1. Benefit, Risk, and Impact of Medication Monitor workflow. T provides an estimate of the timing of the workflow. For this study, general
practitioners received a monthly list of patients to check. EHR: electronic health record; GP: general practitioner; LIM: Lareb Intensive Monitoring;
Nivel-PCD: Nivel Primary Care Database; OAB: overactive bladder; TTP: trusted third party.

Data Collection
Patient questionnaires were developed by the project team in
collaboration with an advisory board, representing key
stakeholders of the patient association for pelvic-related diseases
(Bekkenbodem4All), the Dutch College of General Practitioners
(NHG), the Dutch Union of Urology, the Dutch Medicines
Evaluation Board (MEB), a professor of pharmacy, and a health
economist. Validated questionnaires were used if available. The
questionnaire was only available on the web and covered the
following topics. Topic A was asked in the first questionnaire,
and topics B to F were included in all five questionnaires:

• Topic A: patient characteristics, including sex, year of birth,
profession, education level, and socioeconomic position

• Topic B: start of OAB and contacts with health care
providers for OAB

• Topic C: OAB-related symptoms (urogenital distress inventory-6
[11])

• Topic D: pharmacological and nonpharmacological treatments
and treatment adherence using the Medication Adherence
Rating Scale 5 [12] and the Exercise Adherence Rating
Scale [13]

• Topic E: experienced ADRs
• Topic F: quality of life (EQ-5D-5L [14]) and bladder

complaint–related (Incontinence Impact Questionnaire-7
[11])

Privacy and Ethics Approval
Nivel and Lareb both maintain strict privacy protocols, which
are also applied for this project. The email address of patients,
which was required to send questionnaires, was provided by
the patients upon participation in BRIMM. This information
was encrypted and stored separately from the information
collected in the questionnaires and EHRs. Nivel-PCD does not
contain any patient-identifying information. Data were handled
according to the General Data Protection Regulation to protect
the privacy of participating patients and practices. The results
cannot be traced back to individual persons, health care
providers, or health care organizations.

This study has been approved according to the governance code
of the Nivel-PCD (NZR-00316.050). The workflow was
approved by the privacy committee of Nivel-PCD. The study
protocol was assessed by the Medical Ethical Committee of
Amsterdam Medical Center, location VUmc, who confirmed
that the Medical Research Involving Human Subjects Act (in
Dutch: Wet medisch-wetenschappelijk onderzoek met mensen
[WMO]) does not apply to this study (#2017.506).

Governance and Data Sharing
The governance structure of Nivel-PCD applies to BRIMM,
which includes a steering committee, a privacy committee, and
so-called chambers with representatives of health care providers.
These chambers determine the use of data. For this study, an
advisory board was set up, the composition of which has been
described earlier. The advisory board participated actively in
the project. In addition, we set up a patient panel to advise on
the content of the questionnaires and patient feedback. The
linked data resulting from this registry are available for use by
parties other than Lareb and Nivel after approval by the
governance structure of Nivel-PCD and Lareb.

Feedback for Patients and Practices
For patients, two types of feedback were made available on
their personal webpage where they filled in the questionnaires:
(1) a PDF file of their filled questionnaire, which they could
discuss with their health care provider, and (2) a graphic
representation of some questions over time. The latter provided
insights into changes in the patient’s OAB status, quality of life
over time, and ADRs and experiences. Feedback in the graphic
presentation was updated automatically after the questionnaire
had been completed. The content was determined in
collaboration with the patient association Bekkenbodem4All,
and 10 patients provided feedback. Feedback to the patients
was provided in (near) real time.

GPs received feedback on participating patients with OAB in
their practice in comparison with other practices. Feedback for
GPs provided insight into the number of participating patients,
their prescribing habits, and the reported ADRs. Feedback to
GPs was provided at the end of the study period. The feedback
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topics included health care utilization, adverse effects, adherence
to treatment, and quality of life.

Pilot Study
A pilot study was performed in 2 GP practices between January
2018 and August 2018 to test the feasibility of the infrastructure
and to evaluate whether BRIMM could be improved from the
perspective of GPs. Both practices were asked about their
experiences with BRIMM in a semistructured telephone
interview with the GP (practice 1) and practice nurse (practice
2).

OAB Use Case
The pilot study was followed by a use case study in which GPs
from the Nivel-PCD network were recruited. The GPs were
invited by email and in groups of 20-30 practices. The invitation
material was updated several times to test which material worked
best. We emailed a flyer with a short description of the study,
a link to a presentation with highlights, and an elaborate
description of the study. Participating GPs received a frequently
asked question document for practice personnel and a movie to
be played in the GPs’ waiting room to introduce the study to
their patients. A total of 27 GPs (including the 2 pilot practices)
participated in the study. Patient nonresponse was described
using descriptive statistics.

Evaluative Strengths, Weaknesses, Opportunities, and
Threats Analysis
In September 2018, Nivel and Lareb hosted a stakeholders
meeting to inform stakeholders about BRIMM and retrieve their
views on BRIMM. A total of 10 stakeholders attended the
meeting representing a variety of institutions, including
professional associations for GPs and pharmacists, the patient
federation, pharmaceutical companies, pharmacovigilance center
Lareb, the Medicines Evaluation Board, the national institutes
on rational medicine use, and public health and environment.
The BRIMM infrastructure and the results of the pilot study
were presented at the meeting, after which 2 groups of
stakeholders were formed and asked to evaluate the strengths,
weaknesses, opportunities, and threats of BRIMM. The results
of this evaluation are presented herein.

Results

Pilot Study
The patient recruitment route was successfully tested in the 2
practices that participated in the pilot study. A GP and a practice
nurse checked their list of flagged patients monthly and provided
the addresses of eligible patients. Both the GP and the practice
nurse reported that the required time was as expected and that
this was feasible in practice. They were also content with the
information beforehand and the way and speed with which
minor technical issues were handled, and they had no
suggestions to further improve the patient recruitment route.
They appreciated that the patients were referred to Nivel and
Lareb for questions. Both practices would advise colleagues to
participate in this project. The pilot study did not lead to any
changes in the study design.

OAB Use Case Results
A total of 27 GP practices participated in the study. In
Nivel-PCD, 2933 patients with OAB were flagged. GPs selected
1636 patients (55.78%) who were eligible for the study, and
358 (21.88% of the eligible patients) registered for the study,
of whom 295 (18.03% of the eligible patients) completed the
first questionnaire. Practices recruited between 0 and 40 patients,
with a mean of 10 (median 6, IQR 5-17) patients per practice.
A total of 7 patients did not provide consent for data linkage;
therefore, results that were calculated using EHR data were
based on the 288 patients who provided consent for data linkage.

The main reason for excluding patients was no diagnosis of
OAB (539/1297, 41.6% of exclusions; Table 1). Participating
patients were, on average, slightly older (mean age 66, SD 13
years) and less often females (141/295, 47.8%) than those who
were flagged (mean age 63, SD 19 years; 1741/2933, 59.36%
females) and those who were invited (mean age 63, SD 18 years;
958/1636, 58.56% females; Table 2). The use of OAB
medications was higher among participants, and participants
had fewer chronic conditions than patients who were invited or
flagged (Table 2).

We collected information on health care use, bladder complaints,
and ADRs from 295 participants. The second questionnaire was
completed by 163 (55.2%) patients. Of these, 102 (34.6%)
patients completed all 5 questionnaires.

Table 1. Reasons for general practitioners to exclude flagged patients (n=1297).

Patients, n (%)Exclusion criteria

539 (41.56)No overactive bladder

315 (24.29)Reason unknown

142 (10.95)Cognitively or mentally unable

82 (6.32)Moved or deceased

63 (4.86)Cannot handle a personal computer

53 (4.09)Treated by a urologist

46 (3.55)Terminally ill or in hospital

37 (2.85)Insufficient knowledge of the Dutch language

20 (1.54)Other reasons
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Table 2. Characteristics of the study population.

Participating patients (n=295)aInvited patients (n=1636)Flagged patients (n=2933)Characteristics

141 (47.77)958 (58.56)1741 (59.36)Female, n (%)

66.4 (12.91)62.91 (17.89)63.46 (19.05)Age (years), mean (SD)

Age (years), n (%)

19 (6.42)282 (17.24)549 (18.72)18-44

95 (32.32)457 (27.93)758 (25.84)45-64

111 (37.58)423 (25.86)652 (22.23)65-74

54 (18.32)334 (20.42)620 (21.14)75-84

16 (5.43)140 (8.56)354 (12.07)≥85

68 (25.78)392 (24.87)640 (22.42)Use of overactive bladder medication, n (%)b,c

Number of chronic diseases, n (%)b,d

31 (16.93)203 (20.34)405 (20.94)0

80 (43.69)421 (42.18)725 (27.48)1 or 2

72 (39.31)374 (37.47)804 (41.57)≥3

aResults of the 7 patients who did not give consent for data linkage between questionnaires and electronic health record data were not included in
calculations on overactive bladder medication and number of chronic diseases.
bInformation on medication use was available for 2854, 1576, and 264 patients, and information on chronic comorbidities was available for 1934, 998,
and 183 patients.
cOveractive bladder medication was defined as medication with Anatomical Therapeutic Chemical code G04BD.
dThe number of chronic comorbidities was based on a list of the 29 most common chronic diseases, including, for example, Chronic Obstructive
Pulmonary Disease and cardiovascular disease [15].

Results of Strengths, Weaknesses, Opportunities, and
Threats Analysis
Figure 2 provides a summary of the main findings of the
Strengths, Weaknesses, Opportunities, and Threats analysis
based on a discussion with stakeholders.

Figure 2. Summary of strengths, weaknesses, opportunities, and threats of the Benefit, Risk, and Impact of Medication Monitor infrastructure. BRIMM:
Benefit, Risk, and Impact of Medication Monitor; GP: general practitioner.
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Strengths
A unique selling point of BRIMM is the combination of EHR
data with patient experiences to compare pharmacological and
nonpharmacological treatments. These data can be used to
explore clinical research questions concerning specific diseases
or treatments, patient perspectives, and economic evaluations.
By including EHR data, BRIMM provides reliable information
about concomitant medications and comorbidities. Moreover,
by making efficient use of the EHR data during patient
preselection, the final patient selection by the GP takes only a
limited amount of time. Having EHR data for all patients in the
preselection also enables a detailed nonresponse analysis and
possible selection bias. Furthermore, the flexibility of BRIMM
is an asset, and it can be adapted to other diseases or
medications. Finally, a strength is the feedback that patients
receive from their structured questionnaires. These may be
valuable to patients, as it may provide a better understanding
of their disease and the impact of treatment and support
communication with the GP.

Weaknesses
A weakness that potentially affects study outcomes is that the
association between outcomes and treatment is difficult to infer.
Furthermore, this type of study is prone to selection bias for
instance because of selective nonresponse by both GPs and
patients. Both practice and patient recruitment requires time.
This makes BRIMM less appropriate for answering acute, urgent
research questions.

Opportunities
BRIMM may provide important information for policy makers
and the health system and for individual (participating) patients
and GPs in the form of feedback information and study
outcomes. The data collected can be linked to other real-world
data sources, and the outcomes of the study can be used to
design individual patient care plans. In the future, BRIMM
could be used for dedicated studies of drugs with conditional
approval.

Threats
The stakeholders identified 3 possible threats. First, patients
may distrust data linkage of EHR data with their questionnaire
data, as they may feel that they are not in control of the nature
of exchange of the data. Second, patient selection may affect
the validity of the study outcomes. Finally, the amount of data
collected does not automatically reflect the knowledge or
actionable information.

Discussion

Overview
BRIMM is a unique research infrastructure that combines
routinely recorded primary care EHRs with PROs to monitor
the safety and benefits of medical treatment. Till date, studies
have generally focused only on EHR data or PROs. By
combining both types of data, we are able to provide a more
complete picture of the patient characteristics and disease status
(clinically and from a patient perspective), benefits and risks of
treatments, drug use adherence, and quality of life. It also allows

for a long-term follow-up of patients, which makes it possible
to explore the long-term benefits and risks of treatments.
BRIMM fits in with the trend of valorizing real-world databases
[16,17].

BRIMM met our predefined criteria that it should be easy to
use, timely, flexible, useful, and in accordance with legal
requirements; however, we also encountered some practical
challenges. Here, we reflect on the lessons learned from
developing and testing the BRIMM research infrastructure that
can be implemented for future studies combining EHR and PRO
data.

Lessons Learned
We extensively explored requirements for the BRIMM research
infrastructure and composed general requirements to ensure the
infrastructure would be widely usable, not only for the OAB
use case. This means that this infrastructure can now be
relatively easily implemented for other studies. For example, it
took only a few months to prepare a second study on COVID-19
using the BRIMM method. For some studies, this might not be
quick enough. Preparations, including development of
questionnaire and ethical approval procedure, and GP and patient
inclusion will take at least several months. Including patients
for the BRIMM infrastructure only takes limited time for GPs.
However, for any future studies, it should be considered that
GPs have many other activities, and workload in general is an
important barrier for participating in studies [18]. Thus, we
pursued the GPs to participate by giving feedback, a fee, and
highlighting the relevance of BRIMM in different forms
(presentation, movie, and infographic). These efforts led to 27
GPs being included in the OAB use case. The study topic may
also play an important role in the willingness of GPs to
participate. GPs told us that OAB was not a topic of societal
interest. On the contrary, an invitation for participation in a
BRIMM study focused on patients with COVID-19 received
interest of almost 100 general practices. Therefore, we
recommend conducting an inventory among GP practices to
attain their interest in the subject before the start of a next
BRIMM-like study.

Stakeholders identified patients’ reluctance to consent to data
linkage as a possible threat. However, this was not observed in
this study, as 97.6% (288/295) of the patients consented to data
linkage, which is in line with findings elsewhere [19,20]. For
patient selection, it should be noted that BRIMM is set off by
EHR data (ie, ICPC codes and ATC codes). The granularity of
coding systems has been an issue in OAB use cases. The
specificity of ICPC codes to include patients was limited; that
is, there was no specific ICPC code for OAB. Therefore, GPs
excluded a large group of initially flagged patients who did not
appear to have OAB. In addition, we initially flagged some
patients who should have been excluded because of prostate
cancer. Apparently, prostate cancer had not been recorded in
the EHR. This makes the infrastructure more suitable for
diagnoses that can be flagged using a specific ICPC code or an
ATC code. The more precise the initial flagging of patients, the
less time consuming the efforts of GPs to check whether patients
are indeed eligible.
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Furthermore, the response rate of the patients was relatively
low (295/1636, 18.03%). In general, response rates have
declined over the past few years. Response rates may be
increased by providing an incentive for patients to participate
[21] and by using paper instead of web-based questionnaires
[22,23]. However, web-based PRO collection also has several
advantages, including lower costs and higher data quality
[23,24].

Patient participation during the setup of the BRIMM research
infrastructure was deemed important to ensure that the study
benefits this patient group. However, involving patients in this
study appeared to be a challenge. It took relatively much effort
to receive feedback on the questionnaire. The feedback provided
to the patients was hardly used by them, limiting the benefits
for participating patients that we hoped for. Therefore, before
conducting a study, it should be explored whether patients would
like to receive feedback at all, and if so, what type of feedback
they would like and how it should be made available to them.
In addition, one can argue that providing feedback during the
study may bias patients’ consecutive answers to questionnaires
and, therefore, also the results. Moreover, this may be aimed
for when providing actionable feedback. The infrastructure
could then be regarded as an intervention as well as a research
tool, along the lines of a learning health system [25-27].
However, we do not expect that the feedback in this study had
biased the results, as the feedback was designed to provide a
basic overview of adverse effects and bladder complaints and
was hardly used. Depending on its aim, future studies should
consider whether feedback should be provided during or at the
end of the study.

The BRIMM research infrastructure can be used to investigate
the benefits and risks of almost any treatment for which citizens
consult their GP and may, for example, provide valuable
information to support supplemental indications; that is,
permission for medicines already on the market to be used for
new indications, patient groups, or stages of disease [16,28,29].
However, to allow for the efficient use of resources, it is
important to choose diseases or medicines with a high incidence,
prevalence, or use in primary care to allow for the inclusion of
a sufficient number of patients.

Other Applications of the BRIMM Infrastructure
BRIMM’s unique combination of EHR and PRO data can also
be used for other purposes than the monitoring of benefits and
risks of medication, for example, to investigate the patient’s

perspective regarding diseases and their treatments, such as the
long-term effects of COVID-19 and the long-term effects of
implants, for example, breast implants, or to study the effects
of over-the-counter medication and home remedies for diseases.
Furthermore, the BRIMM research infrastructure could be used
to efficiently collect clinical and PRO data for clinical trials.
Similar innovative methods to stimulate patient recruitment
have been proposed before [30-32]. Finally, we will further
analyze the data collected in the OAB use case to ensure the
data are converted to actionable information.

The BRIMM research infrastructure was implemented in the
Netherlands, a country with a primary care–oriented health care
system and widespread use of relatively well-developed EHR
systems in general practice. The infrastructure can also be
implemented in other countries. Minimal requirements are a
well-developed EHR system, digitally literate patient population,
and sufficient quality of routinely recorded health data [33].
Furthermore, it is important to consider the position of GPs in
the health care system, particularly with respect to the disease
or treatment studied. Implementation in a primary care–oriented
gatekeeper system, for example, and focusing on a disease that
is primarily treated in primary care might be preferable. Within
the Netherlands, the system can be implemented in other EHR
databases and combined with PRO measures using the workflow
described here.

Conclusions
The BRIMM research infrastructure makes it possible to assess
the benefits and safety of (medical) treatment in real-life health
care situations using a unique combination of EHRs and PROs,
and it does so in a nonobtrusive way, without causing much
extra administrative burden for health care professionals. As
patient involvement is an important aspect of the treatment
process, generating knowledge from both the clinical and patient
perspectives is valuable for both health care providers and
patients.

BRIMM has significant methodological advantages to serve as
a tool for postmarketing surveillance of drugs that require
additional monitoring. In addition, it provides enhanced
possibilities to create cohorts of patients to conduct large-scale
comparative effectiveness research to accomplish the goals of
a learning health system that supports patients, physicians, and
policy makers in making informed decisions [25]. BRIMM can
in principle be applied to any type of disease or medicine in
primary care.
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Abstract

Background: Falls in acute care settings threaten patients’ safety. Researchers have been developing fall risk prediction models
and exploring risk factors to provide evidence-based fall prevention practices; however, such efforts are hindered by insufficient
samples, limited covariates, and a lack of standardized methodologies that aid study replication.

Objective: The objectives of this study were to (1) convert fall-related electronic health record data into the standardized
Observational Medical Outcome Partnership's (OMOP) common data model format and (2) develop models that predict fall risk
during 2 time periods.

Methods: As a pilot feasibility test, we converted fall-related electronic health record data (nursing notes, fall risk assessment
sheet, patient acuity assessment sheet, and clinical observation sheet) into standardized OMOP common data model format using
an extraction, transformation, and load process. We developed fall risk prediction models for 2 time periods (within 7 days of
admission and during the entire hospital stay) using 2 algorithms (least absolute shrinkage and selection operator logistic regression
and random forest).

Results: In total, 6277 nursing statements, 747,049,486 clinical observation sheet records, 1,554,775 fall risk scores, and
5,685,011 patient acuity scores were converted into OMOP common data model format. All our models (area under the receiver
operating characteristic curve 0.692-0.726) performed better than the Hendrich II Fall Risk Model. Patient acuity score, fall
history, age ≥60 years, movement disorder, and central nervous system agents were the most important predictors in the logistic
regression models.

Conclusions: To enhance model performance further, we are currently converting all nursing records into the OMOP common
data model data format, which will then be included in the models. Thus, in the near future, the performance of fall risk prediction
models could be improved through the application of abundant nursing records and external validation.

(JMIR Med Inform 2022;10(3):e35104)   doi:10.2196/35104
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common data model; accidental falls; Observational Medical Outcomes Partnership; nursing records; medical informatics; health
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Introduction

Falls are the most commonly reported accidents that threaten
patient safety in hospitals, particularly, because they may result
in serious injuries—hip fractures and head injuries—or even
death. Additionally, injurious falls increase hospital stays by
up to 6 to 12 days and medical expenditures by $19,376 to
$32,315 [1]. In 2015, the United States spent approximately
$50 billion in fall-related additional medical costs [2]. However,
most falls are considered preventable accidents, and since
inpatient fall prevention depends on nursing quantity and quality,
nurses have a key role.

Nurses periodically assess the risk of falls using screening tools
such as the Hendrich II Fall Risk Model [3] and Morse Fall
Scale [4] and provide additional nursing interventions.
Furthermore, there have been ongoing attempts to improve the
predictive performance of existing fall risk screening tools or
develop a new prediction model altogether. Jung et al [5]
improved fall prediction by integrating electronic health record
data reflecting different types of data that were recorded over
time and integrated from various sources. However, the
participants were patients admitted to specific departments in
a single hospital for a specific short period. One study [6]
incorporated longitudinal electronic medical records and nursing
data as covariates in calculating the fall risk and tested the
model's performance through external validation. Nevertheless,
the study had a limitation, in that, it did not comprehensively
consider latent factors such as clinical test results. Marier et al
[7] used structured electronic medical record data and the
minimum data set to predict falls in nursing homes. These
existing fall risk prediction models are limited because they
were developed using small samples and limited covariates.
Additionally, they lack standardized methodologies that allow
their results to be reproduced by other researchers.

To overcome these limitations, Reps et al [8] proposed a
standardized machine learning framework to generate and
evaluate a clinical prediction model that leverages standardized
clinical databases. Observational Health Data Science and
Informatics (OHDSI) has created and applied an open-source
data format and standardized analytics solutions to a diverse
range of health and medical databases worldwide. The
Observational Medical Outcome Partnership's (OMOP) common
data model transforms heterogeneous source data into a common
format using a set of common terminologies, vocabularies, and
coding schemes. Thus, the OMOP common data model allows
researchers to analyze health care big data from multiple sites
consistently for development and replication [8]. In 2016,
electronic health record data that included long-term care
minimum data, drug dispensing data, and fall incident data from
5 skilled nursing facilities were converted into the OMOP
common data model format [9]. Although the onset of major
depressive disorder after beta-blocker therapy [10], symptomatic
hemorrhagic transformation in patients with acute ischemic
stroke [11], and cardioneurometabolic disease from full-night
polysomnographic tests of patients [12] have been predicted
using OMOP common data model data, there has been no
attempt to predict inpatient fall risk in acute care settings using
OMOP common data model data.

Therefore, the objectives of this study were to (1) convert
fall-related electronic health record data into the standardized
OMOP common data model data format and (2) develop a model
that predicts fall risk at 2 risk time periods within 7 days of
admission and during entire hospital stays, using OMOP
common data model data as a pilot feasibility test.

Methods

Data Source
We used OMOP common data model data from Seoul National
University Bundang Hospital, a tertiary general hospital located
in a South Korean metropolis. Deidentified electronic health
record data for more than 2 million patients who visited the
hospital from May 2003 to July 2019 (patient demographic data,
visit information, diagnoses, chief complaints, medications, test
orders or results, interventions or surgeries, and family or past
medical histories) were converted to the OMOP common data
model format (version 5.3).

The OMOP common data model format consists of tables in
which events of a different nature are stored. Signs, symptoms,
and diagnosis are recorded in the CONDITION_OCCURRENCE
table; activities or processes of a diagnostic or therapeutic nature
ordered, or carried out by, a health care provider are recorded
in the PROCEDURE_OCCURRENCE table; exposure to a drug
(ingested or otherwise introduced into the body) are recorded
in the DRUG_EXPOSURE table; clinical facts (including social
and lifestyle facts and medical and family history) about patients
obtained in the context of examination or interview are recorded
in the OBSERVATION table; and orders and the results of
laboratory tests, vital signs, and quantitative findings from
pathology reports are recorded in the MEASUREMENT table.
Events where persons or patients visit the health care system
for a duration of time (for example, inpatient, outpatient, or
emergency room visits) with detailed information are recorded
in the VISIT_OCCURENCE and VISIT_DETAIL tables,
respectively. All tables are linked to the PERSON table, which
includes each person or patient and some demographic
information, providing a person-centric relational data model
[13].

Study Population
The target population consisted of patients over 18 years
admitted to neurology, neurosurgery, hematology, or oncology
departments from January 1, 2010 to July 18, 2019 at Seoul
National University Bundang Hospital. Accidental falls have
most frequently occurred in these departments in this hospital.
The outcome cohort consisted of patients who had experienced
falls. Patients who had a fall were identified by using 9
structured and standardized statements. Since 2003, the Seoul
National University Bundang Hospital has used standardized
nursing statements, with a unique predefined code that is built
on the International Classification for Nursing Practice, which
have been validated in previous fall-related studies [5,14]. We
also searched the free-text narratives that included the words
or phrases “fall down,” “slip and fall,” and “collapsed” to
identify patients who had falls but had not been highlighted by
the 9 structured and standardized statements. To identify to
which medical departments patients had been admitted, we used
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the specialty data of the physician (provider) who treated the
patient by combining the VISIT_OCCURRENCE and
PROVIDER tables, first, or care site data, obtained from the
VISIT_DETAIL table. If there were no care site data in the
VISIT_DETAIL table, we used ward information from the
visit_detail_source_value field (Multimedia Appendix 1).

Conversion of Fall-Related Electronic Health Record
Data Into OMOP Common Data Model Format
Fall-related electronic health record data were converted into
OMOP common data model format through an extraction,
transformation, and load process. We extracted the data from
the nursing notes, fall risk assessment, patient acuity assessment,
and clinical observation sheets. Next, we integrated and
standardized the data in the common data model format using
standardized terminologies (SNOMED CT and LOINC). Nine
structured nursing statement items and free-text narratives that
included the words or phrases “fall down,” “slip and fall,” and
“collapsed” in the nursing notes were manually mapped to 3
standard concepts (SCTID = 33036003 |Fall on same level
(event)|, SCTID = 242120009 |Fall on public service vehicle
(event)|, SCTID = 20902002 |Fall from bed (event)|) within
SNOMED CT corresponding to the observation table according
to the types of fall [5].

The Hendrich II Fall Risk Model total score and patient acuity
score were mapped to 444514002 |Hospital falls risk assessment

score for the elderly (observable entity)| and 425705009
|Determination of acuity level (procedure)| concepts,
respectively, and loaded into the observation table. Clinical
observation data such as vital signs, level of consciousness (for
example, Glasgow Coma Scale score), volume of output (such
as urine and fluid), and pain score were also manually mapped
to standard concepts within the LOINC or SNOMED CT codes
corresponding to the measurement and observation tables. The
LOINC and SNOMED CT codes were identified in the OHDSI
standard vocabulary to arrive at OHDSI concept identifiers.

For internal and external validation, the mapping results of a
nurse with abundant terminology mapping experience were
reviewed and validated by a clinical terminologist. When both
agreed on the mapping results, they were considered internally
valid. If they disagreed, the results were discussed in group
meetings attended by other researchers and domain experts
(such as critical care nurses and clinical pathologists) who were
not involved in the mapping process, but had experience of
SNOMED CT or LOINC mapping. The measurement and
observation tables were linked to PERSON and
VISIT_OCCURRENCE tables based on their foreign keys
(Figure 1). After completing the extraction, transformation, and
load process, data quality was assessed by ACHILLES [13].
Finally, fall-related electronic health record data integrated into
the existing common data model were utilized for the feasibility
test.
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Figure 1. Relationship between common data model tables containing fall-related electronic health record data.

Fall Risk Prediction Using Open-Source OHDSI
Analytic Tools
We utilized multiple covariates including sex, age (over 60
years of age or not), diagnoses, prescriptions, history of falling,
values in laboratory tests or vital signs, interventions or surgical
procedures, an atrial fibrillation stroke risk score
(CHA2DS2-VASc—congestive heart failure, arterial
hypertension, age over 75 years, diabetes, stroke or transient

ischemic attack, vascular disease, age 65-74 years, sex),
Diabetes Complications Severity Index, Charlson comorbidity
score, patient acuity score, and visit count to train the prediction
model.

The baseline characteristics of the study population with and
without falls occurring during entire hospital stays from
admission day onward were compared using 2-tailed
independent sample t tests for continuous covariates and
chi-square tests for categorical covariates. Furthermore, the
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observation periods used to construct covariates were set as 30
and 90 days prior to the admission date (excluding the day of
admission). Data recorded more than 90 days prior to admission
were not included when constructing the covariates, because
we considered patients’ conditions at the time closest to
admission to be most important in predicting the risk of falling.

The study population was randomly split into training (75%)
and testing (25%) sets. We used least absolute shrinkage and
selection operator–based logistic regression and random forest
algorithms and selected optimal hyperparameters using 5-fold
cross validation with the training set. For the evaluation of
predictive performance, the area under the receiver operating
characteristic curve (AUROC), sensitivity, specificity, and
negative predictive value were calculated and compared to those
from the Hendrich II Fall Risk Model from the same interval
(within 7 days after admission or throughout the hospital stay).
The total score ranges from 0 to 16, with the patient being
considered at a high risk of falling when the total score is 5 or
higher. Since the aim of assessing or predicting the risk of falling
is to provide more effective preventive care, we gave greater
weight to sensitivity and negative predictive value among the
predictive indicators [14,15].

An open-source package (PatientLevelPrediction, version 4.0.5)
and R software (version 4.0.3) were used to develop and
evaluate the prediction model.

This study was approved by and performed in accordance with
the relevant guidelines and regulations of the Seoul National
University Bundang Hospital institutional review board
(X-2106/689-902).

Results

Fall-Related Electronic Health Record Conversion
Into OMOP Common Data Model
Of the 385,272,691 nursing statements extracted from the
nursing notes, 6277 records representing fall accidents were
converted to the observation table in the OMOP common data
model. We converted 747,049,486 records within the clinical
observation sheet into the OMOP common data model, of which
84.3% (629,535,325 records) were represented by standard
vocabularies (SNOMED CT: 64,008,725/747,049,486 8.6%;
LOINC: 565,526,600/747,049,486, 75.7%), and 15.7%
(117,514,161/747,049,486) were not (Table 1). A total of
1,554,775 Hendrich II Fall Risk Model total scores and
5,685,011 acuity scores were converted into the observation
table in OMOP common data model. Sample descriptive reports
(Figures 2 and 3) from the OHDSI ACHILLES data
characterization program show the prevalence of concepts per
1000 people by sex, age group, and year.

Table 1. Fall-related electronic health record data standardization.

Converted records, nMapped items, nElectronic health record data, common data model domain, and standard vocabulary

Nursing statement

Observation

62779SNOMED CT

Clinical observation sheet records

Measurement

520,381,084199LOINC

7,421,38011SNOMED CT

Observation

45,145,51674LOINC

56,587,34518SNOMED CT

Fall risk score

Observation

1,554,7751SNOMED CT

Patient acuity score

Observation

5,685,0111SNOMED CT
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Figure 2. Descriptive common data model report for the fall from bed concept.

Figure 3. Descriptive common data model report (hospital falls risk assessment score for older adults).

Characteristics of the Study Population
A total of 109,289 inpatients were admitted to the neurology,
neurosurgery, hematology, and oncology departments. Among
them, 1465 patients fell during their hospitalization. In patients
who had a fall, a larger proportion were aged 70-79 years; had

previously fallen; had malignant neoplastic disease (individuals
who had fallen: 753/1,465, 51.4%; individuals who had not
fallen: 44,605/107,824, 41.4%), which was the most frequently
observed condition medical history within 90 days before
admission; and tended to take more central nervous system
agents, such as antiepileptics, antidepressants, and antipsychotics
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than individuals who had not fallen. At the time of admission,
the mean Hendrich II Fall Risk Model total scores for
individuals who had and who had not fallen were 4.3 and 2.5
points, respectively, and patient acuity score for individuals
who had fallen (mean 23.2 points) was higher than that of

individuals who had not fallen (mean 19.8 points). The median
duration of hospital stay for individuals who had not fallen was
4 days, whereas that for individuals who had fallen was 15 days
(Table 2).
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Table 2. Study population.

P valueNo fall (n=107,824)Fall (n=1465)Characteristic

<.001Sex, n (%)

56,369 (52.28)845 (57.68)Male

51,455 (47.72)620 (42.32)Female

Age group (years), n (%)

.014339 (4.02)40 (2.73)19-29

<.0017368 (6.83)68 (4.64)30-39

<.00114,457 (13.41)141 (9.62)40-49

<.00125,033 (23.22)231 (15.77)50-59

.1726,857 (24.91)388 (26.49)60-69

<.00122,931 (21.27)449 (30.65)70-79

<.0016839 (6.34)148 (10.10)Over 80

<.0012143 (1.99)103 (7.03)Previous fall, n (%)

Condition, n (%)a

<.00144,605 (41.37)753 (51.40)Malignant neoplastic disease

<.00113,231 (12.27)31 (2.12)Intracranial aneurysm

<.0019562 (8.87)234 (15.97)Neoplasm of head

<.0014328 (4.01)105 (7.17)Diabetes

<.0014435 (4.11)95 (6.48)Traumatic and nontraumatic brain injury

<.0011042 (0.97)30 (2.05)Osteoarthritis

Medication use, n (%)a

<.00115,639 (14.50)392 (26.76)Antiepileptics

<.0016969 (6.46)181 (12.35)Antidepressants

<.0016566 (6.09)188 (12.83)Antipsychotics

<.00147,284 (43.85)813 (55.49)Vasoprotectives

<.0019375 (8.69)197 (13.45)Antihemorrhagics

Procedure or operation, n (%)a

<.0018577 (7.95)216 (14.74)Computed tomography of brain without contrast

.345681 (5.27)86 (5.87)Magnetic resonance imaging of head and neck with contrast

<.0014067 (3.77)105 (7.17)Transfusion of platelet concentrate

Measurement value, mean

<.00160.7065.92Percentage segmented neutrophils in blood

<.00180.0484.09Heart rate

<.001117.73128.74Glucose level (mg/dL in serum, plasma, or blood)

<.00110.6913.31Visit count, mean

<.0012.484.29Hendrich II Fall Risk Score, mean

<.00119.7523.17Patient acuity score, mean

<.001415Length of stay (days), median

aNot applicable to all patients; therefore, percentages do not add to 100%.

Predictive Performance
A total of 220 individuals who had fallen (0.81%) among 27,201
inpatients and 369 (1.36%) individuals who had fallen among

27,109 inpatients were identified to have fallen within 7 days
of admission and during their entire stay, respectively, from
testing set by time. The prediction feasibility test based on
common data model data yielded AUROC values from 0.692

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e35104 | p.168https://medinform.jmir.org/2022/3/e35104
(page number not for citation purposes)

Jung et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


to 0.726. In general, our models showed better predictive
performance than that of the Hendrich II Fall Risk Model, which
used data recorded at admission or at the closest date to the
admission date (Table 3). In calibration plots for the models

(Multimedia Appendix 2), confidence intervals were wide due
to the low frequency of falls; nevertheless, the predicted and
observed risks tended to be proportional.

Table 3. Predictive performance.

Negative predictive value (%)Specificity (%)Sensitivity (%)AUROC (95% CI)Outcome rate (%)Time point and algorithm

Within 7 days of admission

99.5764.2465.910.718 (0.686-0.750)0.81LASSOa logistic regression

99.5762.5166.820.692 (0.661-0.724)Random forest

99.5174.5253.810.677 (0.658-0.696)0.78Hendrich II Fall Risk Model

During entire hospital stay

99.3163.4368.290.726 (0.702-0.750)1.36LASSO logistic regression

99.3362.8769.110.723 (0.698-0.747)Random forest

99.1374.0552.430.673 (0.659-0.687)1.35Hendrich II Fall Risk Model

aLASSO: least absolute shrinkage and selection operator.

Variables
Of 13,405 candidate predictors, 103 and 154 covariates were
included in the logistic regression models for 7 days after
admission and for the entire hospital stay, respectively. Among
the top 20 covariates in the logistic regression models (Figure

4), 6 were selected for both time models. Patients' acuity scores
and fall histories were the most powerful in increasing the risk
of falls in the logistic regression model. In addition, age over
60 years, antiepileptic medications, C-reactive protein in serum
or plasma, and erythrocyte count in body fluid were identified
as common important covariates (Multimedia Appendix 3).

Figure 4. Top 20 covariates included in the logistic regression models by risk time period.

Discussion

Principal Results
To the best of our knowledge, this study is the first attempt
predicting inpatients’ fall risk in an acute care setting using
OMOP common data model data. We converted fall-related
nursing statements, fall risk, patient acuity scores, and clinical
observation sheet records into OMOP common data model
format using standard terminologies such as SNOMED CT and
LOINC.

In the process of transforming fall-related electronic health
record data to OMOP common data model format, we were able
to map 50.0% (306/612) of the data items in the clinical
observation sheet to the standard vocabularies, covering 84.3%
(629,535,325/747,049,486) of the total clinical observation
sheet records. The categories drain and medication were not
mapped to the standard vocabularies. The drain category
contained data items related to fluid output by tube type (for
example, Jackson-Pratt drain, chest tube, jejunostomy, and
external ventricular drain), and it is impossible to represent fluid
output by tube type using predefined standard vocabularies.
The medication category included items on volume of parenteral
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fluid input by drug type (such as dopamine, herben, epinephrine,
and heparin); we could not map these to more detailed
precoordinated concepts than 251855004 |Parenteral fluid input
(observable entity)|.

According to some studies [16,17], typically, more than 1000
patients with the outcome being studied are needed for
developing a prediction model. We found that 1465 of 109,289
inpatients had experienced accidental falls during their hospital
stays—an incidence of 1.34%. These figures are lower than
those of previous studies—1.66% [6] and 3.50% [18]. Boyce
et al [9] showed that there was a gap in the number of falls
between data sources [9]; if we had included the fall incident
report as a data source, individuals who had fallen who had not
been recorded in the nursing notes could have been identified.

Nursing notes are valuable sources of data for inpatient fall
research. One study [19] found that nursing notes had the highest
coverage for features related to inpatients’ fall. For example,
records of walking aid use, lower extremity strength, caregivers,
fatigue, and sleep disturbance, which are important factors
affecting the occurrence of falls, can only be extracted from
nursing notes. Nevertheless, most nursing note records have yet
to be converted into the OMOP common data model data format,
and therefore, could not be used here. With the complete
conversion of nursing records into the common data model data
format in the near future, we expect that the performance of fall
risk prediction models will be improved.

The AUROC, sensitivity, and negative predictive values were
higher than those of Hendrich II Fall Risk Model assessed at
the time of admission for the same patients. When we applied
the best threshold (2.5 points) to Hendrich II Fall Risk Model,
sensitivities improved to 62.46%-63.61% by risk time; however,
this was still lower than the sensitivities (65.91%-69.11%) of
the developed models. In this study, logistic regression had
better predictive performance than that of random forest
algorithms in terms of the AUROCs at both risk time periods,
whereas the logistic regression showed similar or rather lower
performance than that of random forest algorithms in terms of
sensitivity and negative predictive value.

With respect to the possibility of applying prediction rules to
other data, logistic regression is superior to the random forest
method since the regression coefficients are known and can be
applied [20]. Additionally, least absolute shrinkage and selection
operator–based logistic regression models generally have greater
parsimony than other machine learning models [11,21]; our
study also showed this; thus, the least absolute shrinkage and
selection operator–based logistic regression model is used as
the reference algorithm for the OHDSI analytics pipeline for
patient-level prediction.

Comparison With Prior Work
The predictive performance of our models was higher than those
of another study [18], while the AUROC values were lower
than those of other studies [5,6], that also used nursing records.
These studies [5,6] have critical limitations, in that, they used
small samples (15,480 [5] and 14,307 [6] admissions) and
excluded covariates related to clinical laboratory test results
and visit count. In particular, Cho et al [6] may have overfitted

by oversampling the individuals who had fallen by using the
synthetic minority oversampling technique to eliminate the data
imbalance between individuals who had fallen and individuals
who had not fallen.

The patient acuity score was identified as the most important
covariate (covariate value 1.263) for falling from the logistic
regression model. Previous studies [5,22] also reported that
individuals who had fallen had higher acuity scores compared
to individuals who had not fallen. The patient acuity score is
calculated based on clinical patient characteristics and nursing
workload, which reflects patient dependency and severity. For
example, the number of visits for oral medications and number
of complicated intravenous drugs or transfusion are components
of the patient acuity tool. Mobility or movement difficulty,
which is an important factor for falling, is also reflected in the
patient acuity score. Therefore, the patient acuity score could
be an indicator of patients' physical vulnerability and could
reflect fall risk.

Fall history was also identified as an important covariate
(covariate value 0.515) for falling, which is consistent with the
findings of systematic literature reviews [23,24]. American
Geriatrics Society/British Geriatrics Society [25] and Australian
[26] Clinical Practice Guidelines for the prevention of falls in
older adults recommend that all patients be asked whether they
have fallen previously because a history of falling is generally
a good predictor of future falls. Additionally, having fallen
within a 3-month period is one of variables of the Morse Fall
Scale and Downton Fall Risk Index, which assesses a patient's
likelihood of falling in an acute care setting. Patients who had
experienced accidental falls feared falling [27]. It has been
estimated that the prevalence of fear of falling in older adults
is approximately 90% among those who had previously fallen
compared to 65% among individuals who had not previously
fallen [27,28]. Fear of falling in persons who have previously
fallen may originate from a concern about falling, loss of
balance, loss of confidence, and avoidance of activities.

The presence of movement disorders, such as abnormal gait,
which has been consistently identified as a strong risk factor
for falling by some systematic reviews [24,29], was also
included in the top 20 covariates of fall risk prediction models
using the least absolute shrinkage and selection operator–based
logistic regression algorithm. Furthermore, central nervous
system agents (antiepileptics and benzodiazepine derivatives,
such as diazepam) were identified as predictors in this study.
This result is consistent with that of a previous study [30] that
suggested that psychotropic medications increased fall risk by
1.36-1.39 times in older adults. Interestingly, progestogens were
identified as important predictors (covariate value 0.348) of
falls that occurred for the entire hospital stay period. Although
we cannot explain their causal relationship, it is well known
that the levels of reproductive hormones such as estrogen and
progesterone is related to the development of musculoskeletal
disorders in women. As such, since some musculoskeletal
disorders were identified as predictors of falls, progestogens
may have indirectly influenced the occurrence of some of the
falls.
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Limitations
The following limitations should be considered when
interpreting the results of this study. First, the generalizability
of the models remains low, since the basis of the models’
development was patients admitted to specific medical
departments of a single hospital from 2010 to 2019. However,
since the purpose of this study was to demonstrate the feasibility
of the prediction model, the fall risk prediction model will be
improved by adding all nursing records and applying external
validation in the future. Second, the number of falls may have
been underestimated, as we used only structured nursing
statements to identify the occurrence of falls. Third, we only
used logistic regression and random forest algorithms to develop
fall prediction models, because regression-based algorithms
perform better in smaller, single-center data sets [21,31] and
have greater parsimony than other machine learning models
[11]. In the future, we will work with multiple institutions to
conduct OMOP common data model–based fall prediction
research and apply other modern machine learning algorithms.

Fourth, because the conversion of electronic health record data
to standard vocabularies depends on the quality of the mapping
tables or the medical coder’s (or terminologist’s) mapping skills
[32], mapping results could differ depending on mapping
purpose and institutions. Therefore, since standard vocabularies
change constantly, all researchers and institutions utilizing
OMOP common data model data should have in-depth
understanding and training on standard terminologies.

Conclusions
To the best of our knowledge, this is the first study to transform
fall-related electronic health record data into OMOP common
data model format and utilize the resulting data to develop fall
risk prediction models for acute care settings. The performance
of the developed models was superior to that of Hendrich II
Fall Risk Model, which the study hospital uses to screen fall
risk. Patient acuity score, history of falls, age over 60 years,
movement disorder, and central nervous system agents such as
psychotropic medications were identified as important covariates
for fall risk prediction.
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Abstract

Background: Canadians are increasingly gaining web-based access to digital health services, and they expect to access their
data from these services through a central patient access channel. Implementing data sharing between these services will require
patient trust that is fostered through meaningful consent and consent management. Understanding user consent requirements and
information needs is necessary for developing a trustworthy and transparent consent management system.

Objective: The objective of this study is to explore consent management preferences and information needs to support meaningful
consent.

Methods: A secondary analysis of a national survey was conducted using a retrospective descriptive study design. The 2019
cross-sectional survey used a series of vignettes and consent scenarios to explore Canadians’privacy perspectives and preferences
regarding consent management. Nonparametric tests and logistic regression analyses were conducted to identify the differences
and associations between various factors.

Results: Of the 1017 total responses, 716 (70.4%) participants self-identified as potential users. Of the potential users, almost
all (672/716, 93.8%) felt that the ability to control their data was important, whereas some (385/716, 53.8%) believed that an all
or none control at the data source level was adequate. Most potential users preferred new data sources to be accessible by health
care providers (546/716, 76.3%) and delegated parties (389/716, 54.3%) by default. Prior digital health use was associated with
greater odds of granting default access when compared with no prior use, with the greatest odds of granting default access to
digital health service providers (odds ratio 2.17, 95% CI 1.36-3.46). From a list of 9 information elements found in consent forms,
potential users selected an average of 5.64 (SD 2.68) and 5.54 (SD 2.85) items to feel informed in consenting to data access by
care partners and commercial digital health service providers, respectively. There was no significant difference in the number of
items selected between the 2 scenarios (P>.05); however, there were significant differences (P<.05) in information types that
were selected between the scenarios.

Conclusions: A majority of survey participants reported that they would register and use a patient access channel and believed
that the ability to control data access was important, especially as it pertains to access by those outside their care. These findings
suggest that a broad all or none approach based on data source may be accepted; however, approximately one-fifth of potential
users were unable to decide. Although vignettes were used to introduce the questions, this study showed that more context is
required for potential users to make informed consent decisions. Understanding their information needs will be critical, as these
needs vary with the use case, highlighting the importance of prioritizing and tailoring information to enable meaningful consent.

(JMIR Med Inform 2022;10(3):e30986)   doi:10.2196/30986
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Introduction

Background
Canadians are becoming increasingly aware of digital health
tools and services to support their health and wellness and are
beginning to demand that they have greater access to their data
that are held within these tools and services. Those who accessed
their health records reported that they were more knowledgeable,
informed, and confident about the care they received [1,2].
Although there are benefits to having a wide variety of digital
health tools and services available, the rapid growth of the digital
health ecosystem has resulted in silos of patient data. The
prospect of universally connecting digital health tools, such as
patient portals, is a challenge, given the large number of data
exchange protocols required to share information between all
points in a patient’s journey [3]. Historically, patient portals
have been implemented at the organizational level and tethered
to their organizational electronic health record (EHR) system.
As these portals seldom exchange information between
organizations, patients may end up with multiple portals of
siloed data based on the various points where they seek care
[4]. As a result, many patients have fragmented, limited, or no
electronic access to their personal health information (PHI),
giving patients an incomplete picture of their overall health to
support their health care decisions. Furthermore, the multiplicity
of tools and services may provide an additional burden to
patients as they will need to manage the different log-ins and
privacy preferences for each one.

There are growing patient demands and expectations for
web-based access to their consolidated clinical and
self-generated data through a single access point, recognizing
that it will make their lives better [5]. A patient access channel
serves as a trusted access point, granting patients authenticated
access to their PHI and digital services data within a single
platform. This allows patients to manage the collection, use,
and disclosure of their PHI. Patients have the right to control
how their information is collected and used, which is the
definition of information privacy [6]. Canadian legislative
frameworks provide protection and, generally, enable individuals
to limit the use and disclosure of their records to certain
individuals for specific purposes [7]. Implementing a consent
management system would empower users to exercise their
data-sharing preferences [8,9].

Privacy Notices and Consent
Canadian legislation also requires consent for the collection,
use, and disclosure of personal information and PHI; however,
consent is seldom transparent or informed, leaving patients
unaware of how their data are used and with minimal control
over their data [10]. Given the largely unregulated commercial
digital health ecosystem, digital health services are founded in
a business model where user data are often sold for marketing
or other purposes that the user may not be able to understand
or foresee [11,12]. In these contexts, consent is illusory and a
form of coercion as it does not reflect informed

choice—individuals are left with the ultimatum to use or not
with minimal understanding of what they are consenting to [13].
On average, privacy notices are 3964 words in length and take
18 minutes to read [14]; moreover, they are written at a
postuniversity level [15]. There is an ethical imperative to
improve the transparency of data use and user control of data
to avoid any future exploitation by entities collecting the data
[16,17].

The patient access channel offers the potential to implement
consent standards that enable transparent and meaningful
consent. The Office of the Privacy Commissioner of Canada
Meaningful Consent Guidelines include actionable
recommendations for organizations to strengthen their digital
consent practices [18] by:

1. Emphasizing key elements
2. Allowing individuals to control the level of detail they get

and when
3. Providing individuals with clear options to say yes or no
4. Being innovative and creative
5. Considering the consumer’s perspective
6. Making consent a dynamic and ongoing process
7. Being accountable and standing ready to demonstrate

compliance

Although Meaningful Consent Guidelines provide a set of
heuristics to improve consent processes, they are not specific
to the digital health context [18]; moreover, they are only
recommendations and do not require vendor compliance. The
success of digital health requires trust and transparency in data
use [19-21]. With privacy and trust as 2 intertwined antecedents
to technology use and data-sharing behaviors [22], where their
absence negatively affects use and behaviors, it is critical to
understand the patient’s expectations of privacy to foster trust,
acceptance, and use.

Objective
A 2-stage stakeholder engagement project was conducted by
Canada Health Infoway to explore the user consent requirements
of a patient access channel and the privacy considerations of its
implementation. It consisted of a pan-Canadian survey and
regional stakeholder workshops across Canada [23]. The study
reported here is a retrospective analysis of the survey data. The
objective of this retrospective study is to provide a more granular
understanding of user preferences for consent management.

Methods

Study Design
This retrospective study uses data from a cross-sectional national
web-based survey conducted between October 2 and October
15, 2019, by Canada Health Infoway. This study explored how
consent management preferences and information needs differ
across various patient characteristics. Specifically, this study
asked the following research questions (RQs):
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• RQ1: What are the data control and consent management
preferences of potential patient access channel users?

• RQ2: How do information needs differ among individuals
when making an informed decision to share their health
data with different individuals or entities?

Data Collection
The survey comprised a series of hypothetical vignettes and
consent scenarios to solicit participants’ perspectives on the
consent management service and its functionalities through a
mix of closed-and open-ended questions (see Multimedia
Appendix 1 for the detailed vignettes and consent scenarios).
There were four sections to the survey: (1) participant
characteristics, (2) intention to register for the consent
management service, (3) consent management use case
scenarios, and (4) demographics.

The survey was administered electronically by a Canadian
marketing research firm (Leger Marketing) to its pan-Canadian
web panel. Using their pan-Canadian web panel, a 20-minute
web-based survey was administered to the general Canadian
population, reaching across the 10 provinces. The sampling
strategy focused on potential digital health service users (ie,
those with frequent interactions with the health care system)
and used a proportional quota sampling strategy to recruit equal
proportions of adults and older adults, with quotas set at 50%
for adults and 80% for older adults with at least one chronic
condition. The surveys were made available in English and
French. Participants were eligible to participate in the survey
if they were Canadian citizens, aged ≥18 years, currently live
in Canada, and were within the provincial quotas for adults and
seniors with chronic conditions. The survey had a view rate of
16.67% (1666/9997) and a completion rate of 61.04%
(1017/1666).

Measures

Overview
This study’s analytic frame comprises potential users of the
patient access channel. Potential users were defined as
participants who indicated that they would register to use a
hypothetical patient access channel in the first set of vignettes.
The vignette presented information about Canada Health
Infoway and the functionality of the patient access channel (or
gateway). Participants were then asked how likely they would
register for the gateway using a 4-point Likert scale (ranging
from not at all likely to very likely). Participants were also
provided with an I don’t know option throughout the survey.
The second vignette introduced a trust framework as the rules
of operation and participation, such as policies and agreements
around data sharing and how users can control their health
information. It also presents information on consent
management, single sign-on, and privacy safeguards.
Participants were then asked how likely it was that they would
register for the gateway based on their understanding of the
trust framework and the availability of safeguards. Participants
who answered somewhat or very likely were categorized as
potential users.

User characteristics (ie, demographics and user experiences)
were used as covariates in the analysis. The variables that

exhibited a low frequency of response for some scale points
were collapsed into categories to improve the statistical power
of the analysis [24]. Sociodemographic data included sex (male
and female), age (18-44 years, 45-64 years, and ≥65 years),
income (>CAD $80,000 [US $62,380] and <CAD $80,000 [US
$62,380]), and region (Atlantic, Central, Prairies, and West
Coast). User experiences comprised health care use (high users
or low users), patient engagement (engaged or not engaged),
digital health user (user or nonuser), perceived quality of care
(good or poor), past web-based experiences (good or poor),
health care privacy experiences (good or poor), past privacy
breaches (no past breach, breach resolved, or breach not
resolved), perceived confidentiality of PHI (private or not
private), perceived sensitivity of PHI (high sensitivity or low
sensitivity), and perceived sensitivity of digital health data (high
sensitivity or low sensitivity). A median cutoff was used to
establish the threshold for perceived sensitivity variables as the
categories had no theoretical grounding or frame of reference.
Further details about the outcome variables and covariates can
be found in Multimedia Appendix 2. The full survey can be
found in Multimedia Appendix 3.

There are four variables of interest in this study: (1) the
importance of consent management, (2) adequacy of broad
consent, (3) entities with default access to user data, and (4)
user information needs to make an informed decision about data
sharing.

Consent Management Preferences
Participants were presented with a vignette about privacy
controls and the gateway function of enabling consent directives
to block or restrict access to their PHI. Participants were then
asked to rate the importance of having the ability to change
privacy preferences for sharing PHI on a 4-point ordinal scale
(not at all important to very important).

The next vignette presented a scenario regarding broad consent,
where a data recipient would receive either all or none of a
particular data source (eg, medical history, laboratory records,
clinical and diagnostics, and e-service data). Participants were
asked to assess whether the broad access control reflected their
needs or did not reflect their needs or if they did not know.

For default access, participants were presented with a scenario
where they enrolled in a new digital health service and were
asked to select the entities to whom they would grant default
access to new sources of data. Given that they still had the ability
to apply consent directives, they were asked to select the
following entities to whom they would grant default access to
the new source of information (ie, select all that apply): health
care providers, authorized members (ie, family and friends),
digital health services and tools, or none of the above (ie, grant
access individually or to each group).

Information Needs
To assess user information needs for informed consent,
participants were first presented a vignette on consent
management, which outlined the types of PHI they may access
in the gateway and introduced an access control function that
allows patients to authorize access to their PHI to health care
providers, family and friends, and digital service vendors.
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Participants were asked to select the types of information they
required to make an informed decision on whether to share their
data in two scenarios: sharing with friends and family (scenario
1) and sharing with digital health providers for the digital health
service (scenario 2).

Participants were provided with a list of information types that
are found on consent forms and privacy notices and were asked
to select all that applied. The nine information types were as
follows: what types of information that the digital service can
access, what the digital service can do with their data, potential
risks and benefits of granting access, how to ask more questions
about information sharing or privacy, how to file complaints
about how information is shared, functions that allow them to
monitor activity, types of data access controls available, and
how to revoke access.

Data Analysis
First, the frequencies and percentages of the characteristics and
demographics of all potential users were reported. For RQ1,
frequencies for the importance of access control, adequacy of
all or none access control based on data source, and default
access to PHI were shown. Logistic regression was applied to
evaluate the factors associated with the adequacy of access
control, whether knowing it met their needs regarding adequacy,
and granting default access. In the model-building procedure,
a small subset of participants was excluded from the total sample
because of the limited number of observations within each cell.
The number of participants and the corresponding percentages
were reported for the frequency analysis. Adjusted odds ratios
(ORs) and 95% CIs were reported for logistic regression results.

For RQ2, the Friedman test was used to assess the difference
in the number of items selected between the 2 scenarios in terms
of sharing their information. The McNemar test was also
performed to check if the frequency of each item differed
between the 2 scenarios. All statistical analyses were conducted
using SAS software (SAS Enterprise Guide 7.1; SAS Institute
Inc).

Ethics Approval
This study was approved by the Research and Ethics Board at
the Centre for Addiction and Mental Health (REB#114/2020)
in Toronto, Canada.

Results

Overall Results
Of the 1017 responses, 716 (70.4%) potential users of the patient
access channel were identified. The potential user characteristics
can be found in Table 1. Over three-quarters were low service
users (559/716, 78.1%), noncaregivers (621/716, 86.7%),
engaged patients (612/716, 85.5%), and satisfied with their
quality of care (609/716, 85.1%). Over half had used digital
health tools previously (471/716, 65.8%) and rated their PHI
(364/716, 50.8%) and digital health data as sensitive (423/716,
59.1%). Most potential users reported having positive privacy
experiences on the web (535/716, 74.7%), positive health care
privacy experiences (643/716, 89.8%), and trust in the
confidentiality of their records in the health care system
(644/716, 89.9%). The final sample size of potential users for
the logistic regression model was 712.
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Table 1. Characteristics of potential users (N=716).

Values, n (%)Characteristic

Sex

343 (47.9)Female

369 (51.5)Male

2 (0.3)Transgendera

1 (0.1)Othera

1 (0.1)PNAa,b

Age (years)

204 (28.5)18-44

155 (21.7)45-64

357 (49.9)≥65

Region

47 (6.6)Atlantic

418 (58.4)Central

145 (20.3)Prairie

106 (14.8)West Coast

Income (CAD$; US $)

401 (56)<$80,000 ($62,380)

258 (36)>$80,000 ($62,380)

57 (8)PNA

Health care use

146 (20.4)High (>20)

559 (78.1)Low (≤20)

11 (1.5)IDKc

Caregiver

621 (86.7)No

95 (13.3)Yes

Quality of care

609 (85.1)Good

92 (12.9)Poor

15 (2.1)IDK

Prior digital health use

471 (65.8)Yes

245 (34.2)No

Engaged patient

612 (85.5)Yes

104 (14.5)No

Sensitivity of PHId

364 (50.8)High (≥10)

352 (49.2)Low (<10)

Sensitivity of digital health data

383 (53.5)High (≥11)
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Values, n (%)Characteristic

333 (46.5)Low (<11)

Web-based privacy experience

535 (74.7)Good

134 (18.7)Poor

47 (6.6)IDK

Privacy breach

70 (9.8)Yes, resolved

29 (4.1)Yes, not resolved or IDK

617 (86.2)No breach

Health care privacy experiences

643 (89.8)Good

51 (7.1)Poor

22 (3.1)IDK

Confidentiality of records

644 (89.9)Private

37 (5.2)Not private

35 (4.9)IDK

aIndicates subpopulations that were excluded from the logistic regression model.
bPNA: prefer not to answer.
cIDK: I do not know.
dPHI: personal health information.

RQ1: What Are the Data Control and Consent
Management Preferences of Potential Patient Access
Channel Users?

Importance of Access Control
Overall, 93.8% (672/716) of the potential users believed it was
important (126/716, 18%) or very important (543/716, 75.8%)
to have the ability to control their privacy preferences. Further
subanalyses were not conducted as the distribution of responses
would not allow for the detection of differences between the
options.

Adequacy of All or None Access Control Based on Data
Source
Approximately 53.8% (385/716) of the potential users felt that
an all or none approach based on the data source to control data
access was adequate for their needs, whereas 29.2% (209/716)
did not, and 17.0% (122/716) did not know.

Geographic location and income were the only factors that were
significantly associated with all or none being adequate for the
participant’s needs. Potential users from the Prairies were 50%
less likely than those from Central Canada to feel that it was
adequate (OR 0.50, 95% CI 0.32-0.78). Potential users earning
>CAD $80,000 (US $62,380) or potential users that did not
disclose their income were 42% and 68% less likely to find all
or none adequate than low-income earners (<CAD $80,000 [US
$62,380]; OR 0.58, 95% CI 0.40-0.86; OR 0.32, 95% CI
0.16-0.66). Potential users with high income were 129% more
likely to know that an all or none approach would meet their
needs than those with low income (OR 2.29, 95% CI 1.36-3.83).
Those who used digital health tools previously were associated
with a 109% increased likelihood to know that an all or none
approach would meet their needs than those who did not (OR
2.09, 95% CI 1.34-3.25). The results of the logistic regression
analysis can be found in Table 2.
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Table 2. Comparison of the adequacy of all or none based on participant characteristics.

Know versus not know, odds ratio (95% CI)Adequate for needs, odds ratio (95% CI)Characteristics

Sex

ReferenceReferenceMale

0.72 (0.47-1.11)0.77 (0.53-1.13)Female

Age (years)

ReferenceReference18-45

1.09 (0.55-2.15)0.80 (0.48-1.34)46-64

0.68 (0.39-1.17)0.74 (0.47-1.17)≥65

Health care use

ReferenceReferenceLow

0.67 (0.40-1.12)1.33 (0.83-2.13)High

0.38 (0.09-1.62)0.99 (0.17-5.58)IDKa

Region

ReferenceReferenceCentral

1.45 (0.56-3.77)0.54 (0.26-1.10)Atlantic

0.88 (0.52-1.50)0.50 (0.32-0.78)bPrairie

0.59 (0.34-1.05)0.74 (0.43-1.25)West Coast

Caregiver

ReferenceReferenceNo

2.00 (0.93-4.30)1.60 (0.93-2.74)Yes

Income (CAD $; US $)

ReferenceReference<$80,000 ($62,380)

2.29 (1.36-3.83)b0.58 (0.40-0.86)b>$80,000 ($62,380)

0.79 (0.40-1.55)0.32 (0.16-0.66)bPNAc

Engaged patient

ReferenceReferenceNo

0.86 (0.44-1.69)0.92 (0.53-1.61)Yes

Quality of care

ReferenceReferencePoor

1.45 (0.73-2.87)0.92 (0.49-1.76)Good

1.26 (0.27-5.99)2.18 (0.38-12.56)IDK

Prior digital health use

ReferenceReferenceNo

2.09 (1.34-3.25)b0.75 (0.50-1.13)Yes

Sensitivity of PHId

ReferenceReferenceLow

1.07 (0.65-1.77)0.68 (0.44-1.05)High

Sensitivity of health data

ReferenceReferenceLow

0.70 (0.42-1.17)1.25 (0.81-1.92)High

Web-based privacy experiences

ReferenceReferencePoor
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Know versus not know, odds ratio (95% CI)Adequate for needs, odds ratio (95% CI)Characteristics

1.18 (0.66-2.11)1.27 (0.77-2.08)Good

0.52 (0.21-1.25)1.28 (0.50-3.27)IDK

Past privacy breach

ReferenceReferenceNot resolved or IDK

1.66 (0.43-6.42)1.22 (0.44-3.40)Resolved

0.97 (0.32-2.97)1.53 (0.63-3.74)No breaches

Health care privacy experiences

ReferenceReferencePoor

0.54 (0.20-1.48)1.73 (0.81-3.71)Good

0.27 (0.06-1.19)0.64 (0.13-3.12)IDK

Confidentiality of PHI

ReferenceReferenceNot private

1.09 (0.40-2.92)0.95 (0.38-2.35)Private

0.87 (0.25-2.99)1.90 (0.50-7.27)IDK

aIDK: I do not know.
bSignifies a significant association when compared with the reference group.
cPNA: prefer not to answer.
dPHI: personal health information.

Default Access to PHI
Most potential users would grant default access to new data that
become available to their health care providers (546/716, 76.3%)
or authorized members, such as family, friends, and other care
partners (389/716, 54.3%). Approximately one-fifth would grant
default access to their digital health service provider for use
with digital health services (138/716, 19.3%). Finally, 14.8%
(106/716) of the potential users would not grant default access
to anyone. Factors associated with granting default access were
prior digital health use, health care privacy experiences,
caregiver status, sex, and perceived sensitivity of PHI (Table
3).

Prior use of digital health tools was associated with a greater
likelihood of granting default access to the 3 entities as there
was a 66% greater likelihood of granting default access to health
care providers (OR 1.66, 95% CI 1.14-2.44), 101% greater
likelihood of granting default access to authorized members
(OR 2.01, 95% CI 1.43-2.81), and 117% greater likelihood of

granting default access to digital health service providers (OR
2.17, 95% CI 1.36-3.46). Those with prior digital health tool
use were 53% less likely to not want to grant default access to
anyone (OR 0.47, 95% CI 0.29-0.74). Those with positive health
care privacy experiences were 156% more likely to grant default
access to health care providers (OR 2.56, 95% CI 1.24-5.29)
and 70% less likely to not grant default access than those with
poor experiences (OR 0.30, 95% CI 0.20-0.70).

Service providers were 142% more likely to gain default access
from caregivers (OR 2.42, 95% CI 1.45-4.04) but 39% less
likely to gain default access from females (OR 0.61, 95% CI
0.40-0.92). Authorized users were 34% less likely to gain default
access (OR 0.66, 95% CI 0.46-0.96) from potential users who
had high perceived PHI sensitivity in comparison with those
with low perceived PHI sensitivity. Those with high PHI
sensitivity were also 126% more likely to not grant default
access to anyone (OR 2.26, 95% CI 1.30-3.93) than those with
low perceived PHI sensitivity.
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Table 3. Comparison of default access based on participant characteristics.

Odds ratio (95% CI)Characteristics

No oneDHSPbAuthorized membersHCPa

Sex

ReferenceReferenceReferenceReferenceMale

0.90 (0.57-1.41)0.61 (0.40-0.92)c0.94 (0.68-1.29)1.12 (0.77-1.63)Female

Age (years)

ReferenceReferenceReferenceReference18-44

1.25 (0.65-2.39)0.94 (0.54-1.64)1.31 (0.84-2.06)0.85 (0.51-1.43)45-64

1.39 (0.78-2.47)0.90 (0.55-1.47)1.35 (0.92-1.99)0.87 (0.55-1.37)≥65

Health care use

ReferenceReferenceReferenceReferenceLow (≤20)

1.04 (0.58-1.85)0.99 (0.60-1.63)0.79 (0.54-1.18)1.33 (0.82-2.17)High (>20)

2.16 (0.48-9.73)0.43 (0.05-3.73)0.81 (0.22-2.96)0.43 (0.12-1.55)IDKd

Region

ReferenceReferenceReferenceReferenceCentral

0.98 (0.41-2.35)1.38 (0.62-3.07)1.13 (0.60-2.15)0.85 (0.41-1.73)Atlantic

0.61 (0.32-1.16)0.72 (0.42-1.23)0.72 (0.48-1.06)1.31 (0.80-2.15)Prairie

1.68 (0.95-2.97)0.93 (0.52-1.65)0.82 (0.52-1.28)0.72 (0.44-1.18)West Coast

Caregiver

ReferenceReferenceReferenceReferenceNo

0.56 (0.26-1.19)2.42 (1.45-4.04)c1.42 (0.89-2.27)0.75 (0.45-1.25)Yes

Income (CAD $; US $)

ReferenceReferenceReferenceReference<$80,000 ($62,380)

1.20 (0.74-1.95)1.26 (0.83-1.91)1.23 (0.88-1.72)0.89 (0.60-1.31)≥$80,000 ($62,380)

1.77 (0.86-3.68)0.65 (0.26-1.63)0.75 (0.42-1.34)0.73 (0.38-1.40)PNAe

Engaged patient

ReferenceReferenceReferenceReferenceNo

1.29 (0.63-2.65)0.63 (0.35-1.14)1.14 (0.70-1.84)0.95 (0.54-1.66)Yes

Quality of care

ReferenceReferenceReferenceReferencePoor

0.79 (0.38-1.65)0.75 (0.39-1.46)0.87 (0.51-1.49)1.07 (0.58-1.98)Good

0.75 (0.12-4.58)1.54 (0.36-6.56)0.33 (0.09-1.16)1.27 (0.29-5.59)IDK

Prior digital health use

ReferenceReferenceReferenceReferenceNo

0.47 (0.29-0.74)c2.17 (1.36-3.46)c2.01 (1.43-2.81)c1.66 (1.14-2.44)cYes

Sensitivity of PHIf

ReferenceReferenceReferenceReferenceLow (<10)

2.26 (1.30-3.93)c1.04 (0.65-1.69)0.66 (0.46-0.96)c0.93 (0.60-1.43)High (≥10)

Sensitivity of health data

ReferenceReferenceReferenceReferenceLow (<11)

0.87 (0.51-1.49)1.13 (0.70-1.83)1.16 (0.80-1.68)0.91 (0.59-1.40)High (≥11)
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Odds ratio (95% CI)Characteristics

No oneDHSPbAuthorized membersHCPa

Web-based privacy experiences

ReferenceReferenceReferenceReferencePoor

1.42 (0.73-2.75)1.29 (0.73-2.27)1.03 (0.66-1.59)0.79 (0.47-1.33)Good

2.48 (0.91-6.74)0.22 (0.04-1.07)0.74 (0.35-1.58)0.55 (0.23-1.29)IDK

Past privacy breach

ReferenceReferenceReferenceReferenceNot resolved or IDK

0.57 (0.15-2.13)2.23 (0.68-7.32)1.24 (0.49-3.11)1.15 (0.38-3.43)Resolved

0.82 (0.28-2.34)1.30 (0.45-3.79)0.91 (0.41-2.01)0.91 (0.36-2.31)No breaches

Health care privacy experiences

ReferenceReferenceReferenceReferencePoor

0.30 (0.20-0.70)c1.90 (0.67-5.35)1.46 (0.73-2.90)2.56 (1.24-5.29)cGood

0.31 (0.07-1.44)1.48 (0.20-10.85)1.81 (0.53-6.19)3.75 (0.97-14.51)IDK

Confidentiality of PHI

ReferenceReferenceReferenceReferenceNot private

1.40 (0.48-4.14)1.50 (0.52-4.39)0.88 (0.41-1.87)1.25 (0.55-2.83)Private

2.11 (0.54-8.28)2.14 (0.49-9.32)1.52 (0.54-4.33)0.79 (0.26-2.38)IDK

aHCP: health care provider.
bDHSP: digital health service provider.
cSignifies a significant association when compared with the reference group.
dIDK: I do not know.
ePNA: prefer not to answer.
fPHI: personal health information.

RQ 2: Do Information Needs Differ Among Individuals
When Making an Informed Decision to Share Their
Health Data With Different Individuals or Entities?
Overall, 81.8% (586/716) of potential users considered sharing
their data in both scenarios (ie, potential users who did not select
I do not intend on sharing information with them). In scenario
1, 89.3% (639/716) of potential users considered granting access
to their friends and families and required an average of 5.64
(SD 2.68) of the 9 presented information types to make that
decision. In scenario 2, 85.2% (610/716) of potential users
considered granting commercial service providers access to

their data and required an average of 5.54 (SD 2.85) of the 9
presented information types to make that decision.

There was no significant difference in the average number of
information types required between the 2 scenarios (P>.05) for
potential users who considered sharing in both scenarios
(586/716, 81.8%). On the basis of the frequency of selection
by this subset of potential users, the ranking of the types of
information differed in the 2 scenarios (Figure 1); however,
there was only a significant difference in frequency for 5 of the
information types (P<.05). Information about accessible data
types, restricting access, and revoking was selected more
frequently in scenario 1. Information about potential risks and
filing complaints was selected more frequently in scenario 2.
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Figure 1. Differences in information needs required to support decisions on data sharing with friends and family and commercial service providers
(ranked by frequency selected; n=586). PHI: personal health information.

Discussion

Principal Findings
As society becomes increasingly interconnected, there is a
corresponding patient anticipation that their PHI and digital
health data can be centrally accessed through innovations such
as patient access channels, all with the belief that they will make
life better [5]. A core requirement critical to the adoption of
these patient access channels is a consent management system,
as almost all potential users value the ability to control who can
access their data. This exploratory study generated some insights
to consider when implementing a consent management system.
First, there may be acceptance of a believed, broad all or none
access control model by data source, as 53.8% (385/716) of
potential users believed it was adequate for their needs, and
17% (122/716) were unsure. Second, the willingness to provide
others with default access to PHI and data varied depending on
the recipient. Finally, potential users required an average of
approximately 6 key types of information to provide informed
decisions regarding data sharing; however, the required types
of information varied depending on the recipient. The 3 insights
are discussed in detail in the following sections.

Data Control and Consent Management Practices
Given the complexity of implementing interoperable access
control in Canada [23], a broad all or none access control at the
level of the data source may be the only option in the interim
for patient access channels, especially as new data sources
continuously emerge [8]. If implemented within a context of a
trust framework in this scenario, there may be an acceptance of
broad access control as over half of the potential users believed
it was adequate for their needs. This finding echoes that of
Grando et al [25], where broad access control was adequate for
58% of their study participants; moreover, their study was set
in the context of behavioral health—an area where PHI is often
perceived as more sensitive. Similarly, and surprisingly, user
perceptions of the sensitivity of PHI and digital health data were
not associated with adequacy, especially as data sensitivity is
commonly associated with wanting greater degrees of access
control because of privacy concerns [26,27]. A possible
explanation is that the sample had a high level of trust in the
confidentiality of their PHI and had positive dispositions about
their web-based and health care privacy. This is consistent with
an emerging set of evidence showing that positive perceptions
of health care, trust in health care providers, and positive past
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privacy experiences may result in individuals having favorable
views on sharing data [28-34]. Although these studies are
contrary to prior findings of patients wanting more granular
control options [25,27,35], their hypothetical and exploratory
nature is subject to the privacy paradox [36]—the disconnect
between intentions based on privacy concerns and actual
behaviors. For instance, Schwartz et al [37] provided 108
patients with the ability to restrict access to their sensitive EHR
data and found that 57% provided access to all listed providers
and all PHI in their EHR, and 8.6% limited access by data type
to specific providers. A significant minority of participants
(43%) limited access to at least one provider.

Approximately one-fifth of the potential users did not know
whether broad access control would be adequate, highlighting
the need to better support their decision-making. The technical
aspects of sharing data may be complex and may require greater
literacy to appreciate the impact of broad access control [23].
This may explain why digital health use was associated with a
109% increase in the likelihood of knowing whether it is
adequate. Familiarity and experience with digital health may
provide individuals with heuristics to make decisions [34].
Studies show that broad access control and consent models may
be acceptable when there is transparency [28,38,39] and
assurance in oversight [40] regarding how the data are used.
Biobank studies have shown that there are no significant
differences in the willingness to share data between various
consent scenarios when participants are provided with specific
information on the data that are being used [38] or if there is
assurance that a governing body provides oversight on how data
are being used [40]. These findings can be applied to the digital
health context, as a recent survey found that 80% of Canadians
are willing to share their anonymized health information as long
as the privacy and security of their PHI are assured [41].

Income and region were the only demographics found to be
associated with adequacy perspectives on broad access control
and knowing whether broad access control was adequate.
Although the association between privacy attitudes and income
echoes some privacy studies in health informatics, there have
often been conflicting results across studies [33]. Historically,
privacy research has focused on demographic variables as
predictors of privacy attitudes and behaviors; however,
collective evidence signals that individual demographic variables
play a minor role and provide limited insight into understanding
a phenomenon [33,42]. These findings are intended to inform
further explorations to support implementation decisions. For
instance, there may be value in understanding the underlying
factors associated with those with high incomes that support
their views of inadequacy and why they are more likely to know
whether broad access control reflects their needs. In terms of
region, health care in Canada is administered at the provincial
level, where there are variations in legislation, policies, and
digital health initiatives. Only a few provinces in Canada have
a centralized patient portal, and the Prairie provinces of Alberta
and Saskatchewan were launching theirs at the time of this study
[43-45]. Understanding how these initiatives may have affected
attitudes on broad access control adequacy may inform strategies
on how to improve public favorability toward broad access
control.

Potential users were most willing to grant default access to their
health care providers, especially those with positive health care
privacy experiences. Their willingness decreased as the data
recipient was further removed from the point of care. Patients
generally trust their physicians and those in their circle of care
to keep their data confidential; however, this trust to maintain
confidentiality diminishes as the data recipient is further away
from those providing care (eg, health department, researchers,
and corporations) [25,27,35,46]. Canadians are generally
comfortable with the sharing of their PHI through EHRs with
other health care providers as they believe timely and easy
access to PHI is necessary for high-quality care [47],
highlighting the role of contextual relevance and issue
involvement [48] in data-sharing behaviors. This assertion is
supported by the finding that those with prior digital health use
were 66% to 117% more likely to grant default access (entity
dependent) than those who did not use digital health tools. These
users may have a greater stake in using digital health tools,
familiarity, and perceived benefits of sharing digital health data
[28-34]. Contextual relevance also mattered for users with higher
perceived sensitivity of PHI, as 126% were more likely to not
give anyone default access and were less likely to grant default
access to family, friends, and other supporters. These individuals
may not be comfortable with default access and may want more
control over how new information is shared. Sharing may
depend on the purpose and whether it is a necessity; moreover,
these individuals may want more control over how certain
information is disclosed to close social associates as it may
affect their relationships. They may want to share about it in
person rather than have others find it out by default through
technology [34].

The value of data sharing with digital health service providers
may not be as clear as there is limited trust in service providers,
especially commercial vendors [19,47]. In this study, one-fifth
of potential users were willing to grant default access to service
providers, of whom users with prior digital health experience
and caregivers were more likely to share their data. As discussed
earlier, these users may have greater perceived benefits of
granting default access to data to service providers [28-34]. For
caregivers, sharing data for this population may be perceived
to improve the tasks and stressors associated with their
caregiving roles through the development of better or improved
digital health services [49]. Further understanding the rationales
of those trusting and skeptical of commercial service providers
will be a necessity as these providers are a growing contributor
to the number and types of services provided and an important
source of data for patient access channels. This understanding
can inform the permitted uses outlined in the trust framework
and enable informed and meaningful consent.

Information Needs
This study builds upon the Meaningful Consent Guidelines for
use in the digital health context. The guidelines recommend
that digital vendors emphasize four key information elements:
what is collected, who has access, purpose of data collection,
and potential risks. However, this study found that potential
users may need 5 to 6 emphasized information elements. The
additional elements of emphasis include information on
monitoring access, restricting access, and revoking consent.
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The findings also suggest that there is a need to tailor the order
of emphasized elements as they will vary depending on who is
accessing the data.

This study also highlights the importance of patient engagement
in ensuring that the design of consent is based on user needs
rather than assumptions. For instance, presenting this consent
information in clear, concise, and plain language has been
advocated but seldom practiced; however, implementing this
assumption is only a part of the solution. A study found that an
easier to read, concise consent form neither hindered nor
improved comprehension or satisfaction with the consent process
among their participants [50]. In contrast, providing users with
ways of customizing their experiences and consuming
information is more effective [51]. User experience is an
overlooked aspect that should be considered when implementing
informed and meaningful consent [23,52]. To empower users
to make informed choices, meaningful consent for patient access
channels should be iteratively co-designed with its users to
ensure that they meet their needs rather than their assumed wants
[53].

Limitations
This study provides preliminary insights to support future patient
engagement in co-designing a consent management system and
meaningful consent. However, these exploratory findings are
not intended to be generalizable as there are limitations to
consider. This study is a secondary analysis of a cross-sectional
survey, providing a snapshot of a time point where perspectives
may vary over time. This study relied on a series of vignettes
to preface the questions. Multiple rounds of revisions were made
with Canada Health Infoway’s communications department and
the market research firm to improve clarity of complex concepts
(eg, privacy, consent, and data sharing). Prompts with these
concepts include languages with high readability scores, which
may have influenced some responses, especially those with
lower digital literacy skills [54].

There are also inherent limitations to data collection through a
survey panel as it only includes people who participate in the
web panels managed by the company and relies on the
self-selection of participants. The web-based nature of the survey

may have excluded the perspectives of individuals with limited
internet access. However, approximately 94% of Canadian
households currently have access to the internet [55]. The
purposive sampling strategy limits generalizability to the broader
Canadian population as recruitment focused on frequent users
of health care and excluded the Canadian territories (ie, early
adopters of a patient access channel) [56,57]. The identified
users in this study may be more engaged and experienced with
digital health tools, thereby perceiving greater benefits and a
greater willingness to share their data. The low response rate
should also be considered as it may limit the diversity and
nuance of perspectives because of the information lost through
the combination or omission of demographics and participant
characteristics for data analysis (eg, individuals who are
transgender and other identifying genders). Future public and
stakeholder engagement activities will require a greater in-depth
investigation in co-designing consent management for patient
access channels. Recognizing the ethical transgressions in trust
in health care and research of marginalized and vulnerable
communities [58], future research must include more diversity
in perspectives to understand how to equitably strengthen
meaningful consent and consent management practices.

Conclusions
Providing patients with the ability to manage their consent and
control access to their PHI is valued by potential users of a
patient access channel. Following the Office of the Privacy
Commissioner of Canada’s Meaningful Consent Guidelines,
future work should continue to consider the consumer’s
perspective by involving them throughout the development and
implementation processes [18]. Given technological limitations,
future public engagement should investigate what makes broad
access control acceptable and how to communicate its
implications meaningfully and transparently. Future research
should also focus on understanding user requirements for
consent to further adapt the Meaningful Consent Guidelines for
the digital health context. Understanding how to foster patient
trust and how to empower them to feel confident in their
data-sharing decisions is necessary for the success of patient
access channels and the realization of the transformative
potential of the evolving digital health ecosystem.

 

Acknowledgments
Canada Health Infoway Inc., an independent not-for-profit corporation funded by the Federal Government of Canada, funded
this study and covered the publication costs for this study.

NS was supported by a Canadian Institutes of Health Research’s (CIHR) Health System Impact Fellowship. This program was
led by the CIHR’s Institute of Health Services and Policy Research (CIHR-IHSPR), in partnership with the Center for Addiction
and Mental Health.

The authors would like to thank Heba Roble for her fresh perspective in preparing this manuscript.

Conflicts of Interest
SW and ACL (affiliated with Canada Health Infoway) were members of the research team and were involved in the study design,
interpretation and manuscript development.

Multimedia Appendix 1

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e30986 | p.186https://medinform.jmir.org/2022/3/e30986
(page number not for citation purposes)

Shen et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Consent scenarios and vignettes.
[DOCX File , 19 KB - medinform_v10i3e30986_app1.docx ]

Multimedia Appendix 2
Covariate definitions and outcome variables for logistic regression.
[DOCX File , 18 KB - medinform_v10i3e30986_app2.docx ]

Multimedia Appendix 3
Full survey questionnaire.
[DOCX File , 141 KB - medinform_v10i3e30986_app3.docx ]

References
1. Connecting patients for better health. Canada Health Infoway. 2016. URL: https://www.infoway-inforoute.ca/en/component/

edocman/resources/3152-connecting-patients-for-better-health-2016 [accessed 2021-11-30]
2. Connecting patients for better health: 2018. Canada Health Infoway. 2018. URL: https://www.infoway-inforoute.ca/en/

component/edocman/resources/reports/benefits-evaluation/3564-connecting-patients-for-better-health-2018 [accessed
2021-11-30]

3. Symons JD, Ashrafian H, Dunscombe R, Darzi A. From EHR to PHR: let's get the record straight. BMJ Open
2019;9(9):e029582 [FREE Full text] [doi: 10.1136/bmjopen-2019-029582] [Medline: 31537566]

4. Sterud B. Practitioner Application: the challenges in personal health record adoption. J Healthc Manag 2019;64(2):109-110.
[doi: 10.1097/JHM-D-19-00010] [Medline: 30845059]

5. The future of connected health care: reporting Canadians' perspective on the health care system. Canadian Medical
Association. 2019. URL: https://www.cma.ca/sites/default/files/pdf/Media-Releases/The-Future-of-Connected-Healthcare-e.
pdf [accessed 2021-11-30]

6. Smith HJ, Dinev T, Xu H. Information privacy research: an interdisciplinary review. MIS Q 2011;35(4):989-1015. [doi:
10.2307/41409970]

7. Health data privacy and access across Canada. Canada Health Infoway. 2021. URL: https://www.infoway-inforoute.ca/en/
patients-families-caregivers/digital-health-learning-program/get-familiar-with-health-data [accessed 2021-11-30]

8. Asghar MR, Lee T, Baig MM, Ullah E, Russello G, Dobbie G. A review of privacy and consent management in healthcare:
a focus on emerging data sources. In: IEEE 13th International Conference on e-Science. 2017 Presented at: e-Science '17;
October 24-27, 2017; Auckland, New Zealand p. 518-522. [doi: 10.1109/escience.2017.84]

9. Zazaza L, Venter HS, Sibiya G. The current state of electronic consent systems in e-health for privacy preservation. In:
Proceedings of the 17th International Information Security Conference. 2018 Presented at: ISSA '18; August 15-16, 2018;
Pretoria, South Africa p. 76-88. [doi: 10.1007/978-3-030-11407-7_6]

10. Canada's digital charter: trust in a digital world. Government of Canada. 2020. URL: https://www.ic.gc.ca/eic/site/062.nsf/
eng/h_00108.html [accessed 2020-12-07]

11. Martinez-Martin N, Kreitmair K. Ethical issues for direct-to-consumer digital psychotherapy apps: addressing accountability,
data protection, and consent. JMIR Ment Health 2018;5(2):e32 [FREE Full text] [doi: 10.2196/mental.9423] [Medline:
29685865]

12. Sharon T. When digital health meets digital capitalism, how many common goods are at stake? Big Data Soc
2018;5(2):205395171881903. [doi: 10.1177/2053951718819032]

13. World Economic Forum. 2020. URL: https://www.weforum.org/reports/
redesigning-data-privacy-reimagining-notice-consent-for-humantechnology-interaction [accessed 2021-11-30]

14. Litman-Navarro K. We read 150 privacy policies. They were an incomprehensible disaster. The New York Times. 2019.
URL: https://www.nytimes.com/interactive/2019/06/12/opinion/facebook-google-privacy-policies.html [accessed 2021-11-30]

15. Sunyaev A, Dehling T, Taylor PL, Mandl KD. Availability and quality of mobile health app privacy policies. J Am Med
Inform Assoc 2015;22(e1):e28-e33. [doi: 10.1136/amiajnl-2013-002605] [Medline: 25147247]

16. Armstrong S. Data, data everywhere: the challenges of personalised medicine. BMJ 2017;359:j4546. [doi: 10.1136/bmj.j4546]
[Medline: 29021195]

17. Nebeker C, Torous J, Bartlett Ellis RJ. Building the case for actionable ethics in digital health research supported by artificial
intelligence. BMC Med 2019;17(1):137 [FREE Full text] [doi: 10.1186/s12916-019-1377-7] [Medline: 31311535]

18. Guidelines for obtaining meaningful consent. Office of the Privacy Commissioner of Canada. 2018. URL: https://www.
priv.gc.ca/en/privacy-topics/collecting-personal-information/consent/gl_omc_201805/ [accessed 2021-11-30]

19. Torous J, Roberts LW. Needed innovation in digital health and smartphone applications for mental health: transparency
and trust. JAMA Psychiatry 2017;74(5):437-438. [doi: 10.1001/jamapsychiatry.2017.0262] [Medline: 28384700]

20. Greenhalgh T, Wherton J, Papoutsi C, Lynch J, Hughes G, A'Court C, et al. Beyond adoption: a new framework for theorizing
and evaluating nonadoption, abandonment, and challenges to the scale-up, spread, and sustainability of health and care
technologies. J Med Internet Res 2017;19(11):e367 [FREE Full text] [doi: 10.2196/jmir.8775] [Medline: 29092808]

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e30986 | p.187https://medinform.jmir.org/2022/3/e30986
(page number not for citation purposes)

Shen et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

medinform_v10i3e30986_app1.docx
medinform_v10i3e30986_app1.docx
medinform_v10i3e30986_app2.docx
medinform_v10i3e30986_app2.docx
medinform_v10i3e30986_app3.docx
medinform_v10i3e30986_app3.docx
https://www.infoway-inforoute.ca/en/component/edocman/resources/3152-connecting-patients-for-better-health-2016
https://www.infoway-inforoute.ca/en/component/edocman/resources/3152-connecting-patients-for-better-health-2016
https://www.infoway-inforoute.ca/en/component/edocman/resources/reports/benefits-evaluation/3564-connecting-patients-for-better-health-2018
https://www.infoway-inforoute.ca/en/component/edocman/resources/reports/benefits-evaluation/3564-connecting-patients-for-better-health-2018
https://bmjopen.bmj.com/lookup/pmidlookup?view=long&pmid=31537566
http://dx.doi.org/10.1136/bmjopen-2019-029582
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31537566&dopt=Abstract
http://dx.doi.org/10.1097/JHM-D-19-00010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30845059&dopt=Abstract
https://www.cma.ca/sites/default/files/pdf/Media-Releases/The-Future-of-Connected-Healthcare-e.pdf
https://www.cma.ca/sites/default/files/pdf/Media-Releases/The-Future-of-Connected-Healthcare-e.pdf
http://dx.doi.org/10.2307/41409970
https://www.infoway-inforoute.ca/en/patients-families-caregivers/digital-health-learning-program/get-familiar-with-health-data
https://www.infoway-inforoute.ca/en/patients-families-caregivers/digital-health-learning-program/get-familiar-with-health-data
http://dx.doi.org/10.1109/escience.2017.84
http://dx.doi.org/10.1007/978-3-030-11407-7_6
https://www.ic.gc.ca/eic/site/062.nsf/eng/h_00108.html
https://www.ic.gc.ca/eic/site/062.nsf/eng/h_00108.html
https://mental.jmir.org/2018/2/e32/
http://dx.doi.org/10.2196/mental.9423
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29685865&dopt=Abstract
http://dx.doi.org/10.1177/2053951718819032
https://www.weforum.org/reports/redesigning-data-privacy-reimagining-notice-consent-for-humantechnology-interaction
https://www.weforum.org/reports/redesigning-data-privacy-reimagining-notice-consent-for-humantechnology-interaction
https://www.nytimes.com/interactive/2019/06/12/opinion/facebook-google-privacy-policies.html
http://dx.doi.org/10.1136/amiajnl-2013-002605
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25147247&dopt=Abstract
http://dx.doi.org/10.1136/bmj.j4546
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29021195&dopt=Abstract
https://bmcmedicine.biomedcentral.com/articles/10.1186/s12916-019-1377-7
http://dx.doi.org/10.1186/s12916-019-1377-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31311535&dopt=Abstract
https://www.priv.gc.ca/en/privacy-topics/collecting-personal-information/consent/gl_omc_201805/
https://www.priv.gc.ca/en/privacy-topics/collecting-personal-information/consent/gl_omc_201805/
http://dx.doi.org/10.1001/jamapsychiatry.2017.0262
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28384700&dopt=Abstract
https://www.jmir.org/2017/11/e367/
http://dx.doi.org/10.2196/jmir.8775
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29092808&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


21. Duggal R, Brindle I, Bagenal J. Digital healthcare: regulating the revolution. BMJ 2018;360:k6. [doi: 10.1136/bmj.k6]
[Medline: 29335296]

22. Shen N, Strauss J, Silver M, Carter-Langford A, Wiljer D. The eHealth trust model: a patient privacy research framework.
Stud Health Technol Inform 2019;257:382-387. [Medline: 30741227]

23. Shen N, Kassam I, Ilkina D, Wickham S, Carter-Langford A. Meaningful digital consent in Canada: recommendations
from pan-Canadian consent management workshops. Healthc Q 2022;24(4):40-47. [doi: 10.12927/hcq.2022.26712] [Medline:
35216648]

24. DiStefano C, Shi D, Morgan GB. Collapsing categories is often more advantageous than modeling sparse data: investigations
in the CFA framework. Struct Equ Model 2021;28(2):237-249. [doi: 10.1080/10705511.2020.1803073]

25. Grando MA, Murcko A, Mahankali S, Saks M, Zent M, Chern D, et al. A study to elicit behavioral health patients' and
providers' opinions on health records consent. J Law Med Ethics 2017;45(2):238-259 [FREE Full text] [doi:
10.1177/1073110517720653] [Medline: 30976154]

26. Serrano KJ, Yu M, Riley WT, Patel V, Hughes P, Marchesini K, et al. Willingness to exchange health information via
mobile devices: findings from a population-based survey. Ann Fam Med 2016;14(1):34-40 [FREE Full text] [doi:
10.1370/afm.1888] [Medline: 26755781]

27. Caine K, Hanania R. Patients want granular privacy control over health information in electronic medical records. J Am
Med Inform Assoc 2013;20(1):7-15 [FREE Full text] [doi: 10.1136/amiajnl-2012-001023] [Medline: 23184192]

28. Esmaeilzadeh P. The impacts of the perceived transparency of privacy policies and trust in providers for building trust in
health information exchange: empirical study. JMIR Med Inform 2019;7(4):e14050 [FREE Full text] [doi: 10.2196/14050]
[Medline: 31769757]

29. Esmaeilzadeh P, Mirzaei T. Comparison of consumers' perspectives on different health information exchange (HIE)
mechanisms: an experimental study. Int J Med Inform 2018;119:1-7. [doi: 10.1016/j.ijmedinf.2018.08.007] [Medline:
30342677]

30. Li T, Slee T. The effects of information privacy concerns on digitizing personal health records. J Assn Inf Sci Tec
2014;65(8):1541-1554. [doi: 10.1002/asi.23068]

31. Maiorana A, Steward WT, Koester KA, Pearson C, Shade SB, Chakravarty D, et al. Trust, confidentiality, and the acceptability
of sharing HIV-related patient data: lessons learned from a mixed methods study about Health Information Exchanges.
Implement Sci 2012;7:34 [FREE Full text] [doi: 10.1186/1748-5908-7-34] [Medline: 22515736]

32. Walker DM, Johnson T, Ford EW, Huerta TR. Trust me, I'm a doctor: examining changes in how privacy concerns affect
patient withholding behavior. J Med Internet Res 2017;19(1):e2 [FREE Full text] [doi: 10.2196/jmir.6296] [Medline:
28052843]

33. Shen N, Bernier T, Sequeira L, Strauss J, Silver MP, Carter-Langford A, et al. Understanding the patient privacy perspective
on health information exchange: a systematic review. Int J Med Inform 2019;125:1-12. [doi: 10.1016/j.ijmedinf.2019.01.014]
[Medline: 30914173]

34. Shen N, Sequeira L, Silver MP, Carter-Langford A, Strauss J, Wiljer D. Patient privacy perspectives on health information
exchange in a mental health context: qualitative study. JMIR Ment Health 2019;6(11):e13306 [FREE Full text] [doi:
10.2196/13306] [Medline: 31719029]

35. Soni H, Grando A, Aliste MP, Murcko A, Todd M, Mukundan M, et al. Perceptions and preferences about granular data
sharing and privacy of behavioral health patients. Stud Health Technol Inform 2019;264:1361-1365. [doi:
10.3233/SHTI190449] [Medline: 31438148]

36. Acquisti A, Brandimarte L, Loewenstein G. Privacy and human behavior in the age of information. Science
2015;347(6221):509-514. [doi: 10.1126/science.aaa1465] [Medline: 25635091]

37. Schwartz PH, Caine K, Alpert SA, Meslin EM, Carroll AE, Tierney WM. Patient preferences in controlling access to their
electronic health records: a prospective cohort study in primary care. J Gen Intern Med 2015;30 Suppl 1:S25-S30 [FREE
Full text] [doi: 10.1007/s11606-014-3054-z] [Medline: 25480721]

38. Kaufman DJ, Baker R, Milner LC, Devaney S, Hudson KL. A survey of U.S adults' opinions about conduct of a nationwide
precision medicine initiative® cohort study of genes and environment. PLoS One 2016;11(8):e0160461 [FREE Full text]
[doi: 10.1371/journal.pone.0160461] [Medline: 27532667]

39. Esmaeilzadeh P. The effect of the privacy policy of Health Information Exchange (HIE) on patients’ information disclosure
intention. Comput Secur 2020;95:101819. [doi: 10.1016/j.cose.2020.101819]

40. Sanderson SC, Brothers KB, Mercaldo ND, Clayton EW, Antommaria AH, Aufox SA, et al. Public attitudes toward consent
and data sharing in biobank research: a large multi-site experimental survey in the US. Am J Hum Genet 2017;100(3):414-427
[FREE Full text] [doi: 10.1016/j.ajhg.2017.01.021] [Medline: 28190457]

41. Consulting Canadians on the future of their health system: a health dialogue. Canada Health Infoway. 2020. URL: https:/
/www.infoway-inforoute.ca/en/component/edocman/resources/reports/3850-a-healthy-dialogue-executive-summary [accessed
2021-11-30]

42. Gerber N, Gerber P, Volkamer M. Explaining the privacy paradox: a systematic review of literature investigating privacy
attitude and behavior. Comput Secur 2018;77:226-261. [doi: 10.1016/j.cose.2018.04.002]

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e30986 | p.188https://medinform.jmir.org/2022/3/e30986
(page number not for citation purposes)

Shen et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1136/bmj.k6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29335296&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30741227&dopt=Abstract
http://dx.doi.org/10.12927/hcq.2022.26712
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35216648&dopt=Abstract
http://dx.doi.org/10.1080/10705511.2020.1803073
http://europepmc.org/abstract/MED/30976154
http://dx.doi.org/10.1177/1073110517720653
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30976154&dopt=Abstract
http://www.annfammed.org/cgi/pmidlookup?view=long&pmid=26755781
http://dx.doi.org/10.1370/afm.1888
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26755781&dopt=Abstract
http://europepmc.org/abstract/MED/23184192
http://dx.doi.org/10.1136/amiajnl-2012-001023
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23184192&dopt=Abstract
https://medinform.jmir.org/2019/4/e14050/
http://dx.doi.org/10.2196/14050
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31769757&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2018.08.007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30342677&dopt=Abstract
http://dx.doi.org/10.1002/asi.23068
https://implementationscience.biomedcentral.com/articles/10.1186/1748-5908-7-34
http://dx.doi.org/10.1186/1748-5908-7-34
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22515736&dopt=Abstract
https://www.jmir.org/2017/1/e2/
http://dx.doi.org/10.2196/jmir.6296
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28052843&dopt=Abstract
http://dx.doi.org/10.1016/j.ijmedinf.2019.01.014
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30914173&dopt=Abstract
https://mental.jmir.org/2019/11/e13306/
http://dx.doi.org/10.2196/13306
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31719029&dopt=Abstract
http://dx.doi.org/10.3233/SHTI190449
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31438148&dopt=Abstract
http://dx.doi.org/10.1126/science.aaa1465
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25635091&dopt=Abstract
http://europepmc.org/abstract/MED/25480721
http://europepmc.org/abstract/MED/25480721
http://dx.doi.org/10.1007/s11606-014-3054-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25480721&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0160461
http://dx.doi.org/10.1371/journal.pone.0160461
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27532667&dopt=Abstract
http://dx.doi.org/10.1016/j.cose.2020.101819
https://linkinghub.elsevier.com/retrieve/pii/S0002-9297(17)30021-6
http://dx.doi.org/10.1016/j.ajhg.2017.01.021
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28190457&dopt=Abstract
https://www.infoway-inforoute.ca/en/component/edocman/resources/reports/3850-a-healthy-dialogue-executive-summary
https://www.infoway-inforoute.ca/en/component/edocman/resources/reports/3850-a-healthy-dialogue-executive-summary
http://dx.doi.org/10.1016/j.cose.2018.04.002
http://www.w3.org/Style/XSL
http://www.renderx.com/


43. Avdagovska M, Stafinski T, Ballermann M, Menon D, Olson K, Paul P. Tracing the decisions that shaped the development
of MyChart, an electronic patient portal in Alberta, Canada: historical research study. J Med Internet Res 2020;22(5):e17505
[FREE Full text] [doi: 10.2196/17505] [Medline: 32452811]

44. Basky G. Some provinces still delay access to health records via patient portals. CMAJ 2019;191(48):E1341 [FREE Full
text] [doi: 10.1503/cmaj.1095829] [Medline: 31791973]

45. New website allows Saskatchewan residents to access their personal health information anywhere, anytime. Government
of Saskatchewan. 2019. URL: https://www.saskatchewan.ca/government/news-and-media/2019/october/08/ehealth-website
[accessed 2021-11-30]

46. Hunter IM, Whiddett RJ, Norris AC, McDonald BW, Waldon JA. New Zealanders' attitudes towards access to their electronic
health records: preliminary results from a national study using vignettes. Health Informatics J 2009;15(3):212-228 [FREE
Full text] [doi: 10.1177/1460458209337435] [Medline: 19713396]

47. Canadian digital health survey: what Canadians think. Canada Health Infoway. 2020. URL: https://www.infoway-inforoute.ca/
en/component/edocman/resources/reports/benefits-evaluation/3856-canadian-digital-health-survey-what-canadians-think
[accessed 2021-11-30]

48. Abdelhamid M, Gaia J, Sanders GL. Putting the focus back on the patient: how privacy concerns affect personal health
information sharing intentions. J Med Internet Res 2017;19(9):e169 [FREE Full text] [doi: 10.2196/jmir.6877] [Medline:
28903895]

49. Lindeman DA, Kim KK, Gladstone C, Apesoa-Varano E. Technology and caregiving: emerging interventions and directions
for research. Gerontologist 2020;60(Suppl 1):S41-S49 [FREE Full text] [doi: 10.1093/geront/gnz178] [Medline: 32057082]

50. Grady C, Touloumi G, Walker AS, Smolskis M, Sharma S, Babiker AG, INSIGHT START Informed Consent Substudy
Group. A randomized trial comparing concise and standard consent forms in the START trial. PLoS One 2017;12(4):e0172607
[FREE Full text] [doi: 10.1371/journal.pone.0172607] [Medline: 28445471]

51. Beskow LM, Friedman JY, Hardy NC, Lin L, Weinfurt KP. Developing a simplified consent form for biobanking. PLoS
One 2010;5(10):e13302 [FREE Full text] [doi: 10.1371/journal.pone.0013302] [Medline: 20949049]

52. Is "Meaningful Consent" a contradiction in terms?: three design jams seek the answer. Office of the Privacy Commissioner
of Canada. 2021. URL: https://www.priv.gc.ca/en/opc-actions-and-decisions/research/
funding-for-privacy-research-and-knowledge-translation/real-results/rr-index/jam-intro/ [accessed 2021-11-30]

53. Adam MB, Minyenya-Njuguna J, Karuri Kamiru W, Mbugua S, Makobu NW, Donelson AJ. Implementation research and
human-centred design: how theory driven human-centred design can sustain trust in complex health systems, support
measurement and drive sustained community health volunteer engagement. Health Policy Plan 2020;35:ii150-ii162 [FREE
Full text] [doi: 10.1093/heapol/czaa129] [Medline: 33156944]

54. McKnight DH, Choudhury V, Kacmar C. Developing and validating trust measures for e-commerce: an integrative typology.
Inf Syst Res 2002;13(3):334-359. [doi: 10.1287/isre.13.3.334.81]

55. Access to the internet in Canada, 2020. Statistics Canada. 2020. URL: https://www150.statcan.gc.ca/n1/daily-quotidien/
210531/dq210531d-eng.htm [accessed 2021-11-30]

56. Mák G, Smith Fowler HS, Leaver C, Hagens S, Zelmer J. The effects of web-based patient access to laboratory results in
British Columbia: a patient survey on comprehension and anxiety. J Med Internet Res 2015;17(8):e191 [FREE Full text]
[doi: 10.2196/jmir.4350] [Medline: 26242801]

57. Leonard KJ, Casselman M, Wiljer D. Who will demand access to their personal health record? A focus on the users of
health services and what they want. Healthc Q 2008;11(1):92-96 [FREE Full text] [doi: 10.12927/hcq.2008.19503] [Medline:
18326386]

58. O'Sullivan L, Crowley R, McAuliffe É, Doran P. Contributory factors to the evolution of the concept and practice of
informed consent in clinical research: a narrative review. Contemp Clin Trials Commun 2020;19:100634 [FREE Full text]
[doi: 10.1016/j.conctc.2020.100634] [Medline: 33024880]

Abbreviations
CIHR: Canadian Institutes of Health Research
EHR: electronic health record
OR: odds ratio
PHI: personal health information
RQ: research question

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e30986 | p.189https://medinform.jmir.org/2022/3/e30986
(page number not for citation purposes)

Shen et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://www.jmir.org/2020/5/e17505/
http://dx.doi.org/10.2196/17505
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32452811&dopt=Abstract
http://www.cmaj.ca/cgi/pmidlookup?view=long&pmid=31791973
http://www.cmaj.ca/cgi/pmidlookup?view=long&pmid=31791973
http://dx.doi.org/10.1503/cmaj.1095829
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31791973&dopt=Abstract
https://www.saskatchewan.ca/government/news-and-media/2019/october/08/ehealth-website
https://journals.sagepub.com/doi/10.1177/1460458209337435?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
https://journals.sagepub.com/doi/10.1177/1460458209337435?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.1177/1460458209337435
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19713396&dopt=Abstract
https://www.infoway-inforoute.ca/en/component/edocman/resources/reports/benefits-evaluation/3856-canadian-digital-health-survey-what-canadians-think
https://www.infoway-inforoute.ca/en/component/edocman/resources/reports/benefits-evaluation/3856-canadian-digital-health-survey-what-canadians-think
https://www.jmir.org/2017/9/e169/
http://dx.doi.org/10.2196/jmir.6877
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28903895&dopt=Abstract
http://europepmc.org/abstract/MED/32057082
http://dx.doi.org/10.1093/geront/gnz178
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32057082&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0172607
http://dx.doi.org/10.1371/journal.pone.0172607
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28445471&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0013302
http://dx.doi.org/10.1371/journal.pone.0013302
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20949049&dopt=Abstract
https://www.priv.gc.ca/en/opc-actions-and-decisions/research/funding-for-privacy-research-and-knowledge-translation/real-results/rr-index/jam-intro/
https://www.priv.gc.ca/en/opc-actions-and-decisions/research/funding-for-privacy-research-and-knowledge-translation/real-results/rr-index/jam-intro/
http://europepmc.org/abstract/MED/33156944
http://europepmc.org/abstract/MED/33156944
http://dx.doi.org/10.1093/heapol/czaa129
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33156944&dopt=Abstract
http://dx.doi.org/10.1287/isre.13.3.334.81
https://www150.statcan.gc.ca/n1/daily-quotidien/210531/dq210531d-eng.htm
https://www150.statcan.gc.ca/n1/daily-quotidien/210531/dq210531d-eng.htm
https://www.jmir.org/2015/8/e191/
http://dx.doi.org/10.2196/jmir.4350
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26242801&dopt=Abstract
http://www.longwoods.com/product.php?productid=19503
http://dx.doi.org/10.12927/hcq.2008.19503
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18326386&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2451-8654(20)30118-6
http://dx.doi.org/10.1016/j.conctc.2020.100634
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33024880&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Edited by C Lovis; submitted 04.06.21; peer-reviewed by J Shaw, C Schmit; comments to author 07.08.21; revised version received
17.12.21; accepted 31.01.22; published 31.03.22.

Please cite as:
Shen N, Kassam I, Zhao H, Chen S, Wang W, Wickham S, Strudwick G, Carter-Langford A
Foundations for Meaningful Consent in Canada’s Digital Health Ecosystem: Retrospective Study
JMIR Med Inform 2022;10(3):e30986
URL: https://medinform.jmir.org/2022/3/e30986 
doi:10.2196/30986
PMID:35357318

©Nelson Shen, Iman Kassam, Haoyu Zhao, Sheng Chen, Wei Wang, Sarah Wickham, Gillian Strudwick, Abigail Carter-Langford.
Originally published in JMIR Medical Informatics (https://medinform.jmir.org), 31.03.2022. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR
Medical Informatics, is properly cited. The complete bibliographic information, a link to the original publication on
https://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e30986 | p.190https://medinform.jmir.org/2022/3/e30986
(page number not for citation purposes)

Shen et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://medinform.jmir.org/2022/3/e30986
http://dx.doi.org/10.2196/30986
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35357318&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

A Comparison of Census and Cohort Sampling Models for the
Longitudinal Collection of User-Reported Data in the Maternity
Care Pathway: Mixed Methods Study

Kendall Jamieson Gilmore1, MSc; Manila Bonciani1, PhD; Milena Vainieri1, PhD
Management and Healthcare Laboratory, Department of Economics and Management in the era of Data Science, Institute of Management, Sant'Anna
Scuola Superiore, Pisa, Italy

Corresponding Author:
Kendall Jamieson Gilmore, MSc
Management and Healthcare Laboratory
Department of Economics and Management in the era of Data Science, Institute of Management
Sant'Anna Scuola Superiore
33 Piazza Martiri della Libertà
Pisa, 56127
Italy
Phone: 39 050 883111
Email: k.jamiesongilmore@santannapisa.it

Abstract

Background: Typical measures of maternity performance remain focused on the technical elements of birth, especially
pathological elements, with insufficient measurement of nontechnical measures and those collected pre- and postpartum. New
technologies allow for patient-reported outcome measures (PROMs) and patient-reported experience measures (PREMs) to be
collected from large samples at multiple time points, which can be considered alongside existing administrative sources; however,
such models are not widely implemented or evaluated. Since 2018, a longitudinal, personalized, and integrated user-reported data
collection process for the maternal care pathway has been used in Tuscany, Italy. This model has been through two methodological
iterations.

Objective: The aim of this study was to compare and contrast two sampling models of longitudinal user-reported data for the
maternity care pathway, exploring factors influencing participation, cost, and suitability of the models for different stakeholders.

Methods: Data were collected by two modes: (1) “cohort” recruitment at the birth hospital of a predetermined sample size and
(2) continuous, ongoing “census” recruitment of women at the first midwife appointment. Surveys were used to collect experiential
and outcome data related to existing services. Women were included who passed 12 months after initial enrollment, meaning that
they either received the surveys issued after that interval or dropped out in the intervening period. Data were collected from
women in Tuscany, Italy, between September 2018 and July 2020. The total sample included 7784 individuals with 38,656
observations. The two models of longitudinal collection of user-reported data were analyzed using descriptive statistics, survival
analysis, cost comparison, and a qualitative review.

Results: Cohort sampling provided lower initial participation than census sampling, although very high subsequent response
rates (87%) were obtained 1 year after enrollment. Census sampling had higher initial participation, but greater dropout (up to
45% at 1 year). Both models showed high response rates for online surveys. There were nonproportional dropout hazards over
time. There were higher rates of dropout for women with foreign nationality (hazard ratio [HR] 1.88, P<.001), and lower rates
of dropout for those who had a higher level of education (HR 0.77 and 0.61 for women completing high school and college,
respectively; P<.001), were employed (HR 0.87, P=.01), in a relationship (HR 0.84, P=.04), and with previous pregnancies (HR
0.86, P=.002). The census model was initially more expensive, albeit with lower repeat costs and could become cheaper if repeated
more than six times.

Conclusions: The digital collection of user-reported data enables high response rates to targeted surveys in the maternity care
pathway. The point at which pregnant women or mothers are recruited is relevant for response rates and sample bias. The census
model of continuous enrollment and real-time data availability offers a wider set of potential benefits, but at an initially higher
cost and with the requirement for more substantial data translation and managerial capacity to make use of such data.
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Introduction

Most health care performance data are derived from
administrative sources, which can be used to measure the more
technical aspects or process measures of maternity care provided
to women. However, such data can only capture some
dimensions of the quality of care and do not address important
features such as patient preferences or overall well-being. These
data are also limited since they are collected through interactions
with health care providers, do not usually relate to
community-based settings, and cannot provide insights outside
of formal interactions with a subset of health services, thereby
potentially neglecting the contexts in which the real value of
care delivered becomes apparent [1-3].

More recently, studies highlighting the importance of priority
setting, use of management models, incentives, and other similar
efforts have shown that data related to patient-centered
measurement may prove to be more useful [4-6]. This includes
assessments of patients’ preferences for care, experiences with
services, and a range of disease-specific and general health and
well-being–related markers. These latter two domains are
typically collected through validated tools such as
patient-reported experience measures (PREMs) and
patient-reported outcome measures (PROMs), respectively [7,8],
which can provide responsive and reliable measures of outcomes
and experiences [9].

Although they are mainly used in measuring experiences
pertaining to or outcomes resulting from acute health care,
PREMs and PROMs can be used as longer-term, longitudinal
measures. Such measures may include outcomes not tied to
specific interactions with health care professionals, such as the
case of chronic conditions that are primarily managed by patients
themselves. A wide set of characteristics can be measured in
this way, including those more relevant to patients’ quality of
life than clinical or administrative markers [10]. Technological
advances now allow for the systematic collection and analysis
of large amounts of such data. Survey data can be collected
from large samples at multiple time points; where such models
are implemented, the definition of routinely collected data is
effectively broadened to include PROMs and PREMs. Although
technically feasible, such models have not yet been widely
implemented [10].

The maternity care pathway is well-suited to such
technology-enabled collection of PROMs and PREMs at scale,
since typical performance indicators remain focused on the
technical elements of birth, especially pathological elements.
However, there is insufficient collection and use of
person-centered indicators and of quality measures along the
pathway [11], despite evidence that women’s experiences of
childbirth go far beyond labor, and that social and psychological
aspects of care are important for women [12,13]. Indeed, World

Health Organization recommendations underline the importance
of woman-centered care to optimize the experience of
pregnancy, labor, and childbirth for women and babies through
a holistic, human rights–based approach, promoting continuity
of care along the pathway [14,15]. Existing efforts to address
this information gap include birth cohort studies using online
surveys advertised to women through posters and leaflets [16],
online surveys advertised through social media [12], and
cross-sectional national postal surveys of randomly selected
women [17].

For several years, the Tuscan maternal care pathway
performance evaluation has adopted a pathway perspective,
framed around the person, with inclusion of PREMs collected
through periodic patient surveys [18]. More recently, the model
was developed through use of digital technology to include both
PREMs and PROMs collected at multiple points in time. This
model has been implemented in two methodological versions:
a cohort-sampling model and a census-sampling model. Both
are fully digital, with pregnant women or new mothers enrolled
by health professionals and subsequently contacted by SMS
text message or email containing survey links.

Previous evaluations of maternity survey data–collection models
focused on comparing alternative models based around
cross-sectional postal surveys [17]. This study provides insight
into two models of longitudinal, personalized, and integrated
data collection, the nature of which enable use of analytical
methods that have not, to our knowledge, previously been
applied in this context. Comparing the performance of the
models is useful from several aspects. First, this serves to
describe and evaluate each model in isolation, as both offer new
features and insights compared to typical maternity data. Second,
there remain notable differences in the capabilities and costs
between the models.

Thus, the primary research question for this study was: what
are the conditions in which a census model is preferable to a
cohort-sampling model of longitudinal data collection in the
maternity pathway? To answer to this question, we explored
(1) whether there are differences in survey participation rates
between the two data-collection models; (2) which
characteristics of the samples affect participation in the survey;
(3) the costs of census and cohort sampling methods; and (4)
the strengths and weakness of census and cohort sampling
methods, considering the usefulness of the two data collection
models to different stakeholders.

Methods

Study Design
We used a mixed methods approach to compare several
dimensions of census and cohort sampling models of
longitudinal data collection along the maternity pathway in
Tuscany, Italy. For the quantitative component of the research,
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we applied survival analysis of survey data, along with
identification and comparison of costs, whereas for the
qualitative component, we compared the two models with
respect to different audiences and purposes.

Data Source: Longitudinal Data Collection Models
Longitudinal user-reported data collection was carried out from
September 2018 to March 2019, using a cohort sampling model.
In this model, a predetermined number of women are recruited
at maternity hospitals after birth. The sample size was calculated
to be representative at the hospital and district levels,
considering a 95% confidence level with a 7%-9% 95% CI and
20% follow-up loss. This resulted in a required sample of 3672
women (which was lower than the number ultimately recruited).
Exclusion criteria were being a resident outside of Tuscany,
preterm delivery (<37 weeks of gestation) or low birth weight
(<2500 grams) newborn, or hospitalized in neonatal intensive
care. Enrollment was led by midwives in birth hospitals, who
were asked to invite every woman (without exclusion criteria)
that they supported in birth until the target was reached, after
which they were advised to stop. All 24 birth hospitals in
Tuscany participated in the recruitment. Each woman was asked
to complete six surveys, covering the period from delivery to
12 months later. These surveys were completed after discharge
and at 1, 3, 5, 6, and 12 months after childbirth. The follow-up
was therefore complete in March 2020.

The second model of longitudinal data collection, which has
been in continuous operation since March 2019, uses a census
sampling approach. All pregnant women residing in Tuscany
who withdrew their pregnancy booklet from a family care center
were eligible, with women recruited continuously in these
facilities. All 117 family care centers, as the first contact point
in the maternal care pathway, participated in the data collection.

Midwives enroll all consenting women on an ongoing basis,
utilizing the integration between the survey system and the
regional information system recording data for pregnancy
booklet delivery. Each woman is asked to respond to eight
surveys, with data collected at the following points: receipt of
the pregnancy booklet; in the second trimester of pregnancy;
third trimester of pregnancy; at expected childbirth; and at 1,
3, 6, and 12 months after childbirth. As of the end of 2019,
10,821 women were involved in the survey and answered the
first questionnaire.

All surveys are available in Italian and in the seven most
commonly spoken foreign languages in Tuscany: English,
French, Spanish, Albanian, Arabic, Romanian, and Chinese.

Both models are underpinned by a digitized process. First, the
approach is explained to expectant or new mothers, including
information about privacy and data uses. Women who consent
to join are enrolled in the system, after which surveys are
automatically administered according to the stage of the
maternity pathway. The questionnaires are personalized
according to the gestational period of pregnancy or age of the
newborn (only the latter for the cohort sampling model) and
include both PROM and PREM items. Each survey addresses
topics that are important for pregnant women and new mothers
(Figure 1). Unique links to the online surveys are shared by
email or SMS, to be filled in by women in a time and place of
their choosing using any web-enabled device. Up to three
reminders are sent for each survey. Responses are automatically
collated and hosted in a secure web platform. Results from the
cohort model are presented in a research report at the end of the
follow-up period, whereas the census model uses real-time
return of data to managers and professionals through a web
platform.
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Figure 1. Characteristics of the census and cohort sampling methods. The survey abbreviations in the cohort sampling model refer to the month at
which the survey was issued postbirth (ie, T3 in the cohort model was issued at 3 months postbirth). The time points for the census model represent the
trimesters in pregnancy (gravidanza in Italian, "g") and months postpartum ("p"). The pregnancy time points represent the trimesters (ie, T3g is the third
trimester) and postbirth points represent months after birth, as in the cohort model (ie, T6p is issued 6 months postbirth). The estimated completion time
for each questionnaire is based on the upper and lower limits of items (depending on responses to screener questions) and the type of questions per
survey. PREM: patient-reported experience measure; PROM: patient-reported outcome measure; QoL: quality of life.

For this study, we included data for the cohort model from all
mothers recruited between September 2018 and March 2019
(3849 women completed the first questionnaire). All women
could have reached the final survey 12 months after enrollment
(although some may have dropped out earlier).

For the census sampling model, the data extracted also covered
women who joined the data collection period sufficiently long
ago to have been able to reach the survey issued 12 months after
joining the data collection (wave 6, T3p in Figure 1). The
information of women who joined the census sampling model
less than 12 months before data collection were extracted and
excluded from the analysis. The resultant time period of data
collection of the six waves from the census model was from
March 2019 to July 2020, with 3935 women included in the
study. Data were combined into a single pooled database.

Data Analysis
Response and attrition rates within each sample population were
calculated with reference to the total number of women enrolled
from delivery, in the case of the cohort sampling model, and
from the first midwife appointment (delivery of the pregnancy
booklet), in the case of the census sampling model. The total
period of recruitment and data collection for the cohort model
was included. Enrollment rates were calculated for both models,
using the numbers of enrolled, responding, and total eligible
women.

Our methods for interrogating survey attrition rates for women
who elected to join the data collection model were based on the
framework proposed by Hochheimer et al [19] for evaluating
attrition in web-administered surveys. This includes several
steps: visualizing attrition using bar charts and survival-type
curves; investigation using generalized linear mixed models

(GLMMs); and further analysis using survival analysis such as
Kaplan-Meier curves, log-rank test, and Cox proportional
hazards. Each step provides an additional level of granularity,
which can be tailored as appropriate to the study circumstance
[19]. We followed all steps except for the GLMM investigating
sequential questions, since we were interested in comparing the
overall survival in the two models and the factors that are
explanatory of survival, rather than determining the significance
of changes between sequential questions (in this case, survey
waves).

Survival analysis was performed in line with the methodology
described above along with processes that were additionally
considered appropriate (rather than discrete-time modeling
approaches) for our data due to the unequally spaced survey
waves [20]. Survival was defined as completion of all eligible
survey waves. We created a new entry in the pooled database
indicating the failure point for individuals dropping out of the
data collection before completion. In this way, the failure event
was defined as the occasion in which an individual could have
responded to a survey but did not (rather than the last survey to
which they did respond). Respondents who completed all
eligible survey waves were considered censored. Women in the
census model who had an abortion were excluded from analyses.
The total population for survival analysis, comprising women
from both data collection models, was 7784 individuals with
38,656 observations.

The regression model was built through sequential univariate
testing of variables and testing for interaction terms, followed
by testing the resulting full model. For categorical variables,
the log-rank test of equality was used, with Cox proportional
hazard regression used for age (the only continuous variable).
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The final multivariate model was built using Cox proportional
hazards. Covariates included in the final model were age, foreign
status (dummy variable), education level (scored from 1-3, with
1=less than high school, 2=high school diploma, and 3=college
graduate), employment status (dummy variable), relationship
status (dummy variable), and whether the woman had previously
had a child (nulliparous, dummy variable).

Qualitative Comparison
Comparative analysis of the strengths and challenges of each
model was performed, informed by theory and by discussions
with project stakeholders to reflect their perspectives of the
usefulness of the two longitudinal data collection models. These
aspects are summarized according to methodological factors,
managerial factors, and evaluation factors.

Cost Comparison
Comparative cost analysis was performed to illustrate the effect
of time and number of cohort samples on relative
cost-effectiveness, using available program cost data and
estimations based on records. Only cost data were used, with
no inclusion of benefits from each model, which were
considered too diverse for robust quantification. Cost volume
breakeven analysis is a common managerial tool to make
comparisons between equipment or program alternatives [21];
using this approach, we compared the alternative models to
identify the point at which they are similar in terms of simple
costs.

Costs were separated according to fixed costs (the basic
investment required to establish and implement data collection)
and variable costs (those associated with each new group of
women, covering all survey waves they will pass through). In
reality, there are no separate groups of women for the census
model, since recruitment is continuous; for the purposes of cost
comparison, we identified the variable costs based on the
number of women included in this study.

For the research team, the costs are incurred through survey
development and testing, online survey building, user testing,
implementation monitoring, design of the web platform, report
building, and coordination. For health professionals, the costs
are incurred through providing information to/inviting patients;
enrolling patients, including data entry; monitoring results; and
training in recruitment. For technology and infrastructure, costs

are incurred through application programming interface
connection development, maintenance of the survey platform,
and maintaining the web platform to present data.
Communication costs are incurred through provision of
information to women and SMS invitations to women.

Statistical analysis was performed using Stata 15 and financial
analysis was performed using Microsoft Excel.

Ethics Approval
The data collection was carried out within systematic surveys
developed to monitor women’s experiences, outcomes, and
satisfaction with the Tuscan maternity pathways. As such,
informed consent was not required, in line with the 2011 Italian
guidelines on processing personal data to perform customer
satisfaction surveys in the healthcare sector [22].

Results

Quantitative Results
A summary of the demographic characteristics for the two
population groups is provided in Multimedia Appendix 1. Table
1 summarizes the main statistics for the survey responses.

As shown in Table 1, in the cohort model, 39% of women
participated in the first survey wave, with 34% still participating
in the final survey wave. Response rates for this model gradually
reduced at each survey wave, reaching 87% after 1 year of
enrollment. In the census model, 50% of women initially
participated, falling to 23% in the final wave. Response rates
reduced to 45% after 1 year in the model.

The participation rate represents the proportion of women
completing survey waves out of the total eligible population.
The eligible population for the cohort sample model is all
women who gave birth in the relevant time period, according
to hospital administrative data, irrespective of whether they
joined the survey or not. For the census model, the eligible
population is all women who received the pregnancy booklet
and entered the maternal care pathway, irrespective of whether
they joined the survey or not. The response rates in both models
indicate the proportion of women responding to a survey who
were successfully enrolled in the data collection model,
completing the first survey (Table 1).
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Table 1. Survey response descriptive statistics.

Census modelCohort modelStatistic

Participation

78269827Total eligible women, N

3935 (50.28)3849 (39.17)Effective participation rate for first wave, n (%)

1788 (22.85)3346 (34.05)Effective participation rate for last survey wave, n (%)

Response rate, n (%)a

3935 (100.00)3849 (100.00)T0/T0g

3038 (77.20)3706 (96.28)T1/T2g

2463 (62.59)3633 (94.39)T3/T3g

2325 (59.09)3500 (90.93)T5/T0p

1807 (45.92)3477 (90.34)T6/T1p

1788 (45.44)3346 (86.93)T12/T3p

aFor the cohort model T0-T12 represent the time from delivery (0) and the months (1, 5, 6, and 12) postbirth. For the census model, T0g, T2g, and T3g
represent the month (0, 2, and 3, respectively) of gestation, and T0p, T1p, and T3p represent the month (0, 1, and 3, respectively) postpartum. Also see
Figure 1.

Regression Analysis of Survival Function
Univariate testing of variables indicated that all variables were
relevant for further evaluation. No interaction terms were
significant.

Testing the assumption of proportional hazards indicated that
the impact of the data collection model was not proportional;
the final regression model was thus stratified according to the
data collection model. All other covariates followed the
assumption of proportional hazards.

Stratification by Survey Type
As indicated in Table 2, all variables except having foreign
citizenship were negatively associated with a failure event (not
completing all survey waves). Increasing age showed a small
reduction in the hazard ratio (HR) per year. Each education

level had a reduction in hazard compared to the lowest level.
Being employed compared with not employed and being in a
relationship compared with being single were associated with
a lower propensity to drop out. Women who previously had a
child had a lower HR than women in their first pregnancy. It
was not possible or appropriate to obtain a single value for the
HR survey type on survival, since this changes over time.

As shown in the Kaplan-Meier plots for the two models (Figure
2), plots of the survival functions (not shown), and the
descriptive statistics, the two data collection models showed
different reductions in responses over time. The census
collection model showed a large early drop in responses,
followed by a less steep, but broadly steady, reduction over
time, whereas the cohort model showed small, steady early
reductions in responses, followed by a period of very limited
reduction.

Table 2. Cox proportional hazards and multivariate hazard ratios.

P value95% CIHazard ratio (SE)Variable

.0010.98-0.990.98 (0.00)Age

<.0011.67-2.121.88 (0.11)Foreign

Education level

<.0010.68-0.880.77 (0.05)High school diploma

<.0010.53-0.700.61 (0.04)Graduate

.010.79-0.970.87 (0.05)Employed

.040.70-0.990.84 (0.07)In a relationship

.0020.79-0.950.86 (0.04)Nulliparous
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Figure 2. Kaplan-Meier curves of the two survey models.

Qualitative Results
There were some common features of the models found, arising
from the shared digital administration. These models can be
used to collect and manage large volumes of patient-reported
data. Such models also enable high response rates, as illustrated
in the quantitative results. Additionally, both models are
characterized by a comparatively high initial investment
followed by low ongoing costs. Both models require analytical
resources to derive insight from the data produced.

Digital administration also enables targeted surveys to be shared
with expectant or new mothers according to their stage in the
pathway, and need not be delivered alongside a specific

intervention with a health care professional. This enables surveys
to explore, in a timely manner, the aspects of experience or
outcomes that are most relevant to people, rather than those
based around institutions. This longitudinal design is uncommon
in business-as-usual data collection. Additionally, under these
models, both PROMs and PREMs can be collected separately
or together, providing a more holistic picture of the dimensions
of care than one data source in isolation.

There are also features of the two models that differ depending
on the administration method, which are summarized in Table
3, categorized according to the relevance to methodology,
management, and evaluation in the maternal pathway.
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Table 3. Summary of methodological, managerial, and evaluative factors in each survey collection model.

Census modelCohort modelFactors

Methodological factors

Large, ever-growing sample size with ongoing recruit-
ment

Medium to large sample size, predefinedSample size

Based on pregnancy at the district level, able to in-
clude women from small areas and those who give
birth at home or in other settings

Based on deliveries in birth hospitalsRepresentativeness of population

All surveys relating to the immediate preceding time
period

Survey at birth requires recall of experiences and
outcomes during pregnancy

Survey timeliness

Potential selection bias, although earlier recruitment
of mothers reduces the risk of selection based around
those deemed to have had a positive birth experience.
Selection at first midwife appointment in pregnancy
is blind to later experiences and outcomes

Possible sampling bias: enrollment by health
professionals after birth may encourage selection
of mothers deemed to have had a more positive
birth experience

Bias

Ongoing enrollment with less total time spent per
health professional. Training only needed for new
staff

Need for staff training ahead of samples. Enroll-
ment only needed up to a limited period, but is
more time-consuming

Collection burden

The initial effective response rate is the higher of the
two models, although drops faster than that in the
cohort model

The initial effective response rate is high, (al-
though lower than that of the census model), with
low attrition

Response rate

Pelvic floor PROMs are included since baseline data
at the beginning of the pregnancy are collected

Pelvic floor PROMs are not included as there is
no ability to collect prebirth data

PROMsa before/after birth

Managerial factors

Real-time data at different levels of geography enable
targeted attention on areas where services need to
work better or be better joined up

Data provide a snapshot of performance for a
certain period of time, enabling lessons to be
learned for the following period

Managerial insight

Possibility to provide real-time information to differ-
ent care professionals about the state of delivery of
care in their specific area, including highlighting
where there are poor experiences or outcomes that
professionals could address promptly through their
activities

Data provide a snapshot of performance for a
certain period of time, enabling lessons to be
learned for the following period

Health professional insights

Evaluative factors

As in the cohort model, and additionally enable inclu-
sion of patient-reported data alongside administrative
measures, with contemporaneous reporting periods
for both data sets

Enable multidimensional performance assessmentEvaluation models

Can be used “live” or at any given point in time for
evaluating performance

Data refer to a specific period of collectionEvaluation periods

Continuous collection enables additional analytical
approaches (eg, difference in differences) to measure
the impact of operational changes

Volume of data can be predetermined according
to analytical requirements. Large data sets are
possible, enabling advanced statistical models

Analytical approaches

aPROM: patient-reported outcome.

Cost Comparison
The fixed costs for the cohort and census surveys are calculated
at €33,000 and €52,300 (US $1=€0.81 as of December 31,
2020), respectively. Variable costs per group of enrolled women

are €18,040 and €15,360. There is therefore a higher initial cost
and lower recurrent costs for the census survey compared with
those of the cohort model. Projecting costs forward over several
years showed that the point at which the census model becomes
less costly overall is between years 7 and 8 (Figure 3).
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Figure 3. Cost comparison of census and cohort models.

Discussion

Principal Results
We use mixed methods to evaluate the performance of two
models of data collection for the maternal care pathway, both
offering digital longitudinal collection of PROMs and PREMs.
The models described, which are fully web-based with
longitudinal collection of surveys targeted according to
individuals’ positions in the maternal pathway, are interesting
from the perspectives of performance management, information,
and implementation, and are also of international relevance.

The results of our analyses highlight that both models have
some shared benefits. It is established that web-based surveys
are cost-effective and provide the same measurement of
variables as other collection methods, as well as additional
benefits in completeness and data processing. A traditionally
observed weakness in web-based surveys compared to postal
surveys is their lower response rates (notwithstanding a broader
trend of lower study participation across the board) [23-25].
This was not noted in the data collection models described in
this study, which showed participation rates at the same level
or higher than those of postal collection of maternal
patient-reported data, and can be considered to be high in general
terms for survey-based research, particularly for online surveys
[17,24,26-28]. However, there remained a significant drop-off
in responses over multiple survey waves. This could potentially
be further improved by shortening the surveys or implementing
other adjustments for user experience; further, more targeted
feedback should be sought from participating mothers to identify
the enablers and barriers to their continued participation in

multiple survey waves, particularly in the census model. Since
the sample population of mothers is typically fairly young, this
model of data collection likely avoids significant exclusion of
respondents due to low digital capability as a result of age.
However, as shown in the survival analysis, there remain
systematic biases with respect to other population characteristics.

The findings from the multivariate regression showed that being
less highly educated, not in a relationship, and unemployed
were all associated with lower response rates, in line with results
obtained over many years in research exploring the impact of
participant characteristics on response likelihood [25,29,30].
We also found that having a foreign nationality was associated
with a higher dropout risk. Although the data can be
risk-adjusted to account for these factors when comparing
different reporting areas or periods, it remains an unmet
challenge to increase the representation of these groups in patient
surveys. There is a risk that maternal services are providing
poorer experiences and outcomes or are less responsive to the
voices of disadvantaged women in particular, and that this is
heightened by lower representation of such women in patient
surveys.

The nonproportional hazard functions of the two survey models
warrant further investigation to explore the extent to which the
changing HRs over time are influenced by the surveys in
question (ie, different surveys are differently acceptable and
accessible for respondents), stage of pregnancy, and initial
recruitment. One potential explanation is a greater selection
bias of women in the cohort model (either through unconscious
midwife selection or through self-selection, as previously
observed in pregnancy cohorts [31]), leading to reduced dropout
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rates in later stages. Our results suggest that the census collection
model provides a more representative sample in the early survey
waves, which reduces over time. This is supported by the higher
initial participation rate in the census model (49.96%,
3935/7876), but with a lower final effective participation rate
(22.70%, 1788/7876) 12 months after enrollment and response
rate (45.44%, 1788/3935) after a total of six survey waves. The
cohort model had a lower initial participation rate (39.17%,
3849/9827) and a remarkably low attrition rate, leading to an
effective participation rate of 34.05% (3346/9827) after six
survey waves and a response rate of 86.93% (3346/3849) 12
months after enrollment. The census model surveys are on
average longer than the cohort model surveys, which may
partially explain the higher attrition rates, although there was
no apparent relationship between survey length and attrition
within each model. These findings provide lessons for
researchers and professionals seeking to collect the views of
women in and around childbirth: the timing and mode of
recruitment matter. This suggests that studies recruiting women
exclusively around childbirth are subject to greater selection
bias than those recruiting women earlier in pregnancy. A helpful
development in reporting studies using data from new mothers
would be to note the effective response rates (as in this study,
with reference to the total population of women giving birth),
rather than simply those who responded once invited.

The previously observed lower response rates in web surveys
are typically based on models that include a postal element and
are not digital-only models (ie, individuals are contacted by
letter and then provided a web link to respond to the survey).
Such mixed models necessarily require an additional step by
survey respondents, rather than simply continuing to use the
device on which they received the survey link. It is possible
that some combination of the simpler, fully digital administration
method and the previous in-person enrollment can lead to
notably lower attrition rates (eg, 87% response rate at 12 months
after enrollment in the cohort model) than have been achieved
in other survey models.

From a health system performance intelligence perspective, the
overall approach is noteworthy. The longitudinal PROM and
PREM data collection in both models is new or uncommon in
performance evaluation (typically such data may be collected
for specific studies or for limited clinical use). Additionally,
the delivery of different PREM and PROM surveys according
to patients’ stages in the pathway is a new development in
performance measurement, unlike other longitudinal models of
PROM collection where the same survey is given at multiple
time points. In this way, the information collected is more
relevant for assessment and improvement at each point. This
could offer new options for using user-reported data in
performance improvement, evaluations, and incentive models
such as value-based purchasing or as an adjunct to bundled
payments, to ensure the patient voice is given appropriate weight
[32,33].

Strengths and Limitations
The application of survival analyses to survey waves is
interesting and elucidating. The use of survival analysis to
explore attrition in surveys was proposed by Eysenbach [34],

as fundamental to growing the “science of attrition,” and has
more recently been expounded upon in the context of web
surveys [19]. Much of the published literature focuses on the
methodology of attrition analyses, with particular attention paid
to within-survey attrition [16]. Few studies have used survival
methods to explore attrition across multiple survey waves [35]
or have described the applied use of such methodologies to
inform management practice and implementation. This study
focused on the application of survival analysis to real-world
survey data collected in multiple waves. This longitudinal
experience and outcome data collection are pertinent and useful
for measuring performance along a pathway, and can provide
insights for managers and clinicians as well as researchers. This
analysis thus informs both scholarship and practice in
determining the most appropriate data collection models for
different purposes.

Limitations of this study include that interpretation of statistical
results is not straightforward, partly due to the nonproportional
hazard functions of the two models so that a single HR for each
model cannot be reported. Additionally, the nature of the
multiple-wave survey models means that some women may
have missed one or more survey waves without fully dropping
out of the data collection. The impact of this is hard to capture.
Some women may disengage from maternity pathway services
after their initial encounter, resulting in an inaccurate population
denominator or less accurate measurement of experiences. Some
features of the surveys themselves can also affect response rates,
which would require further investigation to distinguish from
other model-dependent factors. Tuscan mothers were not
included as lay representatives in development of the
administration models (although they were involved through
their roles as health care professionals and researchers); their
involvement could provide further insights into the drivers of
attrition (eg, on the impact of survey content).

The two populations of expectant and new mothers are also
similar but not identical. These populations were recruited
concurrently, not simultaneously, in different settings, and by
different individuals (although by midwives in both cases). The
demographic table for the two population groups in Multimedia
Appendix 1 shows small but statistically significant differences,
as would be expected for a large sample size as in this study.
In particular, since the two data collection models commence
at very different points in the maternal care pathway, women
are exposed to different experiences and events at the same time
postenrollment (ie, at 9 months), with one group giving birth
while the other is caring for a 9-month-old child. This will likely
result in different levels of willingness and ability to respond
to surveys. Consequently, it is not advisable to make simple
comparisons of response rates at the same time point
postenrollment; response rates are likely determined by some
interacting combination of time since enrollment, period in the
maternal care pathway, and demographic characteristics. For
example, it is notable that in the survey immediately postpartum,
4% of women in the cohort left the data collection model (1
month after enrollment), whereas 22% of women in the census
left the collection (9 months after enrollment). In the first month
of the census survey, 23% of women dropped out. There was
no 9-month survey in the cohort model, but at 12 months only
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a further 3% dropped out. These points support the observation
that both the timing and mode of recruitment matter. The
regression analysis controlled for population differences, but
did not consider other factors. As such, in interpreting the
results, it is necessary to consider the quantitative data
(descriptive statistics, survival analysis, and regression)
alongside the commentary about the stages in the pathway
addressed by the time points and surveys in the two models.

Regarding the other methodological factors, some results are
context-dependent. For example, costs are related to Italy and
to the maternity pathway, and variable costs for the census
model are imprecise. The qualitative benefits described are
derived from the team’s insights and relevant literature rather
than from a full stakeholder review; thus, some may have been
missed or inaccurately weighted.

Conclusions
Census collection has a wider set of potential benefits,
particularly relating to use of the data as a management tool or
for more granular performance evaluation. These benefits are
shared by other clinical areas that broadly adopt this model of
data collection [10]. However, the cost and effort are higher,
which may not be justified in some use cases. A census model
also has a higher dropout rate over time, necessitating increased
methodological caution in later survey waves. The continuous

collection model will be the more cost-effective approach in
simple terms if the cohort sample data are collected more than
seven times. Although the benefits were not quantified, it is
clear that to fully realize the benefits possible from census data,
professional and managerial action is required. This requires
support including data translation, risk adjustment, and
subsequent development of insight. Such efforts have costs. It
is therefore probable that census data collection models are
more appropriate only in health systems with fairly significant
analytical capacity that are able to manage the data and support
insight development on an ongoing basis. For occasional
evaluations or for local areas starting to build their understanding
of the reality of experience and outcomes for pregnant women
and new mothers, a cohort sampling model may be more
cost-effective. In the longer term, two emerging trends in health
care will likely shift the balance toward the census model. First,
the increasing sophistication of real-time automated analytics
and decision-support tools for professionals will reduce the
analytical resources required for continuously collected
patient-reported data while simultaneously increasing their
utility. Second, performance evaluation systems (and
reimbursement models) are likely to give greater precedence to
measures that matter the most to service users; in such situations,
investment in systems akin to the census model will be a priority
for all health systems.
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Abstract

Background: It is hard to distinguish cerebral aneurysms from overlapping vessels in 2D digital subtraction angiography (DSA)
images due to these images’ lack of spatial information.

Objective: The aims of this study were to (1) construct a deep learning diagnostic system to improve the ability to detect posterior
communicating artery aneurysms on 2D DSA images and (2) validate the efficiency of the deep learning diagnostic system in
2D DSA aneurysm detection.

Methods: We proposed a 2-stage detection system. First, we established the region localization stage to automatically locate
specific detection regions of raw 2D DSA sequences. Second, in the intracranial aneurysm detection stage, we constructed a
bi-input+RetinaNet+convolutional long short-term memory (C-LSTM) framework to compare its performance for aneurysm
detection with that of 3 existing frameworks. Each of the frameworks had a 5-fold cross-validation scheme. The receiver operating
characteristic curve, the area under the curve (AUC) value, mean average precision, sensitivity, specificity, and accuracy were
used to assess the abilities of different frameworks.

Results: A total of 255 patients with posterior communicating artery aneurysms and 20 patients without aneurysms were included
in this study. The best AUC values of the RetinaNet, RetinaNet+C-LSTM, bi-input+RetinaNet, and bi-input+RetinaNet+C-LSTM
frameworks were 0.95, 0.96, 0.92, and 0.97, respectively. The mean sensitivities of the RetinaNet, RetinaNet+C-LSTM,
bi-input+RetinaNet, and bi-input+RetinaNet+C-LSTM frameworks and human experts were 89% (range 67.02%-98.43%), 88%
(range 65.76%-98.06%), 87% (range 64.53%-97.66%), 89% (range 67.02%-98.43%), and 90% (range 68.30%-98.77%),
respectively. The mean specificities of the RetinaNet, RetinaNet+C-LSTM, bi-input+RetinaNet, and bi-input+RetinaNet+C-LSTM
frameworks and human experts were 80% (range 56.34%-94.27%), 89% (range 67.02%-98.43%), 86% (range 63.31%-97.24%),
93% (range 72.30%-99.56%), and 90% (range 68.30%-98.77%), respectively. The mean accuracies of the RetinaNet,
RetinaNet+C-LSTM, bi-input+RetinaNet, and bi-input+RetinaNet+C-LSTM frameworks and human experts were 84.50% (range
69.57%-93.97%), 88.50% (range 74.44%-96.39%), 86.50% (range 71.97%-95.22%), 91% (range 77.63%-97.72%), and 90%
(range 76.34%-97.21%), respectively.
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Conclusions: According to our results, more spatial and temporal information can help improve the performance of the
frameworks. Therefore, the bi-input+RetinaNet+C-LSTM framework had the best performance when compared to that of the
other frameworks. Our study demonstrates that our system can assist physicians in detecting intracranial aneurysms on 2D DSA
images.

(JMIR Med Inform 2022;10(3):e28880)   doi:10.2196/28880

KEYWORDS

convolutional neural network; convolutional long short-term memory; cerebral aneurysm; deep learning

Introduction

The prevalence of cerebral aneurysms in the general population
is approximately 2% to 3% [1]. When an intracranial aneurysm
ruptures, it may bleed into the brain parenchyma, causing a
hemorrhage of the cerebral parenchyma, or, more commonly,
it bleeds into the subarachnoid space and causes a subarachnoid
hemorrhage (SAH). An SAH is a catastrophic event with a
mortality rate of 25% to 50%. Nearly 50% of SAH survivors
have permanent disabilities; only approximately one-third of
patients with SAH have good prognoses [2,3]. Hence, it is
crucial to detect and treat aneurysms as early as possible. The
gold standard for diagnosing cerebral aneurysms is digital
subtraction angiography (DSA). The application of 3D DSA
has dramatically improved the diagnostic accuracy for
aneurysms. However, as many hospitals lack the technical and
reconstitution equipment for 3D DSA, especially in low-income
countries, radiologists in these hospitals have to diagnose
cerebral aneurysms by using 2D DSA images. Unlike 3D
images, 2D DSA images lack spatial information, and it is
difficult for radiologists to distinguish aneurysms from
overlapping vessels in 2D DSA images. Therefore, the
assessment of these 2D DSA images is usually subjective and
may be influenced by the experience of radiologists.

In recent years, image recognition via deep learning for
diagnostic imaging has achieved good performance in various
medical fields, such as skin cancer, retinopathy, pneumonia,
and gastric cancer [4]. Deep learning represents a new machine
learning method that enables a machine to analyze various
training images, so that it can extract specific clinical features
[5]. Based on the cumulative clinical features, a machine can
prediagnose newly acquired clinical images.

A convolutional neural network (CNN) is a type of deep learning
model for processing data that have a grid pattern, such as
images. CNNs were inspired by the organization of the animal
visual cortex [6,7] and designed to automatically and adaptively
learn spatial hierarchies of characteristics from low- to
high-level pictures. CNNs have achieved good performance in
several medical fields, such as lesion detection [8] and
classification [9].

Convolutional long short-term memory (C-LSTM) networks
[10] have advantages over feedforward neural networks, as they
can discover the hidden structures of medical time signals.

C-LSTM networks can perform pattern recognition analyses
on medical time series data and have obtained high accuracies
in the classification of medical signals [11,12].

Recent studies have used deep learning methods for detecting
cerebral aneurysms in 2D DSA images, but these works have
some limitations. Podgoršak et al [13] modified the Visual
Geometry Group network—a network used for
classification—into a network suitable for semantic
segmentation tasks for detecting aneurysms. The data set of
their study was composed of positive case data for aneurysms,
and its false-positive rate has not been evaluated. Jin et al [14]
used a bidirectional C-LSTM network to segment aneurysms;
although the network’s patient-level sensitivity was 97.7%, the
average number of false positives per sequence was as high as
3.77. Liao et al [15] used a C-LSTM network to extract time
information when detecting aneurysms but did not consider the
relationships among DSA images from different aspects of the
same patient. Duan et al [16] combined frontal and lateral DSA
images for detection but did not use the timing information of
the DSA sequence. This method requires an additional
false-positive correction algorithm for correcting the results.
Therefore, the existing deep learning–based aneurysm detection
methods still need to be improved.

To solve the aforementioned problems, we combined a CNN
for acquiring spatial information and a C-LSTM network for
learning temporal information to detect aneurysms in 2D DSA
images.

Posterior communicating artery (PCoA) aneurysms are one of
the most common aneurysms encountered by neurosurgeons
and neurointerventional radiologists and are the second most
common aneurysms overall (25% of all aneurysms), representing
50% of all internal carotid artery (ICA) aneurysms [17]. Hence,
to solve the problem of data deficiency, we focused on PCoA
aneurysms to (1) construct a deep learning diagnostic system
to improve the ability to detect PCoA aneurysms on 2D DSA
images and (2) validate the efficiency of the deep learning
diagnostic system in 2D DSA aneurysm detection.

This deep learning diagnostic system includes a region
localization stage (RLS) and an intracranial aneurysm detection
stage (IADS). The RLS is used to automatically locate a specific
detection area, and in the IADS, the system conducts aneurysm
detection for the area images outputted in the RLS. The
cascading framework flowchart is shown in Figure 1.
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Figure 1. The flowchart of the deep learning diagnostic system. “Xi
t” represents the tth frame in the digital subtraction angiography sequence of the

ith patient. C-LSTM: convolutional long short-term memory; FPN: feature pyramid network; IADS: intracranial aneurysm detection stage; ResNet:
residual deep neural network; RLS: region localization stage.

The main contributions of this paper can be summarized as
follows. First, the bi-input network framework of the IADS
increases the amount of information and then combines
spatial-temporal information through feature pyramid networks
(FPNs) [18], with a residual deep neural network (ResNet) [19]
and bidirectional C-LSTM network acting as the backbone.
This greatly improves the accuracy and efficiency of aneurysm
detection. Second, our proposed method can achieve low
false-positive rates without the need for a false-positive
correction algorithm.

Methods

Ethics Approval
This retrospective study was approved (number 20220310005)
by the institutional review board of West China Hospital,
Sichuan University, Chengdu, China, with a waiver of written
informed consent.

Study Design
A total of 586 patients who underwent DSA examination and
had identified PCoA aneurysms from January 2014 to December
2019 in West China Hospital were included in this study. All
of the PCoA aneurysms were double confirmed via 3D DSA.
The main inclusion criterion stipulated that patients were
diagnosed with PCoA aneurysms via DSA. The exclusion
criteria consisted of the following: (1) patients lacking lateral

frontal DSA images; (2) patients with arteriovenous
malformations, arteriovenous fistulas, or moyamoya disease;
(3) patients with treated aneurysms; and (4) patients with
aneurysms in other locations.

The obtained images were in DICOM format, which requires
a large memory space. To decrease the computational load and
improve usability, we converted the images to PNG format in
model training and testing.

Two experienced radiologists identified 6 to 12 frameworks for
2D DSA images, which provided sufficient visualization of the
PCoA region. Manual annotations were performed for the
identification of aneurysms, vessel overlaps, and PCoA regions.
To augment the training data, each image was rotated randomly
between 0° and 359°. The data set was divided into the following
three parts: the training set, validation set, and test set. The
training set was used to train the algorithm, the validation set
was used for model selection, and the test set was used for the
assessment of the final chosen model. To obtain a reliable and
stable model, this study adopted 5-fold cross-validation, during
which the data set was divided into 5 parts; 4 parts were used
for training and 1 part was used for validation. The mean value
of the 5 results was used as the algorithm accuracy. The
advantage of cross-validation is that it can make full use of
limited data to find suitable model parameters and prevent
overfitting. Raw 2D DSA images usually have large resolutions.
Initially, the detection of intracranial aneurysms was based on
original 2D DSA images, and the large resolution of the original
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2D DSA images resulted in extra time consumption and
interference. Specifically, researchers have attempted to avoid
large resolution–related problems by manually locating detection
areas requiring considerable amounts of work. In our case, we
used the RLS to automatically locate specific detection regions
of raw 2D DSA sequences, as shown in Figure 2. This method
can be used to reduce the interference in aneurysm detection.
In theory, region localization can be performed to locate any
ICA region, but we could only prove the feasibility of using the
RLS to identify PCoA regions due to the limitations of the data
set. As shown in Figure 2, this architecture uses a raw 2D DSA

sequence as input. The ResNet-50–based [19] FPN sends the
features extracted from each frame to anchor boxes [20] to
predict the PCoA region. The detector outputs 6n parameters
in which “6” represents the bounding box’s x-coordinate,
y-coordinate, width, height, classification label, and confidence
for classification and “n” refers to the n objects detected in the
RLS. The bounding box with the highest prediction confidence
was applied to other frameworks in the DSA sequence, and it
outputted the PCoA region sequence. Moreover, to connect with
the IADS, each frame of the output sequence was resized to
288×288 pixels during the RLS.

Figure 2. The network architecture of the RLS. “Conv f×f, c, /s” represents a 2D convolutional layer with a kernel size of f×f, a c number of channels,
and an s number of strides, which is defaulted to 1. “Pool f×f, /s” denotes the maximum pooling layer, which has a filter size of f and an s number of
strides. The “anchor” is used to predict the PCoA region, and “up-sampling” refers to nearest neighbor up-sampling with an up-sampling rate of 2.
PCoA: posterior communicating artery; RLS: region localization stage.

ResNet was the winner of the 2015 ImageNet Large Scale Visual
Recognition Challenge for image classification [19]. It has
several advantages over traditional CNNs, as follows: (1) it
accelerates the training speed of deep networks; (2) instead of
widening the network, it increases the depth of the network,
resulting in fewer extra parameters; (3) the residual block inside
ResNet uses jump connections to alleviate the problem of
gradient disappearance resulting from the increase in the depth
of the deep neural network; and (4) it achieves higher accuracy
in network performance, especially in image classification [19].
Due to the excellent performance of ResNet, it has been widely
used in various medical imaging tasks [21-23].

C-LSTM is a variant of long short-term memory (LSTM) that
has a convolution operation inside of the LSTM cell. Both
models are special kinds of recurrent neural networks that are
capable of learning long-term dependencies. The main difference
between C-LSTM and LSTM is the number of input dimensions.
Using LSTM to process image sequences with temporal
information requires converting 3D data to 2D data, which
inevitably results in the loss of information. C-LSTM networks
inherit the advantages of traditional LSTM networks and are
very suitable for the analysis of spatiotemporal data due to their
internal convolution structure. Therefore, many studies use
C-LSTM to process medical image sequences [11,12,24].

Detecting objects at different scales, particularly small objects,
is challenging. FPNs combine low-resolution, semantically
strong features with high-resolution, semantically weak features
via a top-down pathway and lateral connections. FPNs have
rich semantics at all levels and are built quickly from a
single-input image scale without sacrificing representational
power, speed, or memory [18].

Object detection algorithms have 2 classic structures—1-stage
and 2-stage algorithms. Compared to the 1-stage algorithm, the
2-stage algorithm has 1 more step for solving the problem of
class imbalance. Therefore, the 2-stage algorithm is more
time-consuming. Lin et al [25] constructed RetinaNet by
combining ResNet, FPNs, and fully convolutional networks
[26]. The RetinaNet algorithm solves the problem of class
imbalance by using the focal loss function instead of the
proposal extraction step, thereby greatly improving the detection
speed with high accuracy. Because of the excellent performance
of RetinaNet, it is widely used in object detection tasks involving
medical images [27-29].

We compared the following three structures in the IADS: (1)
RetinaNet [25], which uses single-frame images as input; (2)
RetinaNet+C-LSTM [15], which is based on RetinaNet and
uses C-LSTM to extract bidirectional time information and take
frontal or lateral DSA sequences as input; and (3)
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bi-input+RetinaNet [16], which combines frontal and lateral
DSA sequences together as input.

As shown in Figure 3, the target sequence of the PCoA region
and its corresponding frontal or lateral sequence were
concatenated as a 6-channel image sequence in which the target
sequence occupies the first 3 channels. ResNet-50 extracted
individual spatial features from each 6-channel frame in the
input sequence. In total, 3 feature layers were selected for
temporal feature extraction by using bidirectional C-LSTM,
namely C3, C4, and C5, which had 512, 1024, and 2048

channels, respectively. It should be noted that the number of
channels in the C-LSTM network was set as half of the input.
After extracting the temporal information, we concatenated the
features of the forward C-LSTM network and the reverse
C-LSTM network and sent them to the FPN for further
extraction. Anchor boxes identified intracranial aneurysms and
overlapping blood vessels based on the features extracted by
the FPN. To make the detection results more reliable, the
detector only outputted the predicted objects with a confidence
level of >0.6.

Figure 3. The network architecture of the IADS. “Xi
t” represents the tth frame in the DSA sequence of the ith patient. “Conv: f×f, /s” represents a

convolutional layer with a kernel size of f×f and an s number of strides, where s is defaulted to 1. The channel of the convolutional layer defaults to
256. “C3,” “C4,” and “C5” represent the 3-layer features of ResNet-50. “Up-sample” refers to nearest neighbor up-sampling with an up-sampling rate
of 2. The “anchor” denotes the anchor box, which uses the features to output the detection result. C-LSTM: convolutional long short-term memory;
Conv 2D: 2D convolution; DSA: digital subtraction angiography; FPN: feature pyramid network; IADS: intracranial aneurysm detection stage; ResNet:
residual deep neural network.

All models were trained and tested with a Keras [30] deep
learning framework on an NVIDIA GTX 1080Ti graphics
processing unit (11GB GDDR5X; NVIDIA Corporation). We
used the data in the training set to train the region localization
and intracranial aneurysm detection algorithms, and the initial
learning rate of each step in the training process was set to

3×10−6 for the RLS and 1×10−4 for the IADS. The Adam
optimization method [31] was adopted, and the learning rate
was dynamically adjusted with the training progress. If the
variation in the range of loss in 2 consecutive epochs was less

than 1×10−4, then the learning rate was reduced by a factor of
10. This method achieved the local optimum of the training
process.

The loss function for object classification used focal loss [25].
This loss function reduced the weight of the large number of
simple negative samples in training, thereby solving the problem

of a serious imbalance in the ratio of positive to negative
samples in object detection tasks. The focal loss was defined
as follows:

where “FL” denotes focal loss, “α” denotes the balanced
parameter used to balance the proportional inequality of positive
and negative samples, “γ” denotes the downweighted rate, “p”
represents prediction confidence, and “y {±1}” is the ground
truth class. When γ was >0, the loss function reduced the loss
of easy-to-classify samples and thus focused more on difficult
and misclassified samples. Specifically, we used an α of .25
and a γ of 2.0 in the training process.

Smooth L1 loss [25] was used as the loss function for bounding
box regression. As a commonly used loss function in regression
tasks, smooth L1 loss can limit the gradient value from the
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following two aspects to prevent training failure: (1) when the
difference between the predicted value and the ground truth was
too large, the gradient value was not too large, and (2) when
the predicted value was very close to the ground truth, the
gradient value was small enough. This loss function was defined
as follows:

in which

where “SL” denotes smooth L1 loss, “t” denotes the bounding
box of the predicted object, “v” represents the bounding box of
the ground truth, and “σ” is the weighted factor. A σ of 3.0 was
used in the training process.

Statistical Analysis
Statistical analyses were performed by using statistical software
(SPSS version 22.0; IBM Corporation). We used the 5-fold
cross-validation strategy with mean average precision (mAP)
values to assess the accuracy of intracranial aneurysm and
overlap classification. The bounding box regression task was
evaluated based on the smooth L1 loss. A confusion matrix,
receiver operating characteristic (ROC) curves, and area under
the curve (AUC) values were used to assess the abilities of
different frameworks. For ROC curves, comparisons of AUC
values (with SEs and 95% CIs) were made by using a
nonparametric approach [32]. A total of 20 patients with PCoA
aneurysms (test set) and 20 patients without aneurysms were
used to evaluate the performance of each framework and the
human experts, who had 20 years of experience. True positives,
true negatives, false positives, and false negatives were used to
calculate sensitivity, specificity, and accuracy, which were
determined based on the optimal threshold from the Youden
index. The adjusted Wald method was used to determine the
95% CIs of the accuracy, sensitivity, and specificity values from
the contingency tables [33].

Results

During the RLS, the system only needs to perform the simple
task of determining the valid coarse regions. The accuracy of
region localization for the test set was 100%, which proves that

this method accurately located the PCoA regions from the
original DSA images.

Of the 275 patients included in this study, 255 had PCoA
aneurysms, and 20 did not have aneurysms. A flowchart of the
enrolled patients is shown in Figure 4.

The AUC values and the ROC curves of RetinaNet [25], Liao
et al [15], Duan et al [16], and the bi-input+RetinaNet+C-LSTM
framework are shown in Figure 5. The focal loss and the smooth
L1 loss also showed that the aforementioned frameworks had
sufficient convergence (Figures 6 and 7). Compared to the
average AUC values of RetinaNet [25] (0.920), Liao et al [15]
(0.920) and Duan et al [16] (0.916), the
bi-input+RetinaNet+C-LSTM framework had the largest average
AUC value (0.936). The 5-fold cross-validation mAP values of
the aforementioned frameworks are listed in Table 1. The mAP
represents the average area under the precision-recall curves
that were drawn based on the results of aneurysm and blood
vessel overlap predictions.

The sensitivity, specificity, and accuracy results of RetinaNet
[25], Liao et al [15], Duan et al [16], the
bi-input+RetinaNet+C-LSTM framework, and the human
experts with 20 years of experience are listed in Table 2.

Compared to the other frameworks’ results, the
bi-input+RetinaNet+C-LSTM framework had the best
performance. The mean sensitivity, specificity, and accuracy
of the bi-input+RetinaNet+C-LSTM framework were 89%
(range 67.02%-98.43%), 93% (range 72.30%-99.56%), and
91% (range 77.63%-97.72%), respectively.

The confusion matrix of each framework is shown in Figure 8;
both the bi-input+RetinaNet+C-LSTM and RetinaNet
frameworks had the highest true-positive rate, but the
false-positive rate of the bi-input+RetinaNet+C-LSTM
framework was much smaller than that of the other frameworks.
Therefore, the bi-input+RetinaNet+C-LSTM framework had
the best performance compared to that of the other frameworks.

The original images of the DSA sequence and their
corresponding results for the RLS and IADS are presented in
Figure 9, which shows the detection results for different sizes
of aneurysms. Most of the results had a confidence level of up
to 1.0. This proves that our proposed method performs well in
the detection of multiscale aneurysms.
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Figure 4. Flowchart of enrollment information for included patients. AVF: arteriovenous fistula; AVM: arteriovenous malformation; DSA: digital
subtraction angiography; PCoA: posterior communicating artery.

Figure 5. The 5-fold cross-validation results for the ROC curves and AUC values of the different frameworks. The results of different cross-validation
models are shown in different colors. A: RetinaNet [25]. B: Liao et al [15]. C: Duan et al [16]. D: Bi-input+RetinaNet+C-LSTM. The ROC curves of
fold 0 and fold 2 in graph C overlap, and the ROC curves of fold 1 and fold 4 in graph D overlap. AUC: area under the curve; C-LSTM: convolutional
long short-term memory; ROC: receiver operating characteristic.
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Figure 6. The 5-fold cross-validation results of the focal loss of each framework. Different color curves indicate different cross-validation models. A:
RetinaNet [25]. B: Liao et al [15]. C: Duan et al [16]. D: Bi-input+RetinaNet+C-LSTM. C-LSTM: convolutional long short-term memory.

Figure 7. The 5-fold cross-validation results of the smooth L1 loss of each framework. Different color curves indicate different cross-validation models.
A: RetinaNet [25]. B: Liao et al [15]. C: Duan et al [16]. D: Bi-input+RetinaNet+C-LSTM. C-LSTM: convolutional long short-term memory.
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Table 1. The mean average precision (mAP) values from the 5-fold cross-validation.

Fold 5, mAPFold 4, mAPFold 3, mAPFold 2, mAPFold 1, mAPFrameworks

0.75690.69410.56870.65530.4006RetinaNet [25]

0.76810.64790.58520.69680.5082Liao et al [15]

0.82940.79250.46660.71570.4982Duan et al [16]

0.74080.65060.52540.65230.4435Bi-input+RetinaNet+C-LSTMa

aC-LSTM: convolutional long short-term memory.

Table 2. The performance of each framework.

Time cost (s)Accuracy (%), mean (range)Specificity (%), mean (range)Sensitivity (%), mean (range)Frameworks

0.2484.50 (69.57-93.97)80 (56.34-94.27)89 (67.02-98.43)RetinaNet [25]

2.2188.50 (74.44-96.39)89 (67.02-98.43)88 (65.76-98.06)Liao et al [15]

0.3386.50 (71.97-95.22)86 (63.31-97.24)87 (64.53-97.66)Duan et al [16]

2.7291 (77.63-97.72)93 (72.30-99.56)89 (67.02-98.43)Bi-input+RetinaNet+C-LSTMa

N/Ab90 (76.34-97.21)90 (68.30-98.77)90 (68.30-98.77)Human experts

aC-LSTM: convolutional long short-term memory.
bN/A: not applicable.

Figure 8. The results of the confusion matrix for each framework. The upper left corners represent true positives, the upper right corners represent
false negatives, the lower left corners represent false positives, and the lower right corners represent true negatives. A: RetinaNet [25]. B: Liao et al
[15]. C: Duan et al [16]. D: Bi-input+RetinaNet+C-LSTM. C-LSTM: convolutional long short-term memory; Diag+: diagnosed with tumor; Diag-:
diagnosed without tumor; Pred+: predicted tumor; Pred-: no predicted tumor.
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Figure 9. A sample of the original images of the DSA sequence and their corresponding results in the RLS and IADS. A, D, and G represent the raw
DSA sequences, and B, E, and H represent the experimental results of the RLS. The results of the IADS are shown in C, F, and I. The red bounding
boxes denote the aneurysms, and the green bounding boxes represent the overlapping blood vessels. DSA: digital subtraction angiography; IADS:
intracranial aneurysm detection stage; RLS: region localization stage.

Discussion

Principal Findings
We used the RLS to help decrease the computational load and
reduce the interference of unrelated tissues, such as bones and
small vessels. This step can reduce time consumption and help
neural networks focus on the PCoA region. Moreover, as the
2D DSA images may have had different scales, we used the
RLS to standardize the images to the same scale. In the clinical
diagnosis process, experienced neurosurgeons and
neurointerventional radiologists observed the whole DSA
sequence and distinguished overlapping arteries from aneurysms
based on the flow of contrast agents through blood vessels.
Inspired by this process, we introduced temporal information
processing, which has been widely used in text understanding,
to improve our diagnostic system. As classic time-processing
neural networks, such as LSTM networks, only focus on 1D
information, they inevitably result in information loss (ie, the
loss of spatial details) when a 2D image is flattened to 1D
information. To address this problem, we chose the C-LSTM
network, which is specifically designed for 3D data. C-LSTM
networks use 3D data as input to process 2D image sequences
combined with temporal information. Monodirectional
processing methods only allow later features to obtain
information from previously inputted images, which results in
the imbalance of information. As such, it is difficult to specify

which frame might be more important for detection.
Bidirectional temporal information processing allows each frame
in DSA sequences to combine both past and future information,
and each frame can apply the same weight in the diagnosis
process. Although processing time information increases
detection times, accuracy is more important than speed when
it comes to medical imaging tasks. Even if the detection time
increases, the model can still complete the detection within 3
seconds, which is acceptable. Therefore, it was reasonable for
us to add a bidirectional C-LSTM network to process
information.

In the real diagnosis process, physicians often combine the
frontal and lateral sequences to make decisions because some
aneurysms are difficult to identify in images taken from 1 angle.
Based on this idea, we combined the frontal sequences with the
lateral sequences together (bi-input) to increase the amount of
spatial information and further improve the performance of the
diagnostic system. According to the results of this study, the
bi-input+RetinaNet+C-LSTM framework improved the
sensitivity to 89% and the specificity to 93%, and its accuracy
was the highest (91%) among all models. In addition, the
bi-input+RetinaNet+C-LSTM framework also had the highest
average AUC value and the best confusion matrix. Hence, the
bi-input+RetinaNet+C-LSTM framework had the best
performance among all models, and its results were similar to
those of experienced human experts.
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We labeled some overlapping blood vessels that were easily
confused with aneurysms, which also indirectly reduced the
rate of false positives to some extent. However, adding the
overlap labels also caused fluctuations in the mAP values. The
reason for this may have been that the physicians only labeled
aneurysms and some overlaps, such as the segment of the ICA
near the clinoid process. It was difficult to label all of the
overlaps, since our main task was to look for aneurysms, and
labeling overlaps requires considerable amounts of work. In our
framework’s predictions, some overlapping blood vessels were
identified by the framework but may not have been marked,
and some overlaps were annotated but not detected, which
resulted in a large fluctuation in mAP values.

Conclusion
According to our results, more spatial and temporal information
can help improve the performance of the frameworks. Therefore,

the bi-input+RetinaNet+C-LSTM had the best performance
when compared to that of the other frameworks. Our study
demonstrated that our system can assist physicians in detecting
intracranial aneurysms on 2D DSA images.

Our experiment had some limitations. First, our data set is
comparatively small and only includes PCoA aneurysms. In the
future, we will include cerebral aneurysms in different locations.
Second, the cascading network framework is relatively complex.
Therefore, an end-to-end network should be considered. In
future work, we will attempt to find a method that compensates
for the loss of information in the process of converting 2D
information to 1D information and use a transformer [34] to
process time information.
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Abstract

Background: Cardiovascular disease (CVD) risk among individuals with different BMI levels might depend on their metabolic
health. The extent to which metabolic health status and BMI affect CVD risk, either directly or through a mediator, in the Chinese
population remains unclear.

Objective: In this study, the Bayesian network (BN) perspective is adopted to characterize the multivariable probabilistic
connections between CVD risk and metabolic health and obesity status and identify potential factors that influence these
relationships among Chinese adults.

Methods: The study population comprised 6276 Chinese adults aged 30 to 74 years who participated in the China Health and
Nutrition Survey 2009. BMI was used to categorize participants as normal weight, overweight, or obese, and metabolic health
was defined by the Adult Treatment Panel-3 criteria. Participants were categorized into 6 phenotypes according to their metabolic
health and BMI categorization. The 10-year risk of CVD was determined using the Framingham Risk Score. BN modeling was
used to identify the network structure of the variables and compute the conditional probability of CVD risk for the different
metabolic obesity phenotypes with the given structure.

Results: Of 6276 participants, 64.67% (n=4059), 20.37% (n=1279), and 14.95% (n=938) had a low, moderate, and high 10-year
CVD risk. An averaged BN with a stable network structure was constructed by learning 300 bootstrapped networks from the
data. Using BN reasoning, the conditional probability of high CVD risk increased as age progressed. The conditional probability
of high CVD risk was 0.43% (95% CI 0.2%-0.87%) for the 30 to 40 years age group, 2.25% (95% CI 1.75%-2.88%) for the 40
to 50 years age group, 16.13% (95% CI 14.86%-17.5%) for the 50 to 60 years age group, and 52.02% (95% CI 47.62%-56.38%)
for those aged ≥70 years. When metabolic health and BMI categories were instantiated to their different statuses, the conditional
probability of high CVD risk increased from 7.01% (95% CI 6.27%-7.83%) for participants who were metabolically healthy
normal weight to 10.47% (95% CI 7.63%-14.18%) for their metabolically healthy obese (MHO) counterparts and up to 21.74%
and 34.48% among participants who were metabolically unhealthy normal weight and metabolically unhealthy obese (MUO),
respectively. Sex was a significant modifier of the conditional probability distribution of metabolic obesity phenotypes and high
CVD risk, with a conditional probability of high CVD risk of only 2.02% and 22.7% among MHO and MUO women, respectively,
compared with 21.92% and 48.21% for their male MHO and MUO counterparts, respectively.

Conclusions: BN modeling was applied to investigate the relationship between CVD risk and metabolic health and obesity
phenotypes in Chinese adults. The results suggest that both metabolic health and obesity status are important for CVD prevention;
closer attention should be paid to BMI and metabolic status changes over time.
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Introduction

Background
Cardiovascular disease (CVD) is becoming a leading cause of
mortality, disability, and rising health care costs worldwide
[1,2]. The worldwide prevalence of CVD doubled from 271
million in 1990 to 523 million in 2019 [1], and recent
epidemiological studies indicate that CVD accounts for >40%
of deaths in the general Chinese population [3]. Despite
significant efforts directed toward CVD prevention and control
at the individual level and public health level, there has still
been a clear increase in deaths because of CVD in China over
the past 2 decades, from 2.51 million in 1990 to 3.97 million
in 2016, as well as a doubled prevalence from 1990 to 2016
[2,3].

Obesity is recognized as the primary cause of many chronic
diseases. It is also an established risk factor for CVDs, including
coronary disease [4], myocardial infarction [5], and ischemic
heart disease [6]. Previous cohort studies have reported a causal
relationship between obesity and increased risk of CVD
mortality [7]. Along with obesity, metabolic syndrome (MetS),
which is a cluster of interrelated metabolic abnormalities,
including increased blood pressure (BP), hyperglycemia, central
adiposity, insulin resistance, and dyslipidemia, is another
well-established determinant of CVD and mortality [8].
However, there is heterogeneity in body fat distribution and
metabolic factors among individuals with obesity, and it has
been reported that a subgroup of people with obesity possesses
a favorable cardiometabolic profile; these individuals are
referred to as people who are metabolically healthy (MH) obese.
They may not be at increased risk of several health outcomes,
including CVD [9], and may even confer a protective effect on
all-cause mortality if accompanied by a healthy metabolism
[10]. Together, the findings of these studies highlight the need
to take metabolic health and obesity status into account in
CVD-related studies.

In general, any condition or disease that affects the heart, its
vessels, and the blood circulatory system [11] or is associated
with conditions such as chronic heart failure (HF), congenital
heart disease, rhythm disorders, and subclinical atherosclerosis
[12] can be related to CVD. In addition to the main risk factors,
recently published studies have highlighted the important role
of other factors such as infection, inflammatory conditions, and
chronic diseases in CVD development [13]. CVD is a
multicausal disease and presents a clear heterogeneity in terms
of prevalence and mortality among various subgroups that differ
in their demographic characteristics; therefore, sex, age,
smoking, high cholesterol, hypertension, and diabetes should
be taken into account in CVD studies [14], together with
metabolic health and BMI levels. Modeling multiple correlated
factors when assessing CVD risk can be computationally
challenging and requires new statistical approaches. Standard
regression modeling requires independence among covariates

and cannot disentangle the interrelationships or interactions that
form complex networks of relationships. Bayesian networks
(BNs) are powerful probabilistic graphical models that enable
the description of conditional dependencies and reasoning
among a set of variables, permitting a comprehensive
investigation of interrelationships among multiple correlated
variables and identification of potential causality [15]. The
generated BN model can be used for dynamic qualitative and
quantitative reasoning, where the probability of all variables
changes by updating the state of one variable, revealing
inferences between the depicted variables [16]. Recently, BNs
have been extensively used in health science and epidemiology,
particularly in CVD research in areas such as diagnosis, risk
assessment, and disease prediction [17-19]. To our knowledge,
few studies have examined the interrelationships between
metabolic health status, BMI, and CVD risk in conjunction with
demographic factors, biomarkers, and chronic health outcomes
in the Chinese population.

Objective
This study aims to fill this gap in knowledge by introducing BN
modeling and evaluating the multivariable probabilistic
connections among metabolic health, obesity, and CVD risk in
a population-level study of Chinese adults. In addition, this
study aims to identify factors that directly and indirectly
influence these relationships.

Methods

Study Population
The participants in this study were recruited from the China
Health and Nutrition Survey (CHNS), which is an ongoing
longitudinal survey designed to examine the effects of health
and nutrition at the population level. A detailed description of
the CHNS, such as the multistage sampling design and data
collection methods, has been provided elsewhere [20], and this
study uses a cohort that has been previously described [21].
Briefly, the participants included in this study were obtained
from the 2009 CHNS wave (N=11,929). The participants
voluntarily participated in health interviews and examinations,
answered the general sociodemographic questions, and
completed an in-depth health questionnaire. Data were collected
via household interviews.

Ethics Approval and Consent to Participate
The CHNS study was approved by the institutional review
committees of the University of North Carolina at Chapel Hill,
the National Institute of Nutrition and Food Safety, Chinese
Centers for Disease Control and Prevention, the China–Japan
Friendship Hospital, and the Ministry of Health (R01-HD30880,
DK056350, and R01-HD38700). All participants provided
written informed consent. All methods were performed in
accordance with the relevant guidelines and regulations.
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Data Collection and Measurements
Face-to-face interviews were conducted by well-trained
personnel using self-administered and standardized
questionnaires. The interviews were used to collect information
on participants’ demographic characteristics (age, sex, marital
status, and education level), behavioral factors (smoking status,
drinking status, and physical activity), medication use, and
self-reported family history.

All participants underwent a physical examination performed
by well-trained examiners, following standardized procedures.
Body weight and height were measured to the nearest 0.1 kg
and 0.1 cm, respectively, with the participants wearing light
clothing and no shoes. Waist circumference was measured to
the nearest 0.1 cm at the midpoint between the bottom of the
rib cage and the top of the iliac crest following exhalation. BMI
was calculated as weight (kg) divided by the square of height
(meters). Systolic BP (SBP) and diastolic BP (DBP) were
measured using a standardized mercury sphygmomanometer
on the participant’s right arm. BP measurements were performed
in triplicate after 10 minutes of seated rest, and the mean of the
3 measurements was used in the analyses.

The participants were required to fast overnight before blood
collection. Fasting blood samples were obtained the following
morning using a standardized process and were then analyzed
in a national central clinical laboratory in Beijing. Plasma and
serum samples were frozen and stored at −86 °C for later
laboratory analyses. Serum levels of fasting plasma glucose
(FPG), total cholesterol (TC), low-density lipoprotein
cholesterol, high-density lipoprotein cholesterol (HDL-C),
triglyceride (TG), uric acid (UA), and other routine blood
biochemical indices were measured using a biochemical
autoanalyzer. Details of all laboratory analyses and
measurements can be found elsewhere [20]. Homeostasis model
assessment of insulin resistance (HOMA-IR) was calculated
using the following formula:

HOMA-IR=fasting insulin (microinternational units
per milliliter)×FPG (millimoles per liter)/22.5 (1)

Fasting serum was used to derive the serum creatinine
concentration (mg/dL). The estimated glomerular filtration rate
(eGFR) was calculated using the Chronic Kidney Disease
Epidemiology equations combined with the serum creatinine
equation. The robust performance of serum creatinine–based
equations has been validated in the Chinese population [22].

In this study, according to the criteria recommended by the US
Joint National Committee and Chinese guidelines [23,24],
hypertension was defined as an SBP ≥140 mm Hg, a DBP ≥90
mm Hg, and/or the self-reported use of antihypertensive
medication. Diabetes was defined as FPG ≥7.0 mmol/L or
treatment for diabetes. On the basis of the National Cholesterol
Education Project guidelines [25], dyslipidemia was defined as
low-density lipoprotein cholesterol ≥4.14 mmol/L, HDL-C
≤1.036 mmol/L, and TGs ≥2.26 mmol/L. Hyperuricemia was
defined as serum UA ≥420 µmol/L in men and ≥360 µmol/L in
women [26].

Assessment of 10-Year Risk of CVD
The Framingham Risk Score (FRS) was used to estimate the
10-year probability of a CVD event (coronary heart disease,
cerebrovascular event, peripheral artery disease, or HF). The
FRS was developed by D’Agostino et al [27] using a
sex-specific multivariable risk factor algorithm and has been
validated in American, Canadian, European, and Asian
populations [28-31], as well as in Chinese participants [32]. It
is used in primary care to assess overall cardiovascular risk
among participants who are asymptomatic at baseline and are
aged 30 to 74 years, providing clinicians with quantitative
information to aid in the targeted lowering of risk factors [33].
As per the conditions of the FRS algorithm, participants s aged
<30 years or >74 years, as well as those with incomplete data
with respect to the anthropometric measures and blood sampling,
were excluded. As a result, a total of 6276 individuals (2895,
46.13%) men and (3381, 53.87%) women were enrolled in this
study.

The raw FRS score was calculated for each participant based
on the individual’s sex, age, TC, smoking status, HDL-C, SBP
(treatment for hypertension and SBP value), and diabetes status,
together with their associated proper β coefficient value from
the proportional hazard regression [27]. The 10-year risk factor
was then derived as a percentage by gender. In addition, the
10-year CVD risk was categorized as low (FRS <10%),
moderate (10%-19%), or high (≥20%) according to previous
recommendations [13,28].

Definitions of Obesity, Metabolic Health, and
Metabolic Obesity Phenotypes
Overweight and obesity were defined as BMI≥24 kg/m² and
≥28 kg/m², respectively, using the criteria for Chinese adults
[34,35]. Each participant was then categorized into one of three
BMI groups: normal weight (BMI 18.5-23.9 kg/m²), overweight
(BMI 24.0-27.9 kg/m²), and obese (BMI ≥28.0 kg/m²).

The metabolic health status of each participant was defined
based on the Adult Treatment Panel-3 definition of MetS [36].
Participants who met ≥2 of the following four criteria were
considered metabolically unhealthy (MU): (1) hypertension
(SBP/DBP ≥130/85 mm Hg or use of antihypertensive drugs),
(2) hypertriglyceridemia (TG ≥1.7 mmol/L or use of
lipid-lowering drugs), (3) hyperglycemia (FPG ≥5.6 mmol/L
or use of medications for diabetes), and (4) reduced HDL-C
(HDL-C <1.04 mmol/L for men and <1.3 mmol/L for women).
The waist circumference criterion was not used because of
collinearity with BMI.

The above definition was used together with the BMI categories
to classify the study participants into one of six following
metabolic obesity phenotypes: participants who are MH
participants with normal weight, participants who are MH and
overweight, participants who are MH and obese (MH normal
weight [MHNW], MH overweight [MHOW], and MH obese
[MHO], respectively), participants who are MU with normal
weight, participants who are MU and overweight, and
participants who are MU and obese (MU normal weight
[MUNW], MU overweight [MUOW], and MU obese [MUO],
respectively).
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BN Modeling
A BN is a probabilistic graphical model that represents a set of
random variables X = {Xi,...,Xn} as nodes and their conditional
dependencies as edges through a directed acyclic graph (DAG)
[16]. A BN can be fully specified by a pair (G, P), in which
G=(V, A) is a DAG comprising nodes (denoted by V) and
directed edges (denoted by A) and P is a joint probability
distribution. Specifically, if there is an edge from node Xi to
node Xj, Xi is then termed the parent and Xj, the child, and the
direction of the edge indicates a statistical dependence between
the corresponding variables. The joint distribution P can be
written as the product of the local conditional probability of
each node Xi, given its parent variables in graph G, as follows:

Pa(Xi) are the parents of Xi in the BN, and P(X) reflects the
properties of the BN.

The BN models were built and reviewed through an iterative
2-stage process, including a stepwise manual construction
process and a data-driven approach [37,38]. First, a manual
construction approach was used to explore different network
structures by including various sets of potential risk factors or
variables consecutively. The selection of the variable nodes was
based on prior expert knowledge and a systematic review of the
literature, which has been shown to improve BN structure
learning processes and to avoid excessive complexity of the
network structure by the inclusion of too many nodes [39].
During this first stage, prior knowledge can be included in the
model as blacklist and whitelist arcs. Specifically, the directions
between certain variables were restricted by using a layering
approach [40]. For instance, the variables metabolic health status
and BMI were allowed to be directed to FRS categories, and
this setting ensured that information was embedded in the
direction of causality for the effect of different obesity
phenotypes (whitelist), and the FRS categories were not
permitted to influence age (blacklist), as we were interested in
understanding the age-related pathways that explain 10-year
CVD risk as an outcome.

Second, a data-driven approach using different structure learning
algorithms was adopted to further improve the BN. On the basis
of prespecified simulations and comparison among score-based,
constraint-based, and hybrid structure learning approaches, the
tabu-search algorithm [41] was used for graphical structure
learning along with the Bayesian information criterion score
[42] to achieve high quality of the network structure. The
stabilities of the arcs in the network were examined from 300
bootstrapped networks, and the arc strengths (between 0 and 1)
were estimated by averaging the probability of the arcs
presenting in these bootstrap-resampled network structures
[21,43]. The final BN model was obtained by using the structure
and directions of arcs from the averaged network and was then

further used to query the conditional probability distributions
(Bayesian reasoning) with a specific value or evidence provided.

Statistical Analyses
Continuous variables were presented as medians or means with
SD according to its assumption of normality from the
Kolmogorov–Smirnov test, and categorical variables were
presented as numerical variables with the corresponding
proportions as functions of metabolic health status and BMI.
Comparison of the different obesity phenotypes was performed
using 1-way analysis of variance or the Kruskal-Wallis test for
continuous variables, where appropriate, or the chi-square test
for categorical variables. P values for trend were computed
using Pearson for continuous variables and the Mantel–Haenszel
chi-square test for categorical variables. All statistical analyses
were performed using R (version 3.2.2; R Foundation for
Statistical Computing) software [44], and P<.05 was considered
statistically significant. The bnlearn package in the R software
environment was used for BN modeling analysis [43], including
network structure learning, parameter estimation, network arc
stabilities, conditional probability queries in the finalized
network, and visualization. The data and code for full analysis
can be obtained by reasonable request from the corresponding
author.

Results

Characteristics of the Sample
The characteristics of the sample, stratified by BMI and
metabolic health status, are shown in Table 1. Among the 3881
participants without MetS, 2548 (65.65%) had a normal BMI,
and 198 (5.1%) had MHO. Among 2395 participants with MU
profiles, 955 (39.87%), 981 (40.96%), and 459 (19.16%) were
classified into the MUNW, MUOW, and MUO groups,
respectively. Within the same BMI levels, the MU groups more
commonly exhibited greater waist and hip circumference
measurements, along with elevated BP, TC, TG, and UA, and
lower levels of HDL-C than the MH groups. In particular,
glucose biomarkers, including FPG, HOMA-IR, and
Hemoglobin A1c, were higher in the participants who were MU
than in their healthy counterparts (Table 1). The distributions
of age groups, sex, smoking, and alcohol drinking status also
differed among the 6 groups (P<.001, P=.002, P<.001, and
P=.01, respectively). Participants who were MHO were more
often women and were more commonly nonsmokers and
nondrinkers compared with their obese counterparts with MetS
(MUO), whereas a more unfavorable risk profile was seen in
the MUO group than in the MHO group. Among the 955
participants in the MUNW group, 419 (43.9%) had hypertension,
112 (11.7%) had diabetes, and 545 (57.1%) had dyslipidemia.
Among the 459 participants in the MUO group, the prevalence
of the abovementioned cardiometabolic disorders was 279
(60.8%), 74 (16.1%), and 338 (73.6%), respectively.
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Table 1. Characteristics of study sample based on combinations of BMI and metabolic health defined by Adult Treatment Panel-3 criteria (N=6276).

P value for

trendh
P valuegMUOf

(n=459)
MUOWe

(n=981)
MUNWd

(n=955)
MHOc

(n=198)
MHOWb

(n=1135)
MHNWa

(n=2548)

Characteristics

<.001<.00152.36
(10.68)

53.15 (10.30)54.66 (10.77)49.68
(10.88)

50.43 (10.66)49.53 (11.21)Age (years), mean (SD)

.59.002201 (43.8)496 (50.6)432 (45.2)71 (35.9)507 (44.7)1188 (46.6)Sex (male), n (%)

.49<.001125 (27.2)341 (34.8)315 (33)37 (18.7)314 (27.7)859 (33.7)Smoker, n (%)

.52.01144 (31.4)368 (37.5)290 (30.4)59 (29.8)398 (35.1)882 (34.6)Alcohol drinker, n (%)

<.001<.00178.42 (9.45)67.73 (7.82)56.99 (7.18)76.08 (9.27)66.66 (7.14)55.72 (6.83)Weight (kg), mean (SD)

.12.01161.00
(8.61)

161.83 (8.57)160.70 (8.50)160.10
(8.92)

161.25 (8.04)160.86 (8.12)Height (cm), mean (SD)

<.001<.00130.18 (1.92)25.79 (1.12)22.00 (1.40)29.59 (1.51)25.58 (1.10)21.48 (1.44)BMI (kg/m2), mean (SD)

<.001<.00198.27 (7.50)89.06 (6.72)80.70 (7.43)95.40 (8.25)87.30 (6.82)77.76 (7.12)Waist circumference (cm),
mean (SD)

<.001<.001106.07
(6.15)

98.59 (5.39)92.16 (6.24)105.01
(6.14)

98.27 (5.75)91.16 (5.47)Hip circumference (cm),
mean (SD)

<.001<.0011.18 (0.60)1.20 (0.33)1.31 (0.39)1.47 (0.34)1.46 (0.34)1.58 (0.49)HDL-Ci (mmol/L), mean
(SD)

<.001<.0013.13 (1.23)3.10 (1.05)3.01 (1.07)3.27 (0.88)3.16 (0.84)2.93 (0.91)LDL-Cj (mmol/L), mean
(SD)

<.001<.00189.75
(12.11)

86.21 (10.44)84.06 (11.11)83.17 (9.92)80.54 (10.45)76.98 (9.78)DBPk (mm Hg), mean
(SD)

<.001<.001137.72
(20.37)

133.19 (18.00)130.66 (18.46)127.00
(14.80)

123.11 (16.81)118.08 (15.30)SBPl (mm Hg), mean (SD)

<.001<.0016.11 (1.67)5.92 (1.71)5.91 (1.54)5.13 (0.94)5.04 (0.79)4.94 (0.66)FPGm (mmol/L), mean
(SD)

<.001<.0015.22 (1.07)5.21 (1.04)5.04 (1.08)5.00 (0.92)4.90 (0.91)4.71 (0.91)TCn (mmol/L), mean (SD)

<.001<.0012.96 (2.15)2.82 (2.10)2.33 (1.55)1.25 (0.51)1.27 (0.70)1.09 (0.65)TGo (mmol/L), mean (SD)

<.001.0015.59 (1.47)5.65 (1.48)5.54 (1.45)5.33 (1.19)5.45 (1.45)5.43 (1.63)Urea (mmol/L), mean (SD)

<.001<.001362.59
(115.99)

358.75
(131.02)

325.58
(106.51)

292.03
(75.75)

291.26 (84.42)276.75 (82.64)Uric acid (µmol/L), mean
(SD)

<.001<.0016.26 (6.58)5.23 (7.93)4.89 (11.37)3.43 (2.74)2.93 (4.40)2.38 (3.15)HOMA-IRp, mean (SD)

<.001<.0013.68 (5.22)2.94 (5.66)2.82 (10.08)2.77 (4.40)2.21 (5.25)1.81 (5.24)hsCRPq, mean (SD)

<.001<.0016.05 (1.02)5.83 (0.94)5.67 (0.94)5.66 (0.69)5.54 (0.53)5.41 (0.53)HbA1C
r, mean (SD)

Age groups, n (%)

<.001<.00163 (14)119 (12.1)102 (10.7)43 (21.7)225 (19.8)609 (23.9)30-39

<.001<.001139 (30.2)252 (25.7)220 (23)63 (31.8)349 (30.7)738 (29)40-49

<.001<.001149 (32.5)346 (35.3)311 (32.6)52 (26.3)322 (28.4)700 (27.5)50-59

<.001<.00178 (17)212 (21.6)246 (25.8)33 (16.7)194 (17.1)390 (15.3)60-69

<.001<.00130 (7)52 (5)76 (8)7 (3.5)45 (4)111 (4.4)≥70

<.001<.001279 (60.8)511 (52.1)419 (43.9)70 (35.4)251 (22.1)379 (14.9)Hypertension, n (%)

<.001<.00174 (16)110 (11.2)112 (11.7)3 (1.5)10 (0.9)21 (0.8)Diabetes, n (%)

<.001<.001338 (73.6)696 (71)545 (57.1)46 (23.2)234 (20.6)372 (14.6)Dyslipidemia, n (%)

<.001<.001156 (34)302 (30.8)187 (19.6)18 (9.1)119 (10.5)170 (6.7)Hyperuricemia, n (%)

aMHNW: metabolically healthy normal weight.
bMHOW: metabolically healthy overweight.
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cMHO: metabolically healthy obese.
dMUNW: metabolically unhealthy normal weight.
eMUOW: metabolically unhealthy overweight.
fMUO: metabolically unhealthy obese.
gThe P value for overall comparison of the different obesity phenotypes.
hThe P value for trend was computed from the Pearson test for continuous variables and the Mantel-Haenszel chi-square test for categorical variables.
iHDL-C: high-density lipoprotein cholesterol.
jLDL-C: low-density lipoprotein cholesterol.
kDBP: diastolic blood pressure.
lSBP: systolic blood pressure.
mFPG: fasting plasma glucose.
nTC: total cholesterol.
oTG: triglyceride.
pHOMA-IR: homeostatic model assessment of insulin resistance.
qhsCRP: high-sensitivity C-reactive protein.
rHbA1c: hemoglobin A1c.

Distribution of FRS According to Obesity Phenotypes
The distribution of FRS according to metabolic health status
and BMI is shown in Table 2. In general, the FRS increased
with weight in both participants who were MH and participants
who were MU. The average FRS among participants who were
obese and with favorable metabolic profiles (MHO) was 7.54%
(SD 7.91%), whereas the risk score doubled (14.16%, SD
13.01%) among participants who were MUNW and further
increased to 15.98% (SD 14.42%) among participants who were
MUO (Table 2).

With regard to FRS categories, among those with a MU profile,
the proportion of participants with a high 10-year CVD risk

ranged from 24% (229/955) in the MUNW group to 27.5%
(125/459) in the MUO group. In addition, approximately half
of all participants who were MU had a low 10-year CVD risk,
with proportions of 50.2% (497/955), 46.1% (452/981), and
45.8% (210/459) among the MUNW, MUOW, and MUO
groups, respectively. In contrast, among participants who were
MH, a considerably higher proportion had a low 10-year CVD
risk, and lower proportions had a high CVD risk regardless of
BMI levels: 79.3% (157/198) of participants who were MHO
had a low risk, whereas a high risk was only observed among
5.1% (10/198) of participants who were MHO. A similar pattern
was noted in the MHNW and MHOW groups.

Table 2. Levels of and distribution of the Framingham Risk Score (FRS) among each obesity phenotype.

MUOf (n=459)MUOWe (n=981)MUNWd (n=955)MHOc (n=198)MHOWb (n=1135)MHNWa (n=2548)Distribution

15.98 (14.42)15.63 (14.08)14.16 (13.01)7.54 (7.91)8.54 (9.42)7.43 (8.39)FRS distribution, mean (SD)

FRS categories, n (%)

210 (45.8)452 (46.1)479 (50.2)157 (79.3)831 (73.22)1930 (75.75)Low

123 (26.8)270 (27.5)247 (25.9)31 (15.7)196 (17.27)412 (16.17)Moderate

126 (27.5)259 (26.4)229 (24)10 (5.1)108 (9.52)206 (8.08)High

aMHNW: metabolically healthy normal weight.
bMHOW: metabolically healthy overweight.
cMHO: metabolically healthy obese.
dMUNW: metabolically unhealthy normal weight.
eMUOW: metabolically unhealthy overweight.
fMUO: metabolically unhealthy obese.

BN Development
BN modeling was used to estimate the 10-year CVD risk among
various obesity phenotypes. By using a whitelist and blacklist
from prior expert knowledge, an averaged BN was constructed
by learning 300 bootstrapped networks from the data and further
retaining the arcs with an appearing frequency of at least 50%,
as shown in Figure 1A. This BN model describes the
interrelationships between demographic factors, behavioral
factors, CVD risk factors, obesity phenotypes, and FRS

categories, as well as the relationship between risk factors and
demographic covariates. All the directions of the arcs seem to
be well-established, and this could be attributed to the layering
approach (whitelist and blacklist), which implements certain
restrictions on the arc directions.

Then, a further examination was performed using the arc
strength criteria to simplify the complexity of the BN, with little
loss of information in the process. The final BN was obtained
with an arc strength threshold >0.85 (ie, arcs appear with a
frequency of at least 0.85 among the 300 bootstrapped
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networks), as depicted in Figure 1B (the direct comparison of
arcs between the averaged BN and simplified BN is shown in
Multimedia Appendix 1). All probability distributions are
represented in the nodes, and the probabilistic dependencies are
indicated by direct edges connecting the nodes. The connections
between 10-year CVD risk, its risk factors, and obesity
phenotypes were established by a complex network structure
and assumed to be dependent, in which direct connections
among metabolic health status, BMI level, age, smoking status,
and CVD risk were identified (Figure 1B), together with an

indirect link between sex and 10-year CVD risk through
smoking status. In addition, metabolic health status and sex
were directly connected with 7 and 5 covariates, respectively,
indicating that they had the most children nodes, implying a
sex-specific relationship. The interrelationships between various
CVD risk factors are also presented in Figure 1B. For instance,
eGFR was related to sex and age; hypertension and
hyperuricemia were both associated with metabolic health status
and sex; and TC was influenced by eGFR, dyslipidemia, and
metabolic health status.

Figure 1. The directed acyclic graph (DAG) underlying the Bayesian network learned from 10-year cardiovascular disease (CVD) risk, the covariates,
metabolic health, and obesity status. (A) Averaged DAG with strength of arcs >0.5; (B) simplified DAG derived from the averaged DAG after retaining
arcs with a strength >0.85. eGFR: estimated glomerular filtration rate; hsCRP: high-sensitivity C-reactive protein; LDL-C: low-density lipoprotein
cholesterol; TC: total cholesterol.

BN Reasoning
BN reasoning was performed to estimate the conditional
probabilities of the 10-year CVD risk, given various evidence
from the well-built BN model. Since age had a significant
modifying effect on the probability distribution of CVD, the
variation in the conditional probabilities was estimated through
the different age groups (Figure 2). The conditional probability
of high CVD risk increased as age progressed, with a greater
rise from 30 to 40 years (0.43%, 95% CI 0.2-0.87) to 40 to 50
years (2.25%, 95% CI 1.75-2.88) and then to 50 to 60 years
(16.13%, 95% CI 14.86-17.5). Furthermore, more than half of
the participants aged ≥70 years had a high CVD risk (52.02%,
95% CI 47.62-56.38). A similar pattern was also observed for
moderate CVD risk among the different age groups, with a
steady increase in the conditional probability observed with
increasing age. In contrast, the probability of low CVD risk
decreased from 98% (95% CI 97.24 to 98.55) for the 30 to 40
years age group to 58.05% (95% CI 56.27 to 59.81) for the 50
to 60 years age group to only 14.92% (95% CI 12.04 to 18.34)
for those aged ≥70 years.

The probability distributions of CVD risk were updated when
providing evidence of BMI level and metabolic health status
from the BN model (Figure 3). Among the participants with
favorable metabolic health profiles, the conditional probability
of having moderate or high CVD risk ranged from 15.3% and
7.01%, respectively, for the participants with normal weight
(ie, MHNW) to 18.6% and 10.47%, respectively, for their obese
counterparts (ie, MHO). In contrast, within the same BMI levels,
the probabilities were 25.28% and 21.74%, respectively, for
participants who were normal weight with a MU status (ie,
MUNW) and further increased to 24.45% and 34.48%,
respectively, among participants who were MUO. In addition,
the conditional probabilities of low CVD risk exhibited a
substantial decline from 77.69% to 52.98% when the metabolic
health status of participants who were normal weight (ie,
MHNW) became unfavorable (MUNW).

Subgroup analyses were conducted by providing further
evidence of a sex factor in the BN model; these analyses are
summarized in Figure 4. In men, the conditional probabilities
of high CVD risk were nearly doubled among participants who
were MH, regardless of BMI level, with probabilities ranging
from 12.28% to 21.92% for men who were MHNW and MHO,
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respectively. This indicates that men who were MH had twice
the chance of high CVD risk when compared with their general
population counterparts within the same obesity phenotype.
Similarly, the men who were MU also had an increased CVD
risk, where male participants who were MUO were nearly 2-fold
more likely to have a high CVD risk than their MHO
counterparts, with a conditional probability up to 48.21% (95%
CI 42.92 to 53.55), whereas these probabilities were raised by
a factor of ≥2.5 among men who were MUNW and MUOW
when compared with their MH counterparts within the same
BMI levels (MUNW vs MHNW: 32.18% vs 12.28%; MUOW
vs MHOW: 43.17% vs 15.4%).

In contrast, female participants with favorable metabolic health
profiles had substantially lower conditional probability estimates
of moderate and high CVD risk, irrespective of their BMI level,
with probabilities of only 10.61% and 2.02% in women who
were MHO. Similarly, only approximately one-fifth of the
women who were MUO (22.7%, 95% CI 18.83-27.11) and
one-tenth of the women who were MU and nonobese (13% for
women who were MUNW and 11.91% for women who were
MUOW) had a high risk of developing CVD, whereas women
who were MH (irrespective of obesity) were more than half as
likely to have a low CVD risk, with corresponding conditional
probabilities of 64.74% (95% CI 61.43 to 67.92), 58.84% (95%
CI 55.5 to 62.11), and 54.08% (95% CI 49.13-58-95) for women
who were MUNW, MUOW, and MUO, respectively.

Figure 2. Conditional probabilities (in percentage) and 95% CIs of low, moderate, and high 10-year cardiovascular disease (CVD) risk in different age
groups in Chinese adults.
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Figure 3. Conditional probabilities (in percentage) and 95% CIs of low, moderate, and high 10-year cardiovascular disease (CVD) risk in different
obesity phenotypes. MHNW: metabolically healthy normal weight; MHO: metabolically healthy obese; MHOW: metabolically healthy overweight;
MUNW: metabolically unhealthy normal weight; MUO: metabolically unhealthy obese; MUOW: metabolically unhealthy overweight.

Figure 4. Conditional probabilities (in percentage) and 95% CIs of low, moderate, and high 10-year cardiovascular disease (CVD) risk in different
obesity phenotypes by sex. MHNW: metabolically healthy normal weight; MHO: metabolically healthy obese; MHOW: metabolically healthy overweight;
MUNW: metabolically unhealthy normal weight; MUO: metabolically unhealthy obese; MUOW: metabolically unhealthy overweight.

Discussion

Principal Findings
To the best of our knowledge, this is the first large-scale study
that has applied the BN modeling approach to investigate the
probabilistic relationship between different metabolic and
obesity phenotypes and the 10-year CVD risk in Chinese adults.
Individuals who were MHO had an increased probability
(10.47%) of high CVD risk, and this probability doubled among
participants who were MUNW and tripled for participants who

were MUO. Furthermore, an important gap in conditional
probabilities was found between the two sexes within each
obesity phenotype, suggesting a prominent modifying effect of
sex on this relationship. The proposed DAG structure in the
network represents a relevant step in understanding the complex
interrelationships between the variables investigated and
provides a self-descriptive and contextualized picture of these
complex interrelationships in the Chinese population.

Compared with previous studies, this work offers a more
comprehensive picture that simultaneously describes the
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complex interrelationships between metabolic healthy or
unhealthy phenotypes and 10-year CVD risk across BMI
categories, as well as the relationships among CVD-related risk
factors. Although several prospective cohort studies have
focused on exploring the specific associations between CVD
risk and metabolic health status and BMI categories [14,45-47],
or the dynamic risk in the transition from one phenotype to
another [48-50], this work aimed to provide a general framework
to understand the multiple association processes that can emerge
from the complex interrelationships between these factors. In
fact, compared with standard studies, the greatest advantage
and strength of this BN methodological approach is the graphical
clarification and visualization of the most probable pathways
in these relationships from a multi-dependent perspective,
without affecting the interpretability of the network. Another
advantage of BN modeling is that owing to the Markov blanket
theory, complex models can be divided into a collection of
simpler models that are mathematically tractable and
computationally simpler. For instance, according to our BN
reasoning model (Figure 1B), when a participant who was MH
and normal weight became obese, the probability of developing
a high 10-year CVD level increased from 7.01% to 10.47%,
and this probability was tripled if the participant remained
normal weight but had any ≥2 components of MetS.
Furthermore, the probability increases up to 34.48% when the
participant has both a MU status and is obese (ie, MUO; Figure
2). Moreover, remarkable heterogeneity in the associations
between obesity phenotypes and CVD risk in relation to
participant sex was observed. The conditional probability of
having a high CVD risk was 2.02% and 22.7% among women
who were MHO and MUO, respectively, whereas it rose to as
high as 21.92% and 48.21% among men with the corresponding
obesity phenotypes. Therefore, BN modeling enabled us to
achieve an integrated view of CVD risk among the various
obesity phenotypes in the context of other risk factors. It also
allows for systematic reasoning in the diagnostic process with
easy interpretability.

Comparison With Prior Work
Many studies have investigated the associations between obesity
phenotypes and CVD outcomes, including myocardial infarction
[51], HF [45,52], coronary heart disease [45,53], atrial
fibrillation [54], and cerebrovascular disease [45]. This study
confirms an elevated risk of CVD in people classified as MHOW
or MHO when compared with their counterparts who are of
normal weight and are MH. This is in line with previous studies
in Asian [50,55], European [46], and American populations
[56]. In the Danish prospective Inter99 study, Hansen et al [47]
found that men who were MHO had a 3-fold increased risk of
incident CVD compared with their MHNW counterparts, and
a similar and significant augmentation of CVD risk was also
observed in men who were MU, with a 2.2-fold increased risk
in men who were MUNW and an approximately 3-fold increase
in men who were MUOW and MUO, respectively, during the
10-year follow-up. In contrast, the increased risk among women
who were MH was not significant, irrespective of BMI level,
when compared with their MHNW counterparts. In fact, an
inverted U-shaped relationship was observed between women
who were MU and CVD risk across the BMI levels, and a

significant 2.3-fold increased risk was only observed among
women who were MUOW compared with women who were
MHNW [47]. The Nurses’Health Study, which included 90,257
American women aged 30 to 55 years without CVD or cancer
history [56], indicated that women with either higher BMI levels
or MU status were at a significantly increased risk compared
with their MHNW counterparts after a follow-up of 30 years.
In addition, women who were MH had a substantially lower
risk of CVD than women with pre-existing metabolic conditions
across all BMI groups. Consistently, the Whitehall 2 study also
found that, compared with the MHNW phenotype, the risk of
incident CVD was significantly elevated in the 5 other
phenotypes during a median follow-up of 17.4 years, with
adjusted hazard ratios (HRs) of 1.95 for MHO and 2.44 for
MUO. Similarly, the participants who were MU had a higher
risk than their MH counterparts, irrespective of BMI levels, by
a factor of 2 for the nonobese BMI level and 1.2 for the obese
BMI level [46]. Similarly, the findings from several Chinese
prospective cohort studies, with either short- or long-term
follow-ups [48,57,58], are consistent with those obtained in
Western populations. The largest prospective cohort study, the
China Kadoorie Biobank study, which comprised 458,246
Chinese participants without any history of CVD or cancer,
found that after 10 years of follow-up, individuals who were
baseline MHO had an 8% higher risk of developing CVD
compared with their MHNW counterparts, and the risk for
individuals who were MU was significantly higher across all
BMI categories by a factor of 1.6 [48]. Of note, a very recent
meta-analysis of 23 prospective cohort studies and 4,492,723
participants confirmed an elevated risk of CVD in individuals
classified as MHOW or MHO when compared with their
MHNW counterparts by a factor of 1.34 and 1.5, respectively.
This increased risk remained statistically significant among
individuals who were MHOW or MHO when defining metabolic
health status with a strict definition (ie, having no metabolic
risk factors) [14]. This indicates the potential nonexistence of
the MHOW or MHO concept. Another important observation,
as described in the meta-analyses by Kramer et al [59], Fan et
al [60], Eckel et al [61], Zheng et al [62], Ortega et al [63], and
others, is that the high risk of CVD associated with MHO
appears to be sustained over a long-term follow-up (≥15 years).
Several mechanisms could explain the potential association
between MHO and the risk of CVD. Individuals who were MHO
or MHOW may have higher odds of subclinical CVD and
diabetes, which increases their likelihood of developing CVD
in the future [64].

Smoking status and age have well-known causal effects on
long-term CVD risk [65-67]. The current results suggest that
smoking status and age are directly associated with 10-year
CVD risk and seem to mediate the effect of sex and other
variables included in our BN model. To the best of our
knowledge, few studies have focused on sex-specific differences
in the relationship between obesity phenotypes and CVD risk,
although sex is a very important factor [68,69]. In this, men
who were obese had an elevated probability of high 10-year
CVD risk when compared with their female peers, irrespective
of metabolic health status. Although there are some
discrepancies in the way that obesity and metabolic health status
have been defined, the current findings of sex-specific
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differences are consistent with other large prospective studies
in Chinese, European, and US samples [47,48,70]. For instance,
Danish men who were MHO and MUO had a 3.1- and 2.7-fold
increased CVD risk compared with their MHNW counterparts,
whereas this increased risk was only by a factor of 1.8 in women
within the same comparison of phenotypes [47]. Similarly, the
China Kadoorie Biobank study found that men had a 1.09 times
higher risk of CVD subtypes when compared with women within
the MHO phenotype and a 1.3 times higher increased risk within
the MUO phenotype [48]. This finding was also supported by
a recent pooled analysis of prospective cohort studies, which
revealed that men who were MHO had a 1.26 times increased
risk compared with women who were MHO (HR: 2.15 vs 1.71)
[14].

The present results are also in agreement with those of previous
cohort studies that described the progression of CVD risk with
aging. The China Kadoorie Biobank study demonstrated a clear
age-specific pattern in CVD risk, irrespective of obesity
phenotypes [48]. A steady rise in CVD risk was noted from age
30 to 49 years to 50 to 59 years, and this risk was substantially
increased for individuals aged ≥60 years within each obesity
phenotype. Individuals who were MUO aged 70 to 79 years
had the highest risk of developing CVD events among all obesity
phenotypes, with a 13.86-fold higher risk when taking
individuals with MHNW at age 30 to 49 years as the reference
group. Similarly, this risk was higher among participants who
were MHNW aged ≥70 years compared with their counterparts
aged 30 to 49 years. The current BN model applied to a
population-based Chinese cohort showed a concave-shaped
progression in the conditional probabilities for high CVD risk
through the different age intervals together with a stronger
increasing rate in the conditional probability after the age of 50
years (Figure 2). Clearly, the use of such BN modeling with
respect to prior knowledge could provide quantitative
descriptions of direct links between CVD and its related risk
factors by intuitive reasoning. More importantly, such modeling
is suited to exploring indirect links through mediators and testing
novel hypotheses by simulation.

The CVD risk in individuals who are MU with normal weight
remains underinvestigated. A large pan-European prospective
study of 8 European countries found that after a median
follow-up of 12.2 years [53], the presence of metabolic
abnormalities was associated with an increased risk of CHD at
all levels of adiposity; more precisely, the MUNW phenotype
had twice the risk of CHD compared with their MH counterparts.
This finding is supported by recent data from the Women’s
Health Initiative Study [70] and a Korean prospective study
[54]. Interestingly, several studies have demonstrated that the
CVD risk in individuals who are MU is markedly higher than
that of their MH counterparts across all BMI categories [53].
Similarly, when using the MHO group as a reference, the MU
nonobese group was found to be at increased risk of atrial
fibrillation, although this difference was not statistically
significant [54]. The current results are in agreement with
previous studies and contribute to the evidence indicating that
individuals who are MUNW are at considerably higher CVD
risk compared with their peers who are MHO, regardless of sex,
and it seems reasonable to suggest that individuals who are

overweight or obese without metabolic abnormalities are at
intermediate CVD risk, at a level between individuals who are
healthy normal weight and individuals who are MU [53].

Another potential explanation for these findings may be related
to the transient status of MHO during long-term follow-up.
Indeed, several recent studies have considered and identified
CVD risk according to the concurrent transition of metabolic
health and weight status during different follow-up periods
[49,50,56]. In one study, the recovery of MH status among
individuals who were baseline MUNO was significantly
associated with a decreased risk of CVD outcomes, whereas
the transition from an MH status to an unhealthy status among
the individuals who were baseline MUNO was related to adverse
CVD outcomes [50]. These findings were also confirmed by
Bae et al [49] using a nationally representative cohort study of
205,394 middle-aged Korean men and women who were
followed up for 6 years. Interestingly, among the initial
participants who were MHO, those who became MUNO had a
1.41-fold higher CVD risk compared with those who remained
MHO. Together, this evidence strongly suggests a greater role
of MetS than obesity in CVD risk, with longer exposure to a
MU status leading to a much higher vascular risk [48].
Moreover, another nationwide population-based cohort study
revealed that transition to the MUNO phenotype was associated
with an 80% higher HR for HF among individuals who were
MHO at baseline during a short-term follow-up (3.7 years).
Conversely, individuals who transitioned from MHO to MH
nonobese had a lower HR for HF than those who remained in
the MHO category [52]. This could imply that restoration from
an obese state to a nonobese state while maintaining metabolic
health may have a protective effect against incident HF.
However, as emphasized by Gao et al [48] in the largest Asian
cohort study to date on the transitions between various obesity
phenotypes over a longer follow-up, long-term maintenance of
metabolic health is difficult for individuals of any BMI level,
including individuals who are overweight and normal weight;
therefore, more attention should be paid to maintaining
metabolic health regardless of body weight. In addition, there
should be a clinical focus on the treatment of metabolic disorders
for CVD risk prevention. Similarly, efforts should be made to
prevent the conversion of MHO to MUO and the development
of MetS and subsequent CVD caused by obesity [71,72].

Limitations
There are several limitations to this study and the newly
identified networks that should be noted. First, despite the
longitudinal design of the CHNS survey, this study analyzed
observational and cross-sectional data; the directions between
nodes or variables only represent probability dependencies, not
causal relationships. Further cohort studies combined with
various aspects of professional knowledge are warranted to
establish and clarify causality [73]. In addition, the sample only
comprised Chinese participants; thus, the generalizability of
these results to a wider population should be undertaken with
caution. In addition, physical activity and fitness were lacking
in the proposed BN modeling, although these 2 factors may be
more important than weight in assessing CVD risk, as
emphasized by Lavie et al [74]. In fact, the information on
physical activity and fitness was not exhaustively provided from
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the CHNS data; thus, they were not included in this study for
minimizing the potential bias but will be well-considered in
further studies.

Nevertheless, the notable strengths and contributions of this
study should be mentioned. For example, the population-based
design, large sample size, and rigorous data collection quality
guarantee reasonable statistical power and robust probabilistic
relationships. Second, the BN modeling approach offers
compelling application prospects in general medicine. BN is
not only useful for handling a large number of variables with
or without prior knowledge of the interactions or
interdependencies between them [38] but also provides an
appealing visual presentation and quantitative reasoning that
can be used to explore the interrelationships among these factors
and test novel hypotheses.

Conclusions
The BN modeling approach was applied to investigate the
relationships between different CVD risk factors and metabolic
health and obesity status using Chinese population-based survey
data. Network modeling is useful for integrating expert
knowledge and observational data, allowing easy identification
of probabilistic dependencies and conditional independencies
between variables through graphical representation. This study
provides evidence that increased CVD risk progresses depending
on the varying magnitude of metabolic abnormalities and BMI.
Furthermore, several potential modifying factors were identified,
including sex, that may affect previous probabilistic
interrelationships. Owing to the multifactorial nature of CVD,
these empirical findings using the BN approach are of special
interest, both from a theoretical and practical point of view, and
may help in refining appropriate target populations and relevant
risk factors for managing future CVD risk.
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Multimedia Appendix 1
The directed acyclic (DAG) graph underlying the Bayesian network learned from 10-year cardiovascular disease risk, covariates,
metabolic health, and obesity status. (A) Averaged DAG with arcs >0.5; (B) simplified DAG derived from the averaged DAG
after retaining arcs with a strength >0.85.
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Abstract

Background: Millions of people have limited access to specialty care. The problem is exacerbated by ineffective specialty
visits due to incomplete prereferral workup, leading to delays in diagnosis and treatment. Existing processes to guide prereferral
diagnostic workup are labor-intensive (ie, building a consensus guideline between primary care doctors and specialists) and
require the availability of the specialists (ie, electronic consultation).

Objective: Using pediatric endocrinology as an example, we develop a recommender algorithm to anticipate patients’ initial
workup needs at the time of specialty referral and compare it to a reference benchmark using the most common workup orders.
We also evaluate the clinical appropriateness of the algorithm recommendations.

Methods: Electronic health record data were extracted from 3424 pediatric patients with new outpatient endocrinology referrals
at an academic institution from 2015 to 2020. Using item co-occurrence statistics, we predicted the initial workup orders that
would be entered by specialists and assessed the recommender’s performance in a holdout data set based on what the specialists
actually ordered. We surveyed endocrinologists to assess the clinical appropriateness of the predicted orders and to understand
the initial workup process.

Results: Specialists (n=12) indicated that <50% of new patient referrals arrive with complete initial workup for common referral
reasons. The algorithm achieved an area under the receiver operating characteristic curve of 0.95 (95% CI 0.95-0.96). Compared
to a reference benchmark using the most common orders, precision and recall improved from 37% to 48% (P<.001) and from
27% to 39% (P<.001) for the top 4 recommendations, respectively. The top 4 recommendations generated for common referral
conditions (abnormal thyroid studies, obesity, amenorrhea) were considered clinically appropriate the majority of the time by
specialists surveyed and practice guidelines reviewed.

Conclusions:  An item association–based recommender algorithm can predict appropriate specialists’ workup orders with high
discriminatory accuracy. This could support future clinical decision support tools to increase effectiveness and access to specialty
referrals. Our study demonstrates important first steps toward a data-driven paradigm for outpatient specialty consultation with
a tier of automated recommendations that proactively enable initial workup that would otherwise be delayed by awaiting an
in-person visit.

(JMIR Med Inform 2022;10(3):e30104)   doi:10.2196/30104
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Introduction

Background
There is a fundamental and growing gap between the supply
and demand of medical expertise, as reflected in the projected
shortage of 100,000 physicians by 2030 [1]. The problem is
particularly acute for specialty care [2-6], for which over 25
million people in the United States have deficient access [7].
Wait times for in-person specialty visits commonly extend
weeks to months after referrals are made [5]. Adding to this
problem, essential initial workup is often not completed [8,9],
resulting in ineffective visits when the specialists do not have
sufficient information to make a definitive diagnosis and
treatment recommendations by the time of their first in-person
visit. Such inefficiency could lead to care delay, missed
opportunity to provide access to more patients, and
dissatisfaction of patients and families.

Ideally, referring providers could directly communicate with
specialists for their preconsultation advice on an initial
recommended clinical workup. However, data show that primary
care providers are only able to communicate with specialists
half of the time when referring patients [10]. Alternatively,
primary care providers and specialists can collaboratively
develop guidelines for initial workup [11], but this requires
substantial manual effort to produce and maintain up-to-date
content as new evidence arises and practice changes over time.
Asynchronous electronic consults or synchronous telemedicine
consults are emerging approaches for referring providers to
solicit specialists’ opinions on the need of referral and initial
workup [12-16], with potential advantages of streamlining the
referral process and empowering primary care providers.
However, such consults remain limited in availability, as they
still require a human consultant to review and respond to each
request [17,18].

A more data-driven approach could boost the capacity of the
health system by making initial specialty clinic visits more
effective and by sparing the time required by specialists to
communicate initial workup needs. Prior studies have shown
the efficacy of statistical approaches, including association rules,
Bayesian networks, logistic regression, and deep neural
networks, for generating clinical order recommendations. The
focus of these studies, however, has been primarily in the acute
care settings such as inpatient hospitalization and emergency
room visits [19-26].

Our aim is to develop a data-driven paradigm for outpatient
specialty consultation with a tier of automated recommendations
that proactively enable initial workup that would otherwise be

delayed by awaiting an in-person visit. Taking advantage of
electronic health records that contain thousands of specialist
referral visits, we propose a data-driven algorithm inspired by
Amazon’s “customers who bought A also bought B” [27] to
anticipate initial specialty evaluations at the time of referral
based on how specialists cared for similar patients in the past.
In this study, we chose pediatric endocrinology as a use case
because laboratory evaluation is often required to inform
specialist treatment recommendations [28-30].

Objective
Using specialty referrals to pediatric endocrinology as an
example, we developed a recommender algorithm to anticipate
initial workup needs for a variety of endocrine conditions. We
compared the performance of the algorithm to a reference
benchmark based upon the most common workup orders. We
evaluated the need to complete initial workup and the clinical
appropriateness of the algorithm recommendations by surveying
specialists.

Methods

Recommender Algorithm Development
Deidentified structured electronic health record data from
outpatient clinic visits at Stanford Children’s Health were
extracted from the Stanford Medicine Research Data Repository
using the Observational Medical Outcomes Partnership (OMOP)
common data model [31]. We include patients younger than 18
years with a pediatric endocrine referral order from any
Stanford-affiliated clinic and a subsequent pediatric endocrine
visit within 6 months. Between 2015 and 2020, 3424 patients
met criteria, whose data yielded >1,150,000 instances of 8263
distinct clinical items.

We used OMOP common data model concepts to define distinct
clinical items, including 2966 conditions, 2423 measurements
(eg, lab results), 1187 procedures (eg, diagnostic imaging), and
1687 medications. Numeric laboratory results were categorized
as “normal,” “high,” or “low” based upon reference ranges. We
excluded clinical items that occurred in fewer than 10 patients.

Based on the timing of pediatric endocrinology referral, we split
the patient cohort into a training set (referrals from 2015 to
2019: n=2842 patients) and a test set (referral in 2020: n=582
patients). In the training set, we calculated the co-occurrence
statistics of pairs of clinical items to build an item association
matrix (Figure 1). We counted duplicate items only once per
patient to allow natural interpretation of patient prevalence and
diagnostic measures.
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Figure 1. Algorithm training and construction of the item co-occurrence matrix.

The recommender algorithm is queried with a patient’s clinical
items (diagnosis, labs, medications, etc) associated with the
primary care encounter when the endocrine referral was placed.
In addition, we included clinical items associated with the
patient in the 6 months prior to the primary care encounter.

Using these clinical items (A1,..., Aq), the recommender
algorithm retrieves scores that resemble posttest probability
from the co-occurrence association matrix for all possible target
items at the subsequent endocrine visits. We limited the target
items to laboratory and imaging orders to focus on diagnostic
workup recommendations. For each query item (A), target items
(B) are ranked by estimated posttest probability P(B|A), or
positive predictive value (PPV), defined as the number of
patients who have query item A followed by target item B (NAB)
divided by the number of patients with query item A (NA).

If a patient has q query items, q separate ranked lists are
generated. To aggregate these results, we estimate total
pseudo-counts using the following equation that sums across
every i-th query item:

WA is a weighting factor for the query item. There are several
ways one can model WA. For instance, one can penalize common
query items by the following expression:

Another method, inspired by a weighting strategy using item
clustering based on genres [32], is to weigh a query item based

on its relevance to the endocrine referral cohort by using a
relative risk term:

WA=RRA

Where:

The numerator is the prevalence of item A in our endocrine
cohort (Nendocrine is the total number of patients in our endocrine
referral cohort, of which NA patients have clinical item A). The
denominator is the prevalence of item A outside of the endocrine
cohort in all outpatient clinics (Noutpt is the total number of

pediatric patients in all outpatient clinics, of which patients
have item A).

Using 10-fold cross-validation in our training set, we evaluated
these two strategies to model WA individually and in

combination ( ). We selected the WA that gave the best
prediction performance in the training data and subsequently
used it in the test set.

The code can be accessed via GitHub [33].

Evaluation Using Electronic Health Record Test Set
Data
To evaluate the performance of the recommender algorithm in
the test set (Figure 2), we compared the recommended list of
orders with the actual workup orders patients received at their
first endocrine visit. We calculated the precision (PPV) and
recall (sensitivity) for the top 4 recommendations, and performed
the receiver operating characteristics analysis. We chose the
top 4 recommendations because 4 is the mean number of workup
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orders at the first endocrine visit. We calculated 95% CIs using 1000 bootstrap resamples [34].

Figure 2. Algorithm evaluation using the test set.

Evaluation Using Expert Surveys
To further understand whether the recommendations would be
as clinically appropriate as the initial workup ordered by
referring providers, we conducted a survey of all pediatric
endocrinologists at Stanford Children’s Health on three common
referral reasons (abnormal thyroid studies, obesity, and
amenorrhea). The survey was approved by the Institutional
Review Board at Stanford University. Survey invitations were
sent via emails in July 2020, and survey questions and informed
consent were included in the supplemental material. For
abnormal thyroid studies, we generated two lists of the top
recommended workup orders—one queried with high thyroid
stimulating hormone (TSH; an abnormal lab result suggesting
hypothyroidism) and the other queried with low TSH (an
abnormal lab result suggesting hyperthyroidism). For obesity

and amenorrhea, we generated a list of the top recommended
orders using the diagnosis as a single query item (Figure 3).
Subsequently, we asked the endocrinologists to select the orders
from the recommended lists that they considered clinically
appropriate as initial workup for the corresponding condition.
Other than the referral reasons, the endocrinologists received
no other information related to the patients. We instructed them
to define appropriate workup as workup that gives sufficient
information for the endocrinologists to make concrete
recommendations at the clinic visits. In addition, for each of
the three conditions, we asked them how often initial workup
is completed in their practice and how helpful it is if initial
workup is completed prior to the first specialty visit. Lastly, we
reviewed published literature and consensus guidelines
[28,30,35-37] as external validation to assess whether the
recommended orders represent a reasonable workup.

Figure 3. Evaluation of algorithm output by practicing endocrinologists. TSH: thyroid stimulating hormone.
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Results

Evaluation Using Electronic Health Record Test Set
Data
Table 1 compares the performance of the recommender
algorithm with a reference benchmark using the most common
orders in our endocrine referral cohort (endocrine prevalence).

The recommender algorithm had the best performance with an
area under the receiver operating characteristic curve (AUC) of
0.95 (95% CI 0.95-0.96). Comparing with the reference
benchmark, precision improved from 37% to 48% (P<.001),
and recall improved from 27% to 39% (P<.001). The

recommender algorithm is based on a weighting factor, , that
resulted in the best cross-validation performance in our training
data (Multimedia Appendix 1, Table S1).

Table 1. Recommender algorithm performance in the test set. Precision and recall were calculated at k=4, given that 4 is the average number of workup
orders.

RandomdOutpatient prevalencecEndocrine prevalencebRecommendera

2 (2-3)10 (8-12)37 (34-40)48 (45-52)Precisione (%; 95% CI)

2 (1-3)5 (4-6)27 (24-29)39 (36-42)Recallf (%; 95% CI)

0.49 (0.47-0.5)0.64 (0.62-0.66)0.88 (0.87-0.89)0.95 (0.95-0.96)AUCg (95% CI)

aRecommender: ranking workup orders using the recommender algorithm.

bEndocrine prevalence: ranking workup orders using the percentage of patients who had the orders in the endocrine referral cohort ( ) training set.

cOutpatient prevalence: ranking workup orders using the percentage of patients who had the orders among all outpatients ( ).
dRandom: random ranking of workup orders.
ePrecision: positive predictive value (proportion of predictions that were correct).
fRecall: sensitivity (proportion of correct items that were predicted).
gAUC: area under the receiver operating characteristic curve.

Evaluation Using Expert Surveys
Of 14 pediatric endocrinologists at Stanford Children’s Health,
12 (86%) responded to our survey on three common referral
reasons (abnormal thyroid studies, obesity, and amenorrhea).
Table 2 shows less than half of the patients coming to the
specialty clinics with appropriate initial workup as estimated
by the pediatric endocrinologists for each of the three referral
reasons (each endocrinologist provided a value between 0%
and 100%). The endocrinologists considered it as moderately

to very helpful to have the initial workup completed prior to
specialty visits (Table 2).

Table 3 shows the top recommendations based on the
recommender algorithm using a single query item as mentioned
in Figure 3. Each recommended workup order has a
corresponding survey result showing the percentage of
endocrinologists who considered the order clinically appropriate
as the initial workup. Overall, the majority of the specialists
considered the top four recommendations clinically appropriate
in each of the lists.

Table 2. Estimated percentages of patients with initial workup completed before specialty visits and mean Likert scale score of how helpful (5: extremely
helpful; 1: not helpful at all) it is to have initial workup completed before specialty visits.

Value, mean (SD)

Estimated percentages of patients with initial workup completed before specialty visits (%)

49 (21)Abnormal thyroid studies

45 (20)Obesity

37 (18)Amenorrhea

Likert scale score of how helpful it is to have initial workup completed before specialty visits

4.2 (0.8)Abnormal thyroid studies

3.3 (0.9)Obesity

4.1 (0.8)Amenorrhea
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Table 3. Top recommendations for patients referred for high thyroid stimulating hormone (TSH; commonly due to hypothyroidism), low TSH (commonly
due to hypothyroidism), obesity, and amenorrhea.

Percent of endocrinologist
considered appropriate

Outpatient prevalenced (%)Endocrine prevalencec (%)Relative ratiobPPVa (%)Orders

High TSHe

9217.161.71.060.9TSHf

1007.556.81.260.3Free thyroxinef

920.512.83.741.7Thyroglobulin antibodyf

921.013.73.239.1Thyroperoxidase antibodyf

08.131.40.39.3Vitamin D level

00.711.30.78.6Serum cortisol

Low TSHg

7517.161.71.061.5TSHh

1007.556.81.057.7Free thyroxineh

670.512.84.050.0Thyroglobulin antibodyh

581.013.73.446.2Thyroperoxidase antibodyh

920.73.016.142.3Total tri-iodothyronineh

823.153.80.526.9Comprehensive metabolic
panel

Obesityi

10012.522.51.940.2Hemoglobin A1c
j

7517.161.70.428.0TSH

427.556.80.425.6Free thyroxine

9223.153.80.525.6Comprehensive metabolic

panelj

10012.918.31.425.0Lipid panelj

428.131.40.620.7Vitamin D level

Amenorrheak

920.48.94.841.4Prolactinl

1000.917.52.237.9Luteinizing hormonel

1001.716.52.134.5Follicle stimulating hor-

monel

1000.46.14.727.6Estradiol

1000.29.72.524.117 Hydroxy-progesterone

920.48.02.217.2Dehydroepi-androsterone
sulfate

aPPV: positive predictive value.
bRelative ratio: the ratio of the probability of the order given the query item to the probability of the order given the lack of the query item.

cEndocrine prevalence: the percentage of patients who had the orders in the endocrine referral cohort ( ).

dOutpatient prevalence: the percentage of patients who had the orders among all outpatients ( ).
eThe top four orders are considered clinically appropriate by almost all of the endocrinologists and are recommended based on published guidelines.
The fifth and sixth recommended items have relatively low PPV.
fRecommended based on guidelines [36].
gHere, the top five orders are considered clinically appropriate by most endocrinologists and published guidelines.
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hRecommended based on guidelines [37].
iHemoglobin A1c, lipid panel, and comprehensive metabolic panel are considered clinically appropriate both by the endocrinologists and published
guidelines.
jRecommended based on guidelines [35].
kThe top six orders are considered clinically appropriate by almost all of the endocrinologists. The top three are also recommended based on published
literature.
lRecommended based on published literature [30].

Discussion

Significance
Using pediatric endocrinology as an example, we developed
and evaluated a recommender algorithm to anticipate initial
workup needs at the time of specialty referral. The algorithm
can predict appropriate specialist’s workup orders with high
discriminatory accuracy with an AUC>0.9. Our survey shows
that, among the three common referral reasons, less than half
of the patients typically have appropriate initial workup prior
to their initial specialist visit. Most specialists agree that having
initial workup completed prior to the first clinic visit is helpful
and that our algorithm recommendations for the three referral
conditions are clinically appropriate. This supports the potential
utility of a data-driven recommender algorithm for referring
providers. Although we illustrated 3 common referral conditions
in this study, the algorithmic approach is general, and it could
be broadly applied to other referral reasons or other specialties,
with the benefit of personalization based on individual patient
patterns of clinical items, including the combination of multiple
conditions.

Although this algorithm is not suitable for full automation given
the level of precision and recall, such an algorithm could serve
as a clinical decision support tool [38-41] by displaying relevant
clinical orders for referring providers to make the referral
process more effective. One can imagine coupling this clinical
decision support tool with electronic consultation so that
specialists can quickly confirm the workup orders in the
recommended list, thus augmenting the efficiency of the
specialists and increasing their capacity to care for more patients.
Advantages of an algorithmic decision support tool compared
to building consensus guidelines among specialists [11,42]
include scalability to answer unlimited queries on demand,
maintainability through automated statistical learning,
adaptability to respond to evolving clinical practices [43], and
personalizability of individual suggestions with greater accuracy
than manually authored checklists [43-45].

Different from our prior recommender algorithm for the
inpatient setting [19], we applied a weighting factor to each
query item based on its relevance to a specialty and its inverse
frequency. The motivation is that inpatient clinical items are
often related to acute reasons of hospitalization, while outpatient
clinical items vary in scope, ranging from health maintenance
or chronic disease management to treatment of urgent care
issues. We show that differentially weighting query items
significantly improves the performance of the recommender
algorithm in both precision and recall. This makes intuitive
sense because common clinical items seen in primary care
clinics that are irrelevant to endocrinology likely provide less
predictive power. A similar weighting scheme could be applied

to other recommender algorithms when the clinical use case is
specialty specific.

The association rule mining methods shown here are relatively
simple to implement with interpretable results and associated
statistics. Other approaches including Bayesian networks [21]
and deep machine learning [46] are computationally more
complex with less interpretable results. Although future research
should compare these different methods, our focus primarily is
to demonstrate the applicability of a data-driven approach in
workup recommendations for specialty referral.

Although we ranked the recommended workup items based on
PPV as shown in Table 3, we have also provided alternative
metrics such as relative ratio, which could be used to look for
less common but more specific or “interesting” items for a given
query. For instance, in Table 3, total tri-iodothyronine had a
relative ratio of 16.1, suggesting this is highly specific for
patients with low TSH (indicating hyperthyroidism). In
comparison, free thyroxine ranks higher based on its PPV but
has a relative ratio of 1.0, suggesting this is not specific for
patients with low TSH. Indeed, we observed free thyroxine also
appeared in the list of recommendations for patients with high
TSH (Table 3).

For a crowdsourcing clinical decision support solution like
recommender algorithms, a typical concern is that
recommendations drawn from common practices do not
necessarily imply clinical appropriateness. To address this
concern, we solicited specialist opinions on the algorithm
outputs. Overall, the majority of the top recommendations were
considered clinically appropriate as initial workup by the
specialists. We also performed external validation by reviewing
relevant guidelines, which revealed general agreement with the
specialists’ assessments.

Limitations
Limitations in this study include that the algorithm was
developed at a single institution, requiring future work to expand
to other institutions to evaluate generalizability. However, the
algorithmic framework is general, as we used a common data
model with data schema and features that were not institution
specific. Second, in recommender systems such as ours, there
is a well-known cold start problem when there is a lack of
clinical items. Our algorithm starts with a generic “best seller
list” by using the cohort item prevalence, but the algorithm
could rapidly bootstrap itself with even just a couple of clinical
items such as diagnosis codes or laboratory results to
dynamically converge on recommendations specific to the
patient scenario. Third, our cohort definition relied on referral
orders placed in the electronic health records, potentially failing
to capture patients who were referred to specialty clinics by
other means (eg, fax or phone communication). Additionally,
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structured data in the electronic health records such as diagnosis
codes or problem lists are often optimized for billing purpose
and may be incomplete. Future research should investigate
whether using unstructured text and leveraging natural language
processing in clinical notes could further optimize the algorithm
performance [47]. Fourth, our survey results are limited to three
common referral conditions; further validation on other less
common clinical conditions with more specialists from other
institutions are needed. Future work should also include a
prospective study to assess the effectiveness of the recommender
algorithm in the specialty referral workflow. Lastly, this study
did not include an analysis on the potential cost benefits of this
recommender algorithm. Future research should compare the

cost of additional visits due to incomplete workup with the cost
of unnecessary labs if ordered based on algorithm
recommendations.

Conclusion
An item association–based recommender algorithm can predict
appropriate specialist’s workup orders with high discriminatory
accuracy. This could support future clinical decision support
tools to increase effectiveness and access to specialty referrals.
Our study demonstrates important first steps toward a
data-driven paradigm for outpatient specialty consultation with
a tier of automated recommendations that proactively enable
initial workup that would otherwise be delayed by awaiting an
in-person visit.
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Abstract

Background: High flow nasal cannula (HFNC) provides noninvasive respiratory support for children who are critically ill who
may tolerate it more readily than other noninvasive ventilation (NIV) techniques such as bilevel positive airway pressure and
continuous positive airway pressure. Moreover, HFNC may preclude the need for mechanical ventilation (intubation). Nevertheless,
NIV or intubation may ultimately be necessary for certain patients. Timely prediction of HFNC failure can provide an indication
for increasing respiratory support.

Objective: The aim of this study is to develop and compare machine learning (ML) models to predict HFNC failure.

Methods: A retrospective study was conducted using the Virtual Pediatric Intensive Care Unit database of electronic medical
records of patients admitted to a tertiary pediatric intensive care unit between January 2010 and February 2020. Patients aged
<19 years, without apnea, and receiving HFNC treatment were included. A long short-term memory (LSTM) model using 517
variables (vital signs, laboratory data, and other clinical parameters) was trained to generate a continuous prediction of HFNC
failure, defined as escalation to NIV or intubation within 24 hours of HFNC initiation. For comparison, 7 other models were
trained: a logistic regression (LR) using the same 517 variables, another LR using only 14 variables, and 5 additional LSTM-based
models using the same 517 variables as the first LSTM model and incorporating additional ML techniques (transfer learning,
input perseveration, and ensembling). Performance was assessed using the area under the receiver operating characteristic
(AUROC) curve at various times following HFNC initiation. The sensitivity, specificity, and positive and negative predictive
values of predictions at 2 hours after HFNC initiation were also evaluated. These metrics were also computed for a cohort with
primarily respiratory diagnoses.

Results: A total of 834 HFNC trials (455 [54.6%] training, 173 [20.7%] validation, and 206 [24.7%] test) met the inclusion
criteria, of which 175 (21%; training: 103/455, 22.6%; validation: 30/173, 17.3%; test: 42/206, 20.4%) escalated to NIV or
intubation. The LSTM models trained with transfer learning generally performed better than the LR models, with the best LSTM
model achieving an AUROC of 0.78 versus 0.66 for the 14-variable LR and 0.71 for the 517-variable LR 2 hours after initiation.
All models except for the 14-variable LR achieved higher AUROCs in the respiratory cohort than in the general intensive care
unit population.

Conclusions: ML models trained using electronic medical record data were able to identify children at risk of HFNC failure
within 24 hours of initiation. LSTM models that incorporated transfer learning, input data perseveration, and ensembling showed
improved performance compared with the LR and standard LSTM models.

(JMIR Med Inform 2022;10(3):e31760)   doi:10.2196/31760
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JMIR Med Inform 2022 | vol. 10 | iss. 3 |e31760 | p.245https://medinform.jmir.org/2022/3/e31760
(page number not for citation purposes)

Pappy et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:dledbetter@chla.usc.edu
http://dx.doi.org/10.2196/31760
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

Background
The use of high flow nasal cannula (HFNC) respiratory support
in children in critical care, emergency departments, and general
wards has increased in recent years [1-8]. HFNC provides an
alternative to other noninvasive ventilation (NIV) techniques
and endotracheal intubation, has fewer associated risks and
complications, and is well-tolerated by children [3,5,6,8].
Nevertheless, many patients require escalation to a higher level
of respiratory support [3,8]. Importantly, for those who require
escalation, recent research indicates better clinical outcomes
for patients who were escalated to higher levels of respiratory
support earlier: lower hospital and intensive care unit (ICU)
mortality rates, higher extubation success rate, higher
ventilator-free days, and lower hospital and ICU lengths of stay
[9,10]. These findings suggest that early identification of
children in whom HFNC will not be successful could allow
more timely institutions of advanced respiratory support and
decrease morbidity and mortality.

Goals
This study aims to develop a model to make reliable, real-time
predictions of a child’s response to HFNC. Such a model could
help clinicians differentiate three groups: (1) children likely to
do well on HFNC alone, (2) children likely to need a higher
level of support, and (3) children whose HFNC response is
unclear. Differentiating these 3 groups would help clinicians
resolve the dilemma of appropriate NIV while not unduly and
potentially harmfully prolonging it. The last group may benefit
from the closest and most frequent monitoring. The second
group, although still monitored frequently, could be escalated
by clinicians to a higher level of support earlier. A further goal
is to compare different algorithms, from logistic regressions
(LRs) to long short-term memory (LSTM)-based recurrent
neural networks, for predicting HFNC response. Other
techniques, such as transfer learning (TL), input data
perseveration, and ensembling, are also explored and evaluated
for their impact on performance when used with LSTMs.

Related Prior Work
The authors are unaware of any studies developing a predictive
model of HFNC failure, although a few studies have investigated

risk factors for escalation from HFNC to a higher level of
respiratory support. Guillot et al [11] found that high pCO2

(partial pressure of carbon dioxide) was a risk factor for HFNC
failure in children with bronchiolitis. Er et al [12] reported that
respiratory acidosis, low initial oxygen saturation and SF
(oxygen saturation [SpO2] divided by the fraction of inspired
oxygen [FiO2]) ratio, and SF ratio <195 during the first few
hours were associated with unresponsiveness to HFNC in
children with severe bacterial pneumonia in a pediatric
emergency department. In a small study of children with
bacterial pneumonia, Yurtseven and Saz [13] saw higher failure
rates in those with higher respiratory rates. Kelley et al [8] found
that a high respiratory rate, high initial venous pCO2, and a pH
<7.3 were associated with failure of HFNC.

Methods

Data Sources
Data for this study came from deidentified clinical observations
collected in electronic medical records (EMRs; Cerner) of
children admitted to the pediatric intensive care unit (PICU) of
Children’s Hospital Los Angeles (CHLA) between January
2010 and February 2020. An episode represents a single
admission and a contiguous stay in the PICU. Patients may have
>1 episode. EMR data for an episode included irregularly,
sparsely, and asynchronously charted physiological
measurements (eg, heart rate and blood pressure), laboratory
results (eg, creatinine and glucose level), drugs (eg, epinephrine
and furosemide), and interventions (eg, intubation, bilevel
positive airway pressure [BiPAP], or HFNC). Data previously
collected for Virtual Pediatric Services, LLC participation [14],
including diagnoses, gender, race, and disposition at discharge,
were linked with the EMR data before deidentification.

Ethics Exemption
The CHLA institutional review board reviewed the study
protocol and waived the requirement for consent and
institutional review board approval.

Definitions
For ease of reference, Textbox 1 lists the terminologies and
definitions used throughout the sections which follow.

Textbox 1. Useful definitions.

Terms and definitions

• Episode: An individual child’s single, contiguous stay in the pediatric intensive care unit, spanning the time between admission and discharge

• High flow nasal cannula (HFNC) initiation: The start of HFNC treatment for a child not currently on HFNC

• HFNC period: The 24 hours following an HFNC initiation where the child was not on HFNC support at any time during the preceding 24 hours

• HFNC trial: An episode or subset of an episode (starting with admission) where only the very last HFNC period is designated as the training
target; it may include previous HFNC initiations

In an episode where HFNC is initiated only once, there is exactly
1 HFNC period and 1 HFNC trial. Episodes can have multiple
HFNC initiations. In such cases, a single episode may have
multiple HFNC periods, and each has an associated HFNC trial.
Note that not all HFNC initiations have a corresponding HFNC

period. For instance, if a child started on HFNC for the first
time during an episode, then this marked the start of the HFNC
period. If HFNC was withdrawn 2 hours later, and the child
again received HFNC an hour after that, then this new HFNC
initiation did not mark the start of a new HFNC period as the
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original HFNC period had not yet ended. In contrast, if this
second HFNC initiation took place >24 hours after the first
HFNC was stopped, then this second initiation marked the start
of a new HFNC period as it was initiated after the first HFNC
period had already ended. Finally, at least 30 minutes was
required between any de-escalation (step-down) from NIV or
intubation before the start of the HFNC period. This rule was
necessary as patients on a higher level of support may be stepped

down to HFNC to assess their ability to breathe on their own.
If such breathing trials fail, which is not an uncommon
occurrence, these patients immediately escalate back to
mechanical ventilation or NIV, technically becoming HFNC
failures but were, in fact, extubation failures and are not
representative of the escalation scenarios of interest in this study.
Figure 1 illustrates these terminologies.

Figure 1. Illustration of HFNC scenarios, definitions, and outcomes. HFNC: high flow nasal cannula; ICU: intensive care unit; NIV: noninvasive
ventilation.

Data Inclusions and Exclusions
Only episodes in which HFNC was used were included.
Episodes of patients aged ≥19 years at admission were excluded,
as were episodes associated with sleep apnea. Any episode that
ended <24 hours into an HFNC period where the patient next
went to the operating room was also excluded. Episodes with
a do not intubate or do not resuscitate order were also excluded.

Target Outcome
For each HFNC trial, the target of interest was escalation to a
higher level of support (BiPAP, noninvasive mechanical
ventilation, and intubation) within the 24-hour window (HFNC

period) after HFNC initiation. Each HFNC trial was labeled
either a failure (if there was an escalation within the associated
HFNC period) or a success (if there was no such escalation
within the associated HFNC period).

When a patient was discharged from the PICU within 24 hours
of HFNC initiation, the target label was determined by the
patient’s disposition at discharge (Textbox 2). Episodes with
the dispositions operating room, another hospital’s ICU, or
another ICU in current hospital were excluded as the outcome
was ambiguous. HFNC trials associated with a favorable
disposition (general care floor, home, or step-down unit) during
the HFNC period were labeled as success.

Textbox 2. Target outcome mappings for high flow nasal cannula periods cut short by patient discharge.

Target outcome mapping and episode disposition

Success

• General care floor

• Home

• Step-down unit or intermediate care unit

Censored

• Operating room

• Another hospital’s intensive care unit

• Another intensive care unit in current hospital
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The HFNC definitions and outcomes, combined with the
exclusion criteria, resulted in 834 HFNC trials that were
randomly divided into training, validation, and hold-out test
sets. All HFNC trials of an individual patient were assigned in
only one of these 3 sets to prevent leakage and bias during model
evaluations. No additional stratifications were applied.

Labeling Time Series Data for Model Training and
Assessment
Recall that the task is to predict HFNC failure (escalation of
care) for each HFNC trial. Data processing starts at the

beginning of the HFNC trial, with a model trained to output a
prediction each time a new measurement becomes available.
Figure 2 illustrates how the time series data of each HFNC trial
were labeled for this process. All prediction times during the
HFNC period were labeled as either 1 (failure) or 0 (success).
Predictions at times before the HFNC period were labeled NaN
(Not a Number) to exclude the predictions from error metrics
during model training and performance evaluations.

Figure 2. Illustration of labeling time series data for predicting HFNC escalation. HFNC: high nasal flow cannula; NaN: Not a Number; PICU: pediatric
intensive care unit.

Data Preprocessing

Overview
Each episode’s time series data were converted into a matrix.
Rows contain the measurements (recorded or imputed) of all
variables at 1 time point, and columns contain values of a single
variable at different times. The steps of this conversion are
described in detail in a previous work [15] and comprise the
aggregation and normalization of observed measurements,
followed by the imputation of missing data. A brief description
is provided in the following sections.

Aggregation and Normalization
Where medically appropriate, values of the same variable
obtained using independent measurement methods were
aggregated into a single feature. For example, invasive and
noninvasive systolic blood pressure measurements were grouped
into a single variable representing the systolic blood pressure
[16]. Any drug or intervention administered in <1% of patient
episodes in the training set was excluded. This aggregation and
exclusion process resulted in a list of 516 distinct demographic,
physiological, laboratory, and therapy variables available as
model inputs (see Tables S1 to S4 in Multimedia Appendices
1-4 for the full list; variable acronyms appear in Table S5 in
Multimedia Appendix 5). Measurements considered

incompatible with human life were filtered out using established
minimum and maximum acceptable values (eg, heart rates >400
beats per minute). Physiological variables and laboratory
measurements were transformed to have 0 mean and unit
variance using the means and SDs derived from the training set.
Administered patient therapies were scaled to the interval [0,1]
using clinically defined upper limits. No variables were
normalized by age as patient age was one of the inputs.
Diagnoses were only used for descriptive analyses and not as
model input features.

Imputation
EMR measurements were sparsely, asynchronously, and
irregularly charted, with time between measurements ranging
from 1 minute to several hours. At any time where at least one
variable had a recorded value, the missing values for other
unrecorded variables were imputed. The imputation process
depended on the type of variable. Missing measurements for a
drug or an intervention variable were set to 0, indicating the
absence of treatment. When physiological observations or
laboratory measurements were available, they were propagated
forward until another measurement was recorded. This choice
reflects the clinical practice and is based on the observation that
measurements are recorded more frequently when the patient
is unstable and less frequently when the patient appears stable
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[17]. If a physiological or laboratory variable had no recorded
value throughout the entire episode, the mean from the training
set population was used.

Input Perseveration
As described in the study by Ledbetter et al [18], LSTMs exhibit
predictive lag, wherein the model fails to react quickly to new
clinical information. A previous study [18] demonstrated that
an LSTM trained with input data perseveration (ie, the input is
replicated k times) responds with more pronounced changes in
predictions when new measurements become available while
maintaining overall performance relative to a standard LSTM.
As timely model responsiveness to acute clinical events is
critical in determining the necessity of escalating support, input
data perseveration was assessed as a training augmentation
technique.

Transfer Learning
TL is a technique of applying insights (eg, data representations)
that were previously learned from one problem to a new, related
task [19-22]. It can be particularly beneficial when one task has
significantly more training data than the other. As the number
of children on HFNC is significantly smaller than the number
of ICU episodes in the CHLA PICU data set, TL techniques
were considered to generate initial data representations and
facilitate training of the HFNC prediction models. LSTM-based
recurrent neural networks using the same input variables as
those for the HFNC task were trained on >9000 CHLA PICU
episodes to predict ICU mortality [23]. The first layer of one
of these mortality models was then used as the first layer of
some of the LSTM-based HFNC prediction models in Textbox
3.

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e31760 | p.249https://medinform.jmir.org/2022/3/e31760
(page number not for citation purposes)

Pappy et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Textbox 3. Details of the 8 models considered.

Model and hyperparameters (a list of the 14 variables used as model inputs appears in Table S6 of Multimedia Appendix 6)

14-variable logistic regression (LR-14)

• Regularizer: 7.50×10−1

• Regularization: elasticnet (ratio=0.5)

517-variable logistic regression (LR-517)

• Regularizer: 1.15×10−3

• Regularization: elasticnet (ratio=0.2)

Long short-term memory (LSTM)

• Layers: 3

• Number of hidden units: (128,256,128)

• Batch size: 12

• Initial learning rate: 9.6e-4

• Patience: 10

• Reduce rate: 0.9

• Number of rate reductions: 8

• Loss function: binary cross-entropy

• Optimizer: rmsprop

• Dropout: 0.35

• Recurrent dropout: 0.2

• Regularizer: 1e-4

• Output activation: sigmoid

LSTM with 3-times input perseveration (LSTM+3xPers)

• Same as LSTM

LSTM with transfer learning (TL; LSTM+TL)

• Same as LSTM

• Transfer weights: first hidden layer only

LSTM with 3-times input perseveration and TL (LSTM+3xPers+TL)

• Same as LSTM

• Transfer weights: first hidden layer only

Simple ensemble of LSTM+3xPers+TL (Simple-en-LSTM+3xPers+TL)

• Same as LSTM

• Transfer weights: first hidden layer only

Multi-ensemble of LSTM+3xPers+TL (Multi-EN-LSTM+3xPers+TL)

• Same as LSTM

• Transfer weights: first hidden layer only

Ensembling
Ensemble methods combine multiple algorithms to achieve a
higher predictive performance than each component could obtain
[24]. The predictions from each component are averaged to

yield a single final prediction. Here, different seed values were
used to generate multiple LSTM-based models, with each seed
value initializing a different set of pseudorandom starting
weights for a particular model. Different seed values led to
slightly different models. Different seeds were used to train the
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mortality models used for TL and train the final LSTM models
on HFNC-specific data. Owing to the relatively small size of
the cohort available to develop the HFNC prediction model, it
was hypothesized that training models with different seeds
would result in high variance and low bias models that may be
decorrelated. Ensembling provides a method to average the
results across decorrelated models to reduce variance but
maintain a low bias.

HFNC Models
A total of 8 models were developed: a 14-variable LR (LR-14)
using variables previously identified as risk factors for HFNC
failure [8,11-13], a 517-variable LR (LR-517), a standard
LSTM, an LSTM with input perseveration (LSTM+3xPers,
where 3 indicates the number of replications described in the
study by Ledbetter et al [18]), an LSTM with TL (LSTM+TL),
an LSTM with both input perseveration and TL
(LSTM+3xPers+TL), a simple ensemble of LSTMs with input
perseveration and TL (Simple-EN-LSTM+3xPers+TL), and an
ensemble of ensembles of LSTMs with input perseveration and
TL (Multi-EN-LSTM+3xPers+TL). All models were trained to
generate a prediction every time new measurements became
available within the HFNC period.

Textbox 3 describes the parameters of all the models. Each
model was developed on the training set to maximize the
average of the validation set area under the receiver operating
characteristic (AUROC) curves measured hourly from 0 to 14
hours into the HFNC period. This window was selected to
prioritize the most clinically impactful period.

Figure 3 illustrates how the ensemble models were formed. An
LSTM mortality model was trained (seed A), and its first layer
was used as the first layer (TL weights) of a 3-layer LSTM with
input perseveration. Layers 2 and 3 of this model were trained
on the HFNC data 5 times (seeds 1-5), resulting in 5 slightly
different HFNC models whose predictions were averaged to
generate the Simple-EN-LSTM+3xPers+TL model predictions.
This process was repeated 4 times to generate an ensemble of
ensembles model: 4 LSTM mortality models were trained (seeds
A-D), each providing a different set of TL weights. For each of
these 4 sets of TL weights, 5 different seeds were used to train
with the HFNC data, resulting in 20 models whose predictions
were averaged together to generate the
Multi-EN-LSTM+3xPers+TL model predictions.
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Figure 3. Forming the (A) simple ensemble and (B) multi-ensemble models. HFNC: high flow nasal cannula; LSTM: long short-term memory; TL:
transfer learning.

Model Performance Assessment
Model performance was assessed on the test set by evaluating
the AUROC of predictions every 30 minutes within the 24-hour
HFNC period. AUROC performance for the subset of patients
with respiratory diagnoses was also compared every 30 minutes
within the 24-hour HFNC period. In the rolling cohort AUROC
computations, failures or successes that had already occurred
before the time of evaluation were excluded. For example, any
HFNC failures or successes that took place ≤4.5 hours into the
HFNC period were not considered in computing the 5-hour
AUROC. Including these in the 5-hour AUROC calculation
would artificially boost the result. This was followed for all
time points of interest. Therefore, the number of HFNC failures
and successes in the test set steadily decreased from 0 to 24
hours in the HFNC period. The fixed cohort AUROC and area
under the precision–recall curve in the first 15 hours were also
computed, wherein only those who were on HFNC for at least
15 hours were included to ensure a constant cohort (and,

consequently, a constant incidence rate of HFNC failures) at
each evaluation point.

In addition, receiver operating characteristic (ROC) curves,
sensitivities, specificities, positive predictive values (PPVs),
and negative predictive values (NPVs) of predictions 2 hours
after HFNC initiation were generated to evaluate model
performance early in the HFNC period, on both the entire test
set cohort and the respiratory subcohort.

Results

Cohort Characteristics
Table 1 describes the demographics and characteristics of the
data, whereas Figure 4 shows the histogram (in cyan) and
cumulative density (orange) for the time to HFNC failure for
the entire data set. Approximately 50% (87/175) of failures
occurred within 7.6 hours, and 80% (140/175) occurred within
14.1 hours.
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Table 1. Demographics and characteristics of the data partitions (N=834).

Overall (n=834)Test set (n=206)Validation set
(n=173)

Training set
(n=455)

Characteristic

637158138341Patients, n

715183151381Episodes, n

38 (4.6)7 (3.4)10 (5.8)21 (4.6)HFNCa trials died, n (%)

175 (21)42 (20.4)30 (17.3)103 (22.6)HFNC trials failed, n (%)

360 (43.2)90 (43.7)70 (40.5)200 (44)HFNC trials female, n (%)

589 (70.6)141 (68.4)115 (66.5)333 (73.2)HFNC trials with respiratory primary diagnosis, n (%)

PRISMb 3 score

4.2 (5.2)4.0 (5.0)3.6 (5.0)4.4 (5.3)Values, mean (SD)

3 (0-6)2 (0-6)2 (0-5)3 (0-7)Values, median (IQR)

Age (years)

3.1 (4.4)2.8 (3.7)3.1 (4.5)3.3 (4.6)Values, mean (SD)

1.2 (0.4-3.5)1.2 (0.5-3.8)1.2 (0.5-3.1)1.2 (0.4-3.4)Values, median (IQR)

Age group (years), n (%)

379 (45.4)96 (46.6)78 (45.1)205 (45.1)0-1

304 (36.5)77 (37.4)63 (36.4)164 (36)1-5

60 (7.2)17 (8.3)12 (6.9)31 (6.8)5-10

91 (10.9)16 (7.8)20 (11.6)55 (12.1)10-19

aHFNC: high flow nasal cannula.
bPRISM: pediatric risk of mortality.

Figure 4. Distribution of time to HFNC failure. HFNC: high flow nasal cannula.

AUROC Across the First 24 Hours
Figure 5 shows the 8 models’ rolling cohort AUROCs in
30-minute increments within the 24-hour HFNC period of all

HFNC trials in the test set. Table S7 in Multimedia Appendix
7 shows the number of remaining HFNC trials in the test cohort
at various evaluation times. Table S8 in Multimedia Appendix
8 presents the test set AUROC values associated with Figure 5
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at several times of interest in the first 12 hours of the HFNC
period. Table S9 in Multimedia Appendix 9 presents the
corresponding AUROCs in the respiratory cohort. The fixed
cohort AUROCs and areas under the precision–recall curve are

shown in Figures S10 and S11 in Multimedia Appendices 10
and 11. Both the rolling and fixed cohort AUROCs generally
increased over time.

Figure 5. Area under the receiver operating characteristics (AUROCs) of model predictions at different times on hold-out test set. AUC: area under
the receiver operating characteristic curve; HFNC: high flow nasal cannula; LR: logistic regression; LSTM: long short-term memory; TL: transfer
learning.

Two-Hour ROC and AUROC
Figure 6 presents the test set 2-hour ROC curves and AUROC
for the 8 models, showing predictive performance just 2 hours

into the HFNC period, whereas Figure 7 presents the same
metrics corresponding to the respiratory cohort.
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Figure 6. Receiver operating characteristic curves and area under the receiver operating characteristic (AUROC) curves of 2-hour predictions on the
entire test set. LR: logistic regression; LSTM: long short-term memory; TL: transfer learning.

Figure 7. Receiver operating characteristic curves and area under the receiver operating characteristic (AUROC) curves of 2-hour predictions on high
flow nasal cannula trials whose primary diagnosis is respiratory: all models. LR: logistic regression; LSTM: long short-term memory; TL: transfer
learning.
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Positive Predictive Value and Negative Predictive
Value
Table 2 shows the specificity, PPV, and NPV for the 2-hour
predictions of the Multi-EN-LSTM+3xPers+TL model that
correspond to different values of sensitivity. These metrics
provide a more intuitive understanding of performance in a
deployment scenario. At the 2-hour mark, 204 HFNC periods

remained (40 [19.6%] failures and 164 [80.4%] successes);
setting the operating point at 25% sensitivity correctly identified
10 of the HFNC failures (PPV=67%) and 159 of the nonfailures
(NPV=84%). Among the correctly identified HFNC failures,
the time to failure (at the 2-hour mark) ranged from a few
minutes to 19 hours (median=2.6 hours). Tables S12 to S14 in
Multimedia Appendices 12-14 show a comparison of these
metrics across all models.

Table 2. Specificity, PPV,a and NPVb corresponding to various sensitivity values of the 2-hour predictions of the Multi-EN-LSTM+3xPers+TL model.

NPVPPVSpecificitySensitivity

0.8170.5710.9820.10

0.8320.6150.9700.20

0.8410.6670.9700.25

0.8440.5000.9270.30

0.8530.3900.8480.40

0.8730.4260.8350.50

0.8900.4140.7930.60

0.9150.4520.7930.70

0.9400.4510.7620.80

0.9500.2900.4630.90

0.9440.2260.2070.95

1.0000.2040.0491.00

aPPV: positive predictive value.
bNPV: negative predictive value.

Discussion

Principal Findings
The ability to predict a child’s response to HFNC reliably and
in real time could help guide clinical differentiation among three
groups: (1) children most likely to do well on HFNC alone, (2)
children most likely to need a higher level of support, and (3)
children whose likely HFNC outcome is unclear and who may
require additional observation. Patients identified from the first
group may require less clinical intervention and free up scarce
ICU resources. Identifying children in the second group may
enable clinicians to intervene more rapidly and provide adequate
support to prevent decompensation. Owing to clinical
uncertainty, children in the third group may benefit from more
careful and frequent observation with the continuous prediction
of the likelihood of failure.

The granular longitudinal data captured from children in the
ICU presents a tremendous amount of information available for
learning and developing tools to help differentiate children’s
responses to numerous ICU interventions such as HFNC,
including ventilation, extracorporeal membrane oxygenation,
and dialysis. Deep learning models, especially those with
sequential processing capabilities such as LSTMs, have the
potential to use rich time-dependent data in ways that more
traditional machine learning models (eg, LR) cannot; however,
LSTMs may require sizable training data to construct
generalizable models. The results from this study showed this

to be the case: a standard, 3-layer LSTM was generally the worst
performing model on the hold-out test set.

TL was incorporated to address the issue of training LSTMs
with insufficient data. The models with TL had the advantage
of learning representations from >9000 PICU episodes, whereas
the models without TL learned from >600 HFNC trials
(approximately 500 episodes). The results demonstrate
considerable gains from using TL and are consistent with the
theory [14]. Figure 5, Figure S10, and Table S8, in particular,
highlight the significant and time-independent performance
increase delivered by TL in the LSTM models.

Input perseveration by itself (LSTM+3xPers) provided a
performance boost relative to the standard LSTM, especially
in the first 12 hours of the HFNC period in respiratory patients
(Table S9, Multimedia Appendix 9). When combined with TL
(LSTM+3xPers+TL), it continued to provide additional,
although slight, gains. As demonstrated in the study by Ledbetter
et al [18], LSTMs can exhibit a predictive lag phenomenon,
wherein they fail to react rapidly to new data reflecting sudden
clinical events and changes in patient status. In the context of
HFNC use and decisions about whether to escalate a child to
higher levels of support, this predictive lag may be deleterious
in a time-constrained environment such as the PICU.

Finally, the ensemble models (Simple-EN-LSTM+3xPers+TL
and Multi-EN-LSTM+3xPers+TL) were built to address another
consequence of limited training data: the relatively high
variability of any one particular realization of the model. This
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is a byproduct of randomly chosen initialization seeds used to
initialize LSTM weights and biases and for random dropout
techniques used for regularization purposes. The ensemble
methods provided a consistently higher performance on the
hold-out test set than the nonensemble models. The ensemble
models provided a slight performance boost over just a single
LSTM+3xPers+TL model. Not surprisingly, the
multiensembling of multiple models (both of those used to
generate TL weights and those used to generate HFNC
predictions) provided the best overall model
(Multi-EN-LSTM+3xPers+TL).

Regardless of the model, the performance generally increased
over time (Figure 5 and Figure S10). This is not surprising as
the lead time (the interval between the times of prediction and
outcome) decreases [25].

Model performance in patients with respiratory diagnoses is of
interest as the pathophysiology of respiratory illness is
particularly amenable to HFNC therapy [1-4]. Approximately
70% of HFNC initiation in this cohort were in patients with
respiratory illnesses. Table S8 shows that all models except
LR-14 generally performed better in the respiratory group over
time. Figure 7 shows that the best performing models in the
overall cohort—those that incorporated TL—performed even
better in the respiratory group after 2 hours of observation,
demonstrating the TL models’ potential clinical impact.

The 2-hour mark after HFNC initiation is an important clinical
decision point as a child has had adequate time to adapt to
HFNC, and the effects of treatment can be assessed. This
motivated the additional analyses of 2-hour predictions shown
in Figure 6 and Figure 7 (ROC curves) and Table 2 (sensitivity,
specificity, PPV, and NPV at various decision thresholds). The
Multi-EN-LSTM+3xPers+TL model had the highest AUROC.
In this model’s ROC curve for the entire cohort, 2 operating
points are of particular interest: the first corresponds to 95%
sensitivity (20% specificity), and the second corresponds to
25% sensitivity (97% specificity, 67% PPV, and 84% NPV).

The first point can be used to identify children most likely to
do well in HFNC (group 1), whereas the second can identify
those most likely to fail HFNC (group 2). Successfully
identifying 20% of group 1 can reduce the observational burden,
whereas identifying 25% of group 2 could lead clinicians to
intervene earlier with an escalation to a higher level of O2

support, potentially improving outcomes for these children
[9,10]. This system could potentially enable intervention 2 to
3 hours earlier in those most likely to fail HFNC. Children for
whom the model predictions fall between the 2 thresholds are
in the third group: those whose HFNC outcome is unclear and
who may benefit from more frequent observations.

Limitations
This study had several limitations. First, it was based on a
single-center retrospective cohort. Second, the target definition
considered only the first 24 hours following HFNC initiation.
Further work can refine the target to consider the subsequent
24 hours, regardless of how long the patient has already been
on HFNC.

Finally, this study is limited by the exclusion of children
experiencing apnea, making the predictive model’s applicability
to such children unclear. Although less than ideal, this exclusion
was deemed necessary as it is difficult to determine whether
escalation to BiPAP in these children is because of clinical
necessity (ie, true escalation) or prophylactic caution (to guard
against sleep apnea).

Conclusions
This study demonstrated the feasibility of applying advanced
machine learning methodology to a complex and challenging
clinical situation. This work demonstrated that clinically relevant
models can be trained to predict the risk of escalation from
HFNC within 24 hours of initiation of therapy and could be
obtained by using an LSTM with the application of TL and
input perseveration to boost AUROC performance.
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CHLA: Children’s Hospital Los Angeles
EMR: electronic medical record
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ICU: intensive care unit
LR: logistic regression
LR-14: 14-variable logistic regression
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ML: machine learning
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PICU: pediatric intensive care unit
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Abstract

Background: Scoring systems developed for predicting survival after allogeneic hematopoietic cell transplantation (HCT) show
suboptimal prediction power, and various factors affect posttransplantation outcomes.

Objective: A prediction model using a machine learning–based algorithm can be an alternative for concurrently applying
multiple variables and can reduce potential biases. In this regard, the aim of this study is to establish and validate a machine
learning–based predictive model for survival after allogeneic HCT in patients with hematologic malignancies.

Methods: Data from 1470 patients with hematologic malignancies who underwent allogeneic HCT between December 1993
and June 2020 at Asan Medical Center, Seoul, South Korea, were retrospectively analyzed. Using the gradient boosting machine
algorithm, we evaluated a model predicting the 5-year posttransplantation survival through 10-fold cross-validation.

Results: The prediction model showed good performance with a mean area under the receiver operating characteristic curve of
0.788 (SD 0.03). Furthermore, we developed a risk score predicting probabilities of posttransplantation survival in 294 randomly
selected patients, and an agreement between the estimated predicted and observed risks of overall death, nonrelapse mortality,
and relapse incidence was observed according to the risk score. Additionally, the calculated score demonstrated the possibility
of predicting survival according to the different transplantation-related factors, with the visualization of the importance of each
variable.

Conclusions: We developed a machine learning–based model for predicting long-term survival after allogeneic HCT in patients
with hematologic malignancies. Our model provides a method for making decisions regarding patient and donor candidates or
selecting transplantation-related resources, such as conditioning regimens.

(JMIR Med Inform 2022;10(3):e32313)   doi:10.2196/32313

KEYWORDS

machine learning; hematopoietic cell transplantation; hematologic malignancies; prediction; survival; stem cell; transplant;
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Introduction

Background
Allogeneic hematopoietic cell transplantation (HCT) is a
potentially curative therapeutic option for patients with
hematologic malignancies, which has been widely used. The
increasing use of allogeneic HCT is attributable to multiple
factors, including improved alternative donor availability,
reduced-intensity conditioning regimens, advances in the
prevention of transplantation-related toxicities, and an
improvement in general supportive care. Despite these advances,
allogeneic HCT remains associated with considerably high rates
of complications, treatment-related mortality, and relapse [1].
To predict transplantation outcomes more accurately before
making decisions regarding transplant eligibility, several
prognostic scoring systems for survival after allogeneic HCT
have been developed. These scores include the HCT-specific
comorbidity index, the European Group for Blood and Marrow
Transplantation (EBMT) risk score, and the Pretransplant
Assessment of Mortality score, among others [2-5]. Most
prognostic scoring systems were developed using parametric
statistical methodologies, such as Cox proportional hazards
models, for predicting the likelihood of survival for HCT
recipients. The scoring systems’ variables mainly include
recipient factors, such as age, comorbidities, performance status,
time from diagnosis to HCT, and disease status. Furthermore,
several donor factors are considered in the EBMT risk score,
including donor type (human leukocyte antigen [HLA]: identical
sibling or matched unrelated), sex match, and cytomegalovirus
serostatus. However, the reported accuracy of these prediction
models is suboptimal, where the area under the receiver
operating characteristic (ROC) curve (AUC) ranges between
0.6 and 0.7 [6].

Recently, attempts to predict transplantation-related outcomes
more accurately have been made in various clinical settings
regarding early mortality [7], graft-versus-host disease (GVHD)
[8], or relapse using deep learning–based prediction models [9].
The Acute Leukemia (AL)–EBMT score was developed using
a data mining–based approach to predict 100-day mortality after
allogeneic HCT [7]. Another study of a machine learning
algorithm predicting the incidence of acute GVHD using
Japanese registry data has demonstrated that the calculated
scores were associated with clear stratification of acute GVHD,
whereas lower scores were associated with a low incidence of
acute GVHD [8]. In one study, a machine learning–based model
was developed to predict the 1-year relapse rate after allogeneic
HCT in patients with AL [9]. Although the patient population,
endpoints, and criteria for variable selection were different
between studies, the performances were similar and seemed
slightly better than the previously reported transplantation
outcome prediction scores.

The survival following allogeneic HCT, however, can vary
depending on multiple variables, such as disease relapse and
transplantation-related complications, including GVHD,
engraftment failure, or infection, which can lead to increased
nonrelapse mortality (NRM). Furthermore, these HCT
complications are associated with several variables, including

donor-related or recipient-related factors, donor-recipient
relationship, and conditioning, among others.

Objective
We hypothesized that the selection of variables using a machine
learning–based approach and the establishment of a prediction
model by applying those variables will improve the performance
of the model and avoid unexpected biases. Additionally, we
assumed that the established prediction algorithm will help
choose better transplantation-related factors or donors to
improve post-HCT outcomes. In this study, we developed a
model for predicting the long-term survival of patients with
hematologic malignancies after allogeneic HCT based on
selected variables using a machine learning algorithm, and we
validated the model’s accuracy in a validation set. Then, we
implemented an algorithm to select more appropriate
transplantation-related factors using the established prediction
model.

Methods

Patient Population and Study Outcomes
Data on 1470 adult patients (≥15 years old) with hematologic
malignancies who underwent allogeneic HCT between
December 1993 and December 2015 at Asan Medical Center,
Seoul, South Korea, were obtained for developing the machine
learning–based prediction model. To predict long-term survival
after allogeneic HCT, we included patients who survived more
than 5 years and who died within 5 years after transplantation.
As the data cutoff date was December 2020, we only included
patients who underwent allogeneic HCT before December 2015
to ensure that the follow-up duration of each patient could be
at least 5 years. Then, 229 variables, including recipient and
donor characteristics, disease features, HLA types, graft
information, administered medications for conditioning, GVHD
prophylaxis, supportive care, and other laboratory data, were
collected for analysis.

The primary objective of the study was to predict the 5-year
overall survival (OS) after allogeneic HCT, and the secondary
objectives include determining the NRM, cumulative incidence
of relapse (CIR), and 100-day OS. All censored data were
calculated from the date of the transplantation.

Ethics Approval
The Institutional Review Board of Asan Medical Center
approved the protocols of this study (2021-1003), which was
conducted according to the 2008 Declaration of Helsinki.

Selection of a Predicting Model
The patients were classified into two groups, those who survived
more than 5 years and those who died within 5 years. In the
learning process, the former group was labeled 0 and the latter
was labeled 1. Therefore, the closer the predicted value to 1,
the higher the probability of death within 5 years. The
aforementioned predictive factors were classified into
categorical or noncategorical variables and used for developing
5 prediction models. The performance for predicting survival
after allogeneic HCT was tested using the following 5 machine
learning algorithms: gradient boosting machine (GBM), random
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forest, deep neural network, logistic regression, and adaptive
boosting (AdaBoost). Each algorithm was tested using the same
training set which was randomly divided (1176/1470, 79.59%
of the total number of patients in the training set). The AUCs
of the algorithms are shown in Multimedia Appendix 1. Of the
5 algorithms, GBM showed the highest AUC (0.75) compared
with random forest (0.74), deep neural network (0.65), logistic
regression (0.70), and AdaBoost (0.72). Therefore, the selection
of relevant variables and the development of the final model
were performed using GBM. GBM is an ensemble method that
combines several weak classifiers, such as trees. The goal of
GBM is to focus and place the weights on incorrectly predicted
results through gradient descent [10]. While GBM is training,
the initial tree trains the data set and assigns weights to
incorrectly predicted records with errors, and the next tree from
the same model learns the weighted data set and repeats the
process of assigning weights.

Explainable Individualized Survival Prediction
We provided an explainable individualized survival prediction
using Shapley values to quantify the probability of surviving
for each patient by predicting the OS after allogeneic HCT. A
Shapley value is calculated as the average change according to
the presence or absence of a single feature over all possible
combinations of features [11]. Given a survival prediction
model, f(x), we can compute the Shapley values using the
following equation:

where n is the total number of features, and the sum extends
over all subsets S of N not containing feature i. In a recent study,
a unified framework called Shapley Additive Explanations
(SHAP) was released for explainable machine learning models
using Shapley values [10]. In this study, the survival model also
provides a description of patient-specific survival prediction
using SHAP.

Other Statistical Analyses
Categorical variables were compared using the chi-square test
or Fisher exact test, and continuous variables were compared
using the Mann-Whitney U-test or Student t test, as appropriate.
The OS was calculated using the Kaplan-Meier method, and
the resulting survival curves were compared using the log-rank
test. NRM and CIR were evaluated using a cumulative incidence
function regarding competing risks and compared using the
method of Gray in R, version 3.6.3 (R Foundation for Statistical
Computing). All statistical analyses were conducted using SPSS,
version 24 (IBM Corp), and graphs were generated using
GraphPad Prism, version 9.1.2 (GraphPad Software Inc). In all
analyses, P values were two-tailed, and those less than .05 were
used to denote statistical significance.

Results

Patient and Donor Characteristics
The characteristics of the patients and donors included in the
study are shown in Table 1. Between December 2009 and
December 2015, 1470 patients underwent allogeneic HCT for
hematologic malignancies, including acute myeloid leukemia
(n=783), acute lymphoblastic leukemia (ALL; n=306),
myelodysplastic syndrome (MDS; n=188), chronic myeloid
leukemia (n=92), non-Hodgkin/Hodgkin lymphoma (n=56),
BCR-ABL1–negative myeloproliferative neoplasm (MPN;
n=16), MDS/MPN (n=6), and multiple myeloma (n=13).
Approximately two-thirds of the patients (n=995) received
peripheral blood as a graft source, and one patient who received
cord blood as a graft source was included. Reduced-intensity
conditioning and myeloablative conditioning were used in 934
(63.5%) and 536 (36.5%) of the 1470 patients, respectively.
Antithymocyte globulin was used in 903 (61.4%) of the 1470
patients as GVHD prophylaxis.

During the median follow-up duration of 8 years (95% CI
7.8-8.3 years), the estimated 5-year OS of all patients was
46.2%. The 2-year incidence of NRM and CIR was 17.7% and
33.3%, respectively.
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Table 1. Patient and donor characteristics.

ValueVariable

1470Patients, N

5.7 (0-268)Interval between diagnosis to HCTa in months, median (95% CI)

Recipient sex, n (%)

833 (56.7)Male

637 (43.3)Female

Donor sex, n (%)

977 (66.5)Male

493 (33.5)Female

41 (15-75)Recipient age in years, median (range)

34 (0-70)Donor age in years, median (range)

Donor-recipient sex, n (%)

551 (37.5)Male to male

280 (19)Female to male

424 (28.8)Male to female

213 (14.5)Female to female

Recipient disease, n (%)

783 (66.9)AMLb

188 (16.1)MDSc

306 (26.2)ALLd

56 (4.8)Lymphoma

13 (1.1)MMe

92 (7.9)CMLf

16 (1.4)MPNg

16 (1.4)MDS-MPN

3 (0-8)HCT-CIh score, median (range)

Disease risk, n (%)

830 (56.5)Standard riski

640 (43.5)High risk

Donor type, n (%)

591 (40.2)Matched sibling

387 (26.4)Unrelated

491 (33.4)Haploidentical familial

1 (0.1)Cord blood

Graft source, n (%)

472 (32.1)Bone marrow

997 (67.8)Peripheral blood

1 (0.1)Cord blood

Conditioning intensity, n (%)

536 (36.5)Myeloablative

934 (63.5)Reduced intensity
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ValueVariable

903 (61.4)Treated with antithymocyte globulin to prevent GVHDj, n (%)

aHCT: hematopoietic cell transplantation.
bAML: acute myeloid leukemia.
cMDS: myelodysplastic syndrome.
dALL: acute lymphoblastic leukemia.
eMM: multiple myeloma.
fCML: chronic myeloid leukemia.
gMPN: myeloproliferative neoplasm.
hHCT-CI: hematopoietic cell transplantation–specific comorbidity index.
iThe standard-risk group is defined as follows: patients with acute leukemia in the first remission (except by salvage chemotherapy), CML in the chronic
phase, drug-sensitive lymphoma/MM, or MDS with bone marrow blasts ≤5% at HCT.
jGVHD: graft-versus-host disease.

Development of the Prediction Model
After deciding on GBM as the prediction algorithm, the
variables used for model development were selected using the
recursive feature elimination (RFE) method. RFE is one of the
widely used feature selection methods that provide a rank to
each variable according to feature importance in predicting the

target variable and help select a minimum specified number of
variables showing good performance in a model [12]. Using
the RFE algorithm, we selected 45 relevant variables for
developing the prediction model (see Multimedia Appendix 2
and Textbox 1). In the case of HLA type, each allele of
recipients and donors was regarded as an independent variable.

Textbox 1. Selected variables for the prediction model. AML: acute myeloid leukemia. WBC: white blood cell. HLA: human leukocyte antigen. RBC:
red blood cell. CMV: cytomegalovirus. HCT-CI: hematopoietic cell transplantation–specific comorbidity index. *The standard-risk group is defined
as follows: patients with acute leukemia in the first remission (except by salvage chemotherapy), CML in the chronic phase, drug-sensitive lymphoma/MM,
or MDS with bone marrow blasts ≤5% at HCT.

Variables

• Diagnosis and disease (eg, AML first complete remission)

• Disease risk*

• WBC count at diagnosis

• Extramedullary disease at diagnosis

• Extramedullary disease at HCT

• Karyotype at diagnosis

• Karyotype at HCT

• CMV serostatus of recipient

• CMV serostatus of donor

• Hepatic score of HCT-CI

• Total score of HCT-CI

• Conditioning regimen

• Donor type

• Recipient HLA type: A, B, C, DR, and DQ

• Donor HLA type: A, B, C, DR, and DQ

• RBC transfusion before HCT

• Platelet transfusion before HCT

Final Performance of the Prediction Model
The performance of the prediction model using GBM and
selected variables in 294 patients is depicted in Figure 1A. The
AUC and prediction accuracy of the final model were 0.788
and 0.712, respectively. Figure 1B shows a calibration plot with

the Brier score of the model demonstrating agreement between
the estimated predicted risk and observed risk of death in the
validation cohort. The algorithm was trained and evaluated
using 10-fold cross-validation in the total patient cohort, where
the predictive power of the model demonstrated a generalized
performance with a similar accuracy.
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Figure 1. The final performance of the prediction model. Panel A shows the area under the receiver operating characteristic curve. Panel B shows the
calibration plot.

Because we classified patients who died within 5 years as 1,
the closer the predicted value of the GBM model to 1, the higher
the risk of death. The optimal threshold for determining whether
the risk score is positive or negative is calculated using the
Youden J statistic along with the ROC curve. From the
prediction model, the threshold is 0.5533, and if the risk score
is greater than that, the model estimates that the patient will die
within 5 years. The predicting probability of the risk score of

each patient was tested in a randomly selected patient cohort,
which corresponds to 20% of all patients (294/1470) to reduce
the probable bias from choosing one of 10 produced models.
Figure 2A shows the estimated post-transplantation OS of the
patients according to the risk score, which was equally divided
by the absolute score values. The estimated 5-year OS was
70.3% in the low-risk group, 42.6% in the intermediate-risk
group, and 14.9% in the high-risk group (P<.001).

Figure 2. Different post-transplantation outcomes of the patients of validation set according to the prediction score (A) Overall survival (B) relapse
(C) non-relapse mortality.

Prediction of NRM and Relapse
To assess whether the risk score can also predict NRM and
relapse after HCT, we analyzed the incidence of NRM and
relapse using 3 risk groups. High-risk scores were significantly

associated with both higher CIR (P<.001) and higher NRM
(P=.02) (Figure 2B and 2C). The estimated 2-year CIR was
11.3% in the low-risk group, 22.4% in the intermediate-risk
group, and 53.1% in the high-risk group. The 2-year NRM was
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9.3% in the low-risk group, 17.3% in the intermediate-risk
group, and 25% in the high-risk group.

Application of the Algorithm for Donor Selection
We assumed that the prediction score for each patient can be
applied in selecting the most appropriate donor when there are
multiple donor candidates. For example, the prediction score
can help physicians select the donor between a younger
HLA-haploidentical individual and an older matched sibling.
To verify this, we calculated the scores using Shapley values
through which the importance of each variable can be visualized
using a specific value. We simulated a real case of a patient

with ALL in the first CR who has the following 2 donor
candidates: one is a 48-year-old HLA-haploidentical familial
female individual, and the other is a 43-year-old
locus-mismatched unrelated male individual. A total of 2
prediction scores were calculated using data derived from each
donor showing different values (Figure 3). Among the variables,
the pretransplantation disease status appeared to be the most
important factor in calculating each score. According to our
prediction model, the donor in Figure 3B (unrelated donor)
could be preferred because the score is lower than the donor in
Figure 3A (haploidentical donor).

Figure 3. Survival difference of the patients of validation set according to the prediction score.

Discussion

Principal Findings
Long-term survival after allogeneic HCT in patients with
hematologic malignancies is affected by multiple factors but
mainly depends on disease relapse and NRM. Multiple variables,
including disease status, genetic risk, conditioning regimen,
comorbidities, degree of HLA matching, and patient and donor
ages, are associated with disease relapse, GVHD, engraftment,
or treatment-related toxicities, and these outcomes are closely
and mutually related to survival after transplantation. However,
traditional statistical methods are unsuitable for analysis
considering the interactions between variables or their
differences according to the specific values of each factor, such
as the relationship between the HLA allele of the patient and
donor. In this regard, prediction models based on machine
learning algorithms can be an effective alternative for predicting
posttransplantation outcomes and can provide guidance for
selecting appropriate patients, donors, or resources [13].

We developed a prediction model and risk score using GBM
and selected variables based on machine learning for long-term
survival after allogeneic HCT. Our model demonstrated an AUC
of 0.788, which showed better performance in predicting
posttransplantation outcomes than previously reported machine
learning–based models. Shouval et al [7] have reported the

AL-EBMT model predicting 100-day mortality after allogeneic
HCT showing an AUC of 0.701, which was significantly better
than that of the EBMT score (AUC, 0.646). A study on Japanese
individuals who underwent HCT has developed a machine
learning–based prediction algorithm of acute GVHD, and the
AUC of the model was 0.62 [8]. Another prediction algorithm
developed by Fuse et al [9] has shown an AUC of 0.667 for
predicting relapse within 1 year after transplantation. Most
models were developed by applying the alternating decision
tree algorithm, and the variables were selected by researchers.
In this study, the model was developed using variables derived
from the GBM algorithm and using the RFE method, instead
of using preselected variables based on the opinion of the
researchers or conventional statistical analysis. Through RFE,
we extracted the minimum required features where the
performance of the predicting model does not deteriorate. This
is an important difference from the existing literature that
applied machine learning algorithms using clinically selected
variables. In contrast, we first built a full model using all
possible variables and then gradually removed features that had
little effect on survival prediction. Those differences might
contribute to the higher AUC of our prediction model by
reducing biases in selecting variables and augmenting possible
correlations between each factor. Interestingly, the selected
variables for our prediction model include each HLA allele type
of recipients and donors. Because we used the raw values of
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each HLA allele of both recipients and donors rather than
calculating the degree of mismatch, direction of mismatch, or
allele types, our approach integrated the interactions between
alleles affecting survival.

To apply the prediction model to patients planning for allogeneic
HCT in practice, a specific tool for comparing the expected
outcomes according to multiple different factors is required.
We provided a prediction score to quantify the probability of
survival, which showed good concordance of the observed and
estimated survival after HCT. Additionally, SHAP visualizes
the importance of each factor (Figure 3), which allows for the
prioritization of more appropriate transplantation-related
resources. The most remarkable aspect of our model is that the
importance of each factor can be quantified and visualized so
that physicians can use the algorithm when planning allogeneic
HCT to select factors, such as donor or conditioning regimen,
that are expected to achieve better survival.

The limitations of this study include the relatively small number
of patients used for establishing the algorithm-based prediction

model. Although the model showed consistency using 10-fold
cross-validation in the validation cohort, a larger patient cohort
is considered more helpful in verifying the performance of the
algorithm. Further external validation using data from a greater
number of patients is warranted. Second, the retrospective nature
of the study may have resulted in selection and measurement
biases. However, we included all patients with hematologic
malignancies who underwent allogeneic HCT during a certain
period of time to reflect real-world practice.

Conclusions
Here, we present a machine learning–based algorithm and
prediction score for quantifying the probability of long-term
survival after allogeneic HCT in patients with hematologic
malignancies. The prediction score showed a moderate negative
correlation with long-term survival, NRM, and relapse after
transplantation. Our prediction model provides a personalized
method for selecting more appropriate transplantation-related
factors and patient or donor candidates for allogeneic HCT.
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Multimedia Appendix 1
The AUC of each tested algorithm. cb, CatBoost; rf, random forest; fnn, feedforward neural network; log, logistic regression;
ada, AdaBoost.
[PNG File , 92 KB - medinform_v10i3e32313_app1.png ]

Multimedia Appendix 2
Recursive feature elimination showing the AUC (area under the curve) according to the number of selected features.
[PNG File , 45 KB - medinform_v10i3e32313_app2.png ]
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Abstract

Background: Web-based computerized adaptive testing (CAT) implementation of the skin cancer (SC) risk scale could
substantially reduce participant burden without compromising measurement precision. However, the CAT of SC classification
has not been reported in academics thus far.

Objective: We aim to build a CAT-based model using machine learning to develop an app for automatic classification of SC
to help patients assess the risk at an early stage.

Methods: We extracted data from a population-based Australian cohort study of SC risk (N=43,794) using the Rasch simulation
scheme. All 30 feature items were calibrated using the Rasch partial credit model. A total of 1000 cases following a normal
distribution (mean 0, SD 1) based on the item and threshold difficulties were simulated using three techniques of machine
learning—naïve Bayes, k-nearest neighbors, and logistic regression—to compare the model accuracy in training and testing data
sets with a proportion of 70:30, where the former was used to predict the latter. We calculated the sensitivity, specificity, receiver
operating characteristic curve (area under the curve [AUC]), and CIs along with the accuracy and precision across the proposed
models for comparison. An app that classifies the SC risk of the respondent was developed.

Results: We observed that the 30-item k-nearest neighbors model yielded higher AUC values of 99% and 91% for the 700
training and 300 testing cases, respectively, than its 2 counterparts using the hold-out validation but had lower AUC values of
85% (95% CI 83%-87%) in the k-fold cross-validation and that an app that predicts SC classification for patients was successfully
developed and demonstrated in this study.

Conclusions: The 30-item SC prediction model, combined with the Rasch web-based CAT, is recommended for classifying
SC in patients. An app we developed to help patients self-assess SC risk at an early stage is required for application in the future.

(JMIR Med Inform 2022;10(3):e33006)   doi:10.2196/33006

KEYWORDS

skin cancer assessment; computerized adaptive testing; naïve Bayes; k-nearest neighbors; logistic regression; Rasch partial credit
model; receiver operating characteristic curve; mobile phone
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Introduction

Background
Skin cancer (SC) is the most common malignant neoplasm
occurring in White populations, and it is mainly divided into
(1) malignant melanoma (MM) and (2) nonmelanoma SCs
(NMSCs), which include squamous cell carcinoma and basal
cell carcinoma as the major subtypes. The global incidence of
MM and NMSCs is well-established and on the rise. In
Australia, SC accounts for most newly diagnosed cancers each

year, with age-standardized incidence rates for MM of 65.3×10−5

and 1878×10−5 for NMSCs [1,2]. There are >434,000 people
in a population of only 23 million who treat keratinocyte cancer
each year in Australia [2], causing a substantial socioeconomic
burden and impact on public health services.

There are several well-recognized risk factors that increase the
potential for the development of SC and have been reported in
previous literature, such as UV radiation, genetic susceptibility,
smoking, ionizing radiation, and the use of photosensitizing
drugs [3]. Among the aforementioned risk factors, excessive
UV radiation exposure remains the major causative risk factor
for SC [4]. Therefore, it is crucial to modify personal behaviors
to reduce direct and excessive sun exposure, such as avoiding
long-term sunbathing or the use of indoor tanning devices,
appropriately applying sunscreens, using sun-protective cloth
garments, and staying in the shade.

Requirement for Prediction Model in Classification of
SC
In practice, it is difficult to provide people with their individual
risk of SC [1]. Given the lack of clear recommendations for
organized SC screening, physical exploration, clinical history
of lesion changes, and correlated family SC history continue to
be key for detecting skin neoplasms. Assuming that a person
has attributes that highly correlate with the underlying
architecture of the skin, the potential risk of SC can be assessed
through questions (ie, questionnaire items); for example,
underlying pigmentation traits include hair color, eye color, the
propensity to freckle and sunburn, skin phenotypes, and some
personal behavior factors such as tanning attitudes and sunbed
use. Accordingly, it is feasible to construct a unidimensional
scale to measure these attributes using the responses to the
unidimensional items and further calculate an overall SC risk
score using an assessment tool (eg, web-based computerized
adaptive testing [CAT] administrations [1]) or even classify the
SC risk for patients in clinical settings.

Predicting SC Risk and Classifying the SC Possibility
Statistical validity is based on the correlations among item
measures (or scores) on a questionnaire and people’s
unobservable true status (eg, melanoma status–deemed latent
traits that cannot be directly detectable in the real world) [5].
The Rasch model [6] is a mathematical modeling approach that
has been used to assess how well the items measure the
underlying latent traits [7-13], which are based on a
unidimensional scale when the data fit the Rasch model’s
expectation (ie, all items can be added to a summation score)
[10,13]. Nonetheless, no SC classifications that use machine

learning to predict SC risk have been illustrated and
demonstrated in the literature. We are motivated to develop a
prediction model for classifying SC in adults who are potentially
at risk.

CAT Assessment and Limitation in SC Classification
CAT is a tailored measure based on item response theory (IRT)
[14,15] that can better align with each examinee’s ability level
[10,13,16]. The computer follows an IRT-based algorithm, and
the difficulty of the next selected item depends mainly on all
previously answered items. As such, each patient needs to
answer the fewest possible items by dynamically selecting
appropriate testing items, resulting in less respondent burden
without compromising measurement precision and thereby
making it possible to individualize each participant’s assessment
[1,10,13].

The limitation of CAT applied to machine learning is the
missing responses (ie, unanswered items) in the data.
Fortunately, generating the expected responses to endorse the
answers in CAT has been resolved to overcome the drawback
of not having all the items answered in CAT (ie, using the
expected value to fill in the missing data, as done in previous
studies [13,17,18]). As such, convolutional neural networks
(CNNs) [19,20] combined with the expected responses to
classify the groups of individual bullying levels [13] are
applicable. Thus, we are interested in applying the expected
responses to CAT to (1) reduce participant burden with more
accurate outcomes [1,10,13,16] and (2) predict SC classification
in patients.

Web-Based Assessment Using Smartphones
With the advent of the era of digital technology, the
advancement and maturation of mobile health and health
communication technology have been rapidly increasing [21].
To date, smartphone apps for classifying SC using CAT-based
machine learning for patients in health care settings are lacking
when searching for publications in the PubMed library using
the keywords skin and cancer AND computerized adaptive
testing AND CAT AND machine learning as of December 5,
2021. It is not only the complexity of the CAT procedure with
multimedia illustrations embedded into a web-based module
but also the difficulty of the model’s parameters that need to be
transformed into the probability of classification types when
SC is assessed on the web. A web-based CAT app incorporating
machine learning and SC could provide patients with a better
understanding of the SC classification and prediction of SC at
risk before a serious SC problem occurs.

Study Aims
The aims of this study are to (1) compare the prediction accuracy
of SC between machine learning models in SC classification
and (2) build a CAT-based SC assessment using machine
learning to develop an app for automatic classification of SC
to help patients assess SC risk at an early stage.
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Methods

Data Source
On the basis of a previous study [1,22], we extracted data from
a population-based Australian cohort study of SC risk
(N=43,794) by simulating Rasch data [23], including 1000
virtual patients across 30 feature variables defined in the
previous study [1] (Multimedia Appendix 1).

All data used in this study were simulated and extracted from
the previous article [1]. Given that this study design uses
simulation data, ethical approval was not required according to
the Taiwan Ministry of Health and Welfare regulations.

Characteristics of the Simulated Data

The Original Survey Data
The original data were retrieved from the baseline questionnaire
in the QSkin Sun and Health study [22]. A population-based
cohort study of 43,794 men and women aged 40 to 69 years

was randomly sampled from the population of Queensland,
Australia [1], to obtain a calibration data set (two-thirds;
29,314/43,794, 66.94%) and a validation data set (one-third;
14,480/43,794, 33.06%). In the calibration data set, 24.61%
(7213/29,314) of participants had a history of SC, and 75.39%
(22,101/29,314) of participants did not.

The Study Simulation Data
For simplification, the 30-item difficulties calibrated in the
previous study [1] (Table 1) using the Rasch partial credit model
[24] were applied to yield 1000 virtual cases following a normal
distribution (mean 0, SD 1; see the demonstration in Multimedia
Appendix 1 with an MP4 video). The suggested cutoff point
was set at 0.88 logits [1] to determine the 2 groups of cancer
and noncancer in the simulation data. As such, the data with
1000 people × 30 items and 1 label (ie, 1 and 0 for melanoma
status defined as cancer and noncancer groups) were applied in
this study with the following 2 sections (ie, 3 models and 3
tasks).
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Table 1. Overall and threshold difficulties in logit (log odds) across the 30 items.

Threshold difficultyOverall difficultyVariableNumber

Step 4Step 3Step 2Step 1

N/AN/AN/Aa0.000.16Gender (male as 1 and female as 0)1

N/A1.680.78−2.46−2.32Skin color on areas never exposed to the sun?2

N/A1.100.41−1.51−0.17Your behavior in the strong sun for 30 minutes at noon?3

N/A1.27−0.42−0.85−0.49Your behavior outdoors in the sun without protecting your skin?4

−2.111.550.60−0.04−0.11What color are your eyes?5

1.43−1.30−0.830.700.48What was your natural hair color at the age of 21 years?6

N/A0.360.01−0.370.72How many freckles were on your face at the age of 21 years?7

N/A0.920.53−1.450.76How many moles did you have on your skin at the age of 21 years?8

−0.69−0.750.301.351.27How many times in your whole life have you used sunbeds?9

−0.391.30−1.360.450.98How many separate skin cancers have you ever had excised from your skin?10

−0.11−0.220.49−0.050.53How many separate sunspots or skin cancers have you ever had frozen or burnt
off on your skin?

11

N/AN/AN/A0.990.99Have I been told that I have melanoma?12

0.821.14−0.82−1.140.26Will you get melanoma at some point in the future?13

0.360.110.37−1.410.58How many times were you sunburned so badly that you were sore for at least 2
days or your skin peeled as a child?

14

0.740.270.35−2.400.17How many times were you sunburned so badly that you were sore for at least 2
days or your skin peeled in your teenage years?

15

0.460.100.59−1.830.58How many times were you sunburned so badly that you were sore for at least 2
days or your skin peeled in adulthood?

16

N/A−0.390.44−0.040.29How many hours did you spend outdoors and in the sun from Monday to Friday
in the past year?

17

N/A0.410.24−0.65−0.51How many hours did you spend outdoors and in the sun from Monday to Friday
at the age of 10 to 19 years?

18

N/A0.050.41−0.46−0.15How many hours did you spend outdoors and in the sun from Monday to Friday
at the age of 20 to 29 years?

19

N/A−0.130.42−0.290.04How many hours did you spend outdoors and in the sun from Monday to Friday
at the age of 30 to 39 years?

20

N/A0.190.23−0.42−0.14How many hours did you spend outdoors and in the sun during Saturday and
Sunday in the past year?

21

N/A0.260.21−0.46−0.94How many hours did you spend outdoors and in the sun during Saturday and
Sunday at the age of 10 to 19 years?

22

N/A0.430.18−0.60−0.72How many hours did you spend outdoors and in the sun during Saturday and
Sunday at the age of 20 to 29 years?

23

N/A0.370.19−0.56−0.45How many hours did you spend outdoors and in the sun during Saturday and
Sunday at the age of 30 to 39 years?

24

N/AN/AN/A0.00−0.46Routinely apply sunscreen to my face25

N/AN/AN/A0.00−1.80Routinely apply sunscreen to my hands and forearms26

N/AN/AN/A0.00−2.56Routinely apply sunscreen to other parts of my body27

N/AN/AN/A0.00−0.36Routinely apply sunscreen going out in the sun: no28

N/A1.06−0.16−0.90−0.31Whether applying sunscreen outside in the sun?29

N/A0.85−0.08−0.770.45How often have you been outside in the sun in the past year?30

N/AN/AN/AN/AN/AMelanoma status (label as cancer and noncancer group)31

aN/A: not applicable.
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The 3 Models of Machine Learning Used in Microsoft
Excel

The 3 Models Applied in This Study
Three models of machine learning—naïve Bayes (NB) [25],
k-nearest neighbors (KNN) [26], and logistic regression (LR)
[27-31]—were applied to compare the model accuracy of
classifying SC in the 1000×30 rectangle data set. The 2 training
(70%) and testing (30%) sets (ie, the hold-out validation) were
separated to examine the model’s accuracy with a proportion
of 70:30, where the former was used to predict the latter.

We calculated the sensitivity, specificity, receiver operating
characteristic curve (area under the curve [AUC]), and CIs along
with the accuracy and precision across the 3 aforementioned
models for comparison. In addition, k-fold cross-validation was
performed for the 3 models using the Weka software (University
of Waikato) [32]. If the Weka Explorer (graphical user interface)
and the Classify tab are selected, we can find it by looking for
the Choose button under the Classify tab. Once we navigate
through the folders, the 3 classifiers are used (ie, NB
classifiers→Bayes→NB; instance-based learner [IBk]
classifiers→lazy→IBk; and classifiers→functions→logistic).
For instance, once we select IBk for the KNN classifier, we
click on the box immediately to the right of the button. This
will open up a large number of options. If we then click on the
button More in the Options window, we will see all the options
explained. We can do this for all the classifiers to obtain
additional information (eg, NB, logistic, or more; see the
demonstration using an MP4 video in Multimedia Appendix
2). Meanwhile, more information about the 3 models is provided
in Multimedia Appendix 3.

Calculation of Model Accuracy
After the parameters in the selected model are estimated, the
accuracy of a model in the training and testing sets can be
obtained through the following equations [33,34]:

The accuracy was determined by observing the higher
sensitivity, specificity, precision, accuracy, and AUC in the
models. The definitions are as follows:

True positive (TP) = the number of predicted cancers
to the true SCs (1)

True negative (TN) = the number of predicted
non-SCs to the true noncancers (2)

False positive (FP) = the number of noncancers – the
number of TN (3)

False negative (FN) = the number of cancers – the
number of TP (4)

Sensitivity = TP rate = TP/(TP + FN) (5)

Specificity = TN rate = TN/(TN + FP) (6)

Precision = positive predictive value = TP/(TP + FP)
(7)

Accuracy = (TP + TN)/N (8)

N = TP + TN + FP + FN (9)

AUC = (1 − specificity) × sensitivity/2 + (sensitivity
+ 1) × specificity/2 (10)

SE for AUC = √(AUC × [1 – AUC]/N) (11)

95% CI = AUC ± 1.96 × SE for AUC (12)

Similarly, the confusion matrix can be made when the true
conditions (ie, SC and non-SC) and the predictions (ie, positive
and negative) are known in the predicted training set (or the
testing data set) matched to the label (ie, 1 and 0 as cancer and
noncancer groups) in the training set. Other indicators in
equations (1) to (12) can be obtained accordingly.

It is worth noting that we made the model residual with the
average values in the 2 groups (ie, average [range in the group
of SC] + average [range in the group of non-SC]) to overcome
the imbalance class data. As such, the AUC for sensitivity and
specificity could be balanced in reports [35]. Details about the
setting formula are provided in the Microsoft Excel module in
Multimedia Appendix 1.

The 3 Tasks

Feature Variables Shown on a Forest Plot (Task 1)
The 30 variables [1] were shown on a forest plot [36-38] via
the following steps: standardize each variable based on the mean
(0) and SD (1) and compare the standardized mean difference
on a forest plot [39].

The chi-square test was conducted to evaluate the heterogeneity
between variables. Forest plots (CI plots) were drawn to display
the effect estimates and their CIs for each indicator.

Comparing the Accuracies in Models (Task 2)
We calculated the sensitivity, specificity, AUC, and CIs along
with the accuracy and precision across the proposed models in
comparison using equations (1) to (12). Both AUCs in the
training and testing sets were compared to assess the model
accuracy and stability [34,35].

SC Risk and Classification (Task 3)

The Rasch Model and the First-Order Derivative in Calculus

In the Rasch model, the probability can be expressed as follows:

(13)

where θ is the person’s ability, and δ is the item difficulty for
person n and item i, respectively. The processes of the first-order
derivative on θ are described below:

(14)

The Newton-Raphson Iteration Method

The Newton-Raphson iteration method, one of the essential
iteration techniques for parameter estimation, has been
frequently mentioned in the methodology literature [40-43] and
popularly used in practice with the Rasch model [44,45].

A revised estimated measure, θm + 1, is obtained from the
previous measure of θm and the adjustment by the residual and
the summed variance (defined by f'[θm – δi] across all answered
items in equation 15):
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(15)

The CAT SE is defined by the following equation:

(16)

The next selected item is determined by the maximum
information (variance = f'[θm – δi]) of the item in all answered
items shown in the following equation:

Informationi = f'(θm – δi) (17)

CAT Stop Criterion

The CAT termination is set at the CAT SE smaller than the SE
of measurement (SEM) [1,46].

SEM = SD √(1 – Rel) (18)

Rel is the Cronbach α of the questionnaire. Therefore, if there
is a test (or questionnaire) with an SD of 1.0 logits and a
Cronbach α of .78 [1], the SEM would be 0.469 (1 × √[1 – .78]).

If CAT is terminated, the responses to unanswered items are
filled in with their expected values using equation (13) when
the final measure is known. The SC classification is then
performed (Figure 1).

Figure 1. SC–CAT process and SC classification using machine learning. CAT: computerized adaptive testing; SC: skin cancer.

The Fit Statistics of the Mean Square Error

The Rasch fit statistics of mean square errors (MNSQs),
including infit and outfit [40,41], are shown on the SC CAT to
represent the extent of the deviation from the expectation of the
Rasch model for the examinee’s responses.

Infit MNSQ =

(19)

Outfit MNSQ =

(20)

where Oni is the observed response for person n on item i, and
Eni is the corresponding expected value in equation (13). The
variance is referred to in equations (14) and (17).

Again, another way to judge a person’s responses depends on
the Z score (denoted by Z) in equation (21). According to the

Rasch model, these accumulated Z2 values ought to follow a
chi-square distribution with 1 degree of freedom (denoted by

df) for each Z2 value minus the degree of freedom necessary to

estimate the person measure θn [47]. Any sum of Z2, when
divided by its df, should follow the mean square distribution in
equation (22). This can conveniently be evaluated as the t
statistic, which has approximately a unit normal distribution
(ie, N[0,1]) [46], shown in equation (23).
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(21)

(22)

(23)

The Skin Cancer–Computerized Adaptive Testing Algorithm

Wright [48] suggests a simpler algorithm for classroom use,
classification, and performance tracking in a low-stakes
environment. This algorithm is easy to implement and could be
successfully used at the end of each learning module to keep
track of the persons’ responses in the process [46]. Figure 1
shows the core steps of skin cancer–computerized adaptive
testing (SC–CAT) needed for practical adaptive testing using
the Rasch model:

1. Start with a patient at an initial θ (SC score in logit) of 0.
2. Find a randomized item from the item poll via the SC–CAT.
3. Respond to the item with difficulty and the corresponding

threshold δ (difficulty; label A in Figure 1).
4. Calculate the provisional θ in equation (15) based on the

known item difficulties (label B).
5. Examine whether the CAT stop criterion (ie, SEM=0.469)

is reached in equations (16) and (18) (label C).
6. Select the next item in equation (17) if the SC–CAT

continues (label D).
7. Return to Step 3.
8. Fill in the expected values of the unanswered items via

equation (13) when the SC–CAT stops based on the final
estimated θ (label E).

9. Perform the prediction model (label F).
10. Obtain the classification (ie, SC or non-SC; label G).

The App Developed in This Study
An app for the detection of SC in adults was designed and
developed. A 30-item self-assessment app using mobile phones
was designed to predict and classify SC using machine learning
and model parameters. The model parameters were embedded
in the computer module.

The results of the classification (ie, SC+ and SC–) instantly
appear on smartphones. A visual representation displaying the
classification effect is plotted using 2 curves (ie, one from the
bottom left to the top right corner denotes the success [SC+]
feature, and another from the top left to the bottom right is the
failure [SC–] attribute). The visual dashboard with binary (ie,
SC+ and SC–) category curves is shown on Google Maps.

Statistical Tools and Data Analysis
MedCalc 9.5.0.0 for Windows (MedCalc Software) was used
to calculate the sensitivity, specificity, and the corresponding
AUC using LR when the observed labels (ie, 0 for SC– and 1
for SC+) and the predicted probabilities (ie, the continuous
variable in equation 13) were applied.

Author-made modules in Microsoft Excel were applied to
compute the model prediction indicators expressed in equations
(1) to (12). The three proposed models—NB, KNN, and
LR—were performed using Microsoft Excel and Weka [32]
(Multimedia Appendix 1 and 2). The web-based CAT was
programmed using the classic active server pages.

The study flowchart (shown in Figure 2) comprises two parts:
one is from the previous study [1] and another includes 3
models. A total of 3 tasks are elaborated in this study. The
abstract video is provided in Multimedia Appendix 1 as well.
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Figure 2. Two major parts are in the study flowchart (in the upper and bottom panels), and three tasks are in the bottom panel. AUC: area under the
curve; KNN: k-nearest neighbors; MNSQ: mean square error; SC: skin cancer; HO: hold out validation.

Ethics Approval and Consent to Participate
Not applicable. All data were simulated and extracted from a
previous study [1].

Availability of Data and Materials
All data used in this study are available in the Multimedia
Appendices.

Results

Task 1: Feature Variables Demonstrated on a Forest
Plot
The 30 variables are presented in a forest plot (Figure 3). We
can see that all green boxes are on the right side beyond the
mean standardized mean difference (0), indicating that the
variables are eligible (P<.05) for discriminating the melanoma
status (ie, SC and non-SC groups).
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Figure 3. Using the forest plot to display feature variables on smartphones [49] or clicking the QR Code. SMD: standardized mean difference.

Task 2: Comparing the Accuracies Between Models
A comparison of the model accuracies is shown in Table 2. We
can see that all AUCs are >0.80 in models across the training
and testing sets. The 30-item KNN model yielded higher AUC

values of 99% and 91% for the 700 training and 300 testing
cases, respectively, far beyond the other 2 models (ie, NB and
LR; Table 3). However, if k-fold cross-validation is performed,
the 30-item KNN model yields lower AUC values of 85% (95%
CI 83%-87%), shown in Table 4.

Table 2. Comparison of model accuracy and stability using simulation data (hold-out validation).

Stability ≥0.70 (testing sets)Accuracy ≥0.80 (training sets)Training cas-
es/testing cas-
es, N

Study model

AUCAccuracyPrecisionSpecificitySensitivityAUCaAccuracyPrecisionSpecificitySensitivity

0.890.910.970.980.790.900.900.820.890.92700/300Naïve Bayes

0.910.930.990.990.830.990.990.980.990.98700/300KNNb

0.810.840.850.920.700.870.880.840.910.82700/300LRc

aAUC: area under the curve.
bKNN: k-nearest neighbors.
cLR: logistic regression.

Table 3. Comparison of model accuracy and stability using simulation data (95% CIs of the area under the curve [AUC] for hold-out validation)a.

Stability ≥0.70 (testing sets)Accuracy ≥0.80 (training sets)Study model

Significant differenceAUC (95% CI)Testing cases, NSignificant differenceAUC (95% CI)Training cases, N

—b0.89 (0.85-0.93)3001, 20.90 (0.88-0.92)700Naïve Bayes (1)

30.91 (0.88-0.94)3001, 30.99 (0.98-1.00)700KNNc (2)

20.81 (0.77-0.85)3001, 20.87 (0.85-0.89)700LRd (3)

aThe computation of the 95% CI for the AUC is referred to in equations (10) to (12).
bData not available.
cKNN: k-nearest neighbors.
dLR: logistic regression.
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Table 4. Comparison of model accuracy and stability using simulation data (k-fold cross-validation).

Stability ≥0.70 (testing sets)Accuracy ≥0.80 (training sets)Training cases/testing cases, NStudy model

Significant
difference

AUC (95% CI)AUCaAccuracyPrecisionSpecificitySensitivity

20.98 (0.97-0.99)0.9892.400.870.920.93700/300Naïve Bayes (1)

1, 20.85 (0.83-0.87)0.8589.200.840.900.87700/300KNNb (2)

20.98 (0.97-0.98)0.9892.400.900.900.90700/300LRc (3)

aAUC: area under the curve.
bKNN: k-nearest neighbors.
cLR: logistic regression.

Task 3: Developing an App for SC Classification
A screenshot obtained from a mobile phone used to respond to
the questions is shown in Figure 4, the CAT process is shown
in Figure 5, and the assessment results are shown in Figure 6.
In this example, we can see that the item-by-item CAT process

is displayed in Figure 5, and the patient has a high probability
(0.88) of developing SC, as shown in Figure 6.

Readers are invited to scan the QR code in Figure 4 and practice
the web-based CAT on their own. The CAT process is shown
in Figure 5. The assessment of the calibration plot is shown in
Figure 6.

Figure 4. Snapshot of skin cancer assessment on smartphones from the web-based CAT model [50] or clicking the QR Code.

We developed the CAT-based app for classifying SC in adults.
The CAT process was demonstrated item by item and is shown
in the 3 panels of Figure 5. Person θ is the provisional ability
(eg, the third column in the top panel of Figure 5 or the blue
line in the middle panel of Figure 5) estimated by the CAT
module (equation 15).

The SEs (equation 16) are along the orange line in the middle
panel of Figure 5 (or the dotted lines in the top panel of Figure
5). We can see that the more items responded to by a patient,
the smaller the SEs will be. The SE was generated by the
formula 1/√(Σinformation[i]) (equation 17), where i refers to
the CAT items responded to by a patient.

In addition, the item difficulties (shown in Table 1) are along
the green line in the middle panel of Figure 5. The residual is
derived from the difference (observed – expected; bottom panel
of Figure 5). The Z score (i) along the brown line is computed

using equation (21), which equals the squared variance (i) shown
in the bottom panel of Figure 5.

CAT will stop if the residual value is <0.05. The correlation
coefficient between the CAT estimated measures and the step
series numbers using the last 5 estimated θ values was computed.
A flatter θ trend indicates a higher probability of a person’s
measure converging to the final estimation.

It is worth noting that a person’s MNSQs (ie, infit and outfit at
the top of the middle panel in Figure 5) are generated by the
formula in equations (19) and (20). If the value of the outfit is
>2.0 [51], the person’s response pattern is significantly aberrant
beyond the model’s expectation. In the example shown in the
middle panel of Figure 5, we can see that the patient’s response
pattern with outfit MNSQ (0.52, less than the cutoff point of

2.0) and the t statistic (−0.95 = [ln(0.585) + 0.585 − 1] × ,
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where v = 0.52 × 9/[9 – 1] based on equations (22) and (23)
meets the expectation of the Rasch model rather well.

Once the CAT terminates, the resulting example is shown
in Figure 6. We can see that the SC+ with a high probability
(0.88) is shown on the curve of success from the bottom left to
the top right corner. The sum of both probabilities (ie, SC+ and

SC–) equals 1.0. The odds can be computed by the formula p/(1
– p) = 0.88/0.12 = 7.33, indicating that the patient had an
extremely high probability or tendency toward SC+. It is worth
noting that CAT substantially reduces participant burden (ie,
only 9 items were responded to in the CAT, and 70% [(30 –
9)/30] efficiency gains were from the CAT) without
compromising measurement precision.

Figure 5. The process in SC-CAT on smartphones with three panels A, B, C denoted by steps, visualizations and records, respectively. CAT: computerized
adaptive testing; SC: skin cancer; SEM: standard error of measurement.
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Figure 6. The result of SC+ assessment with classification and probability on smartphones. SC: skin cancer.

Web-Based Dashboards Shown on Google Maps
A total of 2 QR codes shown in Figures 3 and 4 (or links
[49,50]) are provided for readers who can manipulate the
dashboards on their own. In Figures 3 and 4, the animation-type
dashboards make the data (eg, feature variables) and the app
easier and clearer to understand once the QR Codes are clicked
on.

Discussion

Principal Findings
We built a CAT-based model via a machine learning approach
to develop an app to predict the classification of SC and help
patients identify SC risk earlier to reduce participant burden
and maintain acceptable measurement precision. A total of 1000
cases were simulated based on the item difficulties with a cutoff
point of 0.88 logits to determine 2 groups (cancer and
noncancer) using Rasch analysis addressed in a previous study
[1]. A total of 3 types of machine learning (NB, KNN, and LR)
were applied to compare the accuracy and stability of the models
in SC classification. We observed that (1) the 30-item KNN
model yielded higher AUC values of 99% and 91% for the 700
training and 300 testing cases, respectively, than its 2
counterparts using the hold-out validation but had lower AUC
values of 85% (95% CI 83%-87%) in the k-fold cross-validation
and (2) an app for patients that predicts SC classification was
successfully developed and demonstrated in this study.

Previous Research Using Computers to Diagnose SC
Instead of Classifying SC
Melanoma is considered one of the fastest-growing and most
aggressive SCs; it was first described as a “fatal black tumor”
by Hippocrates in 5000 BC and was later recognized to have
the propensity to metastasize by William Norris in 1820 [52].
It causes most of the deaths from SC. Therefore, timely and
accurate recognition of melanoma combined with appropriate
treatment regimens could optimize clinical outcomes and avoid
potentially fatal metastasis. Although computer-based algorithms
have been proposed to develop novel predictors of prognosis
and improve the efficiency and diagnostic accuracy of cancer
metastasis, significant challenges for SC prediction and
classification still remain [52].

For instance, a report that sniffer dogs are able to detect MM
at a curable stage was first described in the United Kingdom
by William et al [53]. Thereafter, studies focusing on the utility
of dog olfaction for screening or diagnosing different medical
conditions, such as COVID-19, malignancies, diabetes,
Parkinson disease, seizures, certain hormonal and enzymatic
defects [54-67], and melanoma [53], ensued. Machine learning
models based on CNNs were applied to extract the region of
interest of the skin lesion data set and showed that training CNN
models with the region of interest–extracted data set could
improve the accuracy of the prediction [55-57].

A mobile CAT was developed to help people efficiently assess
their SC risk [1]. However, no such classification of SC using
machine learning was provided to readers before, as we did in
Figure 4 of this study. This mobile assessment could be used
to quickly estimate a person’s SC risk and educate patients about
the need to implement skin protection and promote
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self-examination of the skin [68-70]. In particular, patients with
a history of SC had a higher mean score of responses than those
without a history of SC [1].

Animation-Type CAT Module to Increase Health
Literacy for Patients
Patients’ health literacy (eg, understanding their own SC risk)
is increasingly considered a critical factor affecting
patient-physician communication and health outcomes [71].
Populations with below-basic or basic health literacy are less
likely to obtain health issue–related information from traditional
printed sources such as newspapers, magazines, books, or
brochures than those with higher health literacy [72]. A brief
CAT, such as the one we developed in this study, could be used
to inform people quickly about their potential risk of SC and
help these individuals engage in sun-protective behaviors.

This CAT module is a practical tool that can efficiently identify
suitable item subsets for each individual and, therefore,
maximize the efficiency and precision of the entire testing
process. Through CAT, it was found that it can save up to 42%
(or more) of test length and achieve a very similar degree of
measurement precision as a non-CAT. This is consistent with
the literature [73-76].

The tool offers diagnostics that can help practitioners assess
whether responses are distorted or abnormal. For example, outfit
mean square values of ≥2.0 suggest an unusual response [51].
If responses do not fit well with the model’s requirement, they
can be highlighted for suspected cheating, careless responding,
lucky guessing, creative responding, or random responding [74].
Otherwise, one can take follow-up action (eg, medical
consultation) to recheck the reasons for unexpected responses
to questions [8,77,78] if the result shows a high cancer risk.
Readers are invited to run the SC–CAT mobile app through the
QR code, as shown in Figure 4.

Strengths and Features of This Study
There are two major forms of standardized assessments in
clinical settings [79]: (1) a traditional self-administered
questionnaire and (2) a rapid short-form scale [80]. Each has
its own advantages and shortcomings. Traditional
pencil-and-paper questionnaires require higher financial
investment and have a substantial burden on respondents
resulting from the following rationale: participants need to
answer questions that do not provide additional information
about their personal risk of certain diseases to achieve adequate
precision measurement [20]. In contrast, by administering items
that are most informative for the examinee, the CAT can provide
precise measurement of an examinee’s proficiency with the
fewest possible items and then terminate at an appropriate
number of items according to the required person reliability [1]
(equation 18).

Second, not all questions were answered in the CAT. In contrast
to those using the mean value [20] over the entire data set to
fill in the missing values, we applied the expected value in the
model for each unanswered question to fill in the missing data,
as done in previous studies [13,24,25]. By doing so, the expected
responses and model parameters can be applied to classify the
SC groups. To date, we have not seen anyone using CAT

combined with machine learning to classify SC in the literature,
which is a breakthrough and the second feature of this study.

Third, as with all forms of web-based technology, advances in
mobile health and health communication technology are rapidly
emerging [21]. The use of mobile web-based CAT is promising
and worth implementing in many fields for the assessment of
health issues. The CAT graphical representations shown in
Figure 4 are modern and innovative in academics.

Few studies have used machine learning to perform NB, KNN,
and LR on Microsoft Excel, as we did in this study. These
modules are provided in Multimedia Appendix 1, which is the
fourth feature of this study.

We applied the LN algorithm along with the model’s parameters
to design a routine on an app that is used to classify individual
SCs (Figure 6), which is the fifth feature of this study. We have
not seen any such SC–CAT combined with LN implemented
on mobile phones before.

Different results were found when comparing the model
accuracy of the AUC between the hold-out validation and the
k-fold cross-validation (Tables 2, 3, and 4), which might be
attributed to the small sample size (eg, 1000) used in this study.
The evidence providing the k-fold cross-validation to improve
the strength and confidence in the models’ evaluation is the
sixth feature of this study.

Limitations and Future Studies
Our study has some limitations. First, although the psychometric
properties of the 30-item SC assessment have been validated
for measuring SC risk [1], there is no evidence to support that
the 30-item SC assessment is suitable for users outside of
Australia. We recommend additional studies using their own
database of SC assessment to estimate the item parameters and
see whether a difference exists.

Second, although the Bayesian model performed better than the
other 2 models (KNN and LR), CAT was incorporated with LR
instead of the Bayesian model. The reason for this is that LR
requires less computation time than the Bayes and KNN
algorithms, as the latter uses pair-to-pair comparison in the
algorithm. Future studies are encouraged to compare the
efficiency and time consumption in computation between
different models.

Third, the study was based on an article [1] that used the 30-item
SC–CAT module. All the model parameters (ie, item difficulties
and step-threshold difficulties) were derived from this study
[1]. If any environment or condition is changed (eg, other
populations in the country and different ethnicities), the result
(eg, the model’s parameters) will be different from that of this
study. The ethnicity of the study population was also a
limitation. It is worth further verifying and investigating
different populations and ethnic groups under the concept we
used in this study.

Fourth, the SC assessment is a 1-dimensional construct. The
item difficulties used to estimate a person’s measure were
calibrated using Rasch Winsteps software. Traditionally, a
person’s ability (θ) should be estimated by the CAT method,
as previous studies have done [1,10,13,16]. In this study, the

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e33006 | p.282https://medinform.jmir.org/2022/3/e33006
(page number not for citation purposes)

Yang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


SC group should be further classified (eg, transforming the log
odds to probability in LR and determining the SC group by
observing the probability greater or less than 0.5). Different
models applied to CAT will use disparate classification schemes.
Future studies should be cautious on this matter.

Fifth, readers are encouraged to access the app by scanning the
QR code in Figure 4. Professional practical apps should be
further developed for Android and iOS systems in the future.

Finally, the study sample was retrieved from the baseline
questionnaire in the QSkin Sun and Health study [22]. The data
used in this study were simulated from item difficulties
calibrated in a previous study [1]. The Rasch partial credit model
[24] was used on the simulated data owing to the different
number of categories across items. Further research should focus

on whether the psychometric properties of the SC assessment
are similar to those of this study if other IRT models are applied.

Conclusions
The contributions of this study are (1) overcoming the problem
of missing responses that limit CAT development when applying
the machine learning algorithm, (2) introducing 3 models
available on Microsoft Excel and the k-fold cross-validation in
Weka software, and (3) demonstrating an app that incorporates
Rasch CAT with numerous parameters in LR.

The 30-item SC prediction model, combined with the Rasch
web-based CAT, is recommended for classifying SC in adults.
An app developed to help patients self-assess SC risk at an early
stage is required for application in the future.
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AUC: area under the curve
CAT: computerized adaptive testing
CNN: convolutional neural network
FN: false negative
FP: false positive
IBk: instance-based learner
IRT: item response theory
KNN: k-nearest neighbors
LR: logistic regression
MM: malignant melanoma
MNSQ: mean square error
NB: naïve Bayes
NMSC: nonmelanoma skin cancer
SC: skin cancer
SC–CAT: skin cancer–computerized adaptive testing
SEM: standard error of measurement
TN: true negative
TP: true positive
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Abstract

Background: In any health care system, both the classification of data and the confidence level of such classifications are
important. Therefore, a selective prediction model is required to classify time series health data according to confidence levels
of prediction.

Objective: This study aims to develop a method using long short-term memory (LSTM) models with a reject option for time
series health data classification.

Methods: An existing selective prediction method was adopted to implement an option for rejecting a classification output in
LSTM models. However, a conventional selection function approach to LSTM does not achieve acceptable performance during
learning stages. To tackle this problem, we proposed a unit-wise batch standardization that attempts to normalize each hidden
unit in LSTM to apply the structural characteristics of LSTM models that concern the selection function.

Results: The ability of our method to approximate the target confidence level was compared by coverage violations for 2 time
series of health data sets consisting of human activity and arrhythmia. For both data sets, our approach yielded lower average
coverage violations (0.98% and 1.79% for each data set) than those of the conventional approach. In addition, the classification
performance when using the reject option was compared with that of other normalization methods. Our method demonstrated
superior performance for selective risk (12.63% and 17.82% for each data set), false-positive rates (2.09% and 5.8% for each
data set), and false-negative rates (10.58% and 17.24% for each data set).

Conclusions: Our normalization approach can help make selective predictions for time series health data. We expect this
technique to enhance the confidence of users in classification systems and improve collaborative efforts between humans and
artificial intelligence in the medical field through the use of classification that considers confidence.

(JMIR Med Inform 2022;10(3):e30587)   doi:10.2196/30587
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Introduction

Background
High-performance networks have been used to enhance the
quality and convenience of human life since the development
of deep learning techniques. Deep learning networks are used
in education, aviation, process management, entertainment,
agriculture, and robotics. Artificial intelligence (AI) has made
significant contributions to a variety of medical applications
[1-3]. However, in a clinical setting, the output from AI as an
accurate prediction is often insufficient and requires its
interpretation for further decisions [4]. As medical AI systems
can support efficient and accurate decisions, it is important not
only to increase the accuracy of classification in deep learning
networks but also to reduce errors, particularly those that can
be fatal [5]. In addition, health care data tend to be complex,
and neural networks have proven problematic in accurately
recognizing patterns in this complexity [6]. The uncertainty of
prediction measures the reliability of a prediction and must be
considered in fields that require prudent decisions, such as
medicine or autonomous driving [7]. Accordingly, in fields
where minor errors can cause significant problems, applying a
prediction model that can reject predictions when the confidence
level is not high enough is helpful. To develop such a deep
neural network, a selective prediction [8] method can be applied
to use the confidence level in both training and test sessions.

Various biosignal sensors have been developed for human health
care applications, and many algorithms have been developed
to analyze the data produced by these sensors. Deep learning
technologies have performed well when applied to data obtained
from health care or medical sensors [9]. Classification models
based on a deep neural network or convolutional neural network
(CNN) have been used to classify health and medical data. In
addition, biosignals and time series data from humans are used
in diverse health care systems [10]. In various studies, recurrent
neural network (RNN) models have been used to classify health
and medical data, especially time series data. Among such
models, RNNs have contributed significantly to the classification
of time series data. Many studies have used RNN models to
classify electronic health records obtained from clinical
measurements [11], predict diseases using patient diagnostic
histories [12-14], conduct health status analyses using biosignals
[15-18], and classify health information from mobile and
wearable sensors [19-22]. Previous studies have applied
prediction confidence to classify image data, and prediction
confidence can be considered for classifying time series health
data using RNN models. However, little research has focused
on how to use prediction confidence for time series health data.

Considering the specificity of time series health data, a model
that can produce results according to the predicted confidence
level and uses prediction confidence has the advantage of
reducing fatal errors.

The selective prediction model can learn from certain samples
that are sufficiently confident in their predictions. This means
that such a model can ignore predictions when they are uncertain
in training. In addition, the selective prediction model provides
a confidence level for each test sample in the inference stage,

which can be used as a reference score in a medical situation.
In early studies on selective prediction, neural network models
with a reject option were used to obtain a specific confidence
score from a trained model and as a model threshold to validate
performance [23-25]. However, these methods calculate the
prediction probability to select samples for training based on a
threshold called the prediction confidence score.

Recently, research using the selective prediction model mainly
consists of 2 parts. The first is to extract an appropriate
prediction confidence score and the second is to make good use
of the extracted prediction confidence score for the deep learning
model. For extracting the prediction confidence score, methods
have been designed in many studies. For example, the softmax
response and Monte Carlo (MC) dropout methods use a
confidence score from neural networks [26]. The softmax
response method extracts a confidence score using maximum
softmax values from neural networks, as described in the above
methods, whereas an MC dropout estimates a confidence score
using statistical approaches. However, MC dropout requires a
high computational cost to optimize the problem quickly.
Although Bayesian methods [27-29] can produce prediction
confidence scores of RNNs [30], they are applicable only for
natural language processing, which uses many-to-many RNNs
with multiple sequence inputs and outputs. However, the
predictive models in health care are usually many-to-one types
that predict class using a health information time series as input,
and it is helpful for medical staff to train a many-to-one
predictive model for time series data that has a selective
prediction ability. For a model using the prediction confidence
score, a selective prediction model that learned both prediction
and selection was developed [31]. On the basis of this method,
SelectiveNet [32] has demonstrated potential possibilities for
various applications, with the advantage of learning the selection
and prediction simultaneously. However, the structure of the
selective prediction model using long short-term memory
(LSTM) has not been validated in previous studies. Thus, a
well-designed selective prediction model for time series data is
required.

Objective
In this study, a selective prediction model using LSTM [33]
was implemented to classify time series health data. In
particular, we considered a method that incorporates a reject
option to control and measure prediction confidence for
many-to-one classification tasks. As the selection function uses
the output of the prediction model as an input, a suitable
selection function structure must be devised. Therefore, methods
to normalize the selection function were compared to achieve
a structure suitable for classifying time series data with LSTM.
To validate the LSTM selective prediction performance, we
used coverage violations and selective risks for each data set.
As high false-positive and false-negative rates can be critical
factors in diagnoses, we also present the false-positive and
false-negative rates of the LSTM selective prediction model.
In summary, the goal of this study is to develop a selective
prediction model for health data time series. The contributions
of this study are (1) applying the latest selective prediction
method with superior performance to classify time series health
data using LSTM and (2) presenting the structure of the selection
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function in the selective prediction model (especially the
normalization method) for time series selective prediction.

Methods

Selective Prediction
We examined the possibility of RNN models with a reject option
using SelectiveNet [32], which has superior performance
compared with existing selective prediction models. The overall
structure of the model was based on the SelectiveNet [32] model
with an LSTM; it is divided into selective and auxiliary
predictions, as shown in Figure 1. The selective prediction is
divided again into two steps: prediction and selection. Prediction
involves the results of the LSTM model and the selection part
extracts the predicted confidence level of the LSTM model. In
this study, we propose unit-wise batch standardization (UBS)
as part of the selection function. Selective prediction is
performed using both the prediction and selection function
results. An auxiliary prediction step using the LSTM prediction
result to derive the final result with the selective prediction
result was added to enhance prediction performance. As
selective prediction is a prediction model using a deep learning
model structure, it is optimized by a loss function. The entire
model is trained by optimizing the selective prediction and
auxiliary prediction steps simultaneously. Further details are
provided in the Optimization section. LSTM was used for the
RNN model for time series data classification.

A selective model was used to implement classification models
with the reject option [34]. The selective model (f, g) consists
of pairing a prediction function f and a selection function g:X→Y

{Y|0≤Y≤1} (X is a set of inputs and Y is a set of outputs). When

the data set is given as for supervised learning of the
classification model, the empirical risk of prediction function f

becomes . When τ is a threshold, g acts as a qualifier of f and
can be expressed as follows:

Selective models can be controlled by coverage and risk values.
When Ep is the expected probability, and ℓ is the loss function,
we can define the coverage and risk as follows:

where g(x) is the prediction confidence score, ϕ(g) is a coverage
value that is the expected value of the prediction confidence
scores for training samples, which is correlated with the number
of selected samples during training. R(f, g) is a selective risk
that represents the error rate for predicting the selected samples
using selective prediction. The corresponding selective risk for

a data set is called the empirical selective risk and is defined
as follows:

The empirical coverage corresponding to the data set Sm is as
follows:

Figure 1. Long short-term memory model structure with a reject option. LSTM: long short-term memory.
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Optimization
An optimization method was used to constrain coverage and
reduce the selective risk [31]. The selective prediction model
was optimized by the loss functions in equations 6, 7, and 8.
This loss function simultaneously regulates the prediction and
selection steps. Hence, the selective prediction was regulated
to lower the error rate, which is the selective risk for the selected
samples according to the prediction confidence. In addition, the
selection step was optimized to select training samples based
on the predefined target coverage so that the selection step
would reject predictions below the confidence level. The target
coverage is a controlling hyperparameter for the model to learn
the amount of data to be selected during training. On the basis
of this, we trained the model so that the coverage value was as
close to the target coverage as possible. The target coverage c
is in the range 0<c≤1. When the parameter set of the selective
model (f, g) is Θ the optimization of the selective model is as
follows:

The fθ and gθ in the selective prediction were optimized by
equation 6. It is necessary to constrain coverage and reduce risk
(error) for selective prediction. We used the interior point
method for optimization [35]. The following unconstrained
objective is used to optimize the selective prediction model for
a data set Sm:

where c is the target coverage, and λ is a hyperparameter that
controls the coverage constraints. Using equation 6, the selection
function g is optimized to produce an appropriate prediction
confidence score, and the selective prediction is optimized to

reduce the selective risk . The empirical coverage value 
is probabilistically calculated using the selection function. The

Ψ allows the coverage value to approximate the target
coverage during the training session. The auxiliary classification

loss is optimized using the loss function . Overall,
optimization can be defined using a convex combination
expressed by the following equations:

where α is another user-controlled parameter for the weights
between the selective and auxiliary predictions.

UBS Procedure
In this study, a new selection function structure for LSTM
models was designed. The basic frame of the selection function
structure was based on a CNN-based model from a previous
study [32] that used batch normalization [36] for the selection
function. The detailed structure and parameters were determined
through a grid search. The output shape of the many-to-one
structure LSTM is (n_batch, n_hidden_unit), with conventional
batch normalization, applying the same mean and variance to
all units. However, this method of normalization ignores the
features of each hidden unit in the LSTM output. To address
this problem, we applied a new UBS that normalizes the batch
derived from an original batch normalization [36] while
preserving the hidden-unit features captured for each training
sample. As shown in Table 1, UBS uses a fully connected layer
that maintains the LSTM output's shape while generating the
output and standardizing the batch, as shown in Figure 2. When
batch normalization is applied to CNNs, normalization factors
(mean and variance) are obtained from each input channel [37].
However, to preserve hidden units' individual features, we
calculated normalization factors obtained from each LSTM's
hidden unit.

Table 1. Detailed structure of the selective prediction step.

Output shapeInput shapeLayer

(n_batch, n_hidden unit)(n_batch, n_time steps, n_features)LSTMa

(n_batch, n_hidden unit)(n_batch, n_hidden unit)FC1b,c

(n_batch, n_hidden unit)(n_batch, n_hidden unit)FC2b,d

(n_batch, n_hidden unit)(n_batch, n_hidden unit)ReLUb,e

(n_batch, n_hidden unit)(n_batch, n_hidden unit)UBSb,f

(n_batch, 1)(n_batch, n_hidden unit)FC3g

(n_batch, 1)(n_batch, 1)Sigmoid

aLSTM: long short-term memory.
bThe layer retains the input.
cFC1: fully connected layer 1.
dFC2: fully connected layer 2.
eReLU: rectified linear unit.
fUBS: unit-wise batch standardization.
gFC3: fully connected layer 3.
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Figure 2. Algorithm of unit-wise batch standardization. LSTM: long short-term memory; ReLU: rectified linear unit.

Performance Evaluation
In a health care system, a misdiagnosis involving a type 2 error
may imply serious repercussions, and incorrect judgment
involving a type 1 error may increase user fatigue. Therefore,
we verified the performance of the algorithm by checking
false-positive and false-negative rates. The false-positive rate
(also known as type 1 error, fall-out, or false-alarm ratio) was
calculated as the ratio between the number of negative events
incorrectly identified as positive and the total number of actual
negative events. The false-negative rate (type 2 error) was
calculated as the number of samples misclassified as negative
out of the total number of positive events.

Experiment

Overview

Data Sets

This study was reviewed and approved by the institutional
review board (#HYUIRB-202111-003) of the Hanyang
University, and the requirement for informed consent was
waived. A widely used public database was employed to verify

the applicability of the selective prediction model to time series
health care data. Considering that the purpose of selective
prediction is to reject uncertain predictions, we selected two
data sets containing classes that can be misclassified [38-42]:
the human activity recognition using smartphones and the
Massachusetts Institute of Technology-Beth Israel Hospital
(MIT-BIH) data sets. Detailed descriptions of the data sets have
been provided below.

Human Activity Recognition Using Smartphones Data Set

This data set consists of human gait signals monitored by an
accelerometer and gyroscope with 6 different activity classes
[43]. The signal was measured by attaching Samsung Galaxy
S2 smartphones with embedded inertial sensors to the waists
of 30 subjects aged 19 to 48 years. Each subject performed six
activities (standing, sitting, laying, walking, walking upstairs,
and walking downstairs) at least two times for 12 to 15 seconds.
The 3-axial linear acceleration and angular velocity were
measured at 50 Hz using an embedded accelerometer and
gyroscope. The experiments were video-recorded to label the
data manually. The signals were preprocessed using a median
filter and a third-order low-pass Butterworth filter with a 20-Hz
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cutoff frequency and then sampled in sliding windows of 2.56
seconds with 50% overlap (128 readings/window). A total of
10,299 data points were recorded. The training data were
randomly selected from 70% of the data set, and the remaining
data set was used for the test. The x, y, and z components of
the body accelerometer, body gyroscope, and total (gravitational
and body) accelerometers were treated as 9 input features. Each
sample contained 128 sequences.

MIT-BIH Arrhythmia Data Set

This data set contains 48 half-hour excerpts of two-channel
ambulatory electrocardiogram (ECG) recordings from 47
subjects [44]. The recordings were digitized at 360 samples per
second per channel with 11-bit resolution over a 10-mV range
and annotated independently by 2 or more cardiologists. The
data set is publicly available in the PhysioNet [45] database.
All protected health information was removed and deidentified
using record numbers. A method described in a previous study
was used for preprocessing data [46]. First, ECG signals were
divided into 10-second intervals. Subsequently, the signal was
normalized between 0 and 1. Where the median of the R-R time
interval in the ECG signal was T, the time from the R peak to
1.2 T was used as 1 segment. Because the length of the segment
changes every 10 seconds, the length of the entire data set is
zero-padded based on the longest time. The data set consisted
of 109,446 data points with a sampling frequency of 125 Hz.
Each data set contained 187 sequences grouped into five classes:
N (normal beat), S (supraventricular premature beat), V
(premature ventricular contraction), F (fusion of ventricular and
normal beats), and Q (unclassifiable beat). Unclassifiable data
were not included in this study. As the data for each class were
highly imbalanced, 800 data samples were randomly extracted
from each class [46]. The data set was sampled for every run,
and result was expressed as an average of the results. The data
set was then randomly divided into sets: 80% for training and
20% for testing.

Model Architecture and Parameters Setting

Overview
In this study, a selective prediction model was developed using
LSTM. Deep learning models such as LSTM are considered
effective for extracting meaningful features from raw data. No
feature extractor was used in this study because a deep learning
model is suitable for use with raw data. The prediction model
architecture was determined and optimized based on previous
studies, and hyperparameters were optimized using an extensive
grid search [47,48]. The details for each data set are described
below.

Human Activity Recognition Using Smartphones Data
Set
The LSTM model for the human activity recognition using
smartphones data set had a single layer with 2 cells and 32

hidden units. For parameter setting, the learning rate was 0.0005,
and the L2 regularization was set at a lambda of 0.00005. The
mini batch size was 919, and the training epoch was 500. The
optimal α and λ were 0.6 and 200, respectively.

MIT-BIH Arrhythmia Data Set
The LSTM model for the MIT-BIH arrhythmia data set had a
single layer with 2 cells and 48 hidden units, a learning rate of
0.0001, a minibatch size of 640, and a training epoch of 2000.
The optimal α was 0.2, and the optimal λ was 4.

Comparison Method
To prove that the UBS is effective for developing a proper
selection function in an LSTM model with a reject option, we
compared it with conventional batch normalization and a model
without normalization. The false-positive and false-negative
rates were also calculated, and a standard LSTM model without
a selection function was used as the baseline.

Results

LSTM Performance for Prediction
The baseline models should be optimized for LSTM models
without a selection function for each data set. Therefore, we
validated the LSTM model prediction performance without any
selection. The test accuracies of the LSTM models optimized
without a selection step for the human activity recognition using
smartphones data set and the MIT-BIH arrhythmia data set are
92.35% and 97.23% for each data set. The precision of the
model was 91.72% and the recall was 91.54% for the Human
Activity Recognition Using Smartphones data set. For the
MIT-BIH arrhythmia data set, the precision of the model was
87.13% and the recall was 78.64%. The F1-score for each data
set were 91.63% and 82.67%, respectively.

Coverage Violation
After setting the target coverage, the empirical coverage of the
test set was calculated for each normalization method. The target
coverage rates were obtained from a previous study [32]. As
the target coverage is the target threshold, it should be set to a
sufficiently reliable value. Therefore, the target coverages were
set at 0.85, 0.90, and 0.95. The difference between the target
coverage and the actual coverage value is called coverage
violation, which estimates the extent to which the model can
learn to select the samples as instructed by the target coverage
hyperparameter. The experimental results for each data set are
listed in Table 2. The coverage value was averaged for 5
different runs. As shown in Table 2, the empirical coverage
with UBS produced superior results as they converged on the
target coverage, whereas other normalization approaches showed
relatively poor results.

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e30587 | p.293https://medinform.jmir.org/2022/3/e30587
(page number not for citation purposes)

Nam et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. Empirical coverage of the human activity recognition (HAR) using smartphones and the Massachusetts Institute of Technology-Beth Israel
Hospital (MIT-BIH) arrhythmia data sets by different normalization methods. Target coverage was set before training.

MIT-BIH arrhythmia data setHAR using smartphones data setTarget coverage

Normalization method of selective predictionNormalization method of selective prediction

Without normalizationBNUBSWithout normalizationcBNbUBSa

1.0000 (0)0.9680
(0.0067)

0.9564
(0.0019)

0.9986 (0.0002)0.9996
(0.0001)

0.9660
(0.0029)

0.95, mean (SD)

1.0000 (0)0.9998
(0.0001)

0.9084
(0.0055)

0.9984 (0.0001)0.9980
(0.0001)

0.9053
(0.0035)

0.90, mean (SD)

1.0000 (0)0.9518
(0.0001)

0.8888
(0.0016)

0.9986 (0.0002)0.9237
(0.0026)

0.8582
(0.0007)

0.85, mean (SD)

10.007.321.799.857.380.98Average violation, %

aUBS: unit-wise batch standardization.
bBN: batch normalization (a normalization method using the mean and variance obtained from the input batch).
cWithout normalization means that there was no normalization in the selection function structure.

Selective Risk (Error Rate)
The selective risks for each normalization method are presented
in Table 3. The selective risk value was averaged from 5
different runs. In the selective prediction model with LSTM,

the selective risk increased with coverage. UBS normalization
achieved relatively superior performance with various target
coverages compared with conventional batch normalization. If
normalization was not applied, the risk varied widely.

Table 3. Selective risk of the human activity recognition (HAR) using smartphones and the Massachusetts Institute of Technology-Beth Israel Hospital
(MIT-BIH) arrhythmia data sets by different normalization methods.

MIT-BIH arrhythmia data setHAR using smartphones data setTarget coverage

Normalization method of selective predictionNormalization method of selective prediction

Without normaliza-
tion

BNUBSWithout normalizationcBNbUBSa

0.2000 (0.4472)0.2175
(0.0108)

0.1970
(0.0038)

0.1476 (0.0068)0.1611
(0.0445)

0.1423
(0.0041)

0.95, mean (SD)

0.2000 (0.4472)0.3200
(0.1095)

0.1791
(0.0050)

0.1312 (0.0139)0.1283
(0.0067)

0.1232
(0.0042)

0.90, mean (SD)

0.2000 (0.4472)0.1967
(0.0064)

0.1585
(0.0028)

0.1267 (0.0145)0.1170
(0.0024)

0.1136
(0.0060)

0.85, mean (SD)

0.20.24470.17820.13520.13550.1264Average risk

aUBS: unit-wise batch standardization.
bBN: batch normalization (a normalization method using the mean and variance obtained from the input batch).
cWithout normalization means that there was no normalization in the selection function structure.

False-Positive and False-Negative Rates
As the selective prediction model produced classification results
only when it was confident about its own classification, we
expected that both false-positive and false-negative rates would

decrease. The false-positive and false-negative rates of each
data set were calculated from the results of the model that
achieved the best performance among 5 different runs (Tables
4 and 5). The baseline models were well-optimized LSTM
models without a selection function for each data set.
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Table 4. False-positive rates of the human activity recognition (HAR) using smartphones and the Massachusetts Institute of Technology-Beth Israel
Hospital (MIT-BIH) arrhythmia data sets by different normalization methods.

MIT-BIH arrhythmia data setHAR using smartphones data setTarget coverage

General predic-
tion

Normalization method of selective predictionGeneral predic-

tiona
Normalization method of selective prediction

Without normalizationBNUBSWithout normalizationdBNcUBSb

N/A6.937.676.34N/Ae2.652.592.040.95, %

N/A6.776.985.39N/A2.633.002.000.90, %

N/A7.977.035.66N/A2.633.022.220.85, %

6.447.227.235.802.892.642.872.09Average false-
positive rate, %

aGeneral prediction is the long short-term memory classification model's false-positive rate without a selection function.
bUBS: unit-wise batch standardization.
cBN: batch normalization (a normalization method using the mean and variance obtained from the input batch).
dWithout normalization means that there was no normalization in the selection function structure.
eN/A: not applicable.

Table 5. False-negative rates of the human activity recognition (HAR) using smartphones and the Massachusetts Institute of Technology-Beth Israel
Hospital (MIT-BIH) arrhythmia data sets by different normalization methods.

MIT-BIH arrhythmia data setHAR using smartphones data setTarget cover-
age

General pre-
diction

Normalization method of selective predictionGeneral predic-

tiona
Normalization method of selective prediction

Without normalizationBNUBSWithout normalizationdBNcUBSb

N/A20.7823.3318.82N/Ae12.6917.1710.180.95, %

N/A20.3120.9416.48N/A13.0515.0410.720.90, %

N/A23.9121.4416.41N/A12.9414.4610.850.85, %

26.4721.6721.9017.2414.4812.8915.5610.58Average
false-nega-
tive rate, %

aGeneral prediction is the long short-term memory classification model's false-positive rate without a selection function.
bUBS: unit-wise batch standardization.
cBN: batch normalization; which is a normalization method using the mean and variance obtained from the input batch.
dWithout normalization means that there was no normalization in the selection function structure.
eN/A: not applicable.

Learned Feature Representation
Figure 3 shows the visualization of the features learned from
the LSTM models using t-distributed stochastic neighbor
embedding [49]. Figure 3 (left) depicts the test set sample that
was not rejected when the target coverage was set at 0.95. The
data set used in the visualization was the test set for the human

activity recognition using smartphones data set. The Sitting
(cyan) and Standing samples (blue) are more mixed in Figure
3 (right) than in Figure 3 (left). The Walking_Down_Stairs
(green), Walking_Up_Stairs (orange), and Walking samples
(red) are closely clustered in Figure 3 (left), whereas some of
them overlap in Figure 3 (right).
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Figure 3. t-Distributed stochastic neighbor embedding visualizations of learned features using all test samples in the human activity recognition using
smartphones data set. Left: Long short-term memory with a reject option using unit-wise batch standardization results when the target coverage was
0.95. Rejected samples were not included in this figure. Right: long short-term memory model results without a reject option.

Discussion

Principal Findings
Our objective is to develop a selective prediction model using
LSTM. The developed selective prediction model rejected
samples using the confidence level of classifications. This
selective prediction model with a reject option was trained to
determine whether to obtain a classification based on targeted
coverage. If the model's classification confidence was low, the
model rejected the classification and did not apply information
to backpropagate on samples. As a result, the selective prediction
model was trained mainly using samples that had a sufficient
confidence level, which guaranteed reliability and low error
rates for samples that were not rejected. To implement selective
prediction for LSTM, we conducted an experiment to identify
a method of normalization that could improve the performance
of the selection function.

In health care systems, high accuracy is important, but low
false-positive and false-negative rates are also essential. To
handle various time series data obtained from a health care
system, we devised a selective prediction model with LSTM
using an effective selection function and focused on the structure
of the function. As shown in Table 1, the output of the
many-to-one LSTM includes hidden-unit information. Our goal
was to deal with LSTMs that have many-to-one structures, but
conventional batch normalization normalizes all batches at once.
To tackle this problem, we devised UBS as a special method
of normalization that attempts to normalize each hidden unit in
LSTM. The false-positive and false-negative rates for each data
set were meaningful. For each target coverage, the selective
prediction model with UBS was superior to the model with
batch normalization and the model without normalization
(Tables 4 and 5). These findings show that a selective function
using UBS can decrease false-positive and false-negative rates.
On this basis, we interpreted that the model with UBS can learn

class-specific features and consider which samples to reject in
the training phase.

UBS also helped the model be trained based on target coverage
and reduced selective risk. Using 2 public health data sets, the
empirical coverage violation of the selective prediction was
lower than that of the other 2 methods. The selection function
with the UBS had the lowest selective risk (Table 3). The
MIT-BIH arrhythmia data set results show that the coverage of
the model without normalization was high regardless of the
target coverage. These findings imply that the selective function
without normalization did not perform as desired. We assumed
that these results were based on whether the normalization
methods considered hidden-unit characteristics of LSTM.

Regarding the learned feature representation, the classification
model with the reject option differed from existing models. In
Figure 3, a classification model with the reject option achieved
relatively better classification performance than the conventional
model without the reject option because the selective prediction
LSTM model did not learn the features from samples with a
low confidence level. As reported in a previous study [32], this
suggests that representational capacity was not wasted because
the model was trained mainly on samples with a high confidence
level using selective prediction. Using this property, selective
prediction allows humans to classify samples with low reliability
and act as a second opinion in health care applications. In
summary, the selective prediction model successfully classified
samples based on high confidence-level features and
simultaneously reduced the error rate by using the reject option.

Although our research supports the possibility of generating
LSTM models with selective prediction, challenges remain.
First, interpretation of the visualization of the learned features
is limited in this study and needs to be addressed in further
studies. Second, when LSTM was used for selective prediction,
it was difficult to optimize parameters that control selection
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functions, such as α and λ, for each data set. During the
experiments, we used only 2 data sets for testing and targeted
only the reject option to determine the confidence level of
classifications. In future studies, efficient optimization methods
should be devised and applied to various models using various
data sets.

Conclusions
In this study, we developed LSTM classification models with
a reject option to classify medical data time series. To develop
the LSTM classification models with the reject option, UBS
was applied. The UBS achieved superior performance
(concerning coverage, risk, and false-positive and false-negative

rates) compared with 2 other methods of normalization in
experiments using 2 public time series data sets.

If the performance in classifying nonrejected samples can be
maximized by adjusting coverage or selective risks, humans
can trust the output of a highly confident AI model and spend
more time on other rejected samples (low confidence). The final
performance (human+AI) can be maximized by appropriate
automation using selective prediction.

To the best of our knowledge, this is the first study
demonstrating the possibility of an LSTM classification model
with a reject option for time series data. Our findings may apply
to various other time series data sets that require reliability.
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Abstract

Background: For the noninvasive assessment of arterial stiffness, a well-known indicator of arterial aging, various features
based on the photoplethysmogram and regression methods have been proposed. However, whether because of the existing
characteristics not accurately reflecting the characteristics of the incident and reflected waveforms of the photoplethysmogram
or because of the lack of expressive power of the regression model, a reliable arterial stiffness assessment technique based on a
single photoplethysmogram has not yet been proposed.

Objective: The purpose of this study is to discover highly correlated features from the incident and reflected waves decomposed
from a photoplethysmogram waveform and to develop an artificial neural network-based regression model for the assessment of
vascular aging using newly derived features.

Methods: We obtained photoplethysmograms from 757 participants. All recorded photoplethysmograms were segmented for
each beat, and each waveform was decomposed into incident and reflected waves by the Gaussian mixture model. The 26 basic
features and 52 combined features were defined from the morphological characteristics of the incident and reflected waves. The
regression model of the artificial neural network was developed using the defined features.

Results: In correlation analysis, the features from the amplitude of the reflected wave and the skewness of the photoplethysmogram
showed a relatively strong correlation with the participant’s real age. In the estimation of real age, the artificial neural network
model showed 10.0 years of root mean square error. Its estimated age and real age had a strong correlation of 0.63 (P<.001).

Conclusions: This study proved that the features defined from the reflected wave and skewness of the photoplethysmogram
are useful to assess vascular aging. Moreover, the regression model of artificial neural network using these features shows the
feasibility for the estimation of vascular aging.

(JMIR Med Inform 2022;10(3):e33439)   doi:10.2196/33439

KEYWORDS

Artificial neural network; Cardiovascular risk; Machine learning; Neural network; Photoplethysmogram; Vascular aging

Introduction

Arterial stiffness is one of the major factors to clinically assess
the risk of cardiovascular disease [1]. Hemodynamically, it is

known that arterial stiffness increases with aging because of the
change of arterial composition and the reduction of arterial
elasticity [2]. Therefore, it is possible to objectively grasp the
aging status of arteries through arterial stiffness. An increase
in arterial stiffness indicates the aging of blood vessels, while
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a decrease in arterial stiffness indicates the health of blood
vessels [3,4]. In previous studies, the assessment of arterial
stiffness was conducted with features or blood pressure values
extracted from continuous blood pressure waveforms [5-9].
Murgo et al [5] observed continuous changes in arterial stiffness
with age using the augmentation index (AIx), which is defined
as the percentage of central augmented pressure to central pulse
pressure of the blood pressure waveform. According to a study
by McEniery et al [7], it is possible to accurately measure
arterial stiffness using the AIx calculated from aortic blood
pressure waveforms, but it is reported that AIx is a sensitive
marker only for those under 50 years of age. In the assessment
of arterial stiffness with AIx, continuous blood pressure
waveforms must be measured in an invasive way. Thus, it puts
a burden on the patients and is difficult to measure in daily life.
Antza et al [9] classified the presence or absence of early
vascular aging from the blood pressure data using the machine
learning method of random forest. However, Antza et al [9]
only determined the presence or absence of vascular aging but
could not explain the continuous process of vascular aging.

Photoplethysmogram (PPG), which is a noninvasive optical
measuring technique of blood volume changes in microvessels,
was also used to assess arterial stiffness. In the PPG waveform,
the systolic phase and the diastolic phase repeatedly appear,
corresponding to the cardiac systole and the cardiac diastole.
The systolic phase indicates an increase in vascular blood
volume, and the diastolic phase indicates a decrease in vascular
blood volume [10]. Millasseau et al [11,12]addressed that the
PPG waveform is formed by the superposition of the incident
wave and the reflected wave of the blood pressure. The incident
wave is generated by cardiac systole, and the reflected wave is
generated by impedance mismatch at arterial bifurcation points.
Dawber et al [13]also analyzed how the shape of PPG waveform
changes according to the increase in arterial stiffness due to
aging. They found that as aging progresses, the diacritic notch
of the PPG waveform gradually disappears and the returning
time of the reflected wave is shortened. Therefore, their study
showed that changes of the PPG waveform could be used to
evaluate arterial stiffness. Millasseau et al [14,15] derived the
stiffness index (SI) based on the time difference between the
systolic and diastolic peaks of PPG, and reported that SI has a
significant difference according to vascular aging. Further,
Yousef et al [16] calculated the reflection index (RI) as the ratio
of PPG’s systolic amplitude to diastolic amplitude and showed
that RI significantly increased with age. However, the RI and
SI introduced in both studies are obtained from the summed
waveform of the incident and reflected waves of the PPG,
despite the concept being derived from the individual incident
and reflected waves of the PPG. Therefore, these features cannot
be said to accurately reflect the incident and reflected wave
characteristics of the PPG and may be influenced by other
external factors. Park et al [17] used the wave decomposition

method to define features and develop the vascular assessment
model in their study. They decomposed a PPG waveform into
an incident wave and a reflected wave and defined features from
the waves, directly reflecting the incident and reflected
characteristics of PPG. They then confirmed that the defined
features had a higher correlation with age than RI and SI and
developed a regression model for vascular aging assessment.

In recent studies, machine learning techniques have been
introduced to evaluate arterial stiffness. Dall’Olio et al [18]
created a convolutional neural network (CNN)-based vascular
aging assessment model, which used the PPG raw signal
measured by smartphone as an input. Their CNN-based model
showed similar performance to the existing PPG feature-based
model, and it verified that the machine learning models have
the possibility of vascular aging assessment with input data
measured from a wearable device. Chiarelli et al [19] estimated
the actual age of participants from PPG and electrocardiogram
(ECG) measurement, using a deep convolutional neural network
(DCNN) model. Their DCNN model showed the result of
7-year-old root mean squared error (RMSE), which has a higher
performance in vascular aging estimation than the
PPG-feature-based multiple regression and artificial neural
network (ANN) models.

The purpose of this study is to develop a new vascular aging
assessment model using the PPG, which could be noninvasively
and easily measured in daily life. In particular, unlike the
existing PPG-based vascular aging estimation studies, we
decompose the incident and reflected waves of the PPG
waveform. New highly correlated features are then explored
for vascular aging assessment from the decomposed PPG waves.
Lastly, an ANN-based regression model with excellent nonlinear
estimation performance is applied to estimate vascular aging.

Methods

Data and Ethical Considerations
Data were obtained from a total of 1000 patients who were
scheduled for elective surgery (thyroid, breast, or abdominal)
from July to September 2015 at Asan Medical Center. Through
cross-checking of two researchers, 17 participants with loss of
signal and 226 participants with indistinguishable PPG
waveforms were excluded from the analysis. As a result, data
from a total of 757 participants were used. Table 1 shows the
summarized characteristics of 757 participants included in the
analysis. The PPG waveform was obtained using a pulse

oximeter (E2-KIT; KTMED, Co Ltd), and the PPG Probe was
placed between the nasal column and the nasal septum as a
transmit type. Signals were recorded at 125 or 250 Hz sampling
frequency for 5 min. Data acquisition was performed after
obtaining approval from the Asan Medical Center (Songpa-gu,
Seoul, South Korea) Research Ethics Committee (IRB
No.2015-0104).
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Table 1. Characteristics of patients included in the analysis (N=757).

ValuesCategory

Sex, n (%)

348 (46.0)Male

409 (54.0)Female

ASA PSa, n (%)

450 (59.4)PS 1

277 (36.6)PS 2

30 (4.0)PS 3

61.8 (54.1-69.4)Weight (kg), median (range)

161.6 (155.7-168.0)Height (cm), median (range)

23.5 (21.3-25.9)BMI (kg/m2), median (range)

Age (years)b, n (%)

10 (1.3)0-29

61 (8.1)30-39

168 (22.2)40-49

215 (28.4)50-59

177 (23.4)60-69

108 (14.3)70-79

18 (2.4)80-89

Social characteristics

111 (14.7)Smoking

240 (31.7)Alcohol

Medical history (multiple answers possible) , n (%)

213 (28.1)Hypertension

90 (11.9)Diabetes mellitus

15 (2.0)Pulmonary diseasec

5 (0.7)Renal diseased

23 (3.0)Hepatic diseasee

8 (1.1)Neurologic diseasef

16 (2.1)Othersg

aASA PS: American Society of Anesthesiologists Physical Status((1) a normal healthy patient, (2) a patient with mild systemic disease, and (3) a patient
with severe systemic disease).
bThe median age is 56 years, with a range of 46-65 years.
cPulmonary disease: asthma (7), emphysema (1), bronchiectasis (1), chronic obstructive pulmonary disease (5), and old tuberculosis (1).
dRenal disease: chronic kidney disease (2) and end stage renal disease (3).
eHepatic disease: hepatitis B virus (11), hepatitis C virus (2), and liver cirrhosis (10).
fNeurologic disease: stroke (1) and cardiovascular accident (7).
gOthers: angina (12), carotid artery stenosis (1), iron deficiency anemia (1), hyponatremia (1), and intracranial hemorrhage (1).

Preprocessing
The measured signal was filtered using a finite impulse response
bandpass filter having a 0.5-10 Hz passband, and then the pulse
onset (ie, the start point of the waveform for each pulse) was
detected (Figure 1). Based on the detected pulse onset, each

participant’s PPG was divided into pulses to generate segments.
At that time, an arrhythmic waveform with an irregular PPG
interval or amplitude, or an abnormal waveform with a
maximum diastolic amplitude (DIApeak-amp) greater than the
systolic maximum amplitude (SYSpeak-amp), was excluded from
the analysis. Since the number of samples for each segment was
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different due to the nonuniform heartbeat interval for each
participant, linear interpolation was performed so that each
segment had the same number of samples (ie, 1000). Since the

PPG amplitude measured from each participant has an arbitrary
value, it was converted to the value between 0 and 1 using the
min-max normalization method.

Figure 1. Characteristics of the original PPG, incident and reflected waves, and reconstructed PPG for deriving candidate features. DIA: diastolic;
INC: incident wave; INF: inflection point; OPPG: original photoplethysmogram; PPG: photoplethysmogram; REF: reflected wave; RPPG: reconstructed
photoplethysmogram; SYS: systolic.

Features
The features for vascular aging assessment consist of a basic
feature defined from the specific points of the waveform before
and after the decomposition of the incident and reflected waves
of the PPG and a combined feature generated by combining the
basic feature. Gaussian mixture model [20] was used for PPG
waveform decomposition. Figure 1 shows that through
waveform decomposition, each PPG segment was divided into
two partial waveforms, one incident wave, and one reflected
wave. The evaluation of the appropriateness of the PPG
waveform decomposition was performed by calculating the
correlation coefficient between the reconstructed PPG and the
original PPG and comparing the decomposed waveform feature
points. In the verification process, only those segments in which
the correlation coefficient between the PPG waveform
reconstructed from the decomposed incident and reflected waves
and the original PPG was 0.9 or more, and the amplitude of the
peak of the incident wave (INCpeak-amp) was greater than the
amplitude of the peak of the reflected wave (REFpeak-amp), were
used for analysis.

From the waveforms before and after the decomposition of the
incident and reflected waves of the PPG, 26 basic features were
generated for the development of the vascular aging estimation
model. Table 2 shows the features that are defined as follows:
12 features from the amplitude and time of the maximum peak,
and total area, total time, skewness, and kurtosis in each
waveform of the incident and reflected waves; 3 features from
the amplitude, time, and area under the inflection point where
the incident wave and the reflected wave intersect; and 3 features
from the area, skewness, and kurtosis of the PPG reconstructed
by combining the incident and reflected waves. In addition, 8
features were defined from the feature points indicating the
amplitude and time of the systolic and diastolic peaks, the total
area and time, and the skewness and kurtosis of the original
PPG before the decomposition of the incident and reflected
waves. Textbox 1 shows 52 combined features, which were
defined as ratios or differences of the 26 basic features after
dividing them into time-related features and amplitude-related
features. A total of 78 candidate features were generated to
develop a regression model for ANN-based vascular aging
estimation. All preprocessing and feature extraction processes
were performed using Matlab 2018b (Mathworks).
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Table 2. Basic features defined from incident and reflected waves, first inflection point, reconstructed PPGa, and original PPG.

DefinitionPulse type and feature

Incident wave

Amplitude of incident wave’s peakINC b
peak-amp

Area of incident waveINC area

Time of incident wave’s peakINC peak-time

Time period of incident waveINC time

Skewness of incident waveINC skew

Kurtosis of incident waveINC kurt

Reflected wave

Amplitude of reflected wave’s peakREF c
peak-amp

Area of reflected waveREF area

Time of reflected wave’s peakREF peak-time

Time period of reflected waveREF time

Skewness of reflected waveREF skew

Kurtosis of reflected waveREF kurt

First inflection point

Amplitude of first inflection pointINF d
peak-amp

Time of first inflection pointINF peak-time

Area of first inflectionINF area

Reconstructed PPG

Area of reconstructed PPGRPPG e
area

Skewness of reconstructed PPGRPPG skew

Kurtosis of reconstructed PPGRPPG kurt

Original PPG

Amplitude of systolic peakSYS f
peak-amp

Time of systolic peakSYS peak-time

Amplitude of diastolic peakDIA g
peak-amp

Time of diastolic peakDIA peak-time

Area of original PPGOPPG h
area

Time period of original PPGOPPG time

Skewness of original PPGOPPG skew

Kurtosis of original PPGOPPG kurt

aPPG: photoplethysmogram.
bINC: incident wave.
cREF: reflected wave.
dINF: inflection point.
eRPPG: reconstructed photoplethysmogram.
fSYS: systolic.
gDIA: diastolic.
hOPPG: original photoplethysmogram.
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Textbox 1. Combined features derived from the basic features in the spatial, temporal, and spatiotemporal domains. INC: incident wave; REF: reflected
wave; RPPG: reconstructed photoplethysmogram; SYS: systolic; OPPG: original photoplethysmogram.

Domain and feature

Spatial

• INCa
peak-amp/INCarea

• INCpeak-amp/REFb
peak-amp

• INCpeak-amp/REFarea

• INCpeak-amp/RPPGc
area

• INCarea/REFpeak-amp

• INCarea/REFarea

• INCarea/RPPGarea

• REFpeak-amp/REFarea

• REFpeak-amp/RPPGarea

• REFarea/RPPGarea

• INCpeak-amp–REFpeak-amp

• INCarea–REFarea

• SYSd
peak-amp–INCpeak-amp

• SYSpeak-amp–REFpeak-amp

Temporal

• INCpeak-time/INCtime

• INCpeak-time/REFpeak-time

• INCpeak-time/REFtime

• INCpeak-time/OPPGe
time

• INCtime/REFpeak-time

• INCtime/REFtime

• INCtime/OPPGtime

• REFpeak-time/REFtime

• REFpeak-time/OPPGtime

• REFtime/OPPGtime

• REFpeak-time–INCpeak-time

• OPPGtime–INCpeak-time

• OPPGtime–REFpeak-time

Spatiotemporal

• INCpeak-amp/INCpeak-time

• INCpeak-amp/INCtime

• INCpeak-amp/REFpeak-time

• INCpeak-amp/REFtime

• INCpeak-amp/OPPGtime

• INCarea/INCpeak-time

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e33439 | p.306https://medinform.jmir.org/2022/3/e33439
(page number not for citation purposes)

Park & ShinJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


INCarea/INCtime•

• INCarea/REFpeak-time

• INCarea/REFtime

• INCarea/OPPGtime

• REFpeak-amp/INCpeak-time

• REFpeak-amp/INCtime

• REFpeak-amp/REFpeak-time

• REFpeak-amp/REFtime

• REFpeak-amp/OPPGtime

• REFarea/INCpeak-time

• REFarea/INCtime

• REFarea/REFpeak-time

• REFarea/REFtime

• REFarea/OPPGtime

• RPPGarea/INCpeak-time

• RPPGarea/INCtime

• RPPGarea/REFpeak-time

• RPPGarea/REFtime

• RPPGarea/OPPGtime

Artificial Neural Network Regression Model
In this study, since the actual age of participants is estimated
based on various features extracted from their PPG, we used
the ANN model, which is frequently used for nonlinear
regression with independent features. Table 3 shows that an
ANN-based regression model for estimating vascular aging was
developed and evaluated using the parameters of various
conditions. As a result, the model showing the optimal
performance was found as indicated in bold. Figure 2 shows
that the developed ANN-based regression model consists of an
input layer, a hidden layer, and an output layer. The input layer
consists of 78 nodes that receive the features defined by the
PPG as inputs. The hidden layer consists of a single layer with
128 nodes. The output layer consists of a single node that
outputs the age of the participants estimated through calculation
in the hidden layer. Rectified linear unit was used as the
activation function [21]. Dropout, which removes hidden layer
nodes at a certain rate, was applied with the dropout rate of 0.5.

Adam optimizer and learning rate of 0.001 were applied to train
the model.

A leave-one-out cross-validation (LOOCV) was used for the
development and testing of the ANN-based regression model.
In LOOCV, the entire data was divided into one test set and the
rest assigned to the model development set. The model
development set was divided into a training set and a validation
set at a ratio of 8:2 with the same age distribution of participants.
After training the model with the development set, the model
was evaluated with the test set, and this process was repeated
as many times as the number of data, so that all data were used
for the model evaluation. The final performance of the model
was obtained by averaging each evaluation result. The regression
performance of the developed model was represented as RMSE.
The ANN-based regression model proposed in this study was
developed using 2.90 GHz Intel Core i7-10700 processor, 64
GB 1,333 MHz DDR4 RAM, NVIDIA Geforce RTX 2070
Super, Python 3.6.7: Anaconda, and Tensorflow 2.3.0.
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Table 3. Different values of hyperparameters for ANNa-based regression model for the estimation of vascular aging. Bold type indicates the
hyperparameters for the optimal model.

ValueParameter

78Input Layer Nodes

1Output Layer Nodes

1 2 3 4Hidden Layers Number

64 128 256 512 1024Hidden Layer Nodes

ReLUbActivation Function

0 0.1 0.3 0.5Dropout Probability

He_uniformKernel Initializer

MAEcLoss Function

0.01 0.005 0.001 0.0005 0.0001Learning Rate

SGDdAdamOptimizer

30 50Early Stopping Patience

Standard RobustInput Data Scaler

aANN: artificial neural network.
bReLU: rectified linear unit.
cMAE: mean absolute error.
dSGD: stochastic gradient descent.

Figure 2. Architecture of the optimal version of the ANN-based regression model developed in this study. ANN: artificial neural network; INC: incident
wave; OPPG: original photoplethysmogram; RPPG: reconstructed photoplethysmogram.

Statistical Analysis
The Pearson correlation coefficient was calculated to investigate
the relationship between the participants’ actual age and each
feature, which was defined from the waveforms before and after
the decomposition of PPG into the incident and reflected wave.
The RMSE and coefficient of determination of the age estimated
by the ANN-based vascular aging estimation model, which was
developed with all the PPG features defined in this study, were
calculated. In addition, using the estimated age and the actual
age, a scatter plot and a Bland-Altman plot were made and used
to analyze the model's estimation performance.

Results

Correlation Analysis
The results of the correlation analysis between the actual age
and the PPG features are as follows. The correlation coefficient
between the actual age and the basic features, which is defined
from the original PPG, the incident and reflected waves
decomposed from PPG, and the reconstructed PPG, is shown
in Table 4. The reflected wave and the reconstructed
PPG-related features showed a high correlation with the actual
age. Among the reflected wave and reconstructed PPG features,
REFpeak-amp, REFarea, RPPGarea, and RPPGskew showed a
correlation greater than a weak correlation (|R|>0.3), and their
correlation coefficients were –0.42, –0.45, and –0.45,
respectively. However, most of the features defined from the
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incident wave and the first inflection point showed a very weak
correlation or did not have significant correlation with age.
Among the features defined from the original PPG signal, the
features using the diastolic peak or skewness feature of the PPG
waveform showed a high correlation with age. The features
showing the highest correlation in each type of pulse were
SYSpeak-time, DIApeak-amp, and OPPGskew, and their correlation
coefficients were 0.27, –0.39, and 0.41, respectively. Individual
features showed a high correlation with age in the order of
REFarea, REFpeak-amp, and OPPGskew, and their correlation
coefficient values were –0.45, –0.42, and 0.41, respectively.
However, INCpeak-amp, REFtime, INFarea, RPPGkurt, SYSpeak-amp,
OPPGarea, and OPPGkurt showed no statistically significant
correlation with the actual age, and their P values were .10, .51,

.28, .23, .52, .12, and .05, respectively. Table 5 shows the
correlation between the actual age and the combined features
created by the combination of the basic features. In comparing
the amplitude domain feature and the temporal domain feature,
some features in the spatial domain feature showed more than
a weak correlation (|R|>0.3) with the actual age, but most of the
temporal domain feature showed no correlation or only a very
weak correlation (|R|<0.3) with the actual age. As a result, it
was found that the combined feature in the spatial domain has
a higher correlation with age than the combined feature in the
temporal domain. Among the spatial domain features,
INCarea/REFpeak-amp, INCarea/REFarea, and SYSpeak-amp

–REFpeak-amp showed high correlation with age, and their
correlation coefficients were 0.38, 0.37, and 0.42.
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Table 4. Correlation coefficient and P value of basic features defined from the incident and reflected waves, first inflection point, reconstructed PPGa,
and original PPG.

P valueRbPulse type and feature

Incident wave

P=.1040.06INC c
peak-amp

P<.0010.15INC area

P<.0010.23INC peak-time

P<.0010.18INC time

P<.001–0.16INC skew

P<.001–0.18INC kurt

Reflected wave

P<.001–0.42REF d
peak-amp

P<.001–0.45REF area

P=.0080.10REF peak-time

P=.5140.02REF time

P<.0010.19REF skew

P<.0010.18REF kurt

First inflection point

P=.022–0.08INF e
peak-amp

P<.0010.18INF peak-time

P=.275–0.04INF area

Reconstructed PPG

P<.001–0.39RPPG f
area

P<.0010.40RPPG skew

P=.2300.04RPPG kurt

Original PPG

P=.5250.02SYS g
peak-amp

P<.0010.27SYS peak-time

P<.001–0.39DIA h
peak-amp

P<.0010.24DIA peak-time

P=.1180.06OPPG i
area

P<.0270.08OPPG time

P<.0010.41OPPG skew

P=.051–0.07OPPG kurt

aPPG: photoplethysmogram.
bR: Pearson correlation coefficient.
cINC: incident wave.
dREF: reflected wave.
eINF: inflection point.
fRPPG: reconstructed photoplethysmogram.
gSYS: systolic.
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hDIA: diastolic.
iOPPG: original photoplethysmogram.
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Table 5. Correlation coefficient and P value of combined features created from the basic features.

P valueRaDomain and feature

Spatial

P<.001–0.18INCb
peak-amp/INCarea

P<.0010.32INCpeak-amp/REFc
peak-amp

P<.0010.32INCpeak-amp/REFarea

P<.0010.28INCpeak-amp/RPPGd
area

P<.0010.38INCarea/REFpeak-amp

P<.0010.37INCarea/REFarea

P<.0010.34INCarea/RPPGarea

P<.0010.19REFpeak-amp/REFarea

P<.001–0.34REFpeak-amp/RPPGarea

P<.001–0.34REFarea/RPPGarea

P<.0010.31INCpeak-amp–REFpeak-amp

P<.0010.34INCarea–REFarea

P=.104–0.06SYSe
peak-amp–INCpeak-amp

P<.0010.42SYSpeak-amp–REFpeak-amp

Temporal

P<.0010.20INCpeak-time/INCtime

P<.0010.15INCpeak-time/REFpeak-time

P<.0010.23INCpeak-time/REFtime

P<.0010.22INCpeak-time/OPPGf
time

P<.0010.12INCtime/REFpeak-time

P<.0010.24INCtime/REFtime

P<.0010.19INCtime/OPPGtime

P<.0010.16REFpeak-time/REFtime

P<.0010.12REFpeak-time/OPPGtime

P<.001–0.19REFtime/OPPGtime

P=.3900.03REFpeak-time–INCpeak-time

P=.3690.03OPPGtime–INCpeak-time

P=.3990.03OPPGtime–REFpeak-time

Spatiotemporal

P<.001–0.28INCpeak-amp/INCpeak-time

P<.001–0.22INCpeak-amp/INCtime

P=.002–0.11INCpeak-amp/REFpeak-time

P=.615–0.02INCpeak-amp/REFtime

P=.015–0.09INCpeak-amp/OPPGtime

P<.001–0.15INCarea/INCpeak-time

P=.002–0.11INCarea/INCtime
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P valueRaDomain and feature

P=.213-0.05INCarea/REFpeak-time

P=.4960.02INCarea/REFtime

P=.542–0.02INCarea/OPPGtime

P<.001–0.36REFpeak-amp/INCpeak-time

P<.001–0.32REFpeak-amp/INCtime

P<.001–0.22REFpeak-amp/REFpeak-time

P<.001–0.17REFpeak-amp/REFtime

P<.001–0.22REFpeak-amp/OPPGtime

P<.001–0.40REFarea/INCpeak-time

P<.001–0.36REFarea/INCtime

P<.001–0.27REFarea/REFpeak-time

P<.001–0.25REFarea/REFtime

P<.001–0.28REFarea/OPPGtime

P<.001–0.33RPPGarea/INCpeak-time

P<.001–0.28RPPGarea/INCtime

P<.001–0.17RPPGarea/REFpeak-time

P=.005–0.10RPPGarea/REFtime

P<.001–0.16RPPGarea/OPPGtime

aR: Pearson’s correlation coefficient.
bINC: incident wave.
cREF: reflected wave.
dRPPG: reconstructed photoplethysmogram.
eSYS: systolic.
fOPPG: original photoplethysmogram.

Statistical Results of Vascular Aging Assessment
The RMSE for the age estimation of the ANN-based regression
model developed in this study was 10.0 years. Figure 3 shows
the scatter plot of the participant’s age estimated through the
ANN-based regression model corresponding to the actual age
and the coefficient of determination of the model. The estimated

age and actual age of the ANN-based regression model showed
a high correlation of 0.63 (P<.001), and the coefficient of
determination of the model was 0.4. Figure 4 shows the
Bland-Altman plot for the estimated age and the actual age
through the ANN-based regression model developed in this
study. The upper and lower limits of 95 % agreement were 18.2
and –20.6 years, respectively.

Figure 3. Scatter plot and coefficient of determination for the ANN-based regression model developed for the estimation of vascular aging in this
study. ANN: artificial neural network.
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Figure 4. Bland-Altman plot for the ANN-based regression model developed for the estimation of vascular aging in this study. ANN: artificial neural
network.

Discussion

In this study, a highly correlated feature for assessing vascular
aging was explored using features before and after
decomposition of the incident and reflected waves of the PPG,
and an ANN-based vascular aging estimation model was
developed with the features derived. The ANN-based regression
model showed the RMSE of 10.0 years in the age estimation.
In comparing the correlation analysis before and after
decomposition of the PPG incident and reflected waves, the
feature defined after decomposition rather than before
decomposition of the incident and reflected waves is useful for
assessing vascular aging. In addition, in the comparison of all
individual features, the feature defined from the reflected wave
was confirmed as the best feature for assessing vascular aging.
This reconfirms that changes in arterial stiffness due to vascular
aging are reflected very well in the reflected wave characteristics
of PPG, as Dawber et al [13] revealed. In the comparison of the
correlation between the basic features defined from the PPG
original waveform, incident wave, reflected wave, and
reconstructed PPG waveform before and after PPG
decomposition, REFarea and REFpeak-amp showed the highest
correlation. These features are defined from the characteristic
points of the reflected wave. In the results of our study, the
time-related features of the reflected wave, such as REFpeak-time

and REFtime, showed a very weak correlation (P=.01) or no
significant correlation (P=.51) with actual age, respectively.
However, the amplitude-related feature of the reflected wave
of REFpeak-amp and REFarea showed a weak correlation (|R|>0.3)
with the actual age (R=–0.42 and R=–0.45 respectively). This
result suggests that the amplitude-related feature of the reflected
wave is more advantageous in estimating vascular aging than
the time-related feature. The result in this study is different from
the study of Millasseau et al [14,15], which found that SI, an
index related to the temporal characteristic of the reflected wave,
had a higher correlation with age than RI, an index related to
the amplitude of the reflected wave. Also, in contrast to the
results of Millasseau et al and Yousef et al [14-16], the results
of this study showed that the amplitude of the reflected wave
decreased with aging, and the RI decreased accordingly. Unlike
the previous studies that used the PPG measured from the finger,
it is thought that in this study, the use of the PPG measured
from the nose had an effect. In a study by Hartmann et al [22],

which observed changes in the main features of the PPG
depending on the measurement location, it was reported that
features such as RI could have a significant difference depending
on the measurement location. Whether the change in the PPG
waveform due to vascular aging has a specific pattern for each
measurement location has yet to be clearly clarified; therefore,
for clarification, additional research needs to be performed.

For the model development, hyperparameter optimization, such
as number of hidden layers, number of nodes, dropout rate,
learning rate, optimizer, early stopping patience, and input data
scaler of the ANN-based regression model, was performed. In
determining the hidden layer, as the number of hidden layers
and the number of nodes in the hidden layer decreased, the age
estimation error of the proposed model tended to decrease. In
addition, as the dropout ratio of the hidden layer increased, the
estimation error decreased. This means that the proposed model
has sufficient expressive power to overfit the training data and
that performance can be improved by suppressing overfitting
[23,24]. For other training conditions used for model training,
the model showed the highest performance when the optimizer
was set to Adam, the learning rate was set to 0.001, and the
early stopping patience was set to 50. In the case of the scaler
that normalizes the input value, it was confirmed that the Robust
scaler showed better performance. This is presumably because
the input data contains many outliers. In comparing the
performance of the model introduced in the previous study and
the ANN-based regression model proposed in this study, the
PPG features proposed by Millasseau et al and Yousef et al
[14-16] weakly correlated with the actual age (R=–0.29 and
R=–0.33 respectively). However, the ANN-based regression
model proposed in this study strongly correlated with the actual
age (R=0.63) and had better performance. In addition, the
ANN-based regression model of this study had better
performance than the previous studies in estimating the actual
age of participants [18,19]. Similar to this study, the existing
CNN model developed by Dall’Olio et al [18] with a single
PPG input showed an estimation error of 12 years in RMSE,
but the ANN-based regression model of this study showed a
low estimation error of 10 years in RMSE. Moreover, our model
has better estimation performance than the linear and ANN
models using multiple inputs of PPG and ECG, showing
estimation errors of 12 and 11 years, respectively [19] (see Table
6).

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e33439 | p.314https://medinform.jmir.org/2022/3/e33439
(page number not for citation purposes)

Park & ShinJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 6. Comparison of the proposed model to the models of previous studies in root mean squared error, correlation coefficient, and P value.

P valueRRMSEa (years)InputReference and type of regression model

P<.0010.6310Features from raw PPGc and incident and reflected wave
separated from raw PPG

Proposed, ANNb

P<.001–0.29N/AdFeature from raw PPGMillasseau et al [14,15], linear

P<.001–0.33N/AFeature from raw PPGYousef et al [16], linear

N/AN/A12Raw PPGDall’Olio et al [18], CNNe

Chiarelli et al [19]

P<.0010.6412Feature from raw PPG and ECGfLinear

P<.0010.7411Feature from raw PPG and ECGANN

P<.0010.927Raw PPG and ECGDCNNg

aRMSE: root mean squared error.
bANN: artificial neural network.
cPPG: photoplethysmogram.
dN/A: not applicable.
eCNN: convolutional neural network.
fECG: electrocardiogram.
gDCNN: deep convolutional neural network.

This study has some limitations. Most of the previous studies
that performed vascular aging evaluation used finger PPG.
However, in this study, vascular aging was evaluated based on
nasal PPG. Therefore, it is difficult to generalize the results of
this study to a vascular aging evaluation technique using PPG
regardless of the measurement location. Therefore, it is
necessary to analyze the aging-related waveform change
characteristics of PPG obtained from various measuring sites
through additional studies. In addition, the ANN-based
regression model developed in this study for estimating vascular
aging is a relatively simple machine learning model with one
hidden layer. Therefore, in future studies, it is necessary to
improve the vascular aging estimation performance by applying
a more sophisticated machine learning technique with increased
model complexity. Moreover, this study did not investigate
various risk factors that can accelerate vascular disease, such
as atherosclerosis; therefore, it is necessary to evaluate the model
performance and examine the possibility of application
according to various subject characteristics.

Conclusion
In this study, we derived various features from the decomposed
PPG waveforms before and after decomposition of the waveform
into incident and reflected waves to explore features highly
correlated with vascular aging, and it was confirmed that the
reflected wave-related features had a strong correlation with
participant’s age. In addition, the ANN-based regression model
developed using the derived feature had 10 years of RMSE in
estimating the participants’actual age and showed the improved
vascular aging estimation performance in comparison with the
models introduced in previous studies. These results suggest
that the developed technology can be applied to a wearable
device and used to assess vascular health in real-life situations.
However, this study was performed based on nasal PPG, not
finger PPG, which is not frequently used in vascular aging
evaluation studies. Since it is not clear whether the change in
the PPG waveform due to vascular aging has a specific pattern
for each measurement location, additional research needs to be
performed for clarification.
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Abstract

Background: Self-reporting digital apps provide a way of remotely monitoring and managing patients with chronic conditions
in the community. Leveraging the data collected by these apps in prognostic models could provide increased personalization of
care and reduce the burden of care for people who live with chronic conditions. This study evaluated the predictive ability of
prognostic models for the prediction of acute exacerbation events in people with chronic obstructive pulmonary disease by using
data self-reported to a digital health app.

Objective: The aim of this study was to evaluate if data self-reported to a digital health app can be used to predict acute
exacerbation events in the near future.

Methods: This is a retrospective study evaluating the use of symptom and chronic obstructive pulmonary disease assessment
test data self-reported to a digital health app (myCOPD) in predicting acute exacerbation events. We include data from 2374
patients who made 68,139 self-reports. We evaluated the degree to which the different variables self-reported to the app are
predictive of exacerbation events and developed both heuristic and machine learning models to predict whether the patient will
report an exacerbation event within 3 days of self-reporting to the app. The model’s predictive ability was evaluated based on
self-reports from an independent set of patients.

Results: Users self-reported symptoms, and standard chronic obstructive pulmonary disease assessment tests displayed correlation
with future exacerbation events. Both a baseline model (area under the receiver operating characteristic curve [AUROC] 0.655,
95% CI 0.689-0.676) and a machine learning model (AUROC 0.727, 95% CI 0.720-0.735) showed moderate ability in predicting
exacerbation events, occurring within 3 days of a given self-report. Although the baseline model obtained a fixed sensitivity and
specificity of 0.551 (95% CI 0.508-0.596) and 0.759 (95% CI 0.752-0.767) respectively, the sensitivity and specificity of the
machine learning model can be tuned by dichotomizing the continuous predictions it provides with different thresholds.

Conclusions: Data self-reported to health care apps designed to remotely monitor patients with chronic obstructive pulmonary
disease can be used to predict acute exacerbation events with moderate performance. This could increase personalization of care
by allowing preemptive action to be taken to mitigate the risk of future exacerbation events.

(JMIR Med Inform 2022;10(3):e26499)   doi:10.2196/26499
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Introduction

Chronic obstructive pulmonary disease (COPD) is a collection
of progressive lung diseases, characterized by breathing
difficulties and an irreversible reduction of lung function. It is
one of the most prevalent chronic conditions in the world (in
England, 2.19% of the population is expected to have a
confirmed COPD diagnosis by 2030 [1]), and the absence of a
cure means it represents a significant burden for patients who
have to manage the condition on a daily basis [2,3]. A key
characteristic of managing COPD is in mitigating the risk of
“exacerbation events,” which can be defined as an acute
sustained worsening of a patient’s condition that necessitates a
change in medication or emergency care, including
hospitalization [4]. Exacerbations accelerate lung function
decline, and evidence suggests that the frequency of
exacerbations increases with decreasing lung function [5-7].
Minimizing the number of exacerbation events can therefore
have a significant impact on the prognosis for patients with
COPD. Currently, several methods exist to help control
exacerbation events, including pharmacological interventions,
pulmonary rehabilitation, and self-management programs [8].
There is also an identified clinical need to predict exacerbation
events in advance to personalize COPD treatment and offer the
opportunity to provide targeted preemptive interventions [9,10].

In recent years, the advent of mobile health apps has facilitated
increased remote management and care of patients with COPD
[11,12]. These apps support the recording of temporally dense
information about a patient’s condition, which allow (near)
real-time monitoring of a patient’s symptoms, providing
clinicians with a source of data to help them understand how
the patient is managing their condition and gain an insight into
the patient’s exacerbation frequency and severity. For the
patient, digital health apps provide both an access point for
educational content about their condition and the opportunity
to improve their self-care, leading to better long-term
management [13]. In the context of COPD, there is an
opportunity to increase the efficacy of digital health apps further
by leveraging the data they collect to predict acute exacerbation
events and provide personalized alerts to the patient. These
alerts could facilitate a clinically validated and personalized
intervention program to mitigate the occurrence and reduce the
severity of an acute exacerbation event.

In this report, we present a retrospective study making use of
data collected by the myCOPD mobile app, a National Health
Service–approved, clinically validated app for persons with a
diagnosis of COPD [14]. This app assists with the management
of COPD by providing educational content alongside a digital
momentarily assessed symptom diary. Using this app, users
self-report on the COPD-related symptoms they are currently
experiencing as well as information that characterizes their
long-term COPD status (ie, the COPD Assessment Test [CAT]).
Using statistical analysis and machine learning methods, we
evaluate the effectiveness of exploiting this simple self-reported
information to predict exacerbation events in the near future
and discuss how such predictions could be used to improve the
long-term outcomes for people with COPD.

Methods

Data Set Description
We used an anonymized extract of daily user self-reports
submitted to the myCOPD app between January 1, 2017 and
December 31, 2019 (inclusive). All users of the myCOPD app
are clinically diagnosed with COPD, with app usage limited to
patients “prescribed” the app by clinicians as part of agreed care
plans. A single report features a self-assessed symptom score
(Figure 1), which is a 4-point scale ranging from normal
symptoms to a severe deterioration of symptoms requiring
medical intervention, including hospitalization. We encode
symptoms as an ordinal variable between 1 and 4, indicating
increasing severity of COPD-related symptoms (Figure 1A).
Symptom scores have a level of subjectivity across users (eg,
the severity of symptoms considered normal for a given user
will vary) with users provided with education to increase
awareness and understanding of what baseline symptom scores
would be considered normal for them. Users also perform a
CAT at regular (approximately monthly) intervals. The CAT
is an 8-question assessment and yields a score between 0 and
40, where higher values indicate a more severe impact of COPD
on a user’s overall health [15]. CAT is a validated and an
accepted way of quantifying the burden of COPD on someone’s
life [16,17]. The reporting frequency of symptoms and CAT
scores for our cohort is presented in Table S1 in Multimedia
Appendix 1. In addition to these scores, our data set also features
additional demographic and lifestyle information self-reported
to the app. These include patient age, gender, current smoking
status, and the number of years they have been smoking for.
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Figure 1. Self-reported symptom scores and chronic obstructive pulmonary disease assessment test (CAT) scores. (A) Symptom score rankings and
classification of whether this score corresponds to an exacerbation event, as defined in the context of this work. (B) Example user (with high reporting
frequency) self-reporting timeline where the top panel displays self-reported symptom scores and the bottom panel self-reported CAT results. CAT:
chronic obstructive pulmonary disease assessment test.

Ethics Approval and Data Governance
This work received ethics approval from the University of
Southampton’s Faculty of Engineering and Physical Science
Research Ethics Committee (ERGO/FEPS/52137) and was
reviewed by the University of Southampton Data Protection
Impact Assessment panel (DPIA 0045), with the decision to
support the research.

Defining Exacerbation Events
We use a symptom-based definition for exacerbation events
where an event is marked to have occurred if a patient
self-reports a score of 3 or 4 corresponding to a moderate or
severe deterioration, respectively, from a patient’s normal
symptoms. A score of 3 indicates that a patient is more
breathless than normal, coughing up sputum or with change in
sputum color, and has needed to self-medicate using steroids
or antibiotics. A score of 4 indicates that a patient’s breathing
is much worse than normal despite treatment, has chest pain or
a high fever, and has needed to seek emergency care or was
admitted to the hospital (Figure 1) [13].

Cohort Selection and Data Set Segregation
In total, 5170 users were included in the extract who reported
a total number of 94,882 reports in the study period. User
registration was incremental (ie, not all users registered at the
same time) throughout the period of the study, and self-reports
were not necessarily submitted every day. To create our study
cohort, we followed a selection process outlined in Figure 2.

First, isolated symptom reports (those in which a second report
was not made within 3 days) were removed because the target
variable could not be reliably calculated. Next, reports from
anomalous users (those only reporting exacerbation events or
entering self-reports before their registration date) were
removed. After removal of these reports, we obtained our final
study cohort featuring 68,139 self-reported symptom scores
from 2374 unique users. Patient information relates to the time
at which the patient first reported to the app (eg, if there smoking
status changed, Table 1 summarizes the first reported status).
Table 1 presents the characteristics of 2374 unique patients in
our cohort (including patients in both train and test). For our
user cohort, the mean reporting frequency between patients’
first and last reports to the app was 3.28 symptom score reports
per week and 0.68 CAT score reports per week.

From our cohort of 2374 users, 1672 users were between the
ages of 60 years and 79 years inclusive (Table 1). Only 650
users reported their gender, with 419 males reporting compared
to 231 females. A large fraction (n=1157) of users reported their
smoking history, with 86.5% (1001/1157) of those reporting
being either a current or ex-smoker (Table 1). Out of the
self-reports included in this study, 742 patients reported 5906
self-reports that correspond to an exacerbation event,
corresponding to 8.7% (5906/68,139) of the total reports and
31.3% (742/2374) of the patients (Figure 2). The median number
of exacerbation event reports per patient was 3 (IQR 1-7) for
our cohort.
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Figure 2. Selection of self-reports in our study cohort containing 2374 patients. Isolated reports (n=24,801) were those without a subsequent report in
the following 3 days. Anomalous users (n=1942) were those who only reported exacerbation events or self-reported to the myCOPD app before their
registration date. Exacerbation events (n=5906) were all self-reported to the app by 742 patients.
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Table 1. Patient demographics and smoking status in our cohort (N=2374). All information was self-reported to the myCOPD app.

Patients, n (%)Group, subgroups

Age group (years)

10 (0.4)Missing

7 (0.3)19-29

39 (1.6)30-39

89 (3.7)40-49

325 (13.7)50-59

791 (33.3)60-69

881 (37.1)70-79

212 (8.9)80-89

15 (0.6)90-99

5 (0.2)100-110

Gender

1724 (72.6)Missing

419 (17.6)Male

231 (9.7)Female

Smoking status

1217 (51.3)Missing

843 (35.3)Ex-smoker

156 (6.6)Nonsmoker

158 (6.7)Smoker

Predicting Exacerbation Events
For each daily self-report, we created a binary variable that
indicated whether a report is followed by an exacerbation event
in the following 3 days. A 3-day window was chosen empirically
based on clinical guidance to be close enough to the future
exacerbation event for any signal to be present in the data but
sufficiently far from the event such that a range of preemptive
actions could be available to patients. For the training of the
prognostic models, we selected only reports in which the patient
did not report an exacerbation event on the same day (n=49,122,
Figure 2). We then randomly assigned reports from 19.2%
(13,111/68,139) of the patients to a holdout test set (Figure 2).

We created a baseline heuristic model that uses only a user’s
most recently reported symptom score. The model assigns users
to 2 risk groups: users reporting a symptom score of 1 are
predicted to be at low risk of exacerbation (1.7% risk) within
3 days, and users reporting a symptom score of 2 are predicted
to be at heightened risk (7.2% risk) of exacerbation within 3
days. Percentages in brackets correspond to the mean 3-day
exacerbation rate for all reports in the training set with symptom
scores of 1 or 2, respectively. The heuristic model is equivalent
to a decision tree with a depth of 1. Supervised machine learning
models make use of patient demographics, lifestyle information,
self-reported information, and aggregate features that summarize
a patient’s (recent) self-reporting history. A full schema of
variables used by our models is presented in Table S2 of
Multimedia Appendix 1. We used logistic regression with

regularization and a random forest classifier each trained by
5-fold and grouped cross-validation at the user level, that is,
reports from a single user appear exclusively in either the
training or validation fold. Missing CAT scores were
forward-filled imputed at the user level where possible. All
other missing values were filled using mean imputation within
fold. Either target or ordinal encoding was used for all
categorical variables (Table S2 in Multimedia Appendix 1).
Model hyperparameters were optimized on the out-of-fold
validation samples by Bayesian optimization via the Tree Parzen
Estimator algorithm as implemented in the HyperOpt Python
library [18,19]. Model performance was evaluated on the
holdout test set, and 95% CIs were estimated by bootstrapping.
To create a binary decision of exacerbation risk, model
predictions were dichotomized with thresholds chosen to yield
either a fixed specificity or the maximum Youden’s J statistic
on the test set [20].

Results

Relationship Between Self-reported Scores and
Exacerbation Events
Figure 3 investigates the relationship between symptom scores
and CAT scores self-reported to the myCOPD app and
self-reported exacerbation events. Panels A to D of Figure 3
display the correspondence between symptom scores and the
CAT results when self-reported on the same day. Although for
each symptom score, users nearly report the full range of CAT
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scores, there is a clear correlation between CAT scores and
symptom scores, with users reporting higher symptom scores
more likely to also report a higher CAT score. For example, the
mean CAT score reported when a user reports a symptom score
of 1 is 13.5, which is significantly lower (P<.001) than the mean
CAT score (19.5) when a user reports a symptom score of 2.
Such a correlation is to be expected; research has shown
increased CAT scores correlate with an increased exacerbation
frequency [21], which in turn would lead to higher symptom
scores being reported in our study.

In Figures 3E and F, we evaluate the sensitivity of symptom
scores and CAT results to future exacerbation events. We
display how the mean of the 2 reported variables change in days
preceding (and following) the day in which users self-report
their first exacerbation event to the app (not necessarily their
first ever exacerbation event). By inspection of Figure 3E, we
see that the mean reported symptom score in proximity of the

first reported exacerbation event increases, indicating that in
the days preceding their first exacerbation event, users are
increasingly likely to report a mild deterioration of symptoms
(symptom score of 2). Changes in the mean symptom score
calculated across all users can be seen several days in advance,
suggesting that at least some users are observing a mild
deterioration in symptoms several days in advance of
exacerbation events. For days subsequent to users’ first
self-reported exacerbation (right of the dashed line in Figure
3E), the mean symptom score initially exceeds 2, showing that
self-reported exacerbation events can be multiday
events—consistent with the current understanding of
exacerbation events [4]. Similarly, in Figure 3F, the reported
mean CAT result is observed to increase in magnitude in the
days preceding an exacerbation event and then decrease (at a
slower rate) following a reported event. Overall, these trends
indicate there is potential in using these self-reported variables
to predict at least a subset of exacerbation events in advance.

Figure 3. Self-reported symptom scores and results of chronic obstructive pulmonary disease assessment test (CAT) for reports in our 2374 patient
cohort. (A-D) Displays the self-reported CAT result stratified by the self-reported symptom score (row) on the day of test completion. (E) Mean
self-reported symptom scores in the days preceding (and following) a day where a patient self-reports their first exacerbation event. (F) Mean self-reported
result of CAT in the days preceding (and following) a day where a patient self-reports their first exacerbation event. Grey dashed lines in all panels
highlight the day of the first reported exacerbation event (time=0 days). Panels E and F indicate that exacerbation events can be associated with a
worsening of symptom scores and CAT results several days in advance of the event. The width of the observed peaks (see panel E, right of dashed line)
following the start of the exacerbation event demonstrates that exacerbation events can be multiple day events. CAT: chronic obstructive pulmonary
disease assessment test.

Predicting Exacerbation Events
Figure 4 shows the receiver operating characteristic (ROC)
curve comparing a set of prognostic models to predict
exacerbation. This includes a baseline model alongside the 2
machine learning models—a logistic regression model (solid
grey line) that does not consider variable interactions and a
random forest classifier (solid black line) that does. The baseline
prognostic model captures the key feature about exacerbation
events observed in our data: persons reporting a mild
deterioration of symptoms are significantly (P<.001) more likely
to experience an exacerbation event in the next 3 days compared

to those reporting normal symptoms, with a relative risk of 4.16
(95% CI 3.8-4.5). On the holdout test set, the baseline model
obtained an area under the receiver operating characteristic
(AUROC) of 0.655 (95% CI 0.676-0.689). The logistic
regression model obtained an AUROC of 0.697 (95% CI
0.689-0.711) and the random forest model 0.727 (95% CI
0.720-0.735) on the holdout test (Table 2). The significantly
higher (P<.001) performance of the random forest model
suggests either interactions between variables are important in
discriminating between reports associated with exacerbation
within 3 days or nonlinear relations are present.
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Figure 4. Model performance evaluated on the patient holdout test set. (A) Receiver operating characteristic curve of our models. The baseline model
(dashed line) has only 1 nontrivial threshold for dichotomizing the prediction (diamond marker), whereas the machine learnt models has a number of
possible thresholds, which needs to be optimized to suit the use case (so called sensitivity-specificity trade-off). (B) Feature importance (Gini importance)
for the random forest model. CAT: chronic obstructive pulmonary disease assessment test.

In Figure 4B, we present the feature importance (Gini
importance) for our random forest model. The most important
features are the patients’ recent CAT scores (mean 14-day CAT
score and mean 7-day CAT score), consistent with research that
showed CAT scores are an effective way of quantifying the
severity of a patient’s COPD, which in turn, is linked to their
exacerbation risk [16,17]. The next most important features are
those quantifying patients’ recently reported symptom scores.
Symptom scores reflect the symptoms a patient is (or was
recently) experiencing, and we have shown (Figure 3E) that
people reporting higher symptom scores are more likely to report
an exacerbation event within 3 days compared to those reporting
lower symptom scores. It, therefore, is reasonable that the
machine learning model can use this information to better
quantify a patient’s exacerbation risk.

In Table 2, we present the sensitivity and specificity of the
baseline model and the machine learning models evaluated on

the holdout test set. Although the baseline model is already
dichotomized, for the machine learning models, a threshold
must be chosen to binarize the continuous exacerbation risks
they produce. The baseline model obtained a sensitivity of 0.551
(95% CI 0.508-0.596) with specificity of 0.759 (95% CI
0.752-0.767). Although neither machine learning model
significantly outperforms the baseline model at the same
specificity (eg, compare models A and E in Table 2), the tuning
of the threshold used to dichotomize the machine learning model
predictions can lead to a range of sensitivities and specificities
(compare models C, D, and E in Table 2) on the holdout test,
which could be tuned to match different escalation policies and
interventional strategies. For example, the random forest model
can be tuned to yield a sensitivity of 0.921 (95% CI 0.907-0.935)
or 0.576 (95% CI 0.553-0.594) with respective specificities of
0.250 (95% CI 0.246-0.254) or 0.750 (95% CI 0.749-0.751).

Table 2. Model performances evaluated on the holdout test set.a

Specificity (95% CI)Sensitivity (95% CI)ThresholdArea under the receiver operating
characteristic curve (95% CI)

ModelName

0.759 (0.752-0.767)0.551 (0.508-0.596)N/Ab0.655 (0.632-0.676)Baseline modelA

0.644 (0.574-0.706)0.708 (0.625-0.768)Youden’s J statistic0.697 (0.689-0.711)Logistic regressionB

0.629 (0.564-0.700)0.755 (0.676-0.813)Youden’s J statistic0.727 (0.720-0.735)Random forestC

0.250 (0.246-0.254)0.921 (0.907-0.935)Specificity=0.250.727 (0.720-0.735)Random forestD

0.750 (0.749-0.751)0.576 (0.553-0.594)Specificity=0.750.727 (0.720-0.735)Random forestE

aThe area under the receiver operating characteristic curve column denotes the area under the receiving operator curve (Figure 4) for each model. The
3 rightmost columns display the sensitivity and specificity of models at predicting exacerbations with different thresholds used to dichotomize the
predictions. The baseline model is already binary and only has 1 nontrivial configuration, but the threshold used to dichotomize the machine learning
models (B-E) can be tuned to suit the intended context of the model. The maximum of Youden’s J statistic is used as a baseline criterion for dichotomizing
the prediction (models B and C), and other cutoffs yielding fixed specificities are investigated for the random forest model. The area under the receiver
operating characteristic curve for models C, D, and E are the same since they correspond to the same underlying model.
bN/A: not applicable.

Discussion

The etiology of COPD exacerbations is now well understood,
with bacterial and viral infections, exposure to extreme weather,

and air pollution being the key drivers set against the
background of poor disease control. Effective treatments are
available for COPD, with early recognition of symptoms of
deterioration and prompt intervention having been shown to be
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associated with better outcomes [22]. Current models of care
for people living with COPD include the use of regular inhaled
medications and rescue packs of antibiotics and steroids that
they keep at home on standby for use during exacerbations.
Patients are expected to initiate treatments if they suspect they
have an exacerbation. To influence clinical outcome beneficially,
a predictive model needs to enable a preemptive intervention
with the likely impact maximized the earlier this occurs. In the
context of COPD, exacerbation interventions may include
increased use of inhaled medication or additional administration
of rescue packs of oral antibiotics and corticosteroids [23]. The
current standard of care has been for patients to take these
treatments when the symptoms are exacerbating, which creates
a reactive model of care requiring significant clinical
deterioration to have occurred before an intervention is started.
Our own work has shown that early treatment of exacerbations
is associated with improved clinical outcomes, including faster
recovery times [24]. As such, there is, however, a strong
evidence base to suggest that this paradigm of care is inadequate
and leads to increasing numbers of hospital admissions,
unscheduled visits to primary care, and prolonged episodes of
ill health and sickness absence from work.

Early prediction of COPD exacerbation events has the potential
to change clinical practice and transform management of COPD.
With the preemptive warning of a future exacerbation, the new
app codeveloped with patients with COPD will alert patients
of the risk and provide information on appropriate therapy
options. More effective treatment of exacerbations offers the
possibility of faster recovery, less relapses, and overall,
therefore, better health-related quality of life, improved disease
control, and potentially fewer exacerbations. Our study has
shown that symptom information self-reported to the myCOPD
app displayed correlation to the start of the future exacerbation
events (Figure 2E), and we found that machine learning models
utilizing this information and other sources of self-reported data
were able to identify patients at risk of exacerbation within 3
days with moderate discriminative ability (AUROC 0.727, 95%
CI 0.720-0.735). Therefore, if presented appropriately, this risk
prediction model could enable patients to self-manage more
effectively by intervening before life-threatening inflammation
and infection can become established.

Various approaches to continuous remote monitoring of patients
with COPD in communities have emerged in recent years that
use sensor technologies to measure physiological parameters
(respiratory rate, pulse oximetry, spirometry, blood pressure,
weight, etc) and physical activity [25]. The consequence is that
many of the symptoms and parameters of COPD exacerbation
[26] previously measured in clinical settings can now be
measured at home. This trend is transforming decision support
from tools used by clinicians to tools empowering patients in
everyday life. Traditionally, such tools are developed using
predefined rules applied to population-based thresholds on
parameters, as per our baseline model. However, new
approaches are needed to support a care paradigm shifting to
remote monitoring of complex parameters with varying degrees
of reporting compliance, data quality and patient condition, and
behaviors.

Machine learning models are well positioned to address these
requirements because they can dynamically learn complex
nonlinear relations between variables, which are inaccessible
to handcrafted models, and despite the complexity of the models,
they can be easily integrated into digital health apps such as
myCOPD. This greatly facilitates the potential uptake of the
model since they can be directly implemented in an active digital
ecosystem for patient care that fosters data acquisition and can
position predictions within new models of patient-to-clinician
interaction with predictions updated every time a user provides
new data. For machine learning models, it is important to match
their configuration to the escalation policy. If models are used
as a binary alert system, this is achieved by analyzing the
(so-called) sensitivity-specificity trade-off, considered in Table
2 or Figure 4. In Table 2, 3 configurations of the random forest
model are chosen (models C, D, and E), which yield different
sensitivities and specificities. For example, model D in Table
2 uses a threshold chosen to obtain a specificity of 0.25 on the
test set and achieves a sensitivity of 0.921 (95% CI 0.907-0.935).
This configuration could be appropriate if false positives are
not of significant concern (eg, if the prescribed intervention
plan is of little risk to the patient). Ultimately, different
configurations allow flexibility in the resulting escalation
policies and is the key advantage of the machine learning models
compared to the baseline model. Our use of decision tree–based
algorithms offers high explainability necessary for interpretation
and transparency in predictions. Single decision tree classifiers
are directly explainable and provide decision support in a
manner similar to classical clinical decision support tools, while
ensemble methods can be made explainable by taking advantage
of recent advancements (eg, Shapley additive explanations [27]).

The predictive performance of the machine learning models for
COPD exacerbation can be improved by adding COPD-related
variables. Health and lifestyle activity factors (including
comorbidity and socioeconomic status) are believed to impact
COPD exacerbation frequency [22]. These could be acquired
from a patient’s medical record or collected with questionnaires
and used by the algorithm to further refine its predictions.
Additionally, since self-reported deterioration in symptoms can
occur several days before an exacerbation (Figure 2E), it is
reasonable that symptom information could be collected in a
more granular manner in the days preceding an exacerbation
event. This could be achieved with medical devices (eg, smart
inhalers) that automatically incorporate spirometry, wearables
designed to monitor a person’s lung function, and COPD-related
physiological and behavioral variables (eg, oxygen saturation,
respiration rate, temperature) or through more granular
self-reporting of symptoms through the digital app [28].

Reporting compliance is a concern for safety, effectiveness, and
acceptance of models. There is a need to ensure the burden of
technology is reduced to a minimum, that incentives and benefits
of reporting are aligned, and where appropriate, automatic
observations and measurements are used to capture data (eg,
smart inhalers). Our self-reports were collected in a prospective
fashion by using momentary assessments of a patient’s COPD
symptoms. Reporting compliance and individual variation in
reporting behaviors could still be detrimental to our results, with
exacerbation frequencies or severity being misreported [29].
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Our decision to remove isolated reports outside of the 3-day
window may introduce bias owing to variations in patient
reporting behaviors and the possibility of underrepresentation
of exacerbating symptoms in patients who may be too ill to
report at sufficient frequency, especially those admitted to the
hospital. Integration with medical records would address this
concern by providing the ground truth for severe exacerbation
where patients require urgent medical care. Imperfect reporting
compliance also acts to limit the amount of data available to
our machine learning model, which may limit their predictive
ability. Although accountability to clinicians may improve
compliance for some patients, ideally what is required is trust,
acceptance, and engagement by those people living with COPD.

Therefore, our model must be integrated into the digital health
platform with patient groups participating in the co-design and
optimization of the intervention to identify barriers to
intervention and target behaviors prior to and during a clinical
trial [30].

To conclude, our results suggest that data self-reported to a
digital health app, designed for the management of people with
COPD, can be used to identify users at risk of exacerbation
within 3 days with moderate discriminative ability (AUROC
0.727, 95% CI 0.720-0.735). Further research utilizing additional
linked data (particularly from medical devices such as smart
inhalers, physiological monitoring sensors, and environmental
sensors) are expected to increase the accuracy of these models.
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Abstract

Background: A small proportion of high-need patients persistently use the bulk of health care services and incur disproportionate
costs. Population health management (PHM) programs often refer to these patients as persistent high utilizers (PHUs). Accurate
PHU prediction enables PHM programs to better align scarce health care resources with high-need PHUs while generally improving
outcomes. While prior research in PHU prediction has shown promise, traditional regression methods used in these studies have
yielded limited accuracy.

Objective: We are seeking to improve PHU predictions with an ensemble approach in a retrospective observational study design
using insurance claim records.

Methods: We defined a PHU as a patient with health care costs in the top 20% of all patients for 4 consecutive 6-month periods.
We used 2013 claims data to predict PHU status in next 24 months. Our study population included 165,595 patients in the Johns
Hopkins Health Care plan, with 8359 (5.1%) patients identified as PHUs in 2014 and 2015. We assessed the performance of
several standalone machine learning methods and then an ensemble approach combining multiple models.

Results: The candidate ensemble with complement naïve Bayes and random forest layers produced increased sensitivity and
positive predictive value (PPV; 49.0% and 50.3%, respectively) compared to logistic regression (46.8% and 46.1%, respectively).

Conclusions: Our results suggest that ensemble machine learning can improve prediction of care management needs. Improved
PPV implies reduced incorrect referral of low-risk patients. With the improved sensitivity/PPV balance of this approach, resources
may be directed more efficiently to patients needing them most.

(JMIR Med Inform 2022;10(3):e33212)   doi:10.2196/33212

KEYWORDS

persistent high utilizers; ensemble methodology; utilization; prediction; machine learning; population health analytics; retrospective;
observational

Introduction

Population health management (PHM) programs regularly
classify patients by estimated risk of high health care utilization
such as hospitalization [1]. The classification process enables
PHM programs to allocate their limited resources according to
the patients’ anticipated needs [1,2]. Higher-risk patient groups,

if identified correctly, can receive effective interventions such
as care management program enrollment to reduce utilization
and improve outcomes [2]. Additionally, when utilization and
costs are successfully contained for high-need patients by
proactively preventing undesired outcomes, PHM programs can
better allocate the remaining resources to improve the outcomes
of other patients [3].
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The set of high-risk patients frequently changes over time, with
most patients being high-risk for a short term [4,5]. However,
some high-risk patients use health care resources persistently
for an extended period (eg, more than 24 months) [4-6]. These
persistent high utilizer (PHU) patients generally constitute a
small segment of the overall patient population but use a
considerable proportion of resources in long term [4-6]. Despite
the variety of approaches taken to characterize PHUs, such as
adjusting for type of utilization, total costs, number of chronic
conditions, and other factors, predicting who becomes a PHU
has remained an analytical challenge [7-11].

Past studies have applied several analytical approaches to
identify and predict PHUs in different patient populations. These
approaches range from traditional regression methods (eg,
logistic regression) [4-8] to complex machine learning
techniques (eg, gradient boosting and neural networks) [9-11].
Nonetheless, due to the small number of PHUs in a patient
population (often less than 5%), most studies have suffered
from either oversensitive models or excessive false predictions
of high utilization [3,5]. Thus, the challenge of achieving
simultaneously useful levels of sensitivity and positive predictive
value (PPV) in PHU prediction models has limited their
application in practice [12].

To address the methodological challenges in predicting PHUs,
this study tests an ensemble approach to balance the sensitivity
and PPV of PHU forecasting at practical levels. The ensemble
approach uses a mix of machine learning methodologies to
improve both the sensitivity and PPV of PHU predictions at the
same time. Using insurance claims data of a large patient
population, this study compares the ensemble approach to single
models, a baseline model, and a more advanced predictive
model.

Methods

Overall Aims and Definitions
The overall goal of our study was to assess the value of
ensemble methodology for achieving required levels of
sensitivity and PPV for PHU prediction. Our analysis aimed to
provide a methodology to optimize the tradeoff of highly
sensitive and highly specific predictive models of PHUs using
an ensemble approach.

We defined a PHU as an individual who remained in the top
20% of highest health care costs for 4 consecutive 6-month
periods (ie, total of 24 months after the base period) [4]. Health
care costs were defined as the sum of costs covered by the
insurer and the patient’s out-of-pocket costs [4].

Data Source and Preparation
We performed a retrospective analysis of the Johns Hopkins
Health Care insurance claims data collected between 2013 and
2015. We applied the Johns Hopkins Adjusted Clinical Groups
(ACG) software to the claims data to prepare the data for
analysis [13]. We categorized the diagnostic codes into
higher-level diagnosis groupings called expanded diagnostic
clusters (EDCs), and we grouped medication data into
Rx-defined morbidity groups (RxMGs) [4,13]. EDCs and
RxMGs have been substantially validated in past studies and
are routinely used for risk stratification in practice [4,14].

Study Population
Johns Hopkins Health Care claims data included 207,421
patients with at least 1 record in 2013 and at least 2 years of
continuous enrollment between 2013 and 2015 (Figure 1). First,
27,518 patients with missing EDC diagnosis codes were
excluded, since EDCs were used to predict PHU status within
the population. Second, 14,308 patients with EDC codes
indicating pregnancy/newborn status were removed, as the
anticipated high utilization incurred by these patients are
different from PHUs. The final study population included
165,595 patients (Figure 1).

Figure 1. Selection process of the study population. JHHC: Johns Hopkins Health Care; EDC: expanded diagnostic cluster.
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Predictors and Outcome
Predictors (ie, independent variables) included demographics,
EDCs, RxMGs, and other health utilization variables (eg,
hospitalization) generated by the ACG system. Many of these
predictors, including all EDCs and RxMGs, are categorical
variables [13,14].

The outcome of interest, a binary variable, was whether a patient
became a PHU after the base year (ie, incurred health care costs
in the top 20% of all patients over 4 consecutive 6-month
periods).

Statistical Approach

Ensemble Methodology
PHUs constitute a small fraction of the patient population, hence
producing a large class imbalance (ie, most patients are
non-PHUs). A common issue with single model prediction of
highly imbalanced classes is compromising PPV in favor of
higher sensitivity. For example, a single predictive model of
PHUs may result in many false positives (ie, low PPV) if aiming
to capture all PHUs (ie, high sensitivity). However, ensemble
models provide a unique opportunity to increase both PPV and
sensitivity by combining substantially different predictive
models. We hypothesized that an ensemble approach can predict
PHUs with both a manageable PPV and an optimal sensitivity
compared to basic and advanced single model predictions.

We assessed several machine learning algorithms to predict
PHU status among the study population. We also evaluated the
performance of the ACG system, a comprehensive
regression-based risk stratification tool commonly used in PHM

practice [13]. As hypothesized, each of these algorithms yielded
average levels of PPV, and we used an ensemble methodology
to boost the overall PHU prediction performance.

Ensemble methods take inputs from multiple models and
combine the outputs in various ways to strengthen prediction
results [15]. In classification problems with imbalanced classes,
ensemble methods perform well because multiple models can
contribute individual strong features to the overall prediction
[16]. Since PHUs make a fraction of the total population, the
occurrence of a PHU in the data can be considered an anomaly
[4]. Sometimes referred to as anomaly detection, the supervised
machine learning problem of classifying PHUs is known as the
imbalanced class problem, where the majority class (ie,
non-PHUs) is much more prevalent than the minority class (ie,
PHUs).

We chose the stacking ensemble model rather than the voting
ensemble approach. The stacking ensemble model uses a
metaclassifier to aggregate the results, but the voting ensemble
model needs user-specified weights to combine the classifiers,
hence adding an unpractical step [15]. Thus, for this problem
space and our data set, we chose the stacking ensemble. Stacking
ensemble methods often use multiple model layers and a final
prediction model layer. Each layer makes predictions on the
input space given. We also used an additional parameter, feature
propagation. This technique allows the passing of both features
and predictions through each layer of the ensemble [15]. Figure
2 depicts the overall structure of our ensemble methodology
and schematically shows how multiple layers can improve PPV
and sensitivity simultaneously (Figure 2).

Figure 2. Stacking ensemble architecture. F&P: feature selection and predictions; PHU: persistent high utilizer; non-PHU: nonpersistent high utilizer.

Ensemble Component Model Selection
The models selected as the layers in the ensemble method were
chosen using common techniques, namely assessment of
common classification algorithms and random search
cross-validation for parameter tuning. Typically, machine
learning models are assessed for performance and
generalizability. Generalizability is difficult to quantify without
large unseen data sets available for testing, but a common
technique to test for overfitting is k cross-fold validation. This
technique tests the machine learning model against many
different subsets of data and then calculates an average of all
tests. For classifying PHUs, generalizability is fundamentally
important because future populations tested through these
algorithms will have a large variety of differences, including
demographic profiles and medical conditions. Accordingly, we

employed several techniques to tune the performance and
generalizability of individual models before constructing the
layers of the stacking ensemble [15-17].

First, we incorporated an algorithm known as complement naïve
Bayes (CNB), which often produces highly sensitive predictions
when classes are imbalanced [18]. The CNB model is derived
from standard multinomial naïve Bayes [18]. This model has 3
main parameters, alpha, fit prior, and norm [18]. Alpha is a
Laplace smoothing parameter that adjusts the shape and fit of
the multinomial distribution. This parameter shifts and forms
the training distribution to characterize the multidimensional
space of the data. Fit prior refines class identification when only
a single class is found in the training set, which can easily occur
since PHUs occur infrequently in the data set. Fitting the priors
of the classifier ensures that the majority class (ie, non-PHUs)
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still has some probability of not occurring, even though no other
class is present in the training data. The norm parameter
determines whether the training involves a second normalization
of weights, an additional measure to bolster the performance
on imbalanced class problems like PHU detection. Naïve Bayes
models are very easy to train, so a fine-tuned parameter search
was performed to find more than 1 robust CNB for use in the
stacking ensemble [18].

Second, we integrated a random forest (RF) classifier in the
ensemble model. An RF model is a meta-estimator that fits
numerous decision tree classifiers on subsets of data features
and averages results (ie, polls) to improve performance [19].
Decision trees, and by association RFs, are useful in several
applications due to their explainability and ease of training.
Decision trees do not require normalization and can accept
categorical and numerical variables; however, a shortcoming
of decision trees is their difficulty with generalization. Imprecise
selection of hyperparameters will make the RF tree overly
complex resulting in poor performance when facing unseen
patterns [19]. Since RFs are an estimator built by decision trees,
many of the parameters are carried over, although additional
parameters are available for the sampling and final averaging
with the RF [19].

All applicable parameters of an RF were varied through a
random cross-validated grid search, but a few most notably
contributed to overall performance and generalizability. These
parameters include number of estimators, maximum depth,
minimum samples to split, minimum samples at leaf, maximum
number of features, and class weight. The number of estimators
is the count of how many decision trees should be fitted to make
up the RF [19]. Increasing the number of estimators typically
increases generalizability but must be monitored for
computational complexity. Maximum depth fixes the maximum
number of levels that each tree can have, which is critical in
generalizability [19]. If not set, the tree is continued until each
leaf is pure, meaning the tree could learn the pattern of a single
person in this population, which is not extensible to unseen
populations. Minimum samples to split sets the minimum
number of samples at the time of a split, ensuring that each leaf
has at least n–1 samples. Minimum samples at leaf is very
similar to minimum samples to split but controls samples at the
leaf level. In this study, minimum samples at leaf was used to
ensure edge cases (ie, unique PHU patterns) were still
appropriately populated with training samples. Maximum
number of features describes the method used to generate each
tree which in certain use cases, taking the square root or log of
the total number of features, can increase an RF’s performance
[19].

Class weight is the most important RF parameter for
performance, although setting it can negatively impact
generalizability [19]. This parameter adjusts the prior weight
on the positive class, which is important for imbalanced classes,
and it pushes the decision tree fits to focus more closely on the
minority class, making it more robust to edge cases. Since this
model was designed to detect PHUs, favoring minority instead
of majority class performance was key. Using specific class
weights forced the decision trees to allow for a degradation in
classifying non-PHUs in favor of an increase in PHU

classification. Two RF models were selected from a random
search cross-validation of parameters for use in the stacking
ensemble. The final stacking ensemble model integrated the
CNB and RF models into one predictive model.

The final ensemble model used an 80/20 split for training and
testing of the data. We performed a 5-fold cross-validation on
hyperparameter search and recursive feature elimination.

Performance Metrics
Typically, positive and negative class performance are assessed
equally using a metric such as F1 score. In this study, as the
PHU versus non-PHU classes are unequal and the positive class
would constitute an infrequent occurrence, only the positive
class metrics were considered key for performance
improvement. Therefore, we measured PPV and sensitivity
metrics to assess performance of all models (ie, individual
models and ensemble model). Both performance metrics
describe the classification results for the positive class (ie,
PHUs). PPV is the proportion of positive classifications that
are truly PHUs. Sensitivity is the proportion of PHUs who were
classified as positive.

An important consideration in any machine learning algorithm
evaluation is the balance among metrics. A simple way to find
an appropriate balance is to change the threshold for
classification. Choosing the appropriate threshold can be
difficult for health care scenarios due to the risk of incorrect
classification for an individual who needs treatment (ie, false
negatives). Conversely, classifying too many healthy individuals
at risk could overwhelm the resources available for interventions
(ie, false positives). To address this issue, we calculated and
then plotted sensitivity and PPV for 50 trials at thresholds spaced
evenly .05 apart. We then calculated the discrimination threshold
for the ensemble model to choose the optimal threshold of the
PPV versus sensitivity metrics.

Finally, we compared the PPV and sensitivity of select
individual models, which achieved at least 40% performance
in both metrics, with the ensemble methodology. The individual
models included a logistic regression, the Johns Hopkins ACG
model (out-of-box and with no further training) [13], and a
standalone RF model. The ensemble model included a stacking
ensemble with multiple layers combining CNB and RF models.

All analyses, including descriptive analysis, individual modeling,
and ensemble approach, were performed in R (version 3.5.1, R
Foundation for Statistical Computing). We used Python pandas
and scikit-learn for all modeling pipeline efforts (eg, data
cleaning, filtering, hyperparameter search, feature selection,
and RF model). We used Python ML Ensemble for the ensemble
model [20]. We used Python Yellowbrick library to visualize
the classification threshold of sensitivity versus positive
predictive values. We used the Johns Hopkins ACG system to
produce the ACG output and measure the ACG model’s
performance [13].
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Results

Descriptive Analyses
The study population comprised 165,595 unique patients
including 8359 (5.1%) PHUs (Table 1). The PHU population’s
average age was more than twice that of the non-PHU

population (38.51 years vs 18.79 years). PHUs included fewer
males (2735/8359, 32.7%) than non-PHUs (69,683/155,862,
44.7%). As expected, PHUs had more utilization than non-PHUs
(1567/8359, 18.7% vs 3891/155,862, 2.5% for inpatient visits
and 8332/8359, 99.7% vs 152,199/155,862, 97.3% for outpatient
visits, respectively).

Table 1. Specification of the study populations (n=165,595).

PHU population (n=8359)Non-PHUa population (n=155,862)Overall study population (n=165,595)

38.51 (18.01)18.79 (16.82)19.85 (17.45)Age (years), mean (SD)

1459 (17.5)99,352 (63.7)101,264 (61.2)0-17, n (%)

6730 (80.5)55,666 (35.7)63,260 (38.2)18-64, n (%)

170 (2.0)844 (0.5)1037 (0.6)65+, n (%)

2735 (32.7)69,683 (44.7)72,974 (44.1)Sex (male), n (%)

Race, n (%)

2457 (29.4)38,762 (24.9)41,492 (25.1)White

2879 (34.4)50,993 (32.7)54,207 (32.7)Black

6 (<0.1)143 (0.1)149 (0.1)Otherb

3017 (36.1)65,964 (42.3)69,747 (42.1)Missingc

Inpatient visits, n (%)

6792 (81.3)151,971 (97.5)160,035 (96.6)0

1500 (17.9)3866 (2.5)5430 (3.3)1-5

54 (0.6)20 (<0.1)77 (<0.1)6-10

13 (0.2)5 (<0.1)19 (<0.1)11+

Outpatient visits, n (%)

27 (0.3)3663 (2.4)3720 (2.2)0

1234 (14.8)94,138 (60.4)96,122 (58.0)1-5

1428 (17.1)32,317 (20.7)33,996 (20.5)6-10

5670 (67.8)25,744 (16.5)31,723 (19.2)11+

aPHU: persistent high utilizer.
bMembers of known race/ethnicity not equal to Asian, Hispanic, White, or Black.
cMembers with empty values for race.

Ensemble Model
After tuning the ensemble layers, the best-performing ensemble
model included 3 input layers and 1 prediction layer. The final
ensemble model included 2 input layers of CNB and 1 layer of
an RF model. The prediction layer was an RF model. The model
included the following variables: race (ie, Black, White, other),
age (as of 2013), sex, days of inpatient hospitalization in 2013,
emergency department visit count in 2013, psychotherapy
services in 2013, outpatient visit count in 2013, all-cause
inpatient hospitalization count in 2013, frailty flag for older
adults, 87 most frequent Johns Hopkins ACG diagnostic
comorbidities (ie, EDCs [13]), all Johns Hopkins ACG
medication grouping (ie, RxMGs [13]), and ACG-derived care
coordination risk scores [13] (ie, likely coordination issue,
possible coordination issue, unlikely coordination issue). These
variables are generated by and included in the John Hopkins
ACG risk stratification models, which are widely used for PHM

efforts [13]. The stacking ensemble had full feature propagation
throughout the layers to allow each model access to all data
attributes while gaining classification scores from previous
layers. The most performant models were selected for use in
the stacking ensemble.

Model Performance Evaluation
Figure 3 depicts the discrimination threshold plot for a sample
decision tree of the ensemble model. The plot conveys the
importance of the threshold choice and depicts the tradeoff
between PPV and sensitivity. As shown in the figure, patients
A and B, both of whom are PHUs, will be identified differently
by the model depending on the chosen threshold between PPV
and sensitivity. By testing the trained model on these 2 patients,
a risk score is generated for each. These risk scores can be
compared to any classification threshold. Depending on which
side of the threshold the risk scores lie, the model classified
whether patient A, B, or both are PHUs or non-PHUs.
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Figure 3. Classification threshold of sensitivity versus positive predictive value (PPV): patient A: incorrectly classified as normal (risk score=82%)
and patient B: correctly classified as a persistent high utilizer (risk score=97%).

The central line in Figure 3 represents the median value for each
metric, and the bands represent the variability from the 10th to
90th percentiles. Two important observations about the threshold
plot are (1) the typical classification threshold of .50 is not ideal
probably due to the imbalanced classes and (2) equally
weighting sensitivity and PPV at a threshold of .85 may not be
appropriate to classify enough PHUs correctly. Patients A and
B in Figure 3 have different classification outcomes and
therefore interventions due in part to an arbitrary threshold.

To replicate the same level of optimality across all models, we
used the 95th percentile threshold limit for each model. The
absolute cutoff points were slightly different across models with
ensemble having an absolute cutoff threshold of .258, RF .224,
logistic regression .230, and the ACG model a cutoff of .226.
Negative predictive value (NPV) and specificity were also
assessed, but performance in these metrics was high (ie,
averaging 97% and 99% for NPV and specificity, respectively)
and did not vary significantly between models due to the large
size and variability of the negative class (ie, non-PHUs).

Performance Comparison
The stacking ensemble method achieved a sensitivity of 49.0%
and PPV of 50.3%. The ensemble model resulted in a 5%+
increase in both PPV and sensitivity for predicting PHUs over
other individual methods such as logistic regression, RF model,
and the ACG model (Table 2). As shown in Table 2, the
individual RF was the highest performing nonensemble
technique. Table 2 also includes the optimal parameters used
in the stacking ensemble (eg, CNB and RF parameters such as
alpha, maximum depth, and minimum sample splits). The final
ensemble model also produced an NPV of 97.4%, specificity
of 97.3%, and F1 of 49.1% for PHUs and 97.4% for non-PHUs
(not shown in Table 2). The area under the curve of the ensemble
model reached .921; however, comparison of areas under the
curve between models was considered not valuable due to the
large imbalance of PHUs versus non-PHUs, hence limiting the
performance measure comparison to PPV and sensitivity of the
models.
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Table 2. Model fit statistics for predicting persistent high utilizer status.

PPVa, %Sensitivity, %Parameter tuningModel

50.349.0CNB1   =.70, fit prior, norm

CNB2   =.15, fit prior

RF1

Stacking ensemble

Layer 1: CNBb

Layer 2: CNB

Layer 3: RFc

Prediction layer: RF

Feature propagation

• 200 estimators
• 400 maxd depth
• 5 mine samples split
• 0.01% min samples

Leaf

• auto max features
• class weight=0.842

RF2

• 100 estimators
• 350 max depth
• 2 min samples split
• 0.01% min samples

Leaf

• class weight=1.0

47.248.4RF • 300 estimators
• 500 max depth
• 20 min samples split
• 0.01% min samples leaf

44.144.7ACGg system probability of PHUhJHU-ACGf

46.146.8Based on 241 parameters (ie, diagnoses and medications)Logistic regression

aPPV: positive predictive value.
bCNB: complement naïve Bayes.
cRF: random forest.
dmax: maximum.
emin: minimum.
fJHU-ACG: ACG predictive model with no local tuning.
gACG: adjusted clinical group.
hPHU: persistent high utilizer.

Discussion

Principal Findings
Persistent high utilizers (PHUs) are defined as patients who
consistently stay in the highest deciles of health care costs or
utilization across multiple years [4-12]. Risk stratification efforts
strive to better identify and manage PHUs so that scarce health
care resources can be better allocated. Nonetheless, predicting
who becomes a PHU is often challenging, partly because PHUs
are uncommon [4,6,9-11]. Past studies have attempted to
improve the prediction of PHUs in various populations;
however, those predictions have either suffered from high false
negative/positive rates or have been limited in scope [4,6,9-11].
In this study, to address the methodological complexity in
predicting PHUs, we evaluated the benefit of an ensemble
approach to balance the sensitivity and specificity of predicting
PHUs.

Our results show that ensemble methodology can be effectively
used to improve both sensitivity and PPV of predicting PHUs.

The ensemble model developed in this study included 2 layers
of CNB and 1 prediction layer of RF, which can be converged
rather quickly. We achieved a sensitivity and PPV of 49.0%
and 50.3%, respectively, using the ensemble model. In
comparison to the best alternative performing model, which
was the standalone RF, the ensemble model improved the
sensitivity by 0.6 and PPV by 3.1 absolute percentage points,
which represents a 1.2% and 6.6% relative improvement in
sensitivity and PPV, respectively. Moreover, standalone RF
models are prone to overfitting and often lack generalizability
to other populations. The ensemble model was also superior
compared to traditional logistic regression and the more
established (ACG) models [13]. The ensemble model improved
the sensitivity and PPV of predicting PHUs by 2.2 and 4.2
absolute percentage points (ie, 4.7% and 9.1% relative
improvement) compared to the traditional logistic regression
and by 4.3 and 6.2 absolute percentage points (ie, 9.6% and
14.1% relative improvement) when compared to the ACG model
[13].
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Several studies have examined the use of traditional methods
in predicting PHUs; however, models developed in these studies
have often generated low PPV rates or showed limited
generalizability. For example, in a study of an employer-based
health plan, using commercial claims data, a logistic regression
model achieved a sensitivity of 80% but PPV of 19% to predict
PHUs among the health plan enrollees [6]. In another study
aiming to predict PHUs, using diagnostic and medication
information extracted from claims data, a regression model
achieved a sensitivity of 46.7% and PPV of 57.2%; however,
the study population was limited to patients aged 18 to 62 years,
hence limiting generalizability to other populations [4]. Several
studies have used regression models to control for underlying
demographic and clinical variables and measure the residual
differences such as cost, behavioral health, and social
determinants of health variables between PHU and non-PHU
populations [7,8]. These studies, however, have not published
the performance of these regression models in predicting PHUs.

A few studies have assessed the value of machine learning
methods in predicting PHUs. In a study of a statewide Medicaid
population, demographics, diagnostics, and medication
information were used to predict costs associated with PHUs.
The study compared multiple models including linear regression,
regularized regression, gradient boosting machine, and recurrent
neural networks, but the study did not generate comparable
predictive measures as these models did not predict PHU status
[9]. Another study applied penalized regression, support vector
machine, and extreme gradient boosting against claims data to
predict PHUs among patients from an academic medical center.
The study achieved high sensitivity rates ranging from 72.7%
to 78.7%; however, the (recalculated) PPV ranged from 18.6%
to 19.8% [10]. Among the machine learning studies targeting
PHUs, only one study compared an ensemble methodology
(using RFs) to other methods (eg, linear regression, decision
tree regression) [11]. This study, however, predicted cost of
PHUs and was limited to patients with schizophrenia, hence
limiting its generalizability to the broader population of patients.

Despite the promising findings of past studies in predicting
PHUs, their results cannot be accurately compared to our
ensemble model as each study used a slightly different definition
of PHU. Some studies have defined PHUs as patients in the top
5% of cost over 2 years [4], while other studies have set the bar
at 10% or 20% of cost over longer periods of time [6,7]. Future
research should attempt to harmonize the definition of PHUs
to make the comparison of PHU populations across different
populations and health plans feasible. Additionally,
harmonization of the PHU definition can facilitate the
performance measurement and comparison of PHU predictive
models across different health care settings.

Balancing the sensitivity and PPV of PHU predictions is key
in operationalizing such models in PHM efforts. Indeed, given
the infrequency of PHUs in the total population of patients, a
balanced sensitivity and PPV ratio will play an important role
in the management of limited resources for PHUs. In our study,
the improvement of model performance compared to the
traditional models corresponds to approximately 84 additional
PHUs being classified correctly in the test set of 1672 true
PHUs. These 84 patients would not have been reviewed for

potential proactive interventions by a care manager if tested by
a traditional method.

In this study, we chose to report classification performance at
the balanced precision and recall scores (50/50) to highlight
optimal performance in both metrics simultaneously. In specific
PHM use cases, it may be desirable to select a lower
classification threshold and more patients for care or intervention
consideration, even if their individual risk score is lower. In
large-scale PHM use cases, cost of considering many patients
may be too high and a higher classification threshold is to be
selected to only manage the most at-risk patients. Hence,
individual population health programs may chose different
balances of precision versus recall for models predicting PHUs.

Our study showed that machine learning has a performance
advantage over traditional statistical models. Ultimately,
improved performance will come from more advanced ensemble
methods coupled with continually improving robustness of
feature analysis, which together are the keys to significantly
increased performance. Model performance could benefit from
subpopulation training by reducing the large and variable
parameter space for classification. Thus, developing custom
groupings of clinical features associate with PHU patients
(versus non-PHUs) can potentially advance predictive models
of PHUs. For example, clinical groupings identified by
unsupervised machine learning techniques (such as latent class
analysis) has shown value in improving predictive models of
PHUs [21].

Value-based health care providers are increasingly using risk
stratification tools to manage their patient populations [22].
Providers often use local electronic health records (EHRs)
instead of insurance claims to risk stratify patients and predict
PHUs [23-25]. Although advances have been made in using
unique EHR data to improve risk prediction using prescription
data [26-28], vital signs [29,30], laboratory results [31], and
free-text analysis [32,33], quality of EHR data remains a major
challenge in this process [34]. Using machine learning models,
such as the ensemble models, can potentially help providers
address some of these deficiencies and improve the prediction
of PHUs using EHR data [35,36]. Future studies should
investigate the usability of machine learning models in
enhancing EHR-based PHU predictions and its implication on
improving the wider population-level health outcomes [37].

Limitations
Our study has several limitations. First, the results of our
ensemble approach and the improvement of the PHU prediction
may not generalize to other populations (eg, older adults),
different settings (eg, inpatient only), or alternative data sources
(eg, EHRs). Future research should explore the use of ensemble
methodology in new populations and settings using alternate
data sources. Second, the current definition of PHU may not be
consistent with the operational definition in all PHM. We used
a specific definition for PHU (ie, percentile of cost and time
period), but that definition may not fit all populations. The risk
stratification research community should harmonize the
definition of PHU so predictive models of PHUs can be
compared accurately to increase their generalizability. Third,
we only used demographics, diagnosis, and medications in our
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prediction models. Past research has shown the value of social
determinants of health in improving the prediction of health
care utilization [38-42]. Future research should investigate the
value of the ensemble model in improving predictive models
of PHU that incorporate social data. Finally, the ensemble
methodology uses an approach that complicates the explanation
of a prediction, and thus the operational use of such models in
clinical and PHM settings should be further studied.

Conclusion
A small segment of the patient population uses most of the
health care services over extended periods. We used an ensemble
model, a machine learning approach that combines multiple
modeling techniques, to simultaneously improve the sensitivity
and PPV of predicting PHUs using claims data. Future studies
should investigate the value of machine learning techniques in
predicting PHUs in other health care settings with potentially
different underlying populations and different data sources (eg,
EHR data).
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Abstract

Background: Timely and accurate outcome prediction plays a vital role in guiding clinical decisions on acute ischemic stroke.
Early condition deterioration and severity after the acute stage are determinants for long-term outcomes. Therefore, predicting
early outcomes is crucial in acute stroke management. However, interpreting the predictions and transforming them into clinically
explainable concepts are as important as the predictions themselves.

Objective: This work focused on machine learning model analysis in predicting the early outcomes of ischemic stroke and used
model explanation skills in interpreting the results.

Methods: Acute ischemic stroke patients registered on the Stroke Registry of the Chang Gung Healthcare System (SRICHS)
in 2009 were enrolled for machine learning predictions of the two primary outcomes: modified Rankin Scale (mRS) at hospital
discharge and in-hospital deterioration. We compared 4 machine learning models, namely support vector machine (SVM), random
forest (RF), light gradient boosting machine (LGBM), and deep neural network (DNN), with the area under the curve (AUC) of
the receiver operating characteristic curve. Further, 3 resampling methods, random under sampling (RUS), random over sampling,
and the synthetic minority over-sampling technique, dealt with the imbalanced data. The models were explained based on the
ranking of feature importance and the SHapley Additive exPlanations (SHAP).

Results: RF performed well in both outcomes (discharge mRS: mean AUC 0.829, SD 0.018; in-hospital deterioration: mean
AUC 0.710, SD 0.023 on original data and 0.728, SD 0.036 on resampled data with RUS for imbalanced data). In addition, DNN
outperformed other models in predicting in-hospital deterioration on data without resampling (mean AUC 0.732, SD 0.064). In
general, resampling contributed to the limited improvement of model performance in predicting in-hospital deterioration using
imbalanced data. The features obtained from the National Institutes of Health Stroke Scale (NIHSS), white blood cell differential
counts, and age were the key features for predicting discharge mRS. In contrast, the NIHSS total score, initial blood pressure,
having diabetes mellitus, and features from hemograms were the most important features in predicting in-hospital deterioration.
The SHAP summary described the impacts of the feature values on each outcome prediction.

Conclusions: Machine learning models are feasible in predicting early stroke outcomes. An enriched feature bank could improve
model performance. Initial neurological levels and age determined the activity independence at hospital discharge. In addition,
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physiological and laboratory surveillance aided in predicting in-hospital deterioration. The use of the SHAP explanatory method
successfully transformed machine learning predictions into clinically meaningful results.

(JMIR Med Inform 2022;10(3):e32508)   doi:10.2196/32508

KEYWORDS

cerebrovascular disease; acute ischemic stroke; machine learning; random forest; early outcome; prediction; explanation; SHapley
Additive exPlanations

Introduction

Cerebrovascular disease ranks as the second leading cause of
death in the United States and the third cause of
disability-adjusted life years (DALYs) globally in 2010 [1].
Ischemic stroke shows higher incidence and prevalence than
hemorrhagic stroke. Ischemic stroke survivors commonly have
disabilities and substantial function loss that significantly affect
their quality of life. Outcome prediction provides a reference
for doctors to select rehabilitation strategies and provides
patients with decent expectations in the future [2,3]. Several
studies have focused on stroke prediction by indicators collected
at emergency room (ER) or first at ward admissions [4,5]. In
the past, scores such as the Acute Stroke Registry and Analysis
of Lausanne (ASTRAL), DRAGON, and SEDAN were used
for stroke outcome prediction and proved more accurate than
physicians [6]. Over the past few years, most research on stroke
prediction has emphasized the use of machine learning, which
achieves better performance in predicting stroke outcomes [7].
Recent studies on stroke prediction can be classified into three
categories: studies investigating longitudinal data such as health
insurance databases for predicting the probability of stroke
occurrence, studies predicting recovery in a specific time using
numerical data, and studies applying novel machine learning
models such as computer vision models [8] or natural language
processing models for more accurate diagnosis [9,10].

This work aimed to predict early outcomes using numerical
data and applying novel machine learning models, including
neural networks and gradient boosting machines for predictions.
The specific goals were to predict the modified Rankin Scale
(mRS) score at hospital discharge and deterioration during
admission. We focused on model performance comparison,
ranking of feature importance, and explanation of model
predictions. We leveraged the SHapley Additive exPlanations
(SHAP) to depict the stroke prediction models and guarantee
that the models predict with a solid basis. For imbalanced
prediction targets, preprocessing was performed with different
resampling methods to balance the data set before model
performance comparisons.

Methods

Database
Patient data were collected from January 1 to December 31,
2009, by the Stroke Registry in Chang Gung Healthcare System
(SRICHS) [11]. SRICHS is a stroke registry system that
prospectively collected patients’ clinical information with the
ICD 9 diagnostic code 430-437 for acute ischemic and
hemorrhagic stroke since 2007. The registry data were

anonymized and deidentified before analysis. The data
automatically downloaded from the hospital information system
included demographic information, laboratory tests, examination
reports, and structured information from the electronic medical
chart. The data cleaning process included 2 steps. First, the data
without the initial blood pressure recordings at admission, mRS
at ward admission and discharge, and laboratory hemograms
were removed. Second, the data with out-of-range scores on the
National Institutes of Health Stroke Scale (NIHSS) were
removed, which were attributed to misrecording. The
Institutional Review Board of Chang Gung Memorial Hospital
approved this study (no. 103-1519C, no. 201900732B0, and no.
201801763A3).

Outcome Measurements
The primary target variable was the mRS at discharge [12]. To
turn the prediction issue into a binary classification problem
and compare our results directly with the existing methods, we
discretized the mRS into two classes: good outcomes defined
by mRS 0-2 and poor outcomes defined by mRS≥3.

The other primary outcome was in-hospital deterioration. The
coding for deterioration included clinical condition worsening
due to brain herniation, hemorrhagic transformation,
neurological deterioration defined by an increase of 4 points or
more in the NIHSS score compared to the admission score, and
clinical deterioration due to medical problems. When there were
specific causes for increases in the NIHSS scores by 4 points
or more, such as brain herniation or hemorrhagic transformation,
the patients were coded for these reasons; otherwise, we coded
them for neurological deterioration. If mortality or critical
conditions occurred owing to medical complications, we
assigned them the code of in-hospital deterioration due to
medical problems.

Features in the Models
The following categories of features were included in the
models: (1) demographic features: age, sex, smoking habit,
alcohol consumption, height, weight, and BMI; (2) medical
comorbidities: a history of previous stroke, ischemic heart
disease, congestive heart failure, atrial fibrillation, diabetes
mellitus (DM), hypertension, and hyperlipidemia; (3)
stroke-related index: NIHSS total score and subscores at ER
and ward admission and stroke onset-to-hospitalization interval;
(4) initial physiological parameters at admission: initial systolic
blood pressure (SBP) and diastolic blood pressure, heart rate,
respiratory rate, and body temperature; (5) initial laboratory
parameters of blood tests: hemogram including the white blood
cell (WBC) count and its differential counts, red blood cell
(RBC) count, hemoglobin, hematocrit and platelet counts,
prothrombin time (PT), activated partial thromboplastin time,

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e32508 | p.341https://medinform.jmir.org/2022/3/e32508
(page number not for citation purposes)

Su et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.2196/32508
http://www.w3.org/Style/XSL
http://www.renderx.com/


cholesterol and triglyceride profile, aspartate aminotransferase,
alanine transaminase, blood urea nitrogen, creatinine, glucose,
glycosylated hemoglobin, C-reactive protein, erythrocyte
sedimentation rate, and homocysteine; (6) data of urine tests,
including urine total protein and glucose levels.

Data Visualization
Unsupervised clustering provided an explicit grouping of the
data, and direct visualization of the clusters showed the natural
distribution of data. The t-distributed stochastic neighbor
embedding (t-SNE) is a nonlinear dimensionality reduction for
visualization [13]. Let P be the joint probability distribution for
high dimension, and Q for low dimension. The distance between
the 2 similarity matrices could be expressed as:

A gradient descent was performed to minimize this score, and
the gradient could be computed as:

Machine Learning Models

Support Vector Machine (SVM)
The SVM was used to construct a hyperplane to split the data
into 2 classes and optimize the distance between all data points
and the hyperplane [14]. For a set of {xi, yi}, i = 1, …, N, xi ∈
Rdyi ∈ {+1, –1}, the SVM found a vector ω such that yi (ωTxi

– b) > 0. The vector split the data into 2 classes. Many lines
were available for splitting the set. The SVM optimized the
solution by solving:

And retrieved the solution from:

Random Forest (RF)
The RF algorithm was based on bagging and decision [15].
Bootstrap aggregating (bagging) used repeated random sampling
and replaced the training set to create a subset, reduce variance,
and improve accuracy. Each subset of the training set conducted
a random selection with features. The aggregation combined
all predictions and yielded the regression mean and classification
mode.

Light Gradient Boosting Machine (LGBM)
LGBM is a gradient boosting framework using tree-based
learning algorithms [16]. In LGBM, gradient-based one-side
sampling (GOSS) and exclusive feature bundling (EFB) were
the 2 main techniques to improve efficiency and scalability.
GOSS kept those data with large gradients and randomly
dropped those with small gradients and reduced the calculation
cost. EFB bundled exclusive features to reduce feature
dimensions. The feature bundles could improve training
efficiency without losing accuracy.

Deep Neural Network (DNN)
The DNN model was trained with tuned parameters in neurons
by adjusting their weights and bias values to make the model’s
output closer to the ground truth [17]. If we set θ as all the
parameters of the model and the input as x passing the neural
network, F(θ), the output layer would generate the corresponding
F(x, θ) = yˆ. The embedding layer turned positive integers
(indexes) into fixed-size vectors. The technique could avoid the
sparse matrix obtained during the transformation of
high-dimensional data into lower-dimensional data and turned
categorical data into one-hot encoding data. In the DNN, the
gradient descent algorithm solved the optimization problem by
calculating the gradient of the loss function, updating the model's
parameters in the opposite direction, and minimizing the loss.
By selecting an optimal learning rate, a local minimum would
be reached by iterations. Additional methods to optimize the
model included batch normalization, which normalized the
means and variances of each layer’s inputs [18]. Dropout
avoided overfitting by randomly omitting a certain fraction of
neurons on each training case [19].

Data Processing
We applied a min-max normalizer to the numerical data for data
engineering, split the data into 5 folds, and performed 5-fold
cross-validation for performance evaluation. Cross-validation
is a suitable approach to estimate the performance of a model
when the data set is small. During the process of 5-fold
cross-validation, the data set was first divided into 5 groups;
then, each group was used as an unseen testing set in turn,
whereas the remainder of the data set served as the training set
( Figure 1). Notably, for DNN and LGBM, 10% of the training
set was used as the validation set (tuning set) to prevent the
overfitting problem and ensure that the model is trained well.
Finally, the mean and SD of the testing accuracy in 5 rounds
were evaluated as performance metrics.
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Figure 1. Data enrollment. After the initial enrollment of 3589 patients, data cleaning excluded 809 patients and left 2780 eligible patients. The enrolled
data set underwent k-fold cross-validation. In 5 folds, the data set was randomly divided such that 80% was for training and 20% for testing in each
fold. The results of cross-validation underwent performance comparison with the ground truth and are expressed as the area under the curve of the
receiver operating characteristic curve. mRS: modified Rankin Scale; NIHSS: National Institutes of Health Stroke Scale.

Transformation of the multiclassification model to a binary
model was performed to improve model performance. After
training the RF and LGBM multiclassifiers, the output summed
up the mRS outcome {0,1,2} as False, and mRS outcome
{3,4,5,6} as True.

Between-model comparison was conducted to rate the SVM,
RF, LGBM, and DNN. Model performance in terms of the
prediction ability was evaluated using the average area under
the curve (AUC) of the receiver operating characteristic (ROC)
curve; clear interpretations of true positives and false positives
were essential for the classification problem.

Imbalanced Data
To handle imbalanced outcomes, 3 resampling methods were
applied to make the 2 outcome classes more balanced. First,
random under sampling (RUS) randomly dropped data from
the majority class and often led to missing critical data. Second,
random over sampling (ROS) randomly duplicated data of the
minority class but sometimes led to overfitting of the minor
samples. The third resampling method was the synthetic
minority over-sampling technique (SMOTE) [20], which
synthesized data from the minority class. The synthetic sample

x is a point along the line segment joining xi and xi, where x0
i

= xi + (xˆi − xi) × δ and the random number δ ∈ (0,1). The
synthetic minority over-sampling technique-nominal continuous
(SMOTE-NC) technique is the advanced modification of
SMOTE and capable of handling mixed data sets of continuous
and nominal features. The SMOTE-NC ran median

computations for nominal features and nearest neighbor
computations for mixed data. The algorithm gave those nominal
features the value occurring in most k-nearest neighbors.

Interpretation of Models
The SHAP, inspired by the Shapley value in game theory,
assigned each feature a value of importance for a particular
prediction [21]. The SHAP summary used kernel SHAP to
estimate the Shapley value and visualized the prediction
distribution among the feature values. For example, when
approximating the original model f for a specific input x, local
accuracy required the explanation model to match the output
off for the simplified input x′ that corresponded to the original
input x:

Data Availability
Anonymized data not published within this article will be made
available on request from any qualified investigator under the
regulations of our institutional review board.

Results

Data Enrollment
Initial screening identified 3589 patients of admission due to
acute ischemic stroke. The data cleaning steps excluded 679
patients for missing records of blood pressure, mRS, and
hemograms. Another 130 patients were excluded for mislabeled
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NIHSS scores. The missing rate of all the features was under
10%. A total of 2780 eligible patients were enrolled. The data
underwent 5-fold cross-validation. In each fold, the models
randomly divided the whole data set into 80% data for training
and 20% data for testing. The performance in each fold was
compared with the ground truth and quantified in the AUC of
ROC curves. The final AUC results were the means and SDs
obtained from the 5-fold cross-validation (Figure 1).

Prediction of mRS at Hospital Discharge
The t-SNE was used for unsupervised clustering to visualize
the data. Of the entire data set containing 2780 cases, the 1284
orange dots for a bad outcome and the 1571 blue dots for a good
outcome overlapped to a certain degree (Figure 2A). The t-SNE
results showed the relationship between the bad and good
outcomes at the feature stage, but this does not mean that the
machine learning models could not separate the mixed data.

Figure 2. Prediction of modified Rankin Scale (mRS) at hospital discharge. The outcome variable mRS at discharge was transformed from 6 ordinal
classes to a binary class. The good outcome was defined by mRS {0,1,2}, whereas the bad outcome was indicated by mRS {3,4,5,6}. (A) The t-SNE
graph shows the distribution of the data. Orange indicates discharge mRS 3-6 and blue represents mRS 0-2. (B) ROC curves for 4 machine learning
models. (C) Comparisons of AUC between the data with and without normalization of numerical features. (D) AUC for different amounts of data. AUC:
area under the curve; DNN: deep neural network; LGBM; light gradient boosting machine; mRS: modified Rankin Scale; RF: random forest; ROC:
receiver operating characteristic; SVM: support vector machine; t-SNE: t-distributed stochastic neighbor embedding.

Figure 2B shows the ROC curve for comparing model
performances using normalized data. The overlapping curves
indicate that the models performed equally well with the AUC
being approximately 0.8, with no model being significantly
superior to the others. Normalization of the numerical data
improved the performance of the SVM model because of its
linear nature, but normalization was not beneficial for the tree
models and DNN (Figure 2C). We further simulated different
volumes of data by sampling different fractions (0.01, 0.02,
0.05, 0.1, 0.2, and 0.5) of data from the entire training data set,
conducted the 5-fold cross-validation, and determined the
performance at each data volume (Figure 2D). On increasing
the training data to more than 500 samples, the model
performance reached a plateau, with the average AUC for RF

being near 0.8, almost as high as that for the entire data. With
more data, the performance of all the 4 models improved. In
contrast, with limited data, the performance would also be
acceptable.

We further applied feature importance and compared it with
SHAP in terms of the summary aspect. The top 5 features in
RF and LGBM were similar in terms of the NIHSS total score,
age, WBC differential counts of lymphocyte and segmented
neutrophil, and renal function creatinine (Figure 3A). On the
other hand, the SHAP summary of the RF and LGBM models
presented the ranking of important features and their influence
on predicting outcomes (Figures 3B-3C). For example, the
SHAP summary suggested higher NIHSS total scores, worse
lower limb motor function, older age, higher segmented
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neutrophil, and lower lymphocyte percentage of WBC
differential counts, indicating a higher mRS score for more

dependency at hospital discharge.

Figure 3. Feature importance for predicting modified Rankin Scale at hospital discharge. (A) Top 5 important features of random forest and light
gradient boosting machine. SHapley Additive exPlanations of (B) random forest and (C) light gradient boosting machine. Red indicates higher feature
sample values, and blue indicates lower feature sample values. For example, the higher the total National Institutes of Health Stroke Scale scores at
emergency room and at ward admission, the more severe would be the stroke outcome. ALT: alanine transaminase; APTT: activated partial thromboplastin
time; DM: diabetes mellitus; ER: emergency room; LGBM: light gradient boosting machine; LOC: level of consciousness; NIHSS: National Institutes
of Health Stroke Scale; RF: random forest; SHAP: SHapley Additive exPlanations. Wd: ward.

Prediction of In-Hospital Deterioration
Of the initial cohort of 2780 patients, 2622 (94%) were
nondeterioration and 158 (6%) were deterioration cases. The
coding ratio of in-hospital neurological deterioration, medical
problems, brain herniation, and hemorrhagic transformation
was 0.64:0.18:0.14:0.04. Next, we compared the performances
of the 4 models in predicting deterioration and the 4 resampling

methods for imbalanced data. Finally, we compared the feature
importance.

The sample grouped and visualized by t-SNE showed that
deteriorations were the minority surrounded by nondeterioration
samples (Figure 4A). The resampling methods RUS and ROS
did not group samples well (Figures 4B-4C). Finally, the
SMOTE-NC produced synthetic data in the neighborhood of
true data, but the data were still not grouped well (Figure 4D).

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e32508 | p.345https://medinform.jmir.org/2022/3/e32508
(page number not for citation purposes)

Su et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 4. Prediction of in-hospital deterioration. (A) Visualization by t-distributed stochastic neighbor embedding of the original sample shows an
imbalanced outcome. The 3 resampling methods processed the imbalanced data with (B) random under sampling decreasing the majority class, (C)
random over sampling increasing the minority class, and (D) synthetic minority over-sampling technique with nominal continuous data synthesis from
the minority class. (E) Receiver operating characteristic curves for predicting in-hospital deterioration from the data without resampling. (F) Comparison
of the area under the curve in the different resampling methods. Random under sampling was a reasonable choice for resampling. It improved the
performance of the random forest, light gradient boosting machine, and support vector machine models, but not the deep neural network. The deep
neural network performed better on the original data set than on the resampled data set. DNN: deep neural network; LGBM: light gradient boosting
machine; RF: random forest; ROC: receiver operating characteristic; ROS: random over sampling; RUS: random under sampling; SMOTE-NC: synthetic
minority over-sampling technique-nominal continuous; SVM: support vector machine.

The ROC curves showed the predictive performance for
in-hospital deterioration of different models. In the original data
set, RF and DNN outperformed SVM and LGBM (Figure 4E,
data without resampling). As for each resampling method, RUS
improved the performance of all the models except DNN (Figure
4F). The DNN model performed better on the original data set
than on resampled data. The performance of SVM was
significantly improved by RUS, ROS, and SMOTE-NC.

We further compared the top 5 important features with
nonresampling data (Figure 5A). The NIHSS total score was

critical for predicting in-hospital deterioration. In the SHAP
summary, we learned that the higher the NIHSS score, the higher
the risk of deterioration. Notably, the initial SBP was prominent
in the top 5 important features of RF and LGBM (Figure 5A)
and their SHAP summaries (Figures 5B-5C). The SHAP
summaries of RF and LGBM showed that the higher the initial
SBP, the higher the risk of in-hospital deterioration. In addition,
the features obtained from the blood test hemograms, including
WBC differential count, platelet count, PT, and RBC, appeared
in the top features. Having DM was also crucial in predisposing
in-hospital deterioration (Figures 5B-5C).
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Figure 5. Feature importance for predicting in-hospital deterioration (without resampling). (A) Top 5 important features include initial systolic blood
pressure at hospital admission in random forest and light gradient boosting machine. National Institutes of Health Stroke Scale total score at ward
admission is also an important feature in both models. SHapley Additive exPlanations of (B) random forest and of (C) light gradient boosting machine.
ALT: alanine transaminase; APTT: activated partial thromboplastin time; BUN: blood urea nitrogen; DBP: diastolic blood pressure; DM: diabetes
mellitus; ER: emergency room; HDL: high-density lipoprotein; LDL: low-density lipoprotein; NIHSS: National Institutes of Health Stroke Scale; PT:
prothrombin time; RBC: red blood cell; SBP: systolic blood pressure; WBC: white blood cell; Wd: ward.

Discussion

Summary
In this study, we used machine learning to predict the mRS
outcome at hospital discharge and in-hospital deterioration in
the setting of acute ischemic stroke. RF performed the best in
most tasks. Applying SHAP to the models combining numerical
and higher-dimensional features was feasible, and the SHAP
summary emphasized the importance of these features for
clinical explanations. As for the resampling of imbalanced data,
the effects of resampling on the performance improvement of
the models were only equivocal, and SMOTE-NC was not an
outstanding method.

Several studies compared models for stroke outcome prediction.
In a study with data of over 15,000 patients, DNN outperformed
traditional methods when predicting stroke patient mortality
[22]. The stroke outcomes predicted by DNN were superior to
the ASTRAL scores [23]. However, DNN made no difference
in another study predicting 3-month mRS [23]. In our study,
DNN did not excel in predicting the discharge mRS, but it
performed better than the other models when predicting
in-hospital deterioration using nonresampling data. Therefore,
DNN is a reasonable choice for the prediction of early
deterioration in acute ischemic stroke.

Gradient boosting machine (GBM) and RF are tree-based
machine learning models. In a comparative study, extreme
gradient boosting (XGBoost) performed better than the
traditional GBM in predicting 3-month mRS [24]. However,
another study has mentioned that RF performs the best when
compared to XGBoost and other traditional models, such as
logistic regression, decision tree, and SVM [25]. Similarly, we
found that RF performed well in targeting in-hospital
deterioration and predicting independence at discharge. RF is
effective with imbalanced data and therefore performs well in
medical issues with scarce outcomes [26]. RF is suitable for
predicting medical diagnosis, and feature ranking helps the RF
model in medical classification [27]. Therefore, using RF in
predicting early stroke outcomes was feasible. On the contrary,
SVM is the least suitable model for stroke early outcome
prediction.

Recent Progress in Model Interpretation
Interpreting how models predict outcomes is sometimes as
crucial as their accuracy. In recent years, there has been an
increasing amount of literature explaining machine learning
models, which helps investigate their learning mechanisms,
debug these models, avoid adversarial attacks, and verify the
fairness and bias of these models [28,29]. Tree models have
some simple inbuilt methods, such as counts for the features
used in the model. However, these methods lead to biased
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approaches, as they tend to inflate the importance of continuous
features or high-cardinality categorical variables. To solve the
black-box nature of complex models such as deep learning
models, the additive feature attribution methods alter the inputs
to see how the outputs react and provide a practical solution for
the models [30]. The local interpretable model-agnostic
explanation, introduced in 2016, approximates a black-box
model using a simple linear surrogate model locally [31,32].
Recent explainers, including the SHAP announced in 2018,
explore the model from a more global perspective. [21,32]. In
a study aiming to predict extubating failure in intensive care
units, SHAP analysis proved effective and accurate [33]. With
the help of SHAP, we determined the contribution of each
feature toward predicting stroke outcomes. The SHAP summary
distinguished the features that could separate targets and
nontargets from those features that could not.

When working with imbalanced data, SMOTE resampling often
achieves better performance in predicting stroke occurrence
[34]. However, investigating important features with synthetic
data maybe not be persuasive because of its nature of linear
interpolation. Repeatedly resampling categorical features could
lead to overfitting of the synthetic data. In contrast, continuous
features usually stood out without resampling. SMOTE-NC
resampling for the imbalanced data of in-hospital deterioration
could even worsen model performance. The reason may be the
overfitting of categorical data (Figure 4F).

Initial Blood Pressure in Predicting Early Outcomes
of Ischemic Stroke
This work followed the SRICHS registry study, which found
the associations between initial blood pressure and 1-year
outcomes [35]. In this work, the machine learning models RF
and LGBM identified high initial SBP as a crucial factor
influencing in-hospital deterioration. High SBP is a strong
predictor of stroke [36] and ranks the first among the stroke risk
factors contributing to stroke-related DALYs [37]. Chronic
hypertension is the most important modifiable risk factor of
stroke, according to the INTERSTROKE study [38]. Persistent
high blood pressure indicates a worse long-term stroke outcome
[39]. High initial blood pressure is detrimental to early
neurological outcomes and heralds the deterioration of
neurological function in the hospital [40]. Patients with high
blood pressure tended to encounter acute infarct volume
expansion [41]. Consistent with traditional statistics, our
machine learning models supported the importance of blood
pressure in predicting early deteriorations in terms of
neurological, pathophysiological, and medical changes of acute
ischemic stroke. During the creation of this data set,
endovascular therapy was not a standard treatment yet. Current
studies highlight the importance of blood pressure for stroke
patients receiving endovascular therapy [42]. Possessing the
capability to process complex data, our machine learning models
are promising tools to solve complicated problems in the new
era of stroke care, such as blood pressure problems in
endovascular therapy.

DM and Early Stroke Outcomes
DM is a known risk factor for stroke. It accelerates the
development of ischemic stroke at a younger age [43].

Compared to nondiabetic stroke patients, ischemic stroke
patients with DM had worse neurological deficits, less favorable
outcomes from rehabilitation, delayed recovery from the
stroke-related deficit, a longer hospital stay for acute ischemic
stroke, a higher probability of experiencing a recurrent stroke
within 1 year, and a higher rate of 1-year mortality [43,44]. In
our study, having DM was a strong predictor for in-hospital
deterioration in the SHAP summary of RF and LGBM. Other
studies also revealed that DM predisposed early neurological
deterioration [45] and increased mortality during hospital stay
[43]. This finding suggests that the explainable machine learning
model using the SHAP summary is as informative as the stroke
registry statistics.

Limitations of the Study
There were several limitations of this study. First, the
registry-based study might have inconsistent assessments and
treatments of the patients, incomplete data registration, missing
outcomes, and loss of follow-up data [46]. Because of the
potentially underreported data, the outcomes might be
underestimated. Still, tracking the natural history of a disease,
collecting a large number of patients, and yielding generalizable
findings make registry-based studies valuable in understanding
diseases and outcome assessments. Second, our machine
learning models predicted discharge mRS more accurately than
in-hospital deterioration. Because general condition deterioration
involves multiple factors and individual circumstances,
predicting it is more complicated than predicting the
neurological status at discharge, which could refer to the initial
neurological status. The attributes of the current study design
limited the quality and quantity of the features used in model
design. In future studies, prospectively collecting delicate
parameters, such as continuous vital sign recordings and
neuroimages, may improve the performance of these models
when predicting in-hospital deterioration. Third, the data set
we used in this study was collected in 2009. In the past 10 years,
the disease course of ischemic stroke may have changed due to
the popularity of comorbidities, demography of stroke
proneness, progress in stroke treatment, and improved poststroke
care. The machine learning models used in this study may not
be completely suitable for new data, and the models may need
to be retrained and adjusted. Nevertheless, novel therapies, such
as intravenous thrombolysis and endovascular thrombectomy,
for acute ischemic stroke were not prevalent a decade ago, and,
therefore, we could clearly understand the disease nature course
from this data analysis.

Conclusions
RF, an ensemble algorithm of regression and classification
containing multiple decision trees, outperformed SVM, LGBM,
and DNN in targeting early stroke outcomes of discharge mRS.
RF and DNN performed well in predicting in-hospital
deterioration. Using the SHAP summary and feature importance
ranking may help clinicians in explaining the prediction of the
machine learning models. The multidomain feature bank,
combining physiological monitoring values, laboratory data,
and neurological severities, as well as the improved performance
of the models helped predict in-hospital deterioration. These
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machine learning models are promising for advanced applications in stroke outcome prediction.
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Abstract

Background: Modern modeling techniques may potentially provide more accurate predictions of dichotomous outcomes than
classical techniques.

Objective: In this study, we aimed to examine the predictive performance of eight modeling techniques to predict mortality by
frailty.

Methods: We performed a longitudinal study with a 7-year follow-up. The sample consisted of 479 Dutch community-dwelling
people, aged 75 years and older. Frailty was assessed with the Tilburg Frailty Indicator (TFI), a self-report questionnaire. This
questionnaire consists of eight physical, four psychological, and three social frailty components. The municipality of Roosendaal,
a city in the Netherlands, provided the mortality dates. We compared modeling techniques, such as support vector machine (SVM),
neural network (NN), random forest, and least absolute shrinkage and selection operator, as well as classical techniques, such as
logistic regression, two Bayesian networks, and recursive partitioning (RP). The area under the receiver operating characteristic
curve (AUROC) indicated the performance of the models. The models were validated using bootstrapping.

Results: We found that the NN model had the best validated performance (AUROC=0.812), followed by the SVM model
(AUROC=0.705). The other models had validated AUROC values below 0.700. The RP model had the lowest validated AUROC
(0.605). The NN model had the highest optimism (0.156). The predictor variable “difficulty in walking” was important for all
models.

Conclusions: Because of the high optimism of the NN model, we prefer the SVM model for predicting mortality among
community-dwelling older people using the TFI, with the addition of “gender” and “age” variables. External validation is a
necessary step before applying the prediction models in a new setting.

(JMIR Med Inform 2022;10(3):e31480)   doi:10.2196/31480
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Introduction

Predicting the survival probability of patients is important for
various purposes in biomedaical research, such as patient
counseling, medical decision-making, and benchmarking. The
traditional analysis of survival problems uses Kaplan-Meier
analysis and Cox regression modeling to predict the survival
probability depending on various predictor variables.

Prediction is complicated by the specification of the model
structure, such as the inclusion of main effects, potential
nonlinearities, and statistical interaction [1-3]. While most
prediction models for binary endpoints are still based on logistic
regression (LR) analysis, there is increasing interest in other,
more modern techniques, such as neural networks (NNs),
random forests (RFs), and support vector machines (SVMs).
These techniques hold the promise of better capturing
nonlinearities and interactions in medical data and are, therefore,
attractive in possibly providing better predictions [4].

NNs were used in 1998 for the analysis of survival data [5], and
in 2007, applications of random survival forests were described
[6]. SVMs were used in the context of breast cancer survival
and chemotherapy [7]. In 2009, prognostic indexes were
compared using modern techniques and Cox regression analysis
in breast cancer data [8].

The aim of this study was to determine the best modeling
technique for the prediction of mortality in a sample of
community-dwelling older people by components of frailty
using a follow-up period of 7 years. Frailty is the focus of much
attention in practice, policy, and research. This is hardly
surprising, since frailty in older people is predictive for disability
[9], an increase in health care use [10], lower quality of life,
and mortality [11].

Frailty is often operationalized by physical components, for
example, in the phenotype of frailty by Fried et al [9]. However,
only paying attention to physical limitations that older people
may have or experience can lead to fragmentation of care [12]
and then, potentially, to a reduction of quality of care and a
decrease in quality of life of older people. Therefore, we used
the Tilburg Frailty Indicator (TFI), a multidimensional scale
including physical, psychological, and social components, for
assessing frailty [13]. The TFI was developed on the basis of
an extensive literature review and consultation with experts
[12-14] and has shown good psychometric properties [15].

Five studies have examined the predictive value of the TFI for
mortality [16-20]. Only one of these previous studies used the
original TFI and conducted the study among
community-dwelling older people [20]. In this Dutch cohort
study with 2-year follow-up including 2420 community-dwelling
older people, the area under the receiver operating characteristic
curve (AUROC) for predicting mortality using the TFI was
0.620 [20]. Previous studies that compared alternative modeling
techniques for predicting survival made use of pseudovalues
[21,22]. In this study, we focused on 7-year mortality.

Methods

Study Population and Data Collection
In June 2008, the TFI was sent to a sample of 1154
community-dwelling older people aged 75 years and older
randomly drawn from the register of the municipality in
Roosendaal, a town of 78,000 inhabitants in the Netherlands.
A total of 484 participants completed the questionnaire (41.94%
response rate), which, complementary to the TFI, also contained
measures for assessing quality of life and disability [23,24]. As
in a previous study, the data from 5 participants were left out
of the analyses as they had too many omissions, leaving a data
set of 479 participants [23].

Measures

Frailty
The TFI contained 15 components of frailty distributed over
physical, psychological, and social frailty. The components of
physical frailty included the following: physically unhealthy,
unexplained weight loss, difficulty in walking, difficulty in
maintaining balance, poor hearing, poor vision, lack of strength
in the hands, and physical tiredness. Psychological frailty
consisted of problems with memory, feeling down, feeling
nervous or anxious, and being unable to cope with problems.
Social frailty included living alone, lack of social relations, and
lack of social support. For the exact content and the scoring of
the TFI, we refer to a previous study [13].

Mortality
In August 2015, the municipality of Roosendaal provided the
mortality dates of the participants who completed the
questionnaire in 2008. With these dates, 7-year mortality was
defined.

Data and Data Imputation
For the modeling, we used the data set (N=479) with the 15
frailty components, gender (“male” or “female”), and the
dichotomous transformed age variable (“≤80” or “>80” years)
as predictor variables and 7-year mortality (“alive” or “dead”)
as the outcome variable. We imputed data for the missing values
using the MICE (Multivariate Imputation by Chained Equations)
package (m=5 and methods=“logreg”) in R software (version
3.4.4; The R Foundation) [25]. The first imputed data set was
used for the modeling.

Modeling Techniques

Overview
We compared eight modeling techniques to predict 7-year
mortality: (1) LR, (2) least absolute shrinkage and selection
operator (LASSO), (3) SVM, (4) NN, (5) recursive partitioning
(RP), (6) RF, (7) hill-climbing (HC) Bayesian network, and (8)
naïve Bayes (NB) network.

Here, we list the main characteristics of the evaluated modeling
techniques, based on the work of several authors [2,3,26-30]
and an earlier publication of the first author [31].
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Logistic Regression
LR is a type of regression analysis that is often used in medical
research to model the probability of a dichotomous endpoint
using a linear function of the predictors. Predictor variables
may be either continuous or categorical. LR uses a logistic
transformation to calculate the probability of a dichotomous
outcome. Regression coefficients were estimated by maximum
likelihood [31].

Least Absolute Shrinkage and Selection Operator
LASSO is quite similar to linear regression and LR, but it adds
a penalty for nonzero regression coefficients using the sum of
their absolute values. As a result, small regression coefficients
are set to zero. Regression coefficients were estimated by
maximum likelihood [31].

Support Vector Machine
An SVM performs classification tasks by constructing
hyperplanes with a margin in a multidimensional space that
separates cases from different classes. An SVM can perform a
nonlinear classification or regression task using different kernels
(ie, radial, linear, and polynomial). The tuning parameters for
SVMs are the C parameter (cost), which regulates the margin
width, and the gamma parameter for the kernel calculation.
SVM claims to be a robust classification and regression
technique that maximizes the predictive accuracy of a model
without overfitting the training data. SVM may be particularly
suited to analyze data with large numbers of predictor variables
[31].

Neural Network
An NN simulates a large number of interconnected simple
processing units that are arranged in layers. There are three parts
in an NN: an input layer, with units representing the predictor
variables; one or more hidden layers; and an output layer, with
a unit representing the endpoint. The units are connected with
varying connection strengths or weights. Input data are presented
to the input layer, and values are propagated from there to the
next layer. Then, a prediction is delivered from the output layer.
The NN learns by examining individual records, generating a
prediction for each record and making adjustments to the
weights whenever it makes an incorrect prediction. The
adjustments are based on the gradient descent algorithm to
minimize the prediction error. This process is repeated many
times, and the NN continues to improve its predictions until the
magnitude of the gradient is less than a certain threshold (eg,
0.00005). Once trained, the NN can be applied to new records
for which the endpoint is unknown. The crucial parameters of
an NN are the size parameter (ie, number of units in the layer)
and the decay parameter, which penalizes large weights in the
model to avoid overfitting [31].

Recursive Partitioning
RP is a modeling technique that uses RP to split the training
records into segments with similar endpoint values. The
modeling starts by examining the input variables to find the
best split, measured by the reduction in an impurity index that
results from the split. The split defines two subgroups, each of
which is subsequently split into two further subgroups and so

on, until a stopping criterion is met. The commonly used
parameter for RP is the cp parameter (cost complexity factor).
A cp value of 0.001, for example, regulates that a split must
decrease the overall lack of fit by a factor of 0.001 [31].

Random Forest
RF is an ensemble classifier that consists of many decision trees.
In case of classification, RF outputs the class that is the mode
among the classes from individual trees. In case of regression,
RF outputs the value that is the mean of the values output from
individual trees. Each tree is constructed using a bootstrap
sample from the original data. A tree is grown by recursively
partitioning the bootstrap sample based on optimization of a
split rule. In regression problems, the split rule is based on
minimizing the mean squared error, whereas in classification
problems, the Gini index is commonly used. At each split, a
subset of candidate variables are tested for the split rule
optimization, similar to RP modeling. For prediction, a new
sample is pushed down the tree. This procedure is iterated over
all trees in the ensemble. Key parameters are the number of
trees and the number of candidate variables [31].

Hill-Climbing Bayesian Network
A Bayesian network is a mathematical construct that compactly
represents a joint probability distribution among a set of
variables. Bayesian networks are frequently employed for
modeling domain knowledge in decision support systems,
particularly in medicine. Learning Bayesian networks is
connected with variable selection for classification and has been
used to design algorithms that optimally solve the problem under
certain conditions. The HC Bayesian network is a score-based
search algorithm to learn a Bayesian network structure with a
sparse set of variables [32].

Naïve Bayes Network
The NB model is technically a special case of a Bayesian
network. The NB model assumes that all the features are
conditionally independent of each other and that, therefore, the
Bayesian rule for probability can be applied. Usually this
independence assumption works well for most cases, even if in
actuality they are not really independent [32].

Analysis
For all analyses, we used R (version 3.4.4; The R Foundation)
[33].

Statistics
We used counts and percentages to describe the baseline
characteristics of the participants. The chi-square test was used
to compare dichotomous variables. A P value of less than .05
was considered significant. Cramer V, a statistic derived from
the chi-square value, was used as an association measure: values
toward zero indicate weak association and values toward 1
indicate strong association. The predictive performance of the
models was measured using the AUROC. An AUROC greater
than 0.700 was considered as an indication of good predictive
performance [3].
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Relative Importance of the Predictor Variables
The relative importance of a predictor variable in a model was
calculated using the Permutation Feature Importance algorithm
with 1000 repetitions [34,35]. We used the decrease in median
apparent AUROC as the measure for ranking the relative
importance of a predictor variable.

Bootstrap Validation of the Models
Each model was validated using the bootstrap validation
procedure as proposed by Efron and Tibshirani [36]. Here, we
describe the bootstrap validation procedure. First, a model was
developed on the original data set, and the AUROC of that
model for the original data set was calculated (ie the apparent
AUROC). Then, a sample with replacement was drawn from
the original data set with a size equal to the size of the original
data set. This sample was called the bootstrap sample. For this
bootstrap sample, the model was developed again, and the
AUROC for that bootstrap sample was calculated (ie, the
developed AUROC). This model was then applied to the original
data set and the AUROC was calculated (ie, the validated
AUROC). The difference between the developed AUROC and
the validated AUROC is defined as the optimism of the model.
By subtracting this optimism from the apparent AUROC, we
obtain the corrected AUROC. This process was repeated 100
times.

Ethics Approval and Consent to Participate
All procedures performed in studies involving human
participants were in accordance with the ethical standards of
the institutional and national research committee, and with the
1964 Declaration of Helsinki and its later amendments or
comparable ethical standards. For this study, medical ethics
approval was not necessary because particular treatments or
interventions were not offered or withheld from respondents.
Moreover, the integrity of the respondents was not encroached
upon as a consequence of participating in this study, which is
the main criterion in medical-ethical procedures in the
Netherlands [37]. Informed consent related to details of the
study and maintaining confidentiality was observed.

Results

Participant Characteristics and Variable Association
Table 1 presents the descriptive statistics and the univariate P
values of the chi-square test for the participants at baseline in
relation to 7-year mortality. Five predictor variables (ie, gender,
poor hearing, poor vision, feeling down, and living alone)
showed univariate P values equal to or greater than .05. Three
of these predictor variables (ie, poor hearing, poor vision, and
living alone) had P values equal to or greater than .20.

Table 1. Participant characteristics.

P valueaDead (n=162), n (%)Alive (n=317), n (%)Characteristic (category)

.1777 (47.5)130 (41.0)Gender (male)

.00285 (52.5)119 (37.5)Age (>80 years)

<.00170 (43.2)71 (22.4)Physically unhealthy (yes)

.00121 (13.0)15 (4.7)Unexplained weight loss (yes)

<.001110 (67.9)121 (38.2)Difficulty in walking (yes)

<.00184 (51.9)86 (27.1)Difficulty in maintaining balance (yes)

.2465 (40.1)110 (34.7)Poor hearing (yes)

.4638 (23.5)65 (20.5)Poor vision (yes)

.0168 (42.0)96 (30.3)Lack of strength in the hands (yes)

<.00198 (60.5)120 (37.9)Physical tiredness (yes)

.00225 (15.4)21 (6.6)Problems with memory (yes)

.1972 (44.4)121 (38.2)Feeling down (yes)

.0261 (37.7)87 (27.4)Feeling nervous or anxious (yes)

.0334 (21.0)42 (13.2)Unable to cope with problems (yes)

.6475 (46.3)154 (48.6)Living alone (yes)

.01108 (66.7)174 (54.9)Lack of social relations (yes)

.04634 (21.0)44 (13.9)Lack of social support (yes)

aUnivariate P values were based on the chi-square test for the participants at baseline in relation to 7-year mortality.

A priori, we could assume that the predictor variables listed in
Table 1 have no association. Figure 1 visualizes the association
of the predictor variables with each other and with the outcome
variable based on Cramer V, as described in the Statistics

section. For example, there are strong associations between
“difficulty in walking” and “difficulty in maintaining balance”
and between “feeling anxious or nervous” and “feeling down.”
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Figure 1. Strength of the associations between the predictor variables (darker colour indicates stronger association).

Prediction of 7-Year Mortality by the 15 Frailty
Components, Gender, and Age
We applied each modeling technique, as mentioned in the
Modeling Techniques section, to the data set mentioned in the
Measures section and validated the models with bootstrapping
(100 repetitions) as described in the Analysis section. Table 2

presents the performance characteristics of the models. The
corrected AUROC values varied from 0.605 for RP to 0.812
for NN. The optimism of the NN model was high (0.156). The
optimism of the RF model showed a 95% CI containing a value
of zero, indicating that the RF model was not overfitted.
However, the performance of the RF model was low (apparent
AUROC=0.665).
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Table 2. Performance characteristics of the models.

Corrected AUROCfOptimisme,

mean (95% CI)

Validated AUROCd,

mean (95% CI)

Developed AUROCc,

mean (95% CI)

Apparent AUROCa,bModel

0.6980.045

(0.006 to 0.084)

0.721

(0.694 to 0.735)

0.765

(0.723 to 0.804)

0.743Logistic regression

0.6990.043

(0.006 to 0.084)

0.720

(0.700 to 0.733)

0.762

(0.717 to 0.799)

0.742LASSOg

0.7050.059

(0.020 to 0.089)

0.745

(0.729 to 0.763)

0.804

(0.771 to 0.837)

0.764SVMh

0.8120.156

(0.123 to 0.197)

0.834

(0.793 to 0.868)

0.989

(0.974 to 0.998)

0.967Neural network

0.6050.075

(0.034 to 0.116)

0.696

(0.643 to 0.731)

0.771

(0.711 to 0.826)

0.680Recursive partitioning

0.671–0.007

(–0.056 to 0.042)

0.873

(0.851 to 0.898)

0.867

(0.835 to 0.899)

0.665Random forest

0.6290.020

(–0.009 to 0.061)

0.654

(0.521 to 0.689)

0.674

(0.522 to 0.738)

0.649HCi Bayesian network

0.6900.014

(–0.021 to 0.055)

0.704

(0.704 to 0.704)

0.717

(0.683 to 0.759)

0.704Naïve Bayes

aAUROC: area under the receiver operating characteristic curve.
bThe apparent AUROC is the AUROC of the model for the original data set.
cThe developed AUROC is the AUROC of the redeveloped model on the bootstrap sample.
dThe validated AUROC is the AUROC of the validated model.
eThe model optimism is the difference between the developed AUROC and the validated AUROC.
fThe corrected AUROC is the AUROC obtained by subtracting the optimism from the apparent AUROC.
gLASSO: least absolute shrinkage and selection operator.
hSVM: support vector machine.
iHC: hill-climbing.

Relative Importance of the Predictor Variables for the
NN Model and the SVM Model
The NN model and the SVM model had corrected AUROCs
above 0.700, indicating a good performance. Figure 2 shows
the relative importance of the predictor variables for these
models, calculated as described in the Analysis section. The
depicted points correspond to the median decrease in apparent
AUROC, and the boundaries of the bands illustrate the 95% CI
for the decrease in apparent AUROC. The dashed line

corresponds to a value of zero. If the 95% CI contains the value
of zero, the predictor variable has no significant importance for
the model. The predictor variables “difficulty in walking,”
“gender,” and “difficulty in maintaining balance” had the highest
relative importance in the NN model; the predictor variables
“age,” “feeling down,” and “difficulty in walking” had the
highest relative importance in the SVM model. For the relative
importance of the predictor variables in the other models, we
refer to Figures S1-S3 in Multimedia Appendix 1.

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e31480 | p.358https://medinform.jmir.org/2022/3/e31480
(page number not for citation purposes)

van der Ploeg & GobbensJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Median decrease in apparent AUROC and 95% CI (whiskers) for the neural network model (A) and the support vector machine model (B).
AUROC: area under the receiver operating characteristic curve.

Discussion

Principal Findings
Many studies have observed that frailty is associated with
mortality among community-dwelling older people [38]. To
date, only one study used the original version of the TFI for the
prediction of mortality among Dutch community-dwelling older
people, using a 2-year follow-up [20].

The aim of this study was to determine the best modeling
technique for predicting mortality in a Dutch sample of 479
community-dwelling older people with a 7-year follow-up by
assessing frailty with the TFI. We compared eight modeling
techniques to develop prediction models. The classical approach
for developing a prediction model for a dichotomous outcome
is to use the LR technique or the penalized version, LASSO.
Both techniques are based on a linear combination of the
predictor variables (see Modeling Techniques section). The
other evaluated techniques are able to capture nonlinearity and
can deal with interaction of the predictor variables [39].

Of the 15 components of the TFI, three had P values equal to
or greater than .20 (ie, poor hearing, poor vision, and living
alone); normally, these variables would not be included in a
multivariate analysis. However, removing these components
from the TFI on the basis of this study is not recommended.
The inclusion of sensory difficulties in a screening instrument
such as the TFI has major consequences in terms of the
prevalence and prediction of adverse outcomes (eg,
hospitalization) [40]. Therefore, for all techniques, we used all
15 components of the TFI; we also added “gender” and “age”
as predictor variables.

The simplest way to construct a prediction model is to calculate
the sum score of the TFI components, adding 1 if the participant
is “male” and adding 1 again if the participant is “>80 years.”
Therefore, the maximum sum score is 17. The apparent AUROC

for this sum score model in predicting mortality was 0.680. The
algorithm of the LR modeling technique led to a model with an
apparent AUROC of 0.743 in predicting mortality. The LASSO
model had an apparent AUROC of 0.742, with only the
following predictors: “age,” “physically unhealthy,” “difficulty
in walking,” “difficulty in maintaining balance,” and “physical
tiredness.” These results show that applying algorithms paid
off above using just the simple approach.

LR and LASSO are regression-based techniques. An SVM is a
modern, advanced modeling technique that is able to
discriminate between the categories “alive” and “dead” using
high-dimensional hyperplanes to separate them. The corrected
AUROC of the SVM model was 0.705 and the optimism was
0.059.

The NN model showed the highest apparent and corrected
AUROCs. However, the optimism of the NN model was 0.156.
This and the fact that an NN model has a black box character
makes the application of an NN model unattractive in predicting
mortality in our study.

We calculated the relative importance of the predictors in the
NN model as well as in the SVM model. It is obvious that the
top three important variables differed for both models. However,
the predictor variable “difficulty in walking” was present in the
top three of both models. This was also the case with the other
six models. In general, each model has its own ranking of
important variables due to the underlying algorithm [21].

Models provided by the RP modeling technique are considered
attractive in a medical setting because they show a decision
tree. In our study, the RP model performed poorly (corrected
AUROC=0.605). The RF modeling technique is attractive
because it claims to provide models without overfitting [26].
This is in line with our study because the 95% CI for bootstrap
validation for the optimism was –0.056 to 0.042, indicating that
the optimism does not differ significantly from zero. The
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performance of the RF model was also somewhat poor
(corrected AUROC=0.671). However, the RF modeling
technique is considered as an obvious improvement over the
RP modeling technique [41,42]. It is, hence, remarkable that
the RP modeling technique has, until recently, been advocated
for as the preferred modeling technique for prediction in some
disease areas, such as trauma [4].

Bayesian networks, with their underlying algorithms, are
especially suited for capturing and reasoning with uncertainty.
They have been applied in biomedicine and health care for more
than a decade now and are still gaining in popularity. Bayesian
networks are used in clinical epidemiology for the construction
of disease prediction models and within bioinformatics for the
interpretation of microarray gene expression data, for instance
[43]. In our study, we evaluated two Bayesian network
algorithms, HC Bayesian network and NB, for the prediction
of 7-year mortality. The HC Bayesian network and NB
algorithms showed corrected AUROCs of 0.629 and 0.690,
respectively. The NB algorithm used all predictor variables,
whereas the HC Bayesian network algorithm was developed to
determine a sparse set of predictor variables. For our data set,
the HC Bayesian network algorithm only used the predictor
variable “difficulty in walking” for the prediction of 7-year
mortality.

The internal validation of the models was done using
bootstrapping with 100 repetitions to get insight into the amount
of optimism. Other examples of internal validation techniques
are split-sample and cross-validation techniques [44]. While
the interest in the development, validation, and clinical
application of prediction models is increasing, a recent
systematic review showed that only a quarter of the studies
reported prediction models with internal as well as external

validation [45,46]. External validation aims to address the
performance of a prediction model in a different but plausibly
related data set, which still represents the underlying domain.
This validation step is widely considered necessary before
implementing a developed prediction model in practice [47,48].
We support this notion, and we strongly suggest validating the
developed models in our study in the data sets that were used
in other studies [16-20].

A number of limitations of this study should be addressed. First,
our sample consisted exclusively of people living independently
in the municipality of Roosendaal. Therefore, the
generalizability of the findings can be questioned. Second, the
TFI is a frailty instrument using self-reported data, so frailty is
subjectively assessed. However, the construct validity of the
TFI has been determined in detail using objective measurements
[13]. Third, we used default settings for the modeling
techniques. This holds for LR and LASSO as well as for the
modern methods where various specific parameters might be
fine-tuned to the development setting [1,3,42]. Further tuning
of parameters to specific issues in a particular development data
set might obviously improve the apparent performance, but we
doubt that substantial improvement would be achieved in the
validated external performance.

Conclusions
In conclusion, this study has shown that the NN and SVM
models outperformed the other six models (corrected
AUROCs>0.700). Because of the high optimism of the NN
model, we prefer the SVM model for predicting mortality among
community-dwelling older people using the 15 components of
the TFI, with the addition of “gender” and “age.” Furthermore,
external validation is a necessary step before applying the
prediction models in a new setting.
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Abstract

Background: Patients hospitalized for a given condition may be receiving other treatments for other contemporary conditions
or comorbidities. The use of such observational clinical data for pharmacological hypothesis generation is appealing in the context
of an emerging disease but particularly challenging due to the presence of drug indication bias.

Objective: With this study, our main objective was the development and validation of a fully data-driven pipeline that would
address this challenge. Our secondary objective was to generate pharmacological hypotheses in patients with COVID-19 and
demonstrate the clinical relevance of the pipeline.

Methods: We developed a pharmacopeia-wide association study (PharmWAS) pipeline inspired from the PheWAS methodology,
which systematically screens for associations between the whole pharmacopeia and a clinical phenotype. First, a fully data-driven
procedure based on adaptive least absolute shrinkage and selection operator (LASSO) determined drug-specific adjustment sets.
Second, we computed several measures of association, including robust methods based on propensity scores (PSs) to control
indication bias. Finally, we applied the Benjamini and Hochberg procedure of the false discovery rate (FDR). We applied this
method in a multicenter retrospective cohort study using electronic medical records from 16 university hospitals of the Greater
Paris area. We included all adult patients between 18 and 95 years old hospitalized in conventional wards for COVID-19 between
February 1, 2020, and June 15, 2021. We investigated the association between drug prescription within 48 hours from admission
and 28-day mortality. We validated our data-driven pipeline against a knowledge-based pipeline on 3 treatments of reference,
for which experts agreed on the expected association with mortality. We then demonstrated its clinical relevance by screening
all drugs prescribed in more than 100 patients to generate pharmacological hypotheses.

Results: A total of 5783 patients were included in the analysis. The median age at admission was 69.2 (IQR 56.7-81.1) years,
and 3390 (58.62%) of the patients were male. The performance of our automated pipeline was comparable or better for controlling
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bias than the knowledge-based adjustment set for 3 reference drugs: dexamethasone, phloroglucinol, and paracetamol. After
correction for multiple testing, 4 drugs were associated with increased in-hospital mortality. Among these, diazepam and tramadol
were the only ones not discarded by automated diagnostics, with adjusted odds ratios of 2.51 (95% CI 1.52-4.16, Q=.01) and
1.94 (95% CI 1.32-2.85, Q=.02), respectively.

Conclusions: Our innovative approach proved useful in generating pharmacological hypotheses in an outbreak setting, without
requiring a priori knowledge of the disease. Our systematic analysis of early prescribed treatments from patients hospitalized for
COVID-19 showed that diazepam and tramadol are associated with increased 28-day mortality. Whether these drugs could worsen
COVID-19 needs to be further assessed.

(JMIR Med Inform 2022;10(3):e35190)   doi:10.2196/35190

KEYWORDS

COVID-19; drug repurposing; wide association studies; clinical data; pharmacopeia; electronic medical records; health data;
mortality rate; hospitalization; patient data

Introduction

COVID-19 has been a global threat for public health since its
emergence in China in December 2019. On July 1, 2021, more
than 182 million cases of COVID-19 were reported worldwide,
including more than 3.9 million deaths [1].

Multiple scientific questions have emerged over the course of
the pandemic. Tremendous efforts toward finding adequate
treatment options have been taken to the point that as of August
18, 2021, 2658 clinical trials were listed by the French Cochrane
Centre [2]. To date, the most notable finding was that in the
inflammatory phase of the disease, dexamethasone, a systemic
glucocorticoid, showed a reduction in 28-day mortality among
critical patients receiving respiratory support [3]. In addition,
questions regularly arise regarding the safety profiles of known
drugs (eg, nonsteroidal anti-inflammatory drugs [NSAIDs],
angiotensin-converting enzyme [ACE] inhibitors) [4-6] or
potential drug repurposing (eg, ivermectin, fluvoxamine) [7,8].
These clinical trials are motivated by in vitro efficacy of
molecules [8,9], by epidemiological observations, or by both
[7,10]. Furthermore, the understanding of COVID-19’s
physiopathology has rapidly evolved. Hence, having understood
the inflammatory component of severe cases and proven the
benefit of dexamethasone in patients with severe COVID-19,
dozens of immunosuppressant molecules are being tested in
clinical trials [2]. At the same time, high rates of venous
thromboembolism in hospitalized patients have been reported,
14.1% (95% CI 11.6-16.9) compared to 2.8%-5.6% before the
pandemic [11-13], which led to multiple investigations on
anticoagulant treatments.

However, 2 questions can be raised in the context of an emergent
disease: (1) Are there pharmacological hypotheses that were
not explored due to an incomplete physiological understanding
of the disease, and (2) how can we better prioritize hypotheses
to improve clinical research efficiency?

This context motivated the development of a systematic and
data-driven approach that could guide clinical and
epidemiological research by mining routinely collected data
from electronic health records (EHRs) without the necessity of
a priori knowledge. For that purpose, we took inspiration from
the phenome-wide association study (PheWAS) model [14-17]
to derive its drug counterpart, the pharmacopeia-wide

association study (PharmWAS). This methodology analyzes in
a hypothesis-free approach the association of the whole set of
drug exposure with the phenotypes of a given population,
similarly to a PheWAS, which analyzes the association of the
whole set of phenotypes with genetic variants. The idea of
PharmWAS has gained popularity in recent years under different
names and has been implemented under different designs
[17-20]. The PharmWAS methodology was first described by
Ryan et al [17] in 2013 using a self-controlled case approach
to detect adverse events. A methodology based on Cox survival
models was applied by Patel et al [18] to discover drugs
associated with cancer risk.

The principal challenge of a PharmWAS is to control the
treatment-specific indication bias for multiple treatments. For
that purpose, we developed a 2-step pipeline motivated by the
literature on causal variable selection [21-23] that we
empirically validated using reference drugs. This pipeline had
to be fully data driven in order to scale to a large number of
drugs. Our implementation combined a multivariate regression
adjustment model and 2 PS-based methods: PS weighting and
matching [24-27]. Each method represented different trade-offs
between precision of the estimation and robustness to
confounding. The rationale was not to report exact treatment
effects, which would require domain expert knowledge
supporting strong assumptions for a large set of drugs, and
necessitate the strict respect of causal inference assumptions:
no unmeasured confounders (exchangeability), every patient
having a nonzero probability of being treated or not (positivity),
and well specified models [26]. Instead, our goal was to generate
pharmacological hypotheses, and we assumed that the
combination of these models would reduce false-positive
findings caused by indication bias.

Our main objective was to develop and validate a fully
data-driven pipeline addressing these challenges. Our secondary
objective was to generate pharmacological hypotheses, whether
to highlight potential candidates for COVID-19 treatment or
prevention or to highlight drugs worsening the condition of
patients with COVID-19. To that end, we screened for
associations between all drugs prescribed in the first 48 hours
after admission and 28-day mortality in adults hospitalized for
COVID-19 in a conventional ward.
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Methods

Study Design and Data Sources
We performed a multicentric retrospective study using the
Entrepôt de Données de Santé (EDS)-COVID database,
developed upon the Assistance Publique - Hôpitaux de Paris
(AP-HP) clinical data warehouse (CDW), regrouping data from
39 different sites in the Greater Paris area [28]. We used 4 types
of data in this study: (1) medicoadministrative data, including
diagnosis codes recorded using the International Classification
of Diseases, 10th edition (ICD-10); (2) laboratory results from
admission; (3) physiological measurements (eg, blood pressure)

at admission; and (4) all medical text reports associated with
inpatient stays.

Population
Selection of the study population was performed according to
the following criteria: (1) first admission with an ICD-10 code
of U07.1 (COVID-19), (2) age at admission between 18 and 95
years, (3) hospitalization in a conventional ward for at least 48
hours, (4) hospitalization in an AP-HP site uploading drug
information to the CDW, and (5) exclusion of patients who
initiated palliative therapy within 48 hours (Figure 1). The study
time frame spanned from February 1, 2020, to June 15, 2021.

Figure 1. Flowchart and the PharmWAS pipeline. CDW: clinical data warehouse; ICD-10: International Classification of Diseases, 10th edition;
LASSO: least absolute shrinkage and selection operator; PharmWAS: pharmacopeia-wide association study; PS: propensity score.

Drug Exposure and Clinical Endpoint Definition
We extracted each patient's drug exposure status from the CDW
corresponding to the first 48 hours after the patient was admitted
for COVID-19. A code from the anatomical therapeutic chemical
(ATC) classification [29] was assigned to patients with at least
1 corresponding drug regardless of the dose. We restricted the
analysis to ATC level 5 codes that were present for a minimum
of 100 patients. In the following sections, we use the term drugs
to refer to these codes. The outcome was defined as all-cause
28-day mortality, with patients discharged alive before 28 days
assumed to be alive at 28 days.

Adjustment Covariate Definition
First, we included the ICD-10 codes from the current inpatient
stay, restricted to chronic diseases. These codes were then
grouped into broader categories using the first 3 characters and
the first 2 characters of the ICD-10 system [16]. Second, we
considered all laboratory results and physiological
measurements. For covariates measured in at least 10% of
patients, we kept only the first observation within 48 hours after
admission. For covariates measured in at least 5% of patients,
we kept indicator variables of the measure (1 if measured, 0 if
not measured). The BMI was extracted from clinical reports
using regular expressions. Finally, we added some feature
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engineered variables, accounting for the study period by using
quintiles of the time since study initiation and quintiles of the
number of measurements by source (eg, number of lab results).
All continuous variables were winsorized at 2nd and 98th
percentiles to account for outliers.

Pharmacopeia-wide Association Study Pipeline
The core principle is to test for the association between each
drug exposure and the outcome, controlling for covariates, given
an adjustment set. This analysis is repeated n times per outcome,
with n being the number of drug exposures. The results of the
n tests (P values) obtained from this process are subsequently
corrected to consider the multiple testing.

In the first step of the pipeline, we determined adjustment sets
for every drug exposure, given the set of all possible
pretreatment covariates. Using an adaptive LASSO procedure
[30], we kept covariates associated with each drug from the
subset of covariates associated with the outcome, after
cross-validation of the model’s deviance. We included for each
continuous covariate 3 possible forms: square root
transformation, log transformation, and discretization in
quintiles.

In the second step, we computed the conditional odds ratio (OR)
between the drug and the outcome in a multivariate logistic
regression model, given the selected covariates. In addition, we
produced 2 supplementary measures of association based on
PSs as secondary analyses, namely the marginal OR on the
matched population and the marginal OR on the population
after inverse probability weighting (IPW), restricted to the
“empirical equipoise region” (EER, ie, after trimming) [27].
The EER is defined to approximate the region of clinical
equipoise, among which uncertainty among treatment options
is strong enough, so that prescribers’ preference drives the
prescription instead of only patients’ characteristics [27]. PS
models were fitted using multivariate logistic regression. The
matching procedure was implemented with a case-control ratio
of 1:4 and a caliper of 0.2 SD of the logit of the PS [31]. With
IPW, the cohort was resampled by weighting each individual
“i” with a weight that was based on its estimated stabilized PS
πi (preference score) [27]. Stabilized PS or preference scores
were PS-corrected for prevalence (logit of the preference score
= logit of the PS –logit of drug prevalence). Treated individuals
were then weighted by 1/πi, and controls were weighted by 1/(1
– πi). Patients with stabilized PS outside the EER (ie, the
stabilized PS interval of 0.3-0.7) were discarded [27]. Finally,
both PS-based methods allowed the generation of automated
diagnostics to assess the validity of the estimates: first, the
residual imbalance in covariates, which we reported as the
fraction of balanced covariates (FBC; ie, covariates with
absolute standardized mean difference [ASMD] between
treatment groups<0.1) [32], and second, the fraction of exposed
population (FEP) remaining after applying the caliper in the
matched subset or within the EER in the trimmed subset. Alpha
risk inflation caused by multiple testing was addressed following
the Benjamini and Hochberg procedure of the FDR (Q=.05),
and P values for the OR were corrected accordingly [33].

Validation With Treatments of Reference
We compared the data-driven determination of adjustment sets
with a knowledge-based approach on 3 treatments of reference:
first, dexamethasone, for which we expected a beneficial effect
on 28-day mortality and which we assumed is subject to strong
indication bias, and second and third, drugs of reference with
an expected null effect, with high prevalence (paracetamol) and
low prevalence (phloroglucinol). We studied the association of
these treatments of reference with 28-day mortality on the
overall population and in age-based subgroups (patients <70 or
≥70 years old). Indeed, age is the most important prognosis
factor in COVID-19, and dexamethasone’s beneficial effect is
heterogeneous across age subgroups [3].

We compared the association after adjusting on the data-driven
adjustment set. For the knowledge-based approach, we used a
set of known prognosis factors extracted from Medline articles,
including age, gender, number of comorbidities, platelet count,
prothrombin ratio, creatinine, blood urea nitrogen, C-reactive
protein (CRP), mean arterial pressure, systolic arterial pressure,
and peripheral capillary oxygen saturation [34-37].

Missing Data Management Strategy
Missing data management followed a 2-step strategy targeting
2 different missing data mechanisms. In the first step, we
excluded patients with a number of observations lower than the
2nd percentile for drugs, laboratory tests, or physiological
measurements. A comparison of baseline characteristics between
patients included in the analysis and patients excluded for
missing data was performed to detect a possible selection bias.
In the second step, we performed multiple imputation with
chained equations (MICE) [38]. MICE was performed using 5
imputed data sets, and the predictive mean matching strategy
was chosen, using all adjustment covariates (ie, not including
drugs). The adjustment set selection was adapted to the setting
of multiple imputed data sets by selecting variables that appeared
in at least half of the imputed data sets. ORs were pooled
according to the Rubin rule after log transformation.

In addition to these missing data–handling strategies, we also
reported a measure of data missingness specific to each model,
the fraction of missing information (FMI), which is considered
moderately large above 0.3 and high above 0.5 [39].

Implementation
Analyses were performed using R statistical software version
3.5.1 (R Core Team) [40]. The following packages were
combined in custom functions to provide a reproducible and
configurable pipeline: MICE [41], glmnet [42], MatchIt [43],
and PSWeight [44]. The code is available online for
transparency [45].

Ethics
This study was approved by the Institutional Review Board of
the AP-HP CDW (reference CSE-20-18-COVID19). All patients
admitted to the AP-HP were informed of the possible reuse of
their EHRs for research purposes according to the European
General Data Protection Regulation and had the right to opt out
of participating, in agreement with the Commission Nationale
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de l'Informatique et des Libertés (regulatory decision
DE-2018-155).

Results

Population Characteristics
Of 39 different hospitals, 16 (41%) were retained for the study
based on the availability of drug exposure information from
computerized physician order entries. In these 16 hospitals, we
found a total of 8922 eligible patients, of which 3139 (35.18%)
were excluded because of insufficient information regarding
drug exposure, lab tests, or physiological measurements (see
Figure 1). Included and excluded patients were comparable for
age (median age 69.2 [IQR 56.7-81.1] vs 70.9 [IQR 55.8-83.8]

years) and number of comorbidities (2731/5783 [47.22%] vs
1591/3139 [50.68%] patients with at least 3 comorbidities) but
were more often male (3390/5783 [58.62%] vs 1599/3139
[50.94%]); see Table S1 in Multimedia Appendix 1.

A total of 5783 patients were included in the analysis with a
median age at admission of 69.2 (IQR 56.7-81.1) years, and
3390 (58.62%) of them were male (Table 1). Patients were
admitted from 16 hospitals, with 3 (19%) hospitals representing
2758 (47.69%) of patients. Frequent comorbidities included
hypertension (n=2065, 35.71%), chronic kidney disease (n=554,
9.58%), atrial fibrillation or flutter (n=458, 7.92%), dyslipidemia
(n=357, 6.17%), and ischemic chronic heart disease (n=356,
6.16%); see Table 1.
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Table 1. Baseline characteristics of the population (N=5783).

ValueCharacteristics

69.2 (56.7, 81.1)Age at diagnostic (years), median (Q1, Q3)

Age group at diagnostic (years), n (%)

322 (5.57)18-39

538 (9.30)40-49

948 (16.39)50-59

1184 (20.47)60-69

1241 (21.46)70-79

1550 (26.80)80+

3390 (58.62)Gender (male), n (%)

933 (16.13)Deaths, n (%)

8.8 (5.2, 14.9)Follow-up (days), median (Q1, Q3)

635 (10.98)28-day Mortality, n (%)

Center, n (%)

965 (16.69)GH A Chenevier-H Mondor

887 (15.34)Hôpital Saint Antoine

849 (14.68)Hôpital Tenon

3082 (53.29)Other

Time period, n (%)

2187 (37.82)February-July 2020

1197 (20.70)August-November 2020

2399 (41.48)December 2020-June 2021

Comorbidities, n (%)

2065 (35.71)Hypertension

655 (11.33)Severe protein energy malnutrition

554 (9.58)Chronic kidney disease

509 (8.80)Light or moderate protein energy malnutrition

458 (7.92)Atrial fibrillation and flutter

357 (6.17)Dyslipidemia

356 (6.16)Ischemic chronic heart disease

339 (5.86)Deficiency in vitamin D

306 (5.29)Presence of cardiac and vascular implants and grafts

288 (4.98)Hypothyroidism, unspecified

Other parameters, median (Q1, Q3)

26.5 (23.4, 30.3)BMI

89 (78, 102)Pulsations (/min)

76 (66, 85)Diastolic arterial pressure (mmHg)

131 (117, 146)Systolic arterial pressure (mmHg)

24 (20, 28)Respiratory rate (/min)

95 (92, 97)Peripheral capillary oxygen saturation (%)

37.4 (36.8, 38.2)Body temperature (°C)

13.10 (11.80, 14.30)Hemoglobin (g/dL)

6.38 (4.79, 8.51)White blood cell count (109/L)
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ValueCharacteristics

80 (65.00, 105.50)Creatinine (µmol/L)

6.40 (4.60, 9.50)Blood urea nitrogen (mmol/L)

69.80 (32.50, 122.20)CRPa (mg/L)

95 (92.70, 97.00)Oxygen blood saturation (%)

5.80 (4.85, 6.82)Fibrinogen (g/L)

25 (22.00, 27.60)Bicarbonate (mmol/L)

aCRP: C-reactive protein.

Validation With Treatment of References
Without adjustment, dexamethasone was associated with
decreased 28-day mortality in patients under 70 years old (OR
0.40, 95% CI 0.26-0.62, P<.001) and with increased 28-day
mortality in patients over 70 years old (OR 1.40, 95% CI
1.14-1.71, P<.001).

Adjusting using the “known PF” and “data driven” adjustments
sets yielded close results, except for dexamethasone in patients
over 70 years old. In the latter subgroup, only the “data driven”
adjustment set yielded no association of dexamethasone with
increased 28-day mortality (Figure 2).

On the matched subset for dexamethasone in patients under 70
years old, 3158 (54.61%) of 5783 exposed patients found
matches, the association with mortality was strong (OR 0.41,
95% CI 0.21-0.79, P=.01), but the FBC was only 35%. On the
“weighted and trimmed” subset, the FEP that fell in the EER
was only 23.1%, the association with mortality was no longer
significant (OR 0.46, 95% CI 0.18-1.18, P=.1), but 100% of
covariates were balanced.

The fraction of missing information was low and never exceeded
0.2. The FEP was lower than 50% for dexamethasone in all
subgroups.

Figure 2. Treatment of references for validating data-driven adjustment set selection. The association between 28-day mortality and early exposure to
treatment was measured as the ORs for 3 treatments of reference: (1) dexamethasone with expected beneficial effect on 28-day mortality and (2)
treatments with an expected null effect, with high prevalence (paracetamol) or low prevalence (phloroglucinol). We compared 2 pretreatment covariate
sets: "known PF" using PFs from the literature (blue) and "data driven" for a model selection procedure based on adaptive LASSO (green) targeting
confusion factors. ORs were computed by logistic regression on the overall data set (red), matched or weighted and trimmed subpopulations based on
PSs. LASSO: least absolute shrinkage and selection operator; OR: odds ratio; PF: prognostic factor; PS: propensity score. *P<.05; **P<.01; ***P<.001.
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Pharmacopeia-wide Association With 28-day Mortality

Primary Analysis
We identified a total of 87 different drugs (ATC level 5codes,
eg, B01AF01 rivaroxaban) administered within the first 48
hours and present in at least 100 patient records (Figure 3).
Detailed results are given in Figure 4 for drugs with P<.15.
After correction for multiple hypothesis testing, none were
associated with reduced in-hospital mortality, and 4 (5%)

remained associated with increased in-hospital mortality on the
ove r a l l  p o p u l a t i o n  a f t e r  a d j u s t m e n t :
sulfamethoxazole-trimethoprim, valaciclovir, tramadol, and
diazepam (Table 2). Analyses of matched subpopulations found
consistent results, with a good fraction of covariate balance
(between 98% and 100% of covariates with ASMD<0.1), except
for diazepam (89%). Analyses of weighted subpopulations were
not consistent and found a small FEP for
sulfamethoxazole-trimethoprim and valaciclovir.

Figure 3. Pharmacopeia-wide association with 28-day mortality. Each dot represents the FDR-corrected P value (Q value), on a negative log scale (y
axis) of a drug (ATC code), on the x axis. An ATC code is attributed if the drug is prescribed in the first 48 hours of COVID-19 admission in conventional
wards. The color indicates the pharmacological subgroup (ATC level 2). The top panel reports Q values from the primary analysis, using a multivariate
logistic regression model, and the dotted line indicates a 5% FDR. The middle and bottom panels report secondary analyses using matching and inverse
probability weighting methods, respectively. Dot sizes are inversely proportional to Q values. ATC: anatomical therapeutic chemical; FDR: false
discovery rate.
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Figure 4. Increased and decreased mortality for the top drugs. Association is reported as the OR between treatment exposition and 28-day mortality
in different settings: without adjustment, after adjusting, and on matched and weighted subpopulations based on treatment-specific PSs. p-values are
indicated without multiple hypothesis testing correction. Treatments are ordered from top to bottom by decreasing adjusted OR. Drugs at the top tend
to be associated with increased mortality, while drugs at the bottom tend to be associated with decreased mortality. Colors correspond to ATC level 2.
Only drugs with P<.15 are reported. ATC: anatomical therapeutic chemical; OR: odds ratio; PS: propensity score. *P<.05; **P<.01; ***P<.001.
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Table 2. Treatment associated with 28-day mortality after regression adjustment at 5% FDRa.

FMIfFEPe (%)FBCd (%)Q valuecORb (95% CI)Treated vs controls (events/exposed), n/nTests

Sulfamethoxazole and trimethoprim

<0.01100N/Ag.032.22 (1.36-3.64)31/161 vs 604/5622Regression adjustment

0.0399.399N/A1.65 (0.98-2.78)31/160 vs 63/518Matching

0.0232.191N/A1.86 (0.74-4.68)8/51 vs 172/1790Weighting and trimming

Valaciclovir

0.01100N/A.0023.21 (1.88-5.48)24/107 vs 611/5676Regression adjustment

0.0899.498N/A2.54 (1.38-4.67)24/107 vs 41/404Matching

0.1632.571N/A1.64 (0.49-5.51)6/35 vs 210/2136Weighting and trimming

Tramadol

<0.01100N/A.021.94 (1.32-2.85)40/302 vs 595/5481Regression adjustment

0.0899.7100N/A1.55 (1.03-2.34)40/301 vs 108/1191Matching

0.0274100N/A1.85 (1.22-2.79)31/223 vs 362/4002Weighting and trimming

Diazepam

<0.01100N/A.012.51 (1.52-4.16)24/120 vs 611/5663Regression adjustment

0.0696.789N/A2.09 (1.19-3.66)23/116 vs 47/448Matching

0.0174.3100N/A1.92 (1.08-3.41)15/89 vs 483/4925Weighting and trimming

aFDR: false discovery rate.
bOR: odds ratio
cQ value: FDR-corrected P value.
dFBC: fraction of balanced covariates.
eFEP: fraction of exposed population.
fFMI: fraction of missing information.
gN/A: not applicable.

Secondary Analysis
We highlight here the results of the weighted and trimmed
population where patients were more comparable (Figure 4).
Interestingly, 2 angiotensin receptor blockers (ARBs) came up
as the top 5 treatments with OR<1, with treatments ordered by
P values (Table 3). We further explored this hypothesis and

found that in weighted and trimmed analysis, ARBs with a high
affinity for angiotensin receptor 1 (dissociation constant Kd≥6:
telmisartan, valsartan, losartan) tended to be associated with
decreased 28-day mortality compared to ARBs with a lower
affinity (Kd<6: irbesartan, candesartan, olmesartan)—OR 0.56
(95% CI 0.34-0.91).

Table 3. Top 5 treatments with ORa<1 in the weighted and trimmed population, ordered by P value. None were significantly associated with mortality

after FDRb correction in the primary analysis.

FMIeFEPd (%)FBCc (%)OR (95% CI)Treated vs controls (events/exposed), n/nTreatment

0.0171.71000.61 (0.27-1.39)7/100 vs 426/4023Sitagliptin

0.0187.11000.57 (0.30-1.06)11/132 vs 562/4567Valsartan

0.0191.41000.77 (0.52-1.13)32/277 vs 538/4527Irbesartan

0.01601000.64 (0.35-1.19)12/131 vs 399/3214Rosuvastatin

0.0339.31000.34 (0.13-0.84)6/100 vs 182/1875Alfuzosin

aOR: odds ratio
bFDR: false discovery rate.
cFBC: fraction of balanced covariates.
dFEP: fraction of exposed population.
eFMI: fraction of missing information.
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Discussion

Principal Findings
We systematically assessed the association of early in-hospital
treatments with 28-day mortality in a large, multicenter
retrospective case study of 5783 patients with COVID-19, using
an innovative PheWAS-like approach. We showed empirical
evidence that our fully data-driven pipeline is comparable to or
better than a knowledge-based approach to adjust for
confounding on 3 drugs of reference. We showed in this
practical implementation for COVID-19 how such a pipeline
can be used to mine EHR pharmacopoeia and generate
pharmacological hypotheses in an exploratory fashion. Indeed,
of 87 treatments prescribed in the first 48 hours, 4 (5%) were
associated with increased 28-day mortality after adjustment of
confounding factors and multiple testing correction, and none
were associated with decreased mortality. Among those 4, only
diazepam and tramadol had consistent results in secondary
analyses more robust to confounding. In addition, secondary
analyses suggested that high-affinity ARBs are associated with
reduced COVID-19 28-day mortality, suggesting they may be
beneficial for patients with COVID-19.

Validation With Drugs of Reference
We tested our adjustment methods on treatments for which the
effect on 28-day mortality is documented (protective effect for
dexamethasone) or unlikely to be different from null (absence
of an effect for paracetamol and phloroglucinol). Subgroup
analysis of the Randomised Evaluation of Covid-19 Therapy
(RECOVERY) trial suggests that patients under 70 years old
only benefit from dexamethasone, with OR 0.64 (95% CI
0.53−0.78) versus OR 1.03 (95% CI 0.84−1.25) between 70
and 80 years old and OR 0.89 (95% CI 0.75−1.05) above 80
years old [3]. Our automated pipeline finds overall consistent
results between the “data driven” and the “known PF”
adjustment set for the 3 drugs of reference. The differences
observed for the dexamethasone effect on the >70-year age
group could be explained by missing or misspecified
confounding factors in the “known PF” adjustment set compared
to the “data driven” adjustment set (see Table S2 in Multimedia
Appendix 1). Overall, these results provide empirical evidence
that the automated determination of adjustment sets on these 3
drugs yields valid adjustment sets, sufficient for controlling
indication biases.

Pharmacopeia-wide Association With 28-day Mortality
Interestingly, diazepam, an anxiolytic benzodiazepine, was
found to be associated with a detrimental effect on in-hospital
mortality in our study. This result might not be COVID-19
specific, as benzodiazepines have shown a dose-response
association with mortality in patients with severe chronic
obstructive pulmonary disease [46]. We also found that
tramadol, a weak opioid, is associated with increased 28-day
mortality. Noteworthy, both benzodiazepines and tramadol may
have adverse respiratory effects, such as respiratory depression,
which, although not specific to COVID-19, could be detrimental
in patients with severe COVID-19 pneumonitis [47]. In addition,
our automated pipeline allowed us to generate a pharmacological
hypothesis consistent with results from a clinical trial. Indeed,

an open randomized controlled trial showed that death by day
30 was reduced in patients undergoing telmisartan therapy
(control: 16/71 [23%]; telmisartan: 3/70 [4%] participants;
P=0.002) hospitalized for COVID-19 [48]. However, other
studies did not find an association between ARBs and
COVID-19 mortality, and further studies are needed to assess
this finding and investigate potential mechanisms [49].

Limits and Strengths
This retrospective study methodology was based on reusing
routinely collected clinical data across 16 hospitals of the
Greater Paris area. Unexpectedly, from an initial set of 8922
COVID-19 patient records, only 5783 (64.82%) patient records
ended up meeting all inclusion criteria. However, this is not
intrinsically linked to our method but rather to the relative lack
of maturity of the hospitals’ information systems, particularly
concerning drug prescription. Indeed, at the beginning of the
pandemic, computerized physician order entry was not available
in all hospitals and units or not linked to the CDW. Although
this study followed most of the guidelines provided by Kohane
et al [50], such as a multidisciplinary approach, code
transparency, and robustness against variability across hospitals,
this result stresses that data completeness in EHRs remains an
open question. We can hypothesize that the pandemic will have
a boosting effect on the maturation of the information system
of hospitals. Regarding confusion adjustment, we could have
used more flexible models to fit PSs, such as random forests,
and used double robust estimators, which are less sensible to
model misspecification [26]. However, we found that the most
important factors for accurate measures of treatment association
with mortality were the choice of adjustment sets and the use
of trimming. Moreover, we decided to restrict to methods that
would easily scale to large sets of exposures. Globally, our
results are dependent, as in all complex analysis of real-life
data, on choices in the preprocessing and modelling of the data.
These dependencies can be subtle and lead to changes in
amplitude or direction of the measured associations, sometimes
framed as “vibration of effect” [51]. Our rationale was to decide
these questions based on theoretical grounds (or simulation
studies) to leverage treatment of references if not possible (eg,
data driven vs knowledge based) and finally to report multiple
analyses if uncertainty remains about which method is more
relevant (eg, matching or inverse probability weighting).

Large-scale association studies such as this work are known to
require a large amount of data to reveal significant associations.
Therefore, it may be difficult to obtain sufficient statistical
power. To get around this difficulty, it is possible to run the
association test using aggregated data to an upper level in the
ATC.

Regarding clinical significance, COVID-19 is a biphasic disease,
with a viral replication period and then an inflammatory state,
and patients may not be hospitalized at the same time of the
disease. This may have led to heterogeneity in the condition of
the patients and complicated the interpretation of the results.
Furthermore, there is a potential risk of selection bias since we
dropped 35% of COVID-19 admissions due to data missingness.
However, excluded patients were comparable in terms of age
and number of comorbidities to the patients included in this
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study (Table S1 in Multimedia Appendix 1), which is in favor
of the generalizability of the obtained results. In addition, we
cannot rule out that some confounding factors remain
unobserved. Secondary analyses based on EER allowed us to
partially address this issue, since the sample size remained large
enough in this setting to include a broad amount of potential
confounding, and we analyzed a rather homogeneous population
by excluding patients admitted to intensive care units (ICUs)
in the first 48 hours.

The main strength of our study lies in its external validity: it
used data collected across 16 different hospitals of the Greater
Paris area and included a large number of patients with
COVID-19. These characteristics make it likely to capture the
variability of populations and disease management in real-life
settings. Similarly, we addressed treatment-specific indication
biases in a fully data-driven fashion, which we validated
empirically on drugs of reference. This methodology based on
a hypothesis-free exploration of COVID-19-related EHRs is
easily exportable to other settings. Population trimming based
on stabilized PSs allowed us to restrict the analysis to
comparable patients, which cannot be done by a simple
outcome-oriented regression adjustment. Finally, it allowed us

to generate a measure of covariate balancing, which turns out
to be a critical diagnostic for studying a large array of
drug-outcome associations.

Our systematic hypothesis-free approach constitutes a promising
tool that can be rapidly used in the setting of emergent diseases
to generate potential drug candidates. Still, these drug candidates
need to be further assessed from a pharmacological point of
view before being tested in clinical trials. Further developments
will include time dependency of treatments, covariates, and
outcomes in a more flexible way, not restricted to landmark
analysis (28-day mortality) and window-type restriction of
exposition. In addition, including information from the natural
language processing (NLP) extraction workflow would largely
enrich such a pipeline [50,52].

Conclusion
Our innovative approach proved useful in rapidly generating
pharmacological hypotheses in an outbreak setting, without
requiring a priori knowledge of the disease. Our systematic
analysis of early prescribed treatments from patients hospitalized
for COVID-19 showed that diazepam and tramadol are
associated with increased 28-day mortality. Whether these drugs
could worsen COVID-19 needs to be further assessed.
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Abstract

Background: The availability of large-scale and fine-grained aggregated mobility data has allowed researchers to observe the
dynamics of social distancing behaviors at high spatial and temporal resolutions. Despite the increasing attention paid to this
research agenda, limited studies have focused on the demographic factors related to mobility, and the dynamics of social distancing
behaviors have not been fully investigated.

Objective: This study aims to assist in designing and implementing public health policies by exploring how social distancing
behaviors varied among various demographic groups over time.

Methods: We combined several data sources, including mobile tracking mobility data and geographical statistics, to estimate
the visiting population of entertainment venues across demographic groups, which can be considered the proxy of social distancing
behaviors. Next, we used time series analysis methods to investigate how voluntary and policy-induced social distancing behaviors
shifted over time across demographic groups.

Results: Our findings demonstrate distinct patterns of social distancing behaviors and their dynamics across age groups. On
the one hand, although entertainment venues’ population comprises mainly individuals aged 20-40 years, a more significant
proportion of the youth has adopted social distancing behaviors and complied with policy implementations compared to older
age groups. From this perspective, the increasing contribution to infections by the youth should be more likely to be attributed
to their number rather than their violation of social distancing behaviors. On the other hand, although risk perception and
self-restriction recommendations can induce social distancing behaviors, their impact and effectiveness appear to be largely
weakened during Japan’s second state of emergency.

Conclusions: This study provides a timely reference for policymakers about the current situation on how different demographic
groups adopt social distancing behaviors over time. On the one hand, the age-dependent disparity requires more nuanced and
targeted mitigation strategies to increase the intention of elderly individuals to adopt mobility restriction behaviors. On the other
hand, considering that the effectiveness of policy implementations requesting social distancing behaviors appears to decline over
time, in extreme cases, the government should consider imposing stricter social distancing interventions, as they are necessary
to promote social distancing behaviors and mitigate the transmission of COVID-19.

(JMIR Med Inform 2022;10(3):e31557)   doi:10.2196/31557
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Introduction

Background
The rapid global prevalence of COVID-19 has caused an
unprecedented public health crisis. Currently, social distancing
measures require avoiding unnecessary physical contact and
remain the primary public health strategy for mitigating the
spread of COVID-19. Several studies have indicated that the
transmission rate and death rate seem correlated with how firmly
social distancing was implemented [1,2]. However, due to the
substantial economic and psychological cost [3,4], social
distancing measures are not necessarily accomplished by the
whole population. Indeed, previous studies have suggested that
protective behaviors are associated with demographic factors,
including gender and age [5]. In this sense, variation of
infectious cases among demographic groups might be attributed
to the varying levels of social distancing behaviors across
demographic groups [6-9]. Investigating and understanding the
variation in social distancing behaviors across demographic
groups can improve the design, implementation, effectiveness,
and equity of public health policies, which can reduce the spread
of infection and limit the outbreak.

Compliance with social distancing measures during the
COVID-19 pandemic has received increasing attention. A
primary line of research has conducted surveys to assess
individuals’ social distancing behaviors. However, the inherent
limitations of surveys determine that they could only capture
the condition in a manner limited to relatively coarse areal units
or a short-term period. Thus, these studies can only provide
insights into 1 point or a short-term situation of social distancing
behaviors, and the real-time change in behaviors at higher spatial
and temporal resolutions cannot be fully quantified. As the
spread of COVID-19 has been due to a long-lasting pandemic,
social distancing behaviors should be considered a dynamic
process that evolves and shifts in individuals’ perceptions and
in policies. Thus, an established mechanism for social distancing
behaviors must be examined from a long-term perspective. In
this sense, how social distancing behaviors shift in response to
different periods remains an open question.

The availability of large-scale and fine-grained aggregated
mobility data has allowed researchers to observe the dynamics
of social distancing behaviors at high spatial and temporal
resolutions [10-12], which can naturally serve as an appropriate
assessment to produce a more scalable, long-term analysis.
Studies have used mobility data to observe the patterns of human
activities during the COVID-19 pandemic and assess the
effectiveness of social distancing measures [13-15]. However,
most studies have primarily used mobility data to derive coarse
information about the estimation of population flow for
mathematical simulation and how demographic factors related
to mobility have not been fully investigated, as the reliable
demographic-specific mobility data remain scarce.

Against these backgrounds, this study explored the social
distancing behaviors among various demographic groups over
time by using fine-grained mobility tracking data combined
with demographic information. More specially, to assess social
distancing behaviors by evaluating human mobility data, we

focused on the mobility population in entertainment venues.
During the current pandemic, officials have strongly encouraged
individuals to reduce the frequency of their visits to nonessential
leisure establishments, such as restaurants and bars. Notably,
an increasing number of infections linked to these settings have
been observed, indicating that visiting entertainment venues
increases individuals’ risk of infection. Therefore, we considered
that visiting entertainment venues is a typical violation of social
distancing measures and would be an appropriate proxy for
social distancing behaviors.

In addition, this study specified the voluntary response and
policy-induced response to provide a more comprehensive
understanding of social distancing behaviors.

First, protection motivation theory suggests that individuals
primarily tend to adopt voluntary protective behaviors, including
maintaining social distancing, because of their desire to avoid
the risk and adverse outcomes of infection [16-18]. Risk
perceptions have been important drivers of individuals’ social
distancing behaviors during the COVID-19 pandemic. As the
perceived susceptibility and perceived severity of the disease
can vary across demographic groups [5] and shift over time, it
is reasonable to assume there are also demographic differences
and time variations in the compliance with social distancing
measures.

In addition, public health policy implementation can
significantly affect the extent of compliance with social
distancing measures. Doubtlessly, beyond the voluntary
compliance, policies implemented by governments could
accelerate and strengthen compliance with social distancing
measures. However, a more nuanced investigation is essential
to better understand the impact of public health policy
implementation. On the one hand, the effectiveness of the
policies is largely dependent on public acceptance and
obedience, which might be varied across demographic groups.
Therefore, the impact of public health policy on social distancing
behaviors can also vary across demographic groups.
Governments need to ensure that the policies target all
demographic groups, while considering that different
demographic groups might not equivalently respond to the
policies. On the other hand, government-initiated interventions
have been relatively short lived as their implementation can
cause substantial social-economic costs. Notably, the resurgence
of the epidemic after the lifting of strict social distancing
measures may again pose a severe threat and force policymakers
to impose stringent social distancing measures repeatedly
[19,20]. In this context, the implementation of policy
interventions may be enforced multiple times, while the actual
effect of these policies on social distancing behaviors during
the different phases has not been fully investigated.

In summary, this study aims to address 2 research questions
(RQs):

• RQ1: Can an increase in the cases of infection lead to a
decrease in the frequency of visits to entertainment venues?
Does their relationship vary across demographic groups
and different periods of the COVID-19 pandemic?

• RQ2: How does policy intervention affect visits to
entertainment venues? Does its impact vary across
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demographic groups and different periods of the COVID-19
pandemic?

Research Case
Our focus is on the Tokyo metropolitan area, 1 of the areas most
affected by COVID-19. As of March 31, 2021, Tokyo already
had 120,986 confirmed COVID-19 cases, which resulted in
1804 deaths. Figure 1 presents the changes in the COVID-19
daily new confirmed cases in Tokyo.

The first case of COVID-19 in Japan was confirmed on January
24, 2020, while confirmed infectious cases remained relatively
limited in the following few weeks. However, after the number
of cumulative confirmed cases exceeded 100 on February 21,
2020, the spread of the virus began to progress rapidly. On
March 26, 2020, the Tokyo government officially released a

policy calling for self-restriction, including closure, shortened
business hours, and limited capacity in entertainment venues
in the Tokyo metropolitan area. Moreover, the government
declared the state of emergency to further induce self-restriction
behaviors. Although the rate of new infections temporarily
decreased during the implementation of the policies and the
national emergency response ended on May 25, 2020, the
transmission of COVID-19 continued. The number of daily new
confirmed cases has been increasing since July 2020 and
eventually peaked in December 2020. To mitigate and interrupt
the spread of COVID-19, the Japanese government implemented
the second state of emergency from January 8 to March 21,
2021, to limit individual mobility and promote social distancing.
As indicated by the labels in Figure 1, the targeted period can
be separated into several time windows according to these key
time points.

Figure 1. Timeline of COVID-19 prevalence in the Tokyo metropolitan area.

To balance the benefits and costs of social distancing measures,
the Japanese government imposed them mainly as
recommendations; thus, citizens were expected to voluntarily
comply by, for example, refraining from performing outdoor
activities and avoiding gatherings. In this sense, because the
success of social distancing behaviors depends on spontaneous
public acceptance and compliance, it is imperative to investigate
not only which demographic groups are more or less likely to
accept and comply with the restrictions but also how the
compliance changes across time. It should be noted that although
social distancing measures were still accompanied by voluntary
compliance without legal penalties even during the period of
the state of emergency, more restrictive policies, including
canceling events, closing down nonessential business facilities,
and reducing business hours, were implemented to minimize
physical contact. Nevertheless, as a particular case, the policy
implementation's effect that primarily relies on voluntary
compliance remains unclear. Particularly, because Japan

experienced multiple waves of the rapid spread of COVID-19
infection and states of emergency, the impact of policy
implementations might vary over time. Investigating how
compliance with social distancing measures was affected by
policy implementation throughout the period of the COVID-19
pandemic can provide essential insights into clarifying whether
a “mild lockdown” [21] policy is the appropriate intervention
strategy for guiding social distancing behaviors.

Methods

Study Design
This study combined several data sources, including mobile
tracking data and geographical statistics, to estimate mobility
dynamics in entertainment venues across demographic groups.
First, we established a definition of entertainment venues based
on geographical statistic data related to the constitution of the
facility and the workers’ type in the specific area. After
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specifying entertainment venues, we used the visiting population
of these entertainment venues to construct a mobility index as
the proxy of social distancing behaviors. Finally, we combined
the mobility data with demographic information and investigated
how social distancing behaviors varied across demographic
groups and shifted over time.

The key data sources and definitions are introduced next.

Mobile Tracking Data
In this study, we used mobility data provided by DOCOMO
Insight Marketing, Inc [22], 1 of the biggest telecom companies
in Japan. Using the cell towers, the locations of the individuals
were recorded on an hourly basis and aggregated as the
estimated population with a 500 m grid cell. Particularly, based
on the profile of the mobile subscribers, geolocation information
was aggregated into demographic groups. Furthermore, the
original data were preprocessed through extrapolating
estimation. Thus, mobility population can be used to reflect the
actual condition of mobility without bias in the adoption rates
of NTT DOCOMO mobile terminals by age group, gender, and
residential area [22,23]. Mobile tracking data provide
high-spatial, longitudinal, and demographic-specific mobility
populations for examining how mobility patterns vary across
demographic groups over time. We focused on the mobility
data recorded in the Tokyo metropolitan area from January 1
to March 31, 2021. This period covers the time before and
during the COVID-19 outbreak in Japan, allowing for a
comprehensive analysis of mobility behaviors over time.

Specification of Entertainment Venues
This study focused on the mobility in entertainment venues in
which most of the space was used for leisure, for example,
restaurants and bars. To specify major entertainment venues in
the Tokyo metropolitan area, we used granular land-use data
from the Statistics Bureau of Japan (2016) that includes
area-feature information on the composition of establishments
and workers in 500 m grid cells by industry. In our case, we
defined the industrial divisions “accommodation, eating, and
drinking services” and “living-related, personal, and amusement
services” as an entertainment-related category and assumed that
areas where the proportion of establishments and workers was
high could be considered “entertainment venues.” More
specifically, the eligibility criteria of a 500 m grid cell that
identified as an entertainment venue were (1) the number of
entertainment category–related establishments was >100, (2)
the number of entertainment category–related workers was
>500, (3) the proportion of entertainment category–related
establishments was >0.4, and (4) the proportion of entertainment
category–related workers was >0.4.

Mobility Population and Mobility Index
As outcome measures, this study assessed social distancing
behaviors based on metrics related to the mobility population.
The mobility population indicates the volume of the population
tracked in entertainment venues, which could be easily computed
by matching the specified 500 m grid entertainment venues and
the corresponding mobility data. However, the mobility

population cannot be directly applied to estimate the dynamic
of social distancing behaviors, as the dynamic of the mobility
population may have an inherent seasonal pattern. Instead, a
mobility index was computed to reflect the extent to which
mobility changed because of the COVID-19 pandemic during
the study period, which we compared with the baseline. More
specifically, we used the mobility population in entertainment
venues in 2019 as a baseline that represents the level of the
mobility population without the effect of the pandemic. Next,
we compared the daily time series of the aggregated mobility
population since 2020 with this baseline to compute the mobility
index, which controlled potential seasonality factors that may
affect mobility patterns other than those of the pandemic.
Formally, for a specific demographic group “i,” distinguished
by age and gender, we used the following formula to estimate
the mobility index since 2020:

where r = {r1, r2, . . . rn} denotes a list of entertainment venues
and “t” denotes the date of mobility population tracked. Here,

is the mobility population in all defined entertainment venues

of demographic group “i” during a specific date, and is the
mobility population of the corresponding date in 2019 as a
baseline.

Beyond the macro seasonal variation, such estimated mobility
index might still be biased due to the inherent variation in the
mobility population during the week.

As shown in Figures 2A and 2B, before the pandemic, the
mobility population in

entertainment venues was high during weekends in 2019, while
since 2020, the magnitude of variation decreased due to the
pandemic. Since the comparison with the baseline was according
to the date, for example, when the specific date is a weekday
in 2020 but a weekend in 2019, the mobility index would be
estimated biasedly smaller and vice versa. To exclude the
day-of-the-week effects, we further processed the mobility index
by computing the 7-day moving average as follows:

As shown in Figure 2C, the dynamic of the original mobility
index seems to exhibit instability due to the day-of-the-week
effects. Through the computation of the moving average, the
dynamic of the estimated mobility index tends to be smooth
and can still represent the overall trend of the original mobility
index. As statistical analysis can be sensitive to the bias in the
original mobility index, we used the moving average of the
mobility index to compute social distancing behaviors in the
following analysis.

The main objective of this study was to provide a comprehensive
understanding of how voluntary and policy-induced social
distancing behaviors shift over time across demographic groups.
We conducted the analysis using 2 methods.
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Figure 2. (A) Weekly variation in the mobility population during 2019. (B) Weekly variation in the mobility population since 2020. (C) Comparison
of the original mobility index and the 7-day moving average of the mobility index.

Voluntary Social Distancing Behaviors
To investigate voluntary social distancing behaviors, we focused
on the temporal relationship between the prevalence of
infectious and the estimated mobility index of entertainment
venues. We assumed that individuals’ voluntary compliance
with social distancing behaviors was based on their risk
perception, which is related to the recent prevalence of
infectious. In practice, we used a cross-correlation function
(CCF) to examine the association between time-lagged daily
cases of infection in Tokyo and the moving average of the
mobility index. A CCF measures chronological relations
between the time series “x” and the time-shifted time series “y.”
In our case, the estimated coefficient of the CCF can be
interpreted as a metric that describes how recent cases of
infection affected mobility in entertainment venues. In practice,
we incrementally shifted the daily cases of infection back
forward from 0 to 7 days and computed the CCF between the
mobility index and the daily cases of infection at different lags.

Policy-induced Social Distancing Behaviors
Beyond the social distancing behaviors induced by the risk
perception, we also focused on how policy intervention induced
the change in social distancing behaviors. More specifically,
we focused on the 2 post-policy-intervention periods in the
Tokyo metropolitan area—from March 26 to May 5, 2020, and
from January 1 to March 22, 2021—and then used the Bayesian
structural time series (BSTS) model [24] to dynamically
investigate the policy-induced social distancing behaviors. BSTS
models can simulate counterfactual trends based on the model
training on the pretreatment time series, that is, predicted
counterfactual series that would have occurred in a virtual
counterfactual scenario with no intervention. Subsequently, the
causal effect of the intervention can be determined by computing

the pointwise relative impact, and the cumulative causal impact
can be assessed by comparing the real postintervention observed
series and the predicted postintervention observed series.

Our research design used the BSTS models to investigate how
policy intervention affects the estimated mobility index in
entertainment venues. In addition, BSTS models are allowed
to incorporate covariates likely to affect the outcome of interest
to control for spurious effects and unobservable dynamics.
Notably, time-varying covariates are assumed to be unaffected
by the effects of intervention treatment. In practice, we assumed
that mobility in the entertainment venues was likely to be
influenced by weather conditions. Thus, we incorporated the
mobility index, temperature, precipitation, and wind velocity
into BSTS models that integrate weather conditions to fit the
trend of the mobility index.

Analysis Framework
In summary, our analyses are organized as follows.

First, we extracted the mobility population within the
entertainment venues of each demographic group to access
social distancing behaviors.

Subsequently, we computed the mobility index to capture the
dynamics of social distancing behaviors during the COVID-19
pandemic. On the one hand, we used the mobility population
for 2019 as a baseline to compute the mobility index and to
control for seasonality variation and the imbalanced population
of the demographic groups. On the other hand, we computed
the 7-day moving average of the mobility index to investigate
the dynamics of social distancing behaviors and to control for
the day-of-the-week effect.

Next, with the estimated mobility index, we used the CCF to
examine the effect of the increase in infectious cases on social
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distancing behaviors and the degrees of this influence across
the demographic groups and periods of the COVID-19
pandemic.

Moreover, we used the BSTS model to investigate the effect of
the state of emergency in Japan on social distancing behaviors.
Particularly, the model was computed for 2 states of emergency.
In this manner, the study provided insight into changes in the
policy-induced social distancing behaviors of different
demographic groups during the COVID-19 pandemic in Japan.

Results

Validation of the Estimated Mobility Index in
Entertainment Venues
As a quality control of our estimation, we cross-validated the
estimated mobility index in entertainment venues by comparing

it with the time series data provided by Google Mobility Reports
[25], which suggest the extent to which mobility in a certain
category of places changes compared with the baseline. As
shown in Figure 3, we compared the mobility in the “retail and
recreation” category in Tokyo and our estimated mobility index
in the entertainment venues for each day. Both the original

mobility index (R2=0.77, 95% CI 0.73-0.80, P<.001) and the

moving average of the mobility index (R2=0.87, 95% CI
0.85-0.89, P<.001) were highly correlated with the outcome of
Google Mobility Reports, indicating that our estimation of the
mobility that occurred in entertainment venues was generally
reasonable.

Figure 3. Correlation between the estimated mobility index and Google’s mobility report on retail and recreation.

General Mobility Dynamics by Gender and Age
This section presents the general mobility dynamics of each
demographic group. Vertical dashed lines indicate the period
in which the state of emergency was implemented in Tokyo
metropolitan areas.

Figure 4 presents the dynamics of the mobility population in
the entertainment venues by gender and age. On the one hand,
by comparing the mobility pattern from the perspective of

gender, we found that the general mobility population of males
is higher than that of females. Particularly, among individuals
aged 30-70 years, the mobility population of males was
significantly higher than that of females [8]. On the other hand,
from the perspective of age, the mobility populations of
individuals in their twenties were significantly higher than those
of the elderly, which implies that individuals in their twenties
constitute the majority of the population in entertainment venues.
For details on the comparison of mobility populations among
demographic groups, please refer to Multimedia Appendix 1.
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Figure 4. Dynamics of the mean average mobility population by age and gender.

Figure 5 presents the dynamics of the estimated mobility index
in entertainment venues by gender and age. Generally, we
observed a similar dynamic pattern across demographic groups:
the mobility index significantly decreased across demographic
groups after the outbreak of the COVID-19 pandemic in Japan.
For a detailed comparison of the mobility index between the
pre-COVID-19 period and the COVID-19 pandemic, please
refer to Multimedia Appendix 2. Also consistent was that when
the policy interventions were implemented, a significant
decrease in the mobility index was observed, followed by a

rebound to the pre-policy-intervention after lifting of the policy
interventions. In general, no significant differences were
observed in the estimated mobility index between males and
females, whereas the dynamics of the estimated mobility index
appeared to vary across age groups. Particularly, after the
outbreak of the COVID-19 pandemic, the mobility index of
individuals in their twenties appeared to decrease more
significantly than that of the elderly, which implies that a large
proportion of youths were adopting social distancing behaviors.

Figure 5. Dynamics of the mean average mobility index by age and gender.

Voluntary Social Distancing Behaviors
A typical driver of voluntary social distancing behaviors was
the risk perception induced by the increasing number of
infections. Here, we used the CCF to examine the association
between the prevalence of infections and the dynamics of
voluntary social distancing behaviors across demographic groups
over time. Specifically, negative correlation coefficients
indicated that the increase in the cases of infection could have

led to the decrease in the mobility index in entertainment venues,
which we interpreted as the magnitude of voluntary social
distancing behaviors.

According to the period of the COVID-19 pandemic in Japan
defined earlier, we computed the CCF for each demographic
group during the different periods of the COVID-19 pandemic.
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Although no systematic differences in voluntary social
distancing behaviors were observed among demographic groups
(please refer to Multimedia Appendix 3 for detailed analysis
results), we found that the pattern of voluntary social distancing
behaviors shifted during different periods of COVID-19
pandemic. Figure 6 presents the cross-correlation between the
number of cases of infection and the mobility index during the
different periods of the COVID-19 pandemic in Japan. In Figure
6, the horizontal dashed lines indicate the boundary of white
noise, and the values of the CCF must lie beyond the interval
to be significant. We observed that during the COVID-1 period,
the number of infectious cases was negatively correlated with
the mobility index at lags from 0 to 2 days, which indicated that

the recent increasing prevalence of infections can lead to a
decline in visiting entertainment venues. However, statistical
significance of association was not observed during both the
Emergency-1 period and the COVID-2 period. This finding
indicates that the increasing number of cases of infection rarely
affects visits to entertainment venues, that is, the magnitude of
voluntary social distancing behaviors has gradually decreased
during these periods. During the Emergency-2 period, the
number of cases of infection and mobility index became strongly
correlated again, indicating that the second declaration of the
state of emergency significantly activated the voluntary social
distancing behaviors.

Figure 6. Cross-correlation between the number of cases of infection and the mobility index during the periods of the COVID-19 pandemic. CCF:
cross-correlation function.

Policy-induced Social Distancing Behaviors
To examine the impact of policy intervention, we used the BSTS
method to predict the counterfactual mobility dynamics in
entertainment venues and could thus quantitatively analyze how
policy interventions affect social distancing behaviors. More
specially, we set 2 types of models to evaluate the impact of 2
policy interventions, respectively: (1) the COVID-1 period as
the pretreatment period and the Emergency-1 period as the
posttreatment period and (2) the COVID-2 period as the

pretreatment period and the Emergency-2 period as the
posttreatment period.

Figure 7 demonstrates how the BSTS model made the
predictions and constructed the counterfactual predictions for
accessing the interventions’ impact. More specifically, the
vertical dashed line denotes the day that the state of emergency
was released, the solid series denotes the real dynamics of the
mobility index, and the dashed series indicates the counterfactual
trends that would have been observed without intervention.
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Figure 7. Time series of the Bayesian structural time series (BSTS) model.

For both computations, we found that during the pretreatment
period, the BSTS model successfully captured the long-term
trend and the fluctuations caused by the covariates. After the
intervention, we observed considerable differences between the
2 series, which were summarized in terms of pointwise
differences and cumulative differences.

In practice, we measured the impact of the 2 policy
implementations on different demographic groups separately.
Figure 8A presents the relative impact among different
demographic groups. In Figure 8A, the vertical dashed line
indicates the general impact of the 2 policy interventions that
were computed on the whole population, which can serve as
the baseline of policy impact.

Generally, as the estimated coefficients were lower than 0 across
demographic groups, the impact of policy implementations was
applicable to the whole population. However, we found that the
magnitude of the effect appeared to vary by demographic groups
over time.

On the one hand, for the first policy intervention, we observed
a considerable decrease in the mobility index among most
demographic groups. Especially, the mobility index for females
aged 20-29 years decreased by 42.73% and that of males aged
20-29 years decreased by 40.19%, which is significantly higher
than elderly individuals. These findings indicate that the policy
interventions had the most significant impact on youths.

On the other hand, for the second policy intervention, although
it also caused the visiting population to entertainment venues
to slightly decrease, the magnitude of the impact substantially
dropped compared to the former policy intervention among all
demographic groups. That is, although the state of emergency
was announced again to restrict nonessential outdoor activity,
many people maintained their regular behavior pattern rather
than complying with the social distancing requests, and the
impact of such policy implementation largely declined.

Beyond the general magnitude of the impact, because the length
of the 2 policy intervention periods was similar, we compared
and investigated how the dynamic pattern of impacts varied
between the 2 policy interventions.
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Figure 8. (A) Relative impact of 2 policy interventions across demographic groups. (B) Comparing the pointwise impact between the 2 policy
interventions. (C) Comparing the cumulative impact between the 2 policy interventions.

We present Figures 8B and 8C to compare the dynamics of the
pointwise impact and the cumulative impact, respectively,
between the 2 policy interventions. For both 2 policy
interventions, we observed that the implementation of the policy
interventions consistently led to a decrease in visits to
entertainment venues during the initial few days, while the
impact of policy interventions decreased in the following days.
In other words, the policy-induced compliance with the social
distancing measures tended to have a transient phase—with a
significant reduction in mobility for the initial policy
implantation—and the impact of the policy on compliance
willingness substantially decreased over time. Here, we
specifically compared transient trends between the 2 policy
interventions. On the one hand, as shown in Figure 7B, the time
point that the impact turned to decrease was much earlier for
the second policy intervention than for the first policy
intervention. On the other hand, as shown in Figure 7C, the
gradient of the cumulative impact was much higher for the first
policy intervention than for the second policy intervention. In
summary, these comparisons suggest that the impact of the first
policy intervention on social distancing behaviors was not only
significantly greater but also tended to be much longer-lasting
compared to that of the second policy intervention.

Discussion

Principal Findings
In this study, we used mobility data to investigate how social
distancing behaviors vary among demographic groups. The
disparity and dynamics of social distancing behaviors driven

from our analysis can have critical implications for optimal
disease control policy design and implementation.

First, our findings demonstrate distinct patterns of social
distancing behaviors and their dynamics across age groups.
More specifically, we found that the population in entertainment
venues comprised mainly individuals aged 20-40 years, which
implies that this age group could be exposed to a higher risk of
infection in entertainment venues. However, the larger amount
of population did not necessarily suggest that the individuals
in this age group are more likely to violate the restrictions. On
the one hand, based on the dynamics of the estimated mobility
index, among the age groups, the extent of reduction in the
frequency of visiting entertainment venues during the pandemic
was generally higher among younger individuals, particularly
individuals aged 20-30 years. On the other hand, by investigating
the impact of policy interventions, the rates of acceptance and
compliance with the social distancing policy interventions were
also higher among younger individuals. From this perspective,
the increasing contribution of the youth to the spread of infection
should be more likely attributed to their size instead of their
refusal to observe social distancing behaviors. Indeed, the
adoption of social distancing behaviors is less likely induced
by policy implementations among the elderly. As the COVID-19
pandemic progresses, increased nuanced and targeted responses
are required to effectively control the prevalence of the infection.
Given the age-dependent disparity, governments should tailor
mobility restrictions to the targeted population. Especially, the
existing policy implementations are seemingly inefficient for
the elderly, who are more susceptible to the severe symptoms
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of and mortality posed by COVID-19. Thus, target mitigation
strategies might be necessary to increase the intention of elderly
individuals to adopt mobility restriction behaviors.

Second, our analysis also provides insights into the dynamics
of voluntary social distancing behaviors over time. Our proposed
mechanism assumes the connection between voluntary social
distancing behaviors and the increasing number of infections
mediated by risk perception. Accordingly, we propose that the
dynamics of voluntary social distancing behaviors can be
explained by the dynamic of risk perceptions. Our results
indicate that in the initial phase of the COVID-19 pandemic,
the increasing number of cases of infection could have led to
the decrease in entertainment venue visiting; thus, voluntary
social distancing behaviors have resulted in important outcomes
in terms of reducing unnecessary physical contact during this
period. However, with the progress of the pandemic, the
significance of such association declined, which indicates that
the risk perceptions about COVID-19 have decreased over time.
This scenario may be attributed to the decreased adherence of
the public to social distancing measures and vigilance toward
COVID-19 [26]. Moreover, we find that policy interventions
can strengthen risk perceptions. Specifically, although voluntary
social distancing behaviors largely diminished during the
COVID-2 period or the second state of emergency, policy
intervention appeared to increase the awareness of the severity
of the pandemic and concerns regarding COVID-19, leading to
an increase in voluntary social distancing behaviors. In this
sense, policymakers should continue to alert the public about
the risk of COVID-19 in order to promote voluntary social
distancing behaviors.

Third, our results indicate the importance of implementing the
public health policy promptly to limit the spread of the
COVID-19 infection. Quantifying the impact of policy
interventions is crucial for policymaking. Here, 2 insights
deserve emphasis. On the one hand, although the social
distancing interventions in Japan were less strict than those in
some other countries, they still significantly promoted social
distancing behaviors under the implementation of a state of
emergency, which is in with previous investigations [27],
although the adoption of social distancing behaviors resurged
and then gradually resumed to the normal level after lifting the
policy interventions. On the other hand, our results warn
policymakers that the effectiveness and impact of self-restriction
recommendations appeared to decrease in response to the second
wave of COVID-19. Particularly, in the second state of
emergency in Japan, the magnitude of the reduction in the

visiting flow to entertainment venues was limited compared to
the first state of emergency. Furthermore, the initial, strong
impacts could only last for a short time and could quickly enter
the decreasing phase.

Limitations
The findings of this study should be carefully considered in the
context of its 2 main limitations.

The first limitation is that we focused on the mobility flow in
entertainment venues as a proxy to estimate social distancing
behaviors; however, visiting entertainment venues is only 1
aspect related to compliance with social distancing measures.
Nevertheless, this study presented an example of how to
integrate aggregated mobility data with geological statistics
data. Hence, we suggest that in further research, the proposed
analysis framework that integrated mobility data and
geographical statistics data be applied to monitor other aspects
of social distancing behaviors. This research direction would
be promising in attempts to extend the methodology to specify
other types of locations (eg, residential areas or business
districts); subsequently, mobility data could be used to
investigate social distancing behaviors from the perspective of
compliance with stay-at-home orders or remote work orders.
Another direction for further research would be to provide a
more comprehensive set of insights into social distancing
behaviors.

The second limitation is that the implication related to
policy-induced social distancing behaviors is based on the
scenario of the policy implementation in Japan, where social
distancing measures were accomplished through spontaneous
cooperation. Thus, caution should be exercised when interpreting
the implications, because it may not be applicable to other
regions or countries, where the enforcement of social distancing
was stricter than that in Japan.

Conclusion
Given the costs of the enforced policy, many countries have
decreased the stringency of the containment policy. Thus,
voluntary social distancing behaviors are expected to play a
critical role in future responses to the COVID-19 pandemic,
even for countries that mainly relied on the enforced
containment policy at the initial phase. From this perspective,
implications derived from Japan could be generalized to other
countries and serve as guidance for the effective induction of
voluntary social distancing behaviors to combat the long-term
COVID-19 pandemic.
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Abstract

Background: The COVID-19 pandemic caused by SARS-CoV-2 is challenging health care systems globally. The disease
disproportionately affects the elderly population, both in terms of disease severity and mortality risk.

Objective: The aim of this study was to evaluate machine learning–based prognostication models for critically ill elderly
COVID-19 patients, which dynamically incorporated multifaceted clinical information on evolution of the disease.

Methods: This multicenter cohort study (COVIP study) obtained patient data from 151 intensive care units (ICUs) from 26
countries. Different models based on the Sequential Organ Failure Assessment (SOFA) score, logistic regression (LR), random
forest (RF), and extreme gradient boosting (XGB) were derived as baseline models that included admission variables only. We
subsequently included clinical events and time-to-event as additional variables to derive the final models using the same algorithms
and compared their performance with that of the baseline group. Furthermore, we derived baseline and final models on a European
patient cohort, which were externally validated on a non-European cohort that included Asian, African, and US patients.

Results: In total, 1432 elderly (≥70 years old) COVID-19–positive patients admitted to an ICU were included for analysis. Of
these, 809 (56.49%) patients survived up to 30 days after admission. The average length of stay was 21.6 (SD 18.2) days. Final
models that incorporated clinical events and time-to-event information provided superior performance (area under the receiver
operating characteristic curve of 0.81; 95% CI 0.804-0.811), with respect to both the baseline models that used admission variables
only and conventional ICU prediction models (SOFA score, P<.001). The average precision increased from 0.65 (95% CI
0.650-0.655) to 0.77 (95% CI 0.759-0.770).

Conclusions: Integrating important clinical events and time-to-event information led to a superior accuracy of 30-day mortality
prediction compared with models based on the admission information and conventional ICU prediction models. This study shows
that machine-learning models provide additional information and may support complex decision-making in critically ill elderly
COVID-19 patients.

Trial Registration: ClinicalTrials.gov NCT04321265; https://clinicaltrials.gov/ct2/show/NCT04321265

(JMIR Med Inform 2022;10(3):e32949)   doi:10.2196/32949

KEYWORDS

machine-based learning; outcome prediction; COVID-19; pandemic; machine learning; prediction models; clinical informatics;
patient data; elderly population

Introduction

The COVID-19 pandemic caused by SARS-CoV-2 is continuing
to challenge health care systems globally [1]. The disease
disproportionately affects the elderly population, both in terms
of disease severity and mortality risk [2]. In many countries,
intensive care unit (ICU) capacity was increased during the
pandemic to meet demand. In addition, novel treatment
modalities were introduced [3]. A key challenge in clinical
outcome prediction in a dynamic disease is that the response to
a given treatment varies considerably from patient to patient,
especially in the elderly population [4]. Baseline data alone are
inadequate to predict prognosis with sufficient accuracy for an
individual patient, as they cannot capture the dynamic nature
of the underlying critical illness [5]. It is well established that
various factors provide prognostic information that should be
taken into consideration [6]. More elaborate methods are thus
urgently needed for both sophisticated and concise risk
stratification of severely affected individual ICU patients [7].
Biomarkers, frailty, and severity scores are validated in elderly
critically ill patients [8-11]. However, all of these have important

limitations as they do not reflect the dynamics of the underlying
disease pathophysiology, and as a result have limited prognostic
power. Ultimately, it remains up to the physician to integrate
all baseline data, the changing course of the disease, and
subjective experience into a clinical decision [12]. However,
physicians do not assess dynamically evolving processes
perfectly, as they are influenced by numerous factors, including
fatigue and other human factors, resulting in less objective and
reproducible decision-making [13]. This aspect is especially
relevant for new diseases such as COVID-19, where physician
experience is lacking.

Therefore, a supportive prognostication model that can integrate
baseline data with complex, dynamic processes in an objective
manner is necessary. Machine learning (ML) algorithms could
be used to address this need, as some have successfully been
evaluated in clinical settings such as in cardiovascular intensive
care [14]. Wernly et al [9] retrospectively analyzed arterial blood
gas data from septic intensive care patients from a multicenter
electronic ICU database as well as from a single-center
MIMIC-III (Medical Information Mart for Intensive Care) data
set to predict 96-hour mortality.
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Izquierdo et al [15] combined classical epidemiological methods,
natural language processing, and ML to examine the electronic
health records of 10,504 patients with COVID-19. According
to their analysis, the combination of easily obtainable clinical
variables such as age, fever, and tachypnea predicted which
patients would require ICU admission [15]. The observational
study by Bolourani et al [16] had a similar aim. They used
clinical and laboratory data commonly collected in the
emergency department to train and validate three predictive
models (two based on extreme gradient boosting [XGB] and
one that used logistic regression [LR]) with cross-hospital
validation. The XGB model had the highest mean accuracy to
predict 48-hour respiratory failure [16]. Aktar et al [17] used
ML to distinguish between healthy people and those with
COVID-19 and subsequently to predict COVID-19 severity.
They used decision tree, random forest (RF), variants of gradient
boosting machine, support vector machine, k-nearest neighbor,
and deep learning methods for blood samples. The developed
analytical methods evidenced accuracy and precision scores
>90% for disease severity prediction. To avoid locally
aggregating raw clinical data across multiple institutions, Vaid
et al [18] evaluated a federated learning ML technique using
electronic health records from 5 hospitals. In brief, they used
LR with L1 regularization/least absolute shrinkage and selection
operator, and multilayer perceptron models that were trained
using local data at each study site. The federated models
outperformed the local models with regard to their accuracy in
predicting the mortality in hospitalized patients with COVID-19
within 7 days. In a smaller study, Domínguez-Olmedo et al [19]
selected 32 predictor laboratory features in 1823 patients with
confirmed COVID-19 for an XGB algorithm. Similar to the
other studies, using laboratory parameters resulted in excellent
outcome prediction. Subudhi et al [20] used ensemble-based
ML models to identify C-reactive protein, lactate dehydrogenase,
and oxygen saturation as the most important factors for
predicting ICU admission, with estimated glomerular filtration

rate <60 mL/min/1.73 m2, and neutrophil and lymphocyte
percentages as the important factors for predicting mortality.

A recent systematic review by Syeda et al [21] identified more
than 400 articles that investigated the role of ML in the field of
COVID-19. For example, Pan et al [22] studied 123 ICU patients
and identified eight important risk factors with high recognition
ability using an XGB model. A similar approach was used by
Kim et al [23], who established an XGB model in 4787 patients
admitted to a hospital due to COVID-19. Furthermore, Burian
et al [24] estimated the need for intensive care treatment in 65
patients with confirmed COVID-19, and Shahsikumar et al [25]
investigated the performance of an algorithm to predict the need
for mechanical ventilation on 402 patients with COVID-19,
using cohorts with a wide age range (48 to 74 years).

Patients who are very old represent the most vulnerable intensive
care subgroup [26]. However, to date, there are no studies
investigating the role of ML models in this specific subgroup
exclusively. To address this lack of evidence, the aim of this
study was to evaluate whether ML models can reliably improve
mortality prognostication in critically ill elderly patients with
COVID-19 based on clinical baseline information, biomarkers,

accumulating events, and time-to-event information during the
disease course.

Methods

Study Design
This was a retrospective analysis that included data from 1432
patients in a prospective multicenter study. The primary outcome
was 30-day mortality. We also used the 3-month outcome to
ensure consistency of the primary outcome and allay concerns
of censoring bias [27]. We derived two groups of models:
baseline and final models. Baseline models were derived using
admission variables only, whereas the final model group
incorporated clinical events such as catecholamine therapy,
renal replacement therapy, noninvasive ventilation, invasive
ventilation, prone position, and tracheostomy, in addition to the
baseline variables. We evaluated both model groups using
stratified 3-fold cross-validation to mitigate the variability of a
single derivation–validation random split. Furthermore, we
derived baseline and final models on an EU patient cohort and
externally validated them on a non-EU cohort that included
Asian, African, and US patients.

Clinical Data Sources and Study Population
Patient data were obtained from 151 ICUs across 26 independent
countries, including European ICUs, and from ICUs in Asia,
Africa, and the United States as part of the multinational COVIP
trial (NCT04321265). This study was conducted in line with
the European Union General Data Privacy Regulation directive.
As in previous successful studies [6,26,28], national coordinators
recruited the ICUs, coordinated national and local ethical
permissions, and supervised patient recruitment at the national
level. In the COVIP studies, ethical approval was obligatory
for study participation. The electronic case report form (eCRF)
and database were hosted on a secure server in Aarhus
University, Denmark. Data from 1432 elderly (aged 70 years
and above) COVID-19–positive patients admitted to a
participating ICU between February 4 and May 26, 2020, were
recorded. The study protocol is available from the COVIP study
website [29]. Patients were followed up until hospital discharge
and survival at 3 months using telephone interviews.

Ethical Considerations
The primary competent ethics committee was the Ethics
Committee of the University of Duesseldorf, Germany.
Institutional research ethics board approval was obtained from
each study site. This was a prerequisite for participation in the
study. All methods were carried out in accordance with relevant
guidelines and regulations. All experimental protocols were
approved by the local institutional and/or licensing committees.
Informed consent was obtained from all subjects if not omitted
by the ethics vote. The studies were all observational; no
examinations (eg, blood sampling) or tissue sampling took place.

Study Data
Demographic data included age, gender, weight, height, and
BMI. Furthermore, information on admission characteristics
prior to ICU hospitalization, duration of hospital stay, day of
symptom onset, and comorbidities were available. Preexisting
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comorbidities were recorded in the eCRF: diabetes, ischemic
heart disease, renal insufficiency, arterial hypertension,
pulmonary comorbidity, and chronic heart failure.

During the ICU stay, data on bacterial coinfection were noted,
in addition to Sequential Organ Failure Assessment (SOFA)
subscores (respiratory, cardiovascular, hepatic, coagulation,
renal, and neurological systems). Laboratory values included
partial oxygen pressure and the fraction of inspired oxygen
(FiO2), and their ratio. Six clinical events of interest
(catecholamine therapy, renal replacement therapy, noninvasive
and invasive ventilation, prone position, and tracheostomy)
were recorded along with the time the event occurred.

Model Derivation and Validation
We derived models based on XGB [30], RF [31], and LR [32].
As the best-performing model, the XGB algorithm provides
robust prediction results using a method where new models are
added to correct the errors made by existing models. Models
are added sequentially and the combination of many models in
the XGB model accommodates nonlinearity between input
variables [30]. Hyperparameter tuning was performed by an
exhaustive grid search directed toward maximizing the F1-score
metric. Three-fold cross-validation was performed inside each
grid option, and the optimal hyperparameter set was chosen
based on the model in the grid search with the highest F1 score.
Hyperparameters of the final model of the XGB are listed in

Multimedia Appendix 1. To generate confidence intervals for
the baseline and the final models, 3-fold cross-validation was
performed with 20-times repetition with a randomly generated
seed. To compare the performance of the XGB model, we also
derived and validated two more predictive models based on LR
and RF. This decision was driven by the fact that LR is typically
considered a baseline algorithm, and RF has been previously
used in other research with COVID-19 data [33]. Both LR and
RF were optimized by an exhaustive grid search, similar to the
XGB method.

To address noise and outliers in the data, we defined a clinically
valid interval for each variable, and the values out of the valid
scope were considered as missing values. For all models, the
issue of missing values was addressed by removing variables
with >90% missing values. We then used the median and zero
to impute the missing data in the remaining continuous and
categorical variables, respectively. All analyses were carried
out using open-source software based on Python 3.6.8 with
scikit-learn version 0.23.2.

Experimental Evaluation
Performance evaluation of the models was based on 3-fold,
stratified cross-validation with 20 repetitions using the area
under the receiver operating characteristic curve (AUC; see step
3 in Figure 1) as well as area under the precision-recall curve
(PRC), also known as average precision [34].

Figure 1. Graphical methods. (1) Study design, from admission to derivation and validation of baseline setup. (2) Derivation and validation of six
models incorporating clinical events individually.Performance of individual models is shown in Multimedia Appendix 2-5. (3) Derivation of the final
model, including baseline variables as well as clinical events. (4) Evaluation of the final model in predicting 30-day outcomes. SOFA: Sequential Organ
Failure Assessment; ICU: intensive care unit.

The PRC shows the relationship between the positive predictive
value (precision) and sensitivity (recall), measuring the
performance of the model in correctly predicting mortality in
patients with a high probability of dying. The area under the
PRC is typically more informative than the AUC in the presence

of imbalanced outcomes [34]. Additional performance metrics
are detailed in Multimedia Appendix 2-5, including the positive
predictive value (PPV), negative predictive value, F1 score (the
balance between PPV and sensitivity), Matthews correlation
coefficient (used to measure the quality of classification between
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algorithms), and Brier score. Calibration quality was evaluated
using Brier scores, where a lower score indicates a higher
calibration quality, and we also present calibration plots (also
known as reliability curves). The models were compared based
on their AUC and PRC performance metrics for both the
baseline data as well as the final models incorporating clinical
events.

Model Interpretation
We evaluated the ranking of variables that contributed toward
the model description using shapely additive explanation
(SHAP) scores. SHAP scores are a game-theoretic approach to
model interpretability; they provide explanations of global model
structures based on combinations of several local explanations
for each prediction [35]. To interpret and rank the significance
of input variables toward the final prediction of the model, mean
absolute SHAP values were calculated for each variable across
all observations in both the baseline model and the final model
based on XGB. We also plotted SHAP interaction values that
capture the contribution of pairwise interactions between unique

features to model prediction. To improve interpretability,
especially in terms of the impact of clinical events, we defined
a clinically meaningful day interval (0-3, 3-5, 5-10, and 10-30
days), and added a variable for each clinical event based on
when the clinical event occurred; for example,
“Tracheostomy-10-30” indicates that a tracheostomy was
performed within the 10-30–day period. This allowed us to
evaluate not only the importance of clinical events but also the
time-to-event information. Naturally, these variables were only
available in the final model.

Results

Study Population
Out of the total 1432 patients in the COVIP cohort, 809
(56.49%) patients survived up to 30 days after admission, with
an average length of stay of 21.6 (SD 18.2) days. Patient
baseline characteristics are given in Table 1, with distribution
of mortality and length of stay detailed in Multimedia Appendix
6.
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Table 1. Demographic characteristics, vital signs, and clinical events of patient cohorts (N=1432).

P valueDead at 30 days (n=623)Alive at 30 days (n=809)Variables

.18463 (74.6%)587 (72.6%)Sex (male), n (%)

<.00176.5 (4.8)75.0 (4.2)Age (years), mean (SD)

.4281.0 (14.8)81.3 (14.7)Weight (kg), mean (SD)

.06169.8 (10.5)169.7 (10.7)Height (cm), mean (SD)

.0228.4 (5.7)28.5 (6.5)BMI (kg/m²), mean (SD)

.0023.5 (6.3)3.8 (5.7)Hospital stay prior to ICUa admission (days), mean (SD)

.106.6 (4.5)7.2 (5.2)Symptoms prior to hospital admission (days), mean (SD)

.00384.3 (57.5)87.3 (44.2)PaO2b (mmHg), mean (SD)

<.00173.0 (24.0)62.3 (31.0)FiO2c (%), mean (SD)

<.0016.7 (3.4)5.2 (3.0)SOFAd score (points), mean (SD)

ICU treatment and outcome

<.001510 (81.9)561 (69.3)Mechanical ventilation, n (%)

<.001515 (82.7)525 (64.9)Vasopressors, n (%)

.10279 (44.8)309 (38.2)Prone positioning, n (%)

<.00164 (10.3)227 (28.1)Tracheostomy, n (%)

.32119 (19.1)169 (20.9)Noninvasive ventilation, n (%)

.01119 (19.1)121 (15.0)Renal replacement therapy, n (%)

<.00110.6 (7.6)21.6 (18.2)Length of ICU stay (days), mean (SD)

Preexisting comorbidities, n (%)

.01240 (38.5)268 (33.1)Diabetes mellitus

.007152 (24.4)151 (18.7)Ischemic heart disease

<.001130 (20.9)91 (11.2)Chronic renal insufficiency

.03431 (69.2)527 (65.1)Arterial hypertension

.07145 (23.3)175 (21.6)Pulmonary disease

.01103 (16.5)98 (12.1)Chronic heart failure

aICU: intensive care unit.
bPaO2: partial oxygen pressure.
cFiO2: fraction of inspired oxygen.
dSOFA: Sequential Organ Failure Assessment.

Model Derivation and Validation
We evaluated the performance of baseline setup risk
prognostication that included baseline variables only (see step
1 in Figure 1) and the final setup, which—in addition to baseline
variables—included six key clinical events that occurred during
the disease course and their time-to-event information:
catecholamine therapy, renal replacement therapy, noninvasive
ventilation, invasive ventilation, prone positioning, and
tracheostomy (step 2 in Figure 1). The final set of selected
variables is shown in Table 1. Furthermore, the baseline and
the final setup were used to derive models on the EU cohort of

patients that were then externally evaluated using a non-EU
cohort composed of Asian, African, and US patients.

Three risk prognostication models were derived from ML-based
algorithms: LR and, for comparison, RF and XGB algorithms,
as outlined in the Methods section [30,31].

The XGB algorithm achieved the numerically highest increase
in discrimination performance from the baseline setup (AUC
0.70, 95% CI 0.692-0.701) to the final setup (AUC 0.81, 95%
CI 0.804-0.811); average precision increased from 0.65 (95%
CI 0.650-0.655) to 0.77 (95% CI 0.759-0.770) (Figure 2).
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Figure 2. Performance of the baseline model (top) and improved performance in the final model (bottom) in response to clinical events with respect
to the area under the receiver operating characteristic (ROC) curve (AUC) and area under the precision-recall curve (PRC). The PRC shows the
relationship between the positive predictive value (precision) and sensitivity (recall) at all thresholds. XGB: extreme gradient boosting; RF: random
forest; LR: logistic regression; SOFA: Sequential Organ Failure Assessment.

The LR (AUC 0.79, 95% CI 0.788-0.796) and RF (AUC 0.80,
95% CI 0.798-0.805) algorithms showed similar performance
in the baseline model and improvement in the final model,
comparable to XGB performance (see step 4 in Figure 1). The
final XGB model provided superior performance compared to
both the baseline model and SOFA score (both P<.001).

Experimental Evaluation
In the external validation of the EU patient cohort, all three
models achieved similar performance in the baseline and the
final setup with an AUC of 0.82 and 0.86, respectively, when

evaluated on predicting the mortality of non-EU patients (Figure
3). One explanation for this performance on the external
validation cohort might be that the patients in the non-EU cohort
tended to gravitate toward two opposing health states of either
being quite stable or very sick, making it easier for the model
to discriminate between the two outcomes. To investigate this
further, we plotted the distribution of the variable that had the
highest impact on outcome prediction (FiO2) based on SHAP
analysis (see Figure 4). As shown in Multimedia Appendix 7,
the distribution for both outcomes was significantly skewed
toward 21% for survivors and toward 100% for nonsurvivors.
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Figure 3. Performance of the final model derived using the EU patient cohort and externally validated on a non-EU patient cohort, comprising Asian,
African, and US patients. Model performance is measured using area under the receiver operating characteristic (ROC) curve (AUC) and area under
the precision-recall curve (PRC). XGB: extreme gradient boosting; RF: random forest; LR: logistic regression.

We also assessed the calibration of each model to ensure that
the distribution of predicted outcomes matches the distribution
of observed outcomes in our patient cohort. Baseline and final
models were, in general, well calibrated (Figure 5), matching
the estimated risk of outcome with observed risk. The final

setup for each algorithm was better calibrated (Brier score of
0.17) with respect to the baseline setup (Brier score 0.22). Full
details of Brier scores for each algorithm are detailed in
Multimedia Appendix 1.

Figure 4. Ranking of input variables of the final setup derived from the extreme gradient boost algorithm, using the shapely additive explanation
(SHAP) method.
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Figure 5. Calibration curves for each model and individual algorithms used to derive the model. XGB, extreme gradient boosting; RF: random forest;
LR: logistic regression.

Model Interpretation
The SHAP method was used to perform interpretability analysis,
which explains model output by computing the contribution of
each variable to the prediction. Among others, the SHAP method
was applied on the best-performing model (XGB), where the
FiO2, age, and tracheostomy had the highest impact on outcome
prediction (Figure 4 and Multimedia Appendix 7).

We also report the model interpretability analysis for the RF-
and LR-based models in Multimedia Appendix 8 and 9,
respectively. The top three variables remained common between
XGB and RF, whereas for LR, only tracheostomy appeared in
the top three, with the other two high-ranking variables being
weight and BMI.

Discussion

Principal Findings and Comparison With Related
Studies
This study demonstrates that individual prognostication accuracy
based on patient baseline characteristics can be considerably
improved with ML algorithms that incorporate occurrence and
time-to-event information of clinical events along the course
of a disease such as COVID-19 in elderly, critically ill patients.
These results align with many previous studies that investigated
ML approaches in patients suffering from COVID-19. The major
difference between this COVIP study and others published
previously lies in its focus on the especially vulnerable subgroup
of very old intensive care patients [21]. The second important
difference is that the current approach includes the risk for
clinical events such as tracheostomy.

Subudhi et al [20] compared the ability of 18 different ML
algorithms to predict the rate of admission and mortality of
patients suffering from COVID-19. In their analysis,
ensemble-based models were superior to other algorithms
(including LR and XGB). Specific laboratory values and oxygen
saturation were the most important factors for ICU admission,
whereas impaired kidney function and differential blood count
best predicted mortality [20]. However, this previous study
primarily used data from patients, of all ages, presenting to the
emergency room.

Domínguez-Olmedo et al [19] used data from 1823 patients
with confirmed COVID-19 and established an XGB model.
Their model found lactate dehydrogenase activity, C-reactive
protein level, neutrophil count, and urea level to be the most
important variables, reaching an AUC of 0.93 (95% CI
0.89-0.98) for sensitivity and 0.91 (95% CI 0.86-0.96) for
specificity.

Pan et al [22] used data from 123 patients with COVID-19
admitted to an ICU to construct an XGB model, and identified
eight factors (albumin level, creatinine, eosinophil percentage,
lactate dehydrogenase, lymphocyte percentage, neutrophil
percentage, prothrombin time, and total bilirubin) that were
predictive for ICU mortality.

Vaid et al [18] utilized a different approach based on federated
learning of electronic health records from five different
hospitals, providing robust predictive models without
compromising patient privacy.

Other studies focused primarily on peripheral blood samples.
Aktar et al [17] developed ML and deep learning algorithms to
predict the disease severity. Similarly, Kim et al [23] established
an XGB model in 4787 hospital-admitted patients to predict
their intensive care treatment requirements. Their model was
significantly superior to the established CURB-65 (confusion,
urea, respiratory rate, blood pressure) score.

Applications
Immediate clinical applications are conceivable, especially given
the limited number of ICU beds available. Our models may be
used in several ways: ML could be used before ICU admission
to offer objective support for complex allocation decisions.
However, ML algorithms would mainly access data at
presentation and few dynamic parameters, limiting the predictive
power. ML algorithms could also be used in the context of
time-limited trials (TLTs), which are common clinical practice
in ICUs in some countries. This may be particularly helpful in
patients for whom realistic therapeutic goals/outcomes are
unclear at presentation. These patients could be admitted to the
ICU under the premise of gaining more information about the
patient and the initial response to treatment. This additional
information could then be evaluated using ML algorithms [36]
as already shown in patients with sepsis [9]. The ideal temporal
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combination of a TLT and ML should be the subject of future,
prospective studies [36,37].

In terms of practical applications, ML algorithms provide a
potential strategy to improve decision confidence and predictive
power over time. They are applicable at various time points
during the disease course, predicting outcomes in a continuous
manner. This approach is especially applicable when considering
that the model was well calibrated in estimating outcomes.
However, evaluation of the model with a diverse patient
population would provide further evidence of its clinical
applicability.

Clinical evaluations such as assessment of wakefulness,
mobility, responsiveness, and independence are subjective and
subject to interrater variability. Therefore, advances in digital
technologies may support but not replace physicians’ skills. ML
can support physicians, especially in estimations on prognosis
and achievement of therapy goals. Importantly, ethical problems
become evident when ML is involved in matters of life and
death [38], and it must be emphasized that ML should only
support and aid medical decision-making. Our data show that
dedicated modern algorithms can incrementally improve
certainty during TLTs in elderly patients with COVID-19, and
generalize well in an external patient cohort. These tools can
enhance our ability to improve guidance of treatment and
optimally allocate ICU resources. However, such a strategy can

only be viewed as complementary to clinical judgment and
individual treatment goals, and form part of a holistic patient
assessment.

Limitations
This study has some methodological limitations in common
with the other COVIP studies [11,26,39-42]. COVIP did not
contain a control group of younger COVID-19 patients for
comparison or a comparable age cohort of patients who were
not or could not be admitted to the ICU. In addition, the COVIP
database does not include information on pre-ICU care and
triage decisions. These treatment limitations might also affect
the care of older ICU patients [43]. Furthermore, COVIP
recruited patients in 26 countries, and thus the participating
countries varied widely in their care structure, resulting in
considerable heterogeneity in treatments given.

Conclusion
This study demonstrates that, in the particularly vulnerable
subgroup of very old intensive care patients suffering from
COVID-19, individual prognostication accuracy based on patient
baseline characteristics can be improved with ML algorithms.
These algorithms capture the dynamic course of the disease by
including the occurrence and time-to-event information of
clinical events, and thus reflect both disease severity and the
need for intensive care treatment.
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