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Abstract

Background: Modern clinical carein intensive care unitsisfull of rich data, and machine learning has great potential to support
clinical decision-making. The development of intelligent machine learning—based clinical decision support systemsisfacing great
opportunities and challenges. Clinical decision support systemsmay directly help clinicians accurately diagnose, predict outcomes,
identify risk events, or decide treatments at the point of care.

Objective: We aimed to review the research and application of machine learning—enabled clinical decision support studiesin
intensive care unitsto help clinicians, researchers, developers, and policy makers better understand the advantages and limitations
of machine learning—supported diagnosis, outcome prediction, risk event identification, and intensive care unit point-of-care
recommendations.

Methods: We searched papers published in the PubM ed database between January 1980 and October 2020. We defined selection
criteriato identify papers that focused on machine learning—enabled clinical decision support studiesin intensive care units and
reviewed the following aspects: research topics, study cohorts, machine learning models, analysis variables, and evaluation
metrics.

Results: A total of 643 papers were collected, and using our selection criteria, 97 studies were found. Studies were categorized
into 4 topics—monitoring, detection, and diagnosis (13/97, 13.4%), early identification of clinical events (32/97, 33.0%), outcome
prediction and prognosis assessment (46/97, 47.6%), and treatment decision (6/97, 6.2%). Of the 97 papers, 82 (84.5%) studies
used data from adult patients, 9 (9.3%) studies used data from pediatric patients, and 6 (6.2%) studies used data from neonates.
We found that 65 (67.0%) studies used data from a single center, and 32 (33.0%) studies used a multicenter data set; 88 (90.7%)
studies used supervised learning, 3 (3.1%) studies used unsupervised learning, and 6 (6.2%) studies used reinforcement learning.
Clinical variable categories, starting with the most frequently used, were demographic (n=74), laboratory values (n=59), vital
signs (n=55), scores (n=48), ventilation parameters (n=43), comorbidities (n=27), medications (n=18), outcome (n=14), fluid
balance (n=13), nonmedicinetherapy (n=10), symptoms (n=7), and medical history (n=4). The most frequently adopted eval uation
metricsfor clinical datamodeling studiesincluded areaunder the receiver operating characteristic curve (n=61), sensitivity (n=51),
specificity (n=41), accuracy (n=29), and positive predictive value (n=23).

Conclusions: Early identification of clinical and outcome prediction and prognosis assessment contributed to approximately
80% of studies included in this review. Using new algorithms to solve intensive care unit clinical problems by developing
reinforcement learning, active learning, and time-series analysis methods for clinical decision support will be greater development
prospectsin the future.

(JMIR Med Inform 2022;10(3):€28781) doi:10.2196/28781
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Introduction

With the popularization of electronic health records, medical
equipment, and the improvement of detection methods, patient
data are generated in large amounts every day in intensive care
units. In traditional clinical dataanalysis, models and tools can
only make use of a limited humber of variables in clean and
well-organized data. Machine learning has enabled clinical
decision support research and applicationsto generate actionable
insights, by utilizing large amounts of intensive care unit patient
data, that are useful in many clinical scenarios.

Machine learning, sometimes called the data-driven method,
uses statistical analysis modelsand computational technologies,
allowing computer systems to learn from patient data and
discover unknown clinical situations. Supervised learning,
unsupervised learning, and reinforcement learning are the 3
main types of machine learning [1] used to predict or guide the
treatment of patients who are critically ill.

In supervised machine learning tasks, a function maps an input
to an output based on example input—output pairs. Functions
are inferred from labeled training data. Classification and
regression methods, which include but are not limited to linear
regression, logistic regression, decision tree, random forest, and
support vector machine, are common supervised learning
methods.

In unsupervised machine learning tasks, patterns are learned
from untagged data. Model s are designed to identify or partition
large data sets into subsections or clusters that share similar
characteristics. In intensive care unit—rel ated tasks, unsupervised
learning enables the discovery of latent structures or patient
subgroupsin specific cohorts[2]. Commonly used unsupervised
learning modelsinclude clustering, auto-encoding, and principal
component analysis.

Reinforcement learning is concerned with how intelligent agents
ought to take actionsin an environment to maximize the notion
of cumulative rewards. The environment is typicaly defined
by adiscrete-time stochastic control process called the Markov
decision process. |n an intensive care unit, clinicians often need
to determine treatment plans and make clinical decisions.
Reinforcement learning model s have great potential for solving
these types of problems by providing targeted treatment plans
for each patient or patient status and assisting clinicians in
making efficient decisions [3-8].

Although there are till challenges when data from multiple
sources must be combined, and the performance and ability of
machine learning is limited by the volume and quality of data,
a number of clinical decision support studies [9,10] have
demonstrated the ability to use sophisticated machine learning
models to solve certain intensive care unit—related tasks, and
their performance has been shown to be comparable with human
abilities, and for certain tasks, even it potentially exceeds human
abilities[7,11].

https://medinform.jmir.org/2022/3/e28781

We sought to focus on machine learning research and
applications adapted to clinical decision support in intensive
care units, which may directly help clinicians diagnoses
accurately, predict outcomes, identify risk events, or decide
treatments at the intensive care unit point of care.

Methods

Search Strategy

We searched for papers in the PubMed database that had been
published prior to October 2020 using a query combination of
MeSH terms (“intensive care unit,” “critical care,” “machine
learning,” “artificial intelligence,” “decision support systems,
clinical”) and keywordsin thetitle or abstract keywordsrelated
to machine learning (“machine learning,” “artificia
intelligence,” “prediction model,” “predictive model,’
“predictive modeling,” “artificial learning,” “predictive
analysis,” “machineintelligence,” “datadriven,” “ data-driven,”
“statistical learning,” “neural network,” “deep learning,”
“reinforcement learning,” “time series” “time-series,”
“agorithm”), decision-making (“clinical decision support
system,” “medical decision,” “decision tool,” “support tool,”
“clinical decision,” “physician decision,” “clinician decision,”
“decisionagorithm,” “CDSS,” “CDS,” “clinical management,”
“decision making,” “decision-making"), and intensive care units
(“intensive care,” “ICU,” “critical care,

Selection Criteria

Weincluded English-language papersthat reported studies (both
prospective and retrospective studies) on clinical decision
support, with machine learning methodsthat targeted a specific
clinical scenario of intensive care units. We excluded papers
that were systematic reviews and meta-analyses, studies of
clinical decision support system implementations or clinical
decision support system usability evaluations, studies that
described rule-based clinical decision support system, studies
that used datathat were not from patientsin intensive care units
(eg, studies for intensive care unit admission prediction but
using patient data from other departments, such as emergency
or surgery departments), studies with outcomes irrelevant to
regular intensive care unit clinical care (eg, studies about
estimation of caffeine regimens), and studies that did not use
machine learning methods (eg, studies using clinical scores or
statistical analysis on small samples).

" ou

intensive care unit”).

Data Analysis

We extracted the following information from selected papers
for content analysis: study cohort, machine learning models,
analysis variables, evaluation methods, and research topics.

Study Cohort

In general, the greater the number of data sets to which a
machinelearning model isapplied, the stronger itsgeneralization
capabilities. Therefore, we investigated the inclusion cohorts
and distribution centers of each study and classified these studies
into single-site or multisite studies accordingly. We aso
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classified studies by c, the sample size of studies: ¢<500,
500<c<2000, 2000<c<5000, 5000<c<10,000, 10,000<c<50,000,
and ¢>50,000.

Machine Learning Models

The model methods or algorithms used in each paper were
reviewed for analysis, and model methods were categorized as
supervised learning, unsupervised learning, or reinforcement
learning.

We reviewed variables or features used for modeling in each
study. According to routine intensive care unit practices, we
classified these variablesinto 12 groups: demographic variables,
vita signs, symptoms, laboratory values, ventilation parameters,
medications, nonmedicine therapy, comorbidities, fluid balance,
scores, medical history, and outcome. Given the wide range of
variable expressions in papers, such as formal medical terms,
abbreviations, acronyms, and capitalizations, variable name
normalization was implemented using text processing and
manual annotation methods. As some studies used self-defined
features or derived datafor their special study purpose, variables
used in only 1 study were excluded.

Evaluation Methods

To determine the applicability and potential impact of various
machine learning models for clinicians and patients (ie, in
applications), model evaluation methods are important
components of model development. We reviewed evaluation
metrics used for measuring model performance.

Research Topics

In addition to overall quantitative analysis, which included all
studies, selected papers were divided into 4 topics for detailed
analysis. detection and monitoring for diagnosis, early
identification of clinical events, patient outcome prediction, and
treatment decisions.

https://medinform.jmir.org/2022/3/e28781
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Results

General

A total of 643 papers were found. The number of machine
learning—enabled intensive care unit clinical decision support
system research papers published in the PubMed database has
been continuousdly increasing between January 1980 and October
2020 (Figure 1).

Among the 643 papers identified and assessed for eigibility,
14 non-English language papers, 55 clinical decision support
system implementations and clinical decision support system
usability evaluations, 114 reviews and meta-anal yses, 35 expert
system clinical decision support system studies, 68 studies not
about intensive care unit clinical questions, 76 studies using
patient data from other clinical departments or with outcomes
irrelevant to regular intensive care unit clinical care, 107 studies
that used methods other than machine learning, and 77 studies
for which full-text papers were unavailable were excluded
(Figure 2); therefore, 97 papers remained (Table 1).

Most studies used data from adult patients (n=82, 84.5%);
however, 8 studies used datafrom pediatric patients (8.2%) and
7 studies used data from neonates (7.2%). Two-thirds of the
studies (65/97, 67.0%) were developed from single-center data
sets, and 32 (33.0%) were developed from a multicenter data
set; cohort sizes also varied (c<500: 35/97, 36%; 500<c<2000:
19/97, 20%; 2000<c<5000: 12/97, 12%; 5000<c<10000: 10/97,
10%; 10000<c<50000: 16/97, 16%; c>50,000: 7/97, 7%).

The vast mgjority of studies used supervised learning (88/97,
91%), and only afew used unsupervised learning (3/97, 3%) or
reinforcement learning (6/97, 6%). In total, 849 variables for
model analysis were extracted. The most frequent variable
categories are shown in Table 1, and the top 20 most frequently
used variables are shown in Figure 3.

Most studies used more than 1 evaluation metric. The most
frequently used were areaunder receiver operating characteristic
curve (n=57), sensitivity (n=37), specificity (n=31), and
accuracy (n=24).
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Figure 1. Growth in number of publications.
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Figure2. Articlereview process. CDSS: clinical decision support system; ICU: intensive care unit.
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Table 1. General characteristics of the selected studies.
Characteristic Value (n=97), n

Types of decision support

Detection, monitoring, and diagnosis 13

Early identification of clinical events 32

Outcome prediction and prognostic assessment 46

Treatment decisions 6
Population

Adult 82

Pediatric patients 8

Neonates 7
Medical setting

Single-center 65

Multicenter 32

Type of machinelearning

Supervised learning 88
Unsupervised learning 3
Reinforcement learning 6

Type of variables

Demographic variables 74
Laboratory values 59
Vita signs 55
Scores 48
Ventilation parameters 43
Comorbidities 27
Medications 18
Outcome 14
Fluid balance 13
Nonmedicine therapy 10
Symptoms 7

Medical history 4

Type of evaluation method, n?

Area under the receiver operating characteristic curve 57
Sengitivity 37
Specificity 31
Accuracy 24
Positive predictive value 11

3\ore than 1 variable type could be used in each study.
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Figure 3. Top 20 most frequently used variables. DBP: diastolic blood pressure; FiO2: fractional inspired oxygen; GCS: Glasgow Coma Scale; HR:
heart rate; MBP: mean blood pressure; MV: mechanical ventilation; PaO2-partial pressure of oxygen; RR: respiratory rate; SBP: systolic blood pressure;
SCR: creatine; SpO2: peripheral capillary oxygen saturation; WBC: white blood cell count.

(\,

Tg_

Monitoring, Detection, and Diagnosis

Overview

Among 13 studies, 4 (30.8%) studies [12-15] focused on
monitoring or detection of physiological indicators, 3 studies
(23.1%) [16-18] focused on the of mechanica ventilation
abnormalities (in particular, patient-ventilator asynchrony), 4
studies (30.8%) [ 19-22] used €l ectroencephal ography (EEG) to
diagnose brain diseases, and 2 studies (15.4%) [11,23] studies
focused on infections. Variables used included demographic
variables (n=5), vital signs (n=6), laboratory values (n=5),
ventilation parameters (n=5), comorbidities (n=1), and outcome
(n=1).

Most data were obtained from a single center (11/13, 84.6%),
and only 2 studies (2/13, 15.4%) used multicenter data sets.
Some studies (3/13, 23.1%) used data from public databases,
such as the MIMIC database, the public NIH Chest-X Ray14,
and PLCO data sets (Multimedia Appendix 1).

The top 3 models used were neura network (n=4), tree (n=3),
and random forest (n=3) models. Support vector machine models
were used twice (n=2). Other models, such aslogistic regression,
and linear regression were only used in 1 study each.

Mode performance was mainly eval uated with sengitivity (n=7),
specificity (n=8), areaunder the receiver operating characteristic
curve (n=3), and accuracy (n=3), whereas other evaluation
methods such as equa error rates, F1 score, recall, and K
coefficients were each used only once.

Monitoring of Physiological I ndicators

Quinn et a [13] provided a general model for inferring hidden
factors from clinical data and was successfully applied to the
major task of monitoring prematureinfantsin theintensive care
unit. Eshelman et al [12] described an agorithm consisting of

https://medinform.jmir.org/2022/3/e28781
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a set of rules for identifying intensive care unit patients who
may become hemodynamically unstable. Taking into account
theindividual differences of intensive care unit patients, Zhang
and Szolovits[15] developed an agorithm based on personalized
vital signsdatato improve the accuracy of alarms. Charbonnier
[14] extracted online temporal episodesfrom the high-frequency
physiological parameters of intensive care unit patients to
visually support signal interpretation.

Mechanical Ventilation

Mechanical ventilation is widely used in intensive care units,
during which aseries of parametersneed to be monitored. Kwok
et al [16] established anonlinear adaptive neuro-fuzzy inference
system model for fractional inspired oxygen estimation, which
reduced the need for invasive inspections. Two groups of
researchers discussed the problem of patient-ventilator
asynchrony, and developed a classifier based on machine
learning to detect abnormal waveforms[17,18].

Electroencephalography Monitoring

EEG monitoring plays an important role in the detection of
brain function and the diagnosis of brain disease. Koolen et a
[19] developed a method for the automated classification of
neonatal sleep states via EEG. Golmohammadi et a [21]
presented a system that can achieve high-performance
classification of EEG eventsthat might correlate with epilepsy,
metabolic encephalopathy, cerebral hypoxia, and ischemia
Farzaneh et a [20] developed a machine learning framework
to automatically segment and assess the severity of patients
with subdural hematoma during traumatic brain injuries [20].

Diagnosis of I nfection

Infectionsare animportant clinical issueinintensive care. Sepsis
is a common and serious condition in the intensive care unit
that results from an overreaction to infection that damages
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tissues and organs and can lead to complications, making it one
of the leading causes of hospital-related deaths [24]. A
high-performance algorithm, InSight, was demonstrated to be
superior to the commonly used Modified Early Warning Score,
Simplified Acute Physiology Score, and Systemic Inflammatory
Response Syndrome score for the diagnosis of patients with
alcohol use disorder combined with sepsis shock [23]. In
addition, it is till challenging to explain lung opacity in
radiography of the supine chest of patients with lung infection
in the intensive care unit—Rueckel et a [11] evaluated a
prototype artificial intelligence algorithm that could classify
underlying lung opacity, which might suggest a diagnosis
pneumonia.

Early Identification or Prediction of Clinical Events

Overview

Clinical event prediction, the use of datafrom electronic health
records to predict the occurrence of certain events or the best
time to give treatment, is one of the most important aspects of
intensive care unit clinical decision support system. Among 32
clinical event prediction studies, 3 (9.4%) were related to acute
kidney injury, 11 (34.4%) were related to infection prediction,
8 (25%) were related to respiratory diseases, and 10 (31.3%)
were related to other predictions and evaluations (Multimedia
Appendix 1).

Inintensive care unit clinical prediction and evaluation studies,
up to 87 variables were used in a single paper. Categories of
variables, in order of frequency, were laboratory values (n=25),
demographic variables (n=25), vital signs (n=20), scores (n=18),
ventilation parameters (n=14), fluid balance (n=8), medications
(n=7), comorbidities (n=7), outcome (n=4), nonmedicine therapy
(n=3), symptoms (n=3), and medical history (n=1).

Morethan three-quarters of the studies (25/32, 78%) were based
on data from a single center, 10 of which were from the freely
available public database Medical Information Mart for Intensive
Care Il or Ill. Multi-ingtitutional data were used in the other
studies (7/32, 22%).

L ogistic regression wasthe most commonly used method (11/32,
34%), followed by neural networks (7/32, 21%), and random
forest (6, 19%). Support vector machine and decision tree
models were each used in 5 (15.6%) studies. Naive Bayes,
gradient boosting tree model, extreme gradient boosting, fuzzy
model, and Insight each appeared twice (6.3%).

Sensitivity (n=16) and area under receiver operating
characteristic curve (n=17) were the most commonly used
evaluation metrics, followed by specificity (n=12) and accuracy
(n=12). Thefollowing metrics appeared in fewer than 10 papers:
positive predictive value (n=3), F1 score (n=4), and mean
absolute error (n=2).

Acute Kidney Injury Prediction

Early prediction of acute kidney injury has ahigh value for the
long-term survival and quality of life of critically ill patients.
Acutekidney injury isoften associated with high morbidity and
mortality rates in intensive care units. The status of other vital
organs, initiation of therapy, patient response, and preexisting
comorbidities can all contribute to the development of acute
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kidney injury [25]. Multiple machine learning methods have
been utilized and compared to analyze unstructured clinical
records and structured physiological measurements to identify
early episodes of acute kidney injury [26]. Soliman et al [25]
studied the prognostic impact of early acute kidney injury
predicted by data from the first day of admission. One study
[27] focused on patients younger than 21 years, who are more
likely to recover from disease.

Prediction of Sepsisand Infection

Early identification and treatment isthe key to survival for many
sepsisand infection patients[28], but it isdifficult for clinicians
to predict beforeit occurs, becauseit is extremely complex and
each patient is different. Early prediction of sepsis using
interpretable or uninterpretable machine learning models can
help clinicians enhance the accuracy of fever workup [28] to
identify and intervenein atimely manner [29-33]. Oneresearch
aim is to make accurate predictions with as little electronic
health record data as possible [34]. Mao et a achieved early
prediction of sepsisusing only vital signsvalidated in multiple
centers[35]. The prediction of neonatal sepsishasalso received
substantial research attention in recent years[36,37]. One paper
[38] focuses on predicting infections caused by a specific
microorganism—invasive fungal disease due to Candida
species—in intensive care unit patients.

Prediction of Respiratory Disease and Mechanical
Ventilation

Respiratory management in the intensive care unit is an
important aspect of critical care and treatment. Early diagnosis
of respiratory critical illness has a significant impact on patient
prognosis [39]. In addition, maintenance of cardiopulmonary
function is required in patients admitted to the intensive care
unit due to acute symptoms such as direct trauma, pulmonary
infection, heart failure, and sepsis. Machine learning methods
can help predict the onset of acute respiratory diseasein patients,
especialy in pediatric patients. Sauthier et al [40] used random
forest and logistic regression to predict the time of acute hypoxic
respiratory failurein critically ill children with severeinfluenza.
Messinger et al [39] applied acascaded artificial neural network
to design new respiratory scores for early identification of
asthmain young children. In addition, early prediction of acute
respiratory distress syndrome was studied because of its high
morbidity and mortality [41].

Furthermore, ventilator weaning and reintubation after weaning
are currently well studied [42,43] inintensive care unit clinical
decision support system literature, aswell asthe effect of drugs
on intubation [44]. Moreover, predicting patient oxygen
saturation after ventilation [45] and risk factors for failure of
mechanical ventilation [46] can help health care professionals
respond in atime manner.

Other Predictions and Evaluations

There were 10 papers that could not be classified; we simply
put them into one class separately. There were forecasts for
detection and monitoring indicators, such as urine output after
fluid administration [47], glucose [48], lactic acid [49], and
activated partial thromboplastin time [50]. Lin [47] established
agradient tree-based machinelearning model implemented with
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extreme gradient boosting algorithmsto predict urine output in
sepsis patients after fluid resuscitation to prevent fluid
overload-related complications. Pappadaet al [48,49] developed
a neura network—based model to obtain a complete trajectory
of glucose values up to 135 minutesin advance. Mamandipoor
et a [49] combined least absolute shrinkage and selection
operator regression, random forest, and |ong short-term memory
to predict blood lactate concentration in patientsin theintensive
care unit. Our previous study also compared multiple machine
learning approachesto guide clinical heparin administration by
predicting the range of activated partial thromboplastin time
values [50]. There were also studies that aimed to reduce
unnecessary laboratory teststo streamline the process and reduce
the burden on patients [51,52]. Predicted clinical events also
included acute traumatic coagulopathy [53], delirium [54],
advanced anemia[55], and fluid resuscitation therapy [56].

Outcome Evaluation and Prognostic Assessment

Overview

Of 46 papersthat used machine learning for outcome eval uation
for patientswho werecritically ill, 11 papers (23.9%) predicted
overall mortality and survival, 23 papers (50%) predicted the
outcomes of patients with certain diseases, and 12 papers
(26.1%) included treatment prognosis, length of stay in the
intensive care unit, and other outcome eval uations (Multimedia
Appendix 1).

Categories of variables, in order of frequency, were demographic
variables (n=39), scores (n=24), laboratory values (n=23),
ventilation parameters (n=20), vital signs(n=18), comorbidities
(n=17), medications (n=10), outcome (n=8), nonmedicine
therapy (n=7), fluid balance (n=4), symptoms (n=4), and medical
history (n=3).

Of the 46 outcome prediction studies, 25 (54.3%) were based
on single-center data, 6 of which used datafrom MIMIC Il and
[11, and the other 21 studies (45.7%) made use of multicenter
data

L ogistic regression wasthe most commonly used method (27/46,
59%), followed by random forest (9/46, 20%), random forest
(8/46, 17%), support vector machine (7/46, 15.2%) and decision
treemodel (5/46, 11%) studies. The gradient boosting tree model
appeared in 4 (9%) studies, and adaptive boosting and linear
regression each appeared twice (4.3%). Other models that
appeared only once are not discussed here.

Area under receiver operating characteristic curve (n=37) was
the evaluation metric used most often, followed by sensitivity
(n=14), specificity (n=11), positive predictive value (n=4),
accuracy (n=8), negative predictive value (n=6),F1 score (n=2),
Matthews correlation coefficient (n=2), and Brier score (n=2).

Overall I ntensive Care Unit Patient Outcomes

Typical outcomeswere overall mortality [57-62], survival [63],
and long-term quality of life[64]. Mortality [65,66] and survival
status at 1 year [67] in critically ill patients aged 80 years and
older were also studied using machine learning methods.
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Outcomes of Patients With Specific Diseases

Patientswith sepsis and infection remain one of the most studied
populations in terms of mortality (generally 28 days) [68-72],
followed by acute kidney injury [72-75]. Thereisanincreasing
trend in outcome prediction studiesin critically ill patientswith
liver disease—acute liver injury [76,77], cirrhosis [77], and
advanced liver disease [78] have been studied using machine
learning. In patients with severe cancer, 30- [79] and 120-day
[80] survival rates were studied retrospectively with logistic
regression models.

For cardiac disease, Lee et a [81] used EEG datato predict the
outcome of children with cardiac arrest and Murtuza et al [82]
found that arterial blood lactate levels can be associated with
mortality in children who have undergone cardiac surgery. For
brain diseases, the outcomes of patients with subarachnoid
hemorrhage [83] and severe traumatic brain injury [84] have
been analyzed. Wildman et a [85] predicted the impact of
chronic obstructive pulmonary disease and asthmaon mortality
incriticaly ill patients. Daly et a [86] used logistic regression
to study the relationship between early discharge and mortality
with theintention of reducing mortality in thisgroup of intensive
care unit patients. Other papers [87-89] examined patient
outcomes and factors influencing them after deterioration.
Ebadollahi et a [90] predicted the temporal trajectory of
physiological data with patient similarity, with the aim to
identify universal patterns of disease progression from alarge
amount of clinical practice data, to establish a generalized
computer-aided clinical decision support framework for
personalized treatment.

Treatment Prognosisand | ntensive Care Unit Stay Time
Evaluation

Evaluating the outcome of certain treatments through machine
learning can help medical professionals refine their treatments
to achieve better therapeutic effects. Evaluation of outcomes
after extubation based on continuousvital signinformation and
static characteristics of children can help adjust the timing of
extubation to reduce mortality [91-93]. Evaluation of prolonged
mechanical ventilation [94] and 1-year and 5-year functional
survival [95] after cardiac surgery was used to help adjust and
optimize postsurgical care practices. Evaluating the length of
stay intheintensive care unit [96,97] and therisk of readmission
after discharge from the intensive care unit [98] to effectively
forecast the trend of the disease could improve treatment and
care. In addition, designing and improving critical illness scores
to indicate disease severity [99-101] was studied. For example,
McRae et al [102] designed a score to quickly determine the
severity of COVID-19 and achieved optimistic results in 160
individuals.

Treatment Decisions

Treatments, clinical determination, and decision-making in the
intensive care unit were studied in 6 papers[3-8]. These papers
focused on various clinica questions and mainly used a
reinforcement learning model. Among them, 4 papers|[3,5,7,8]
(67%) addressed drug dosage, such as optimal vasopressin dose
[3,7], heparin dosage [5], and morphine dosage [8]. The other
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2 papers [4,6] (33%) studied the timing of mechanical
ventilation extubation.

Categories of variables, in order of frequency, were vital signs
(n=6), demographic variables (n=5), laboratory values (n=5),
ventilation parameters (n=3), medications (n=4), fluid balance
(n=2), scores (n=4), and comorbidities (n=1) (Multimedia
Appendix 1).

Reinforcement learning model s can be divided into conventional
reinforcement learning models (that is, wherein the reward
function isknown and we only need to find apolicy to maximize
thereward function) and inverse reinforcement learning models
(that is, wherein the reward function is unknown, and we have
to learn the most reasonable reward function through the
decision-making examples of clinicians)—4 papers used typical
reinforcement learning model, and 2 papers used inverse
reinforcement learning models.

All 6 papers used patient data from the intensive care units in
UShospitals. Most papers used single-center datafrom MIMIC
I (n=1) or MIMIC 11 (n=4), with c ranging from 707 to 96,156
(mean 22,256; median 7852).

Because the output of areinforcement learning model isapolicy
that is not easy to evaluate, in these studies, the policy given by
the model was compared with that actually given by the doctor;
when the 2 policies differed, the effect of the reinforcement
learning model was analyzed according to the actual clinical
problem.

Discussion

From reviewed studies, we concluded that early identification
of clinical outcome prediction and prognosis assessment
contributed to approximately 80% of studies, and machine
learning—based clinical decision support applicationsinintensive
care unit could support timely bedside decision-making [15],
transform datainto more actionable insights or evidence-based
clinical rules[101], assist disease diagnosis[30], predict adverse
outcomes before they happen [ 76], enable continuous assessment
of patient responses to critical care interventions [91], allow
better management of highly complex situations and the best
treatment decisions [3], ultimately reduce clinicians burden
[52], and allow clinicians to have more time to deliver their
knowledge, experience, and human care in practice [64].

Wefound that 91% (88/97) of reviewed studies used supervised
learning methods. Unsupervised learning iscommonly used for
phenotyping or patient subgrouping [2], usually to discover new
knowledge; therefore, explaining and validating subgroups or
patterns with reasonable clinical meaning is a challenge.
Reinforcement learning model s have great potential for solving
medical decision problems;, however, to the best of our
knowledge, there is a lack of sophisticated reinforcement
learning models to guide intensive care unit decision-making
[5]. Data-driven decision support toolswill permit cliniciansto
function more efficiently, caring for more patients more safely;
however the selection of a model should be tailored to the
clinica scenario [9,10]; therefore, we need a better
understanding of which algorithms are a best fit for which
clinical scenarios.
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We aso found that many machine learning—based clinical
prediction tasks are till challenging. First, not all the data
collected from intensive care unit are good quality data or
complete[7], particularly when datafrom different sourceswere
included in one predictive model. Various data in the intensive
care unit include general available datain the electronic health
record, such as patient information, encounter information,
diagnoses, intervention, routine laboratory data, imaging, natural
language and physiologic data, as well as limited available
information in the intensive care unit, such associa information,
omicsdata, pathology, radiology, and wearabledata[103]. This
makes data preprocessing a difficult and time-consuming task.
Second, parameter optimization was used to obtain the best
parameter combination to improve model accuracy. Model
parameters need to be determined and fitted using the training
data set, and many adjustable hyperparameters must be tuned
to obtain a model with optimal performance [104]. Generally,
the more complex the model, the more parameters need to be
adjusted, and the more difficult it is to adjust the parameters.
For example, in logistic regression [74], usually only the
regularization coefficient is adjusted; and in random forest
models [53], the hyperparameters that need to be adjusted
include the number of trees, the maximum depth of the tree,
and the split criteria. Third, typically, the more complex the
model, the higher the required sample size[105]. If the sample
size is insufficient, overfitting occurs easily, which leads to
instability or inaccuracy of themodel. In some clinical scenarios,
owing to the limited sample size, the use of complex modelsis
limited [59]. Last, after developing the model, prospective
evaluation using external data sets and clinical trials should be
conducted before using the model in practice [106] to improve
confidence in machine learning predictions [7]; however,
performing strong validation of a machine learning model’s
generalizability and interpretability is challenging; internal
validation approaches, such as cross-validation and
bootstrapping, cannot guarantee the quality of a machine
learning model due to potentially biased training data and the
complexity of the validation procedure itself [107]. Lack of
technical and semantic interoperability makes harmonization
of patient datafrom one center to another costly. Asinconsistent
model results may be derived when adapting to new data sets
[108], retraining models using data from other sources would
minimize the cost and allow modelsto incorporate new clinical
Settings.

Future research should expand the innovation and exploration
using new agorithms to solve intensive care unit clinical
problems by devel oping reinforcement learning, activelearning,
and time-series analysis methods for clinical decision support.
In addition, machine learning modeling requires recognition,
understanding, and trust from intensive care unit clinicians.
Model developers must provide full explanations of modeling
methods, input, output, experimental and trial settings, clinical
scenarios, and operation methods to clinicians. With the basis
to understand, operate, and debug the outputs of a model,
clinicians can have more confidence in accepting the model
results and teke action on the basis of that model’s
recommendations.
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Abstract

Background: Inthe United States, national guidelines suggest that aggressive cancer care should be avoided in the final months
of life. However, guideline compliance currently requires clinicians to make judgments based on their experience as to when a
patient is nearing the end of their life. Machine learning (ML) algorithms may facilitate improved end-of-life care provision for
patients with cancer by identifying patients at risk of short-term mortality.

Objective: This study aims to summarize the evidence for applying ML in <1-year cancer mortality prediction to assist with
the transition to end-of-life care for patients with cancer.

Methods: We searched MEDLINE, Embase, Scopus, Web of Science, and |EEE to identify relevant articles. We included
studies describing ML algorithms predicting <1-year mortality in patients of oncology. We used the prediction model risk of bias
assessment tool to assess the quality of the included studies.

Results:  We included 15 articles involving 110,058 patients in the final synthesis. Of the 15 studies, 12 (80%) had a high or
unclear risk of bias. The model performance was good: the area under the receiver operating characteristic curve ranged from
0.72 to 0.92. We identified common issues leading to biased models, including using a single performance metric, incomplete
reporting of or inappropriate modeling practice, and small sample size.

Conclusions:  We found encouraging signs of ML performance in predicting short-term cancer mortality. Nevertheless, no
included ML algorithms are suitable for clinical practice at the current stage because of the high risk of bias and uncertainty
regarding real-world performance. Further research is needed to develop ML models using the modern standards of algorithm
development and reporting.

(IMIR Med Inform 2022;10(3):€33182) doi:10.2196/33182
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Introduction

Background

Cancer therapies, including chemotherapy, immunotherapy,
radiation, and surgery, aim to cure and reduce the risk of
recurrence in early-stage disease and improve surviva and
quality of life for late-stage disease. However, cancer therapy
isinvariably associated with negative effects, including toxicity,
comorbidities, financial burden, and social disruption. Thereis
growing recognition that therapies are sometimes started too
late, and many patientsdie whilereceiving activetherapy [1-3].
For instance, a systematic review summarized that the
percentage of patients with lung cancer receiving aggressive
treatments during the last month of their life ranged from 6.4%
to >50% [4]. Another retrospective comparison study revealed
that the proportion of patients with gynecologic cancer
undergoing chemotherapy or invasive procedures in their last
3 monthswas significantly higher in 2011 to 2015 than in 2006
t0 2010 [5]. Research has shown that the aggressiveness of care
at theend of lifein patientswith advanced cancersis associated
with extracostsand areduction in the quality of lifefor patients
and their families[4,6].

In the United States, national guidelines state that gold standard
cancer care should avoid the provision of aggressive carein the
final months of life[7]. Avoiding aggressive care at the end of
life currently requires clinicians to make judgments based on
their experience as to when a patient is nearing the end of their
life [8]. Research has shown that these decisions are difficult
to make because of alack of scientific, objective evidence to
support the clinicians' judgment in paliative or related
discussion initiation [2,9,10]. Thus, a decision support tool
enabling the early identification of patients of oncology who
may not benefit from aggressive careis needed to support better
palliative care management and reduce clinicians’ burden [2].

In recent years, there have been substantial changesin both the
type and quantity of patient data collected using electronic health
records (EHR) and the sophistication and availability of the
techniques used to learn the complex patterns within that data.
By learning these patterns, it is possible to make predictionsfor
individual patients future health states [11]. The process of
creating accurate predictions from evident patternsin past data
is referred to as machine learning (ML), a branch of artificial
intelligence research [12]. There has been growing enthusiasm
for the development of ML algorithms to guide clinical
problems. Using ML to createrobust, individualized predictions
of clinical outcomes, such as the risk of short-term mortality
[13,14], may improve care by allowing clinical teamsto adjust
care plansin anticipation of aforecasted event. Such predictions
have been shown to be acceptable for use in clinical practice
[15] and may one day become a fundamental aspect of clinical
practice.

ML applications have been developed to support mortality
predictionsfor avariety of populations, including but not limited
to patients with traumatic brain injury, COVID-19 disease of
2019, and cancers, as well as patients admitted to emergency
departments and intensive care units. These applications have
consistently demonstrated promising performances across
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studies [16-19]. Researchers have aso applied ML techniques
to create tools supporting various clinical tasksinvolved in the
care of patients of oncology, with most applications focusing
on the prediction of cancer susceptibility, recurrence, treatment
response, and survival [14,19,20]. However, the performance
of ML applications in supporting mortality predictions for
patients of oncology has not yet been systematically examined
and synthesized.

In addition, as the popularity of ML in clinical medicine has
risen, so too hasthe realization that applying complex algorithms
to big data sets does not in itself result in high-quality models
[11,21]. For example, subtle temporal-regional nuancesin data
can cause models to learn relationships that are not repeated
over time and space. This can lead to poor future performance
and midleading predictions [22]. Algorithms may also learn to
replicate human biases in data and, as a result, could produce
predictionsthat negatively affect disadvantaged groups[23,24].
Recent commentary has drawn attention to variousissuesin the
transparency, performance, and reproducibility of ML tools
[25-27]. A comparison of 511 scientific papers describing the
development of ML algorithms found that, in terms of
reproducibility, ML for health care compared poorly to other
fields [28]. Issues of algorithmic fairness and performance are
especialy pertinent when predicting patient mortality. If done
correctly, these predictions could hel p patients and their families
receive gold standard care at the end of life; if done incorrectly,
there is a risk of causing unnecessary harm and distress at a
deeply sensitive time.

Another aspect of mortality affecting the algorithm performance
is its rare occurrence in most populations. There are known
issues that are commonly encountered when trying to predict
events from data sets in which there are far fewer events than
nonevents, which is known as class imbalance. One such issue
is known as the accuracy paradox—the case in which an ML
algorithm presents with high accuracy but afailure to identify
occurrences of therare outcomeit wastasked to predict [29,30].
During the model training process, many algorithms seek to
maximize their accuracy across the entire data set. In the case
of adata set in which only 10% of patients experienced arare
outcome—as is often the case with data sets containing
mortality—an algorithm could achieve an apparently excellent
accuracy of 0.90 by simply predicting that every patient would
live. The resulting algorithm would be clinically useless on
account of itsfailuretoidentify patientswho are at risk of dying.
If handled incorrectly, the class imbalance problem can lead
algorithms to prioritize the predictions of the majority class.
For this reason, it is especialy important to evaluate multiple
performance metrics when assessing algorithms that predict
rare events.

Objective

The purpose of this systematic review is to critically evaluate
the current evidence to (1) summarize ML-based model
performance in predicting <1-year mortality for patients with
cancer, (2) evaluate the practice and reporting of ML modeling,
and (3) provide suggestions to guide futurework inthe area. In
this study, we seek to evaluate modelsidentifying patientswith
cancer who are near the end of their life and may benefit from
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end-of-life care to facilitate the better provision of care. Asthe
definitions of aggressive care at the end of life vary from
initiation of chemotherapy or invasive procedures or admission
to the emergency department or intensive care unit within 14
days to 6 months [1,4,5], we focused on <1-year mortality of
patients with cancer to ensure that we include all ML models
that have the potential to reduce the aggressiveness of care and
support the better provision of palliative care for cancer
populations.

Methods

Overview

We conducted this systematic review following the Joanna
Briggs Institute guidelines for systematic reviews [31]. To
facilitate reproducible reporting, we present our resultsfollowing
the PRISMA (Preferred Reporting Itemsfor Systematic Reviews
and Meta-Analyses) statement [32]. This review was
prospectively registered in  PROSPERO (International
Prospective Register of Systematic Reviews;, PROSPERO ID:
CRD42021246233). The protocol for this review has not been
published.

Search Strategy

We searched Ovid MEDLINE, Ovid Embase, Clarivate
Analytics Web of Science, Elsevier Scopus, and IEEE Xplore
databases from the date of inception to October 2020. The
following concepts were searched using subject headings
keywords as needed: cancer, tumor, oncology, machinelearning,
artificial intelligence, performancemetrics, mortality, cancer
death, survival rate, and prognosis. The terms were combined
using AND/OR Boolean statements. A full list of search terms
along with a complete search strategy for each database used
isprovided in Multimedia Appendix 1. In addition, wereviewed
the reference lists of each included study for relevant studies.

Study Selection

A total of 2 team members screened all the titles and abstracts
of the articlesidentified in the search for studies. A senior ML
researcher (CSG) resolved the discrepancies between the 2
reviewers. We then examined the full text of the remaining
articles using the same approach but resolved disagreements
via consensus. Studies were included if they (1) developed or
validated ML-based models predicting <1-year mortality for
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patients of oncology, (2) made predictions using EHR data, (3)
reported model performance, and (4) were origina research
published through a peer-reviewed process in English. We
excluded studiesif they (1) focused on risk factor investigation;
(2) implemented existing models; (3) were not specific to
patients with cancer; (4) used only image, genomic, clinical
trial, or publicly available data; (5) predicted long-term (>1
year) mortality or survival probability; (6) created survival
stratification using unsupervised ML approaches; and (7) were
not peer-reviewed full papers. We defined short-term mortality
as death happening within <1 year after receiving cancer
diagnostics or certain treatments for this review.

Critical Appraisal

We evaluated the risk of bias (ROB) of each included study
using the prediction model ROB assessment tool [33]. A total
of 2 reviewers independently conducted the assessment for all
the included studies and resolved conflicts by consensus.

Data Extraction and Synthesis

For data extraction, we developed a spreadsheet based on the
itemsin the transparent reporting of a multivariable prediction
model for individual prognosis or diagnosis (TRIPOD) [34]
through iterative discussions. A total of 4 reviewers
independently extracted information about sampling, data
sources, predictive and outcome variables, modeling and
evaluation approaches, model performance, and model
interpretati ons using the spreadsheet from the included studies,
with each study extracted by 2 reviewers. Discrepancies were
discussed among all reviewers to reach a consensus. The
collected data items are available in Multimedia Appendix 2
[35]. To summarize the evidence, we grouped the studies using
TRIPOD’s classification for prediction model studies (Textbox
1) and summarized the data narratively and descriptively by
group. To estimate the performance of each ML algorithm, we
averaged the area under the receiver operating characteristic
curve (AUROC) for each type of ML agorithm across the
included studies and estimated SE for 95% CI calculation using
the averaged AUROC and pooled validation sample size for
each type of ML algorithm. In addition, we conducted a
sensitivity analysis to assess the impact of studies that were
outliers either on the basis of their sample size or their risk of
bias.
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Textbox 1. Types of prediction model studies.

Study type and definition
Type la
Studies develop prediction model or models and evaluate model performance using the same data used for model development.

Type 1b

Studies develop prediction model or models and evaluate the model or models using the same data used for model development with resampling
techniques (eg, bootstrapping and cross-validation) to avoid an optimistic performance estimate.

Type 2a

Studies randomly split datainto two subsets. one for model development and another for model performance estimate.

Type2b

Studies nonrandomly split data into two subsets: one for model development and another for model performance estimate. The splitting rule can be
by institute, location, and time.

Type3

Studies develop and eval uate prediction model or models using 2 different data sets (eg, from different studies).
Type4

Studies evaluate existing prediction models with new data sets not used in model development.

Note: The types of prediction model studies were summarized from Collins et a [34].

Results such asno ML involvement, not using EHR data, or no patient

with cancer involvement, based on the title and abstract screen.

Summary of Included Studies After t'hefull-text review, Weingl uded ;.5% (15/979) of articles

) i . involving atotal of 110,058 patientswith cancer (Figure 1). We

Our search resulted in 970 unduplicated references, of which  haye provided a detailed record of the selection process in
we excluded 771 (79.5%) articles because of various reasons,  \1uitimedia Appendix 3 [36,37].

Figure 1. PRISMA (Preferred Reporting Item for Systematic Reviews and Meta-Analyses) flowchart diagram for the study selection process. ML:
machine learning.
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We present a characteristic summary of theincluded articlesin
Table 1 [36-49]. Of the 15 included articles, 13 (87%) were
model development and internal validations, and 2 (13%) were
external validations of existing models. The median samplesize
was 783 (range 173-26,946), with a median of 21 predictors
considered (range 9-5390). The target populations of the 15
articlesincluded 5 (33%) with all types of cancer, 3 (20%) with
spinal metastatic diseases, 2 (13%) with liver cancer, and 1 (7%)
each with gastric cancer, colon and rectum cancer, stomach
cancer, lung cancer, and bladder cancer. Several agorithms
have been examined in many studies. The most commonly used
ML algorithms were artificial neural networks (8/15, 53%).
Other algorithms included gradient-boosted trees (4/15, 27%),
decision trees (4/15, 27%), regularized logistic regression (LR;
4/15, 27%), stochastic gradient boosting (2/15, 13%), naive
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Bayes classifier (1/15, 7%), Bayes point machine (1/15, 7%),
and random forest (RF; 1/15, 7%). Of the 15 studies, 2 (13%)
tested their models in their training data sets by resampling
(type 1b), 9 (60%) examined their models using randomly split
holdout internal validation data sets (type 2a), 2 (13%) examined
with nonrandomly split holdout validation data sets (type 2b),
and 2 (13%) validated existing models using external data sets
(type 4). The frequent candidate predictors were demographic
(12/15, 80%), clinicopathologic (12/15, 80%), tumor entity
(7115, 47%), |aboratory (7/15, 47%), comorbidity (5/15, 33%),
and prior treatment information (5/15, 33%). The event of
interest varied across the studies, with 47% (7/15) for 1-year
mortality, 33% (5/15) for 180-day mortality, 13% (2/15) for
90-day mortality, and 7% (1/15) for 30-day mortality.
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Table 1. Characteristics of the included studies (N=15).

Luetd

Typeof cancer ~ Country  Study  Treatment Samplesize Algorithms Input features (total  Outcome
and study type number of features)
Training Testing Validating
All cancer
Senaet al Brazil 1b All 543 N/A2 N/A DTP, ANNS, ~ Comorbidity and 180-day
[38] and NBY PRO®for physical and  death
mental status assess-
ments (9)
Parikhetal  United 2a All 18,567 7958 N/A cBT andrEY Demographic, clinico-  180-day
[39] States pathologic, laboratory, ~death
comorbidity, and
electrocardiogram da-
ta (599)
Manz et a United 4 All N/A N/A 24,582 GBT Sameas Parikheta  180-day
[37] States [39] death
Bertsmaset United 2a All 14,427 9556 N/A DT, regular- Demographic, clinico- 180-day
al [50] States ized LRh, and Pahologic, genemuta-  death
GBT tions, prior treatment,
comorbidity, use of
heslth care resources,
vital signs, and labora-
tory data (401)
Elfikyeta  United 2b All 17,832 9114 N/A GBT Demographic, clinico- 180-day
[43] States pathologic, prescrip-  death
tion, comorbidity, lab-
oratory, vital sign, and
use of health carere-
sources data and
physician notes
(5390)
Non—small cell lung cancer
Hanai etal  Japan 2b Curative 125 48 N/A ANN Demographic, clinico-  1-year
[44] resection pathologic, andtumor death
entity data (17)
Gastric cancer
Nilsaz-Dez- Iran 1b Surgery 452 N/A N/A ANN Demographic, clinico- 1-year
fouli et a pathologic, tumor enti-  death
[45] ty, and prior treatment
(20)
Colon and rectum cancer
Arostegui et Spain 2a Curativeor 981 964 N/A DT andregu- Demographic, clinico- 1-year
al [46] paliative larized LR pathologic, tumor enti-  death
surgery ty, comorbidity, ASA!
prior treatment, labora-
tory, operational data,
postoperational com-
plication, and use of
health care resources
data (32)
Stomach cancer
Biglarianet Iran 2a Surgery 300 136 N/A ANN Demographic, clinico-  1-year
a [47] pathologic, and symp- death

Bladder cancer

tom data (NRJ)
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Type of cancer Country  Study  Treatment Samplesize Algorithms Input features (total ~ Outcome
and study type number of features)

Training Testing Validating
Kléneta Turkey 2a Radical 733 366 N/A Regularized ~ Demographic, clinico- 90-day
[48] cystectomy LR pathologic, ASA, co- death
morbidity, laboratory,
prior treetment, tomog-
raphy, and operational
data (NR)
Hepatocellular carcinoma
Chiu et a Taiwan 2a Liverresec- 347 87 N/A ANN Demographic, clinico- 1-year
[49] tion pathologic, tumor enti-  death
ty, comorbidity, ASA,
|aboratory, opera-
tional, and postopera-
tional data (21)
Zhangeta  China 2a Livertranss 230 60 N/A ANN Donor demographic ~ 1-year
[40Q] plant dataand recipientlab- death
oratory, clinicopatho-
logic, and image data
(14
Spinal metastatic
Karhadeet  United 2a Surgery 1432 358 N/A ANN, SVM k7 Demographic, clinico-  30-day
al [41] States | pathologic, tumor enti-  death
DT, and BPM ty, ASA, laboratory,
and operational data
23)
Karhadeet  United 2a Surgery 587 145 N/A SGB™ RF, Demographic, clinico- 90-day
a [42] States ANN, SvM, Pathologic, tumor enti- - death
and regular- ty, laboratory, opera-
ized LR tional, ECOG",
ASIA®, and prior
treatment data (29)
Karhadeet ~ United 4 Curative N/A N/A 176 SGB ECOG, demographic, 1-year
al [36] States surgery clinicopathologic, tu-  death

mor entity, laboratory,
prior treatment, and
ASIA data (23)

8NI/A: not applicable.

PDT: decision tree.

CANN: artificial neural network.

INB: naive Bayes.

€PRO: patient-reported outcome.

GBT: gradient-boosted tree.

9RF: random forest.

LR logistic regression.

IASA: American Sociological Association.
INR: not reported.

ksvM: support vector machine.

'BPM: Bayes point machine.

MSGB: stochastic gradient boosting.
"ECOG: Eastern Cooperative Oncology Group.
OASIA: American Spinal Injury Association.

ROB Evaluation

Of the 15 studies, 12 (80%) were deemed to have a high or
unclear ROB. The analysis domain wasthe major source of bias
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(Figure 2). Of the 12 model development studies, 8 (67%)
provided insufficient or no information on data preprocessing
and model optimization (tuning) methods. Approximately 33%
(5/15) of studies did not report how they addressed missing

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e33182 | p.25
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Luetd

data, and 13% (2/15) potentially introduced selection bias by  well-definedin all studies, except for 20% (3/15) of studiesthat
excluding patientswith missing data. All studiesclearly defined  did not specify their outcome measure definition and whether

their study populations and data sources, although nonejustified
their sample size. Predictors and outcomes of interest were also

the definition was consistently used.

Figure 2. Risk of bias assessment for the included studies. Risk of bias assessment result for each included study using prediction model risk of bias

assessment tool [15,35-49].
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M odel Performance

We summarize the performance of the best models from the
type 2, 3, and 4 studies (12/15,80%) in Table 2. We excluded
1 type 2b study as the authors did not report their performance
results in a holdout validation set. Model performance across
the studies ranged from acceptable to good, based on AUROC
ranging from 0.72to 0.92. Approximately 40% (6/15) of studies
reported only the AUROC values, therefore, leaving some
uncertainty about model performance in correctly identifying
patients at risk of short-term mortality. Other performance
metrics were less reported and were sometimes indicative of
poor performance. Studies reported median accuracy 0.91 (range

https://medinform.jmir.org/2022/3/e33182
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0.86-0.96; 2/15, 13%), sensitivity 0.85 (range 0.27-0.91; 4/15,
27%), specificity 0.90 (0.50-0.99; 5/15, 33%), as well as the
positive predictive value (PPV) and the negative predictive
value of 0.52 (range 0.45-0.83; 4/15, 27%) and 0.92 (range
0.86-0.97; 2/15, 13%), respectively.

Among the ML algorithms examined, al agorithms were
similarly performed, with RF dlightly better than the other
algorithms (Figure 3). Approximately 33% (5/15) of studies
compared their ML agorithms with statistical models
[39,47,48,50,51]. Differencesin AUROC between the ML and
statistical models ranged from 0.01 to 0.11, with one of the
studies reporting a significant difference (Table 2).
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Table 2. Predicting performance for the best model for each study in aholdout internal or external validation data set (N=12).

Typeof can-  Out- Train-  Vdida- Mortadi- Algo-  AU- Accura- Sendtiv- Speci-  ppyb pnpyc Calibraa Bench-
cer and study come ingsam- tion ty rate  rithm ROC® O ity ficity tion mark,
ple sample (%) model (A
AUROC)
All cancer
Manzet  180-day py/ad 24582 4.2 ceTe 089 _f 0.27 0.99 045 097 Wedl-fit —
a [37] death
Parikhet 180-day 18,567 7958 4.0 RFY 0.87 0.96 — 0.99 051 —  Wdlfit | Rgh
a[39]  death at the (0.01)
low-risk
group
Bertsmas 180-day 14,427 9556 5.6 GBT 0.87 0.87 .60 — 053 — — LR(0.11)
etal [50] death
Elfiky ¢ 180-day 17,832 9114 184 GBT 0.83 — — — — — Wwdlfit —
al [43] death
Gastrointestinal cancer
Arostegui  1-year 981 964 51 DT 0.84 — — — — — Welfit —
etal [46] death
Biglarian 1-year 300 136 375 ANNl 092 — 0.80 0.85 - = = cpPHK
etal [47] death (0.04)

Patients with bladder cancer

Klénetal 90-day 733 366 44 Regular-  0.72 — — — — — — Accm
[48] death ized LR univariate
model
(0.05)
Patients with liver cancer
Chiueta 1-year 347 87 17 ANN 0.88 — 0.89 0.50 — — — LR (0.08)
[49] death
Zhanget 1l-year 230 60 239 ANN 0.91 — 0.91 0.90 083 08 — —
al [40] death
Patientswith spinal metastasis
Karhade 30-day 1432 358 85 gpv" 0.78 — — — — — well-fit  —
etal [41] death
Karhade 1-year 586 145 54.3 sgg® 089 — — — — — Wdldfit —
etal [42] death
Karhade 1-year N/A 176 56.2 SGB 0.77 — — — — — Fairly —
etal [36] death well-fit

8AUROC: area under the receiver operating characteristic curve.
bppy; positive predictive value.

°NPV: negative predictive value.

dN/A: not applicable.

€GBT: gradient-boosted tree.

"No data available

9RF: random forest.

LR logistic regression.

'DT: decision tree.

IANN: artificial neural network.

KCPH: Cox proportional hazard.

ISignificant at the a level defined by the study.
MACCI: adjusted Charlson comorbidity index.
"BPM: Bayes point machine

OSGB: stochastic gradient boosting.
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Figure3. Pooled AUROC by machinelearning (ML) algorithm. ANN: artificial neural network; AUROC: areaunder the receiver operating characteristic
curve; BPM: Bayes point machine; DT: decision tree; GBT: gradient-boosted tree; LR: logistic regression; RF: random forest; SGB: stochastic gradient

boosting; SVM: support vector machine.
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Model Development and Evaluation Processes

Most articles (11/15, 73%) did not report how their training
data were preprocessed (Table 3). Authors of 27% (4/15) of
articlesreported their methodsfor preparing numeric variables,
with 75% (3/4) using normalization, 25% (1/4) using
standardization, and 25% (1/4) wusing discretization.
Approximately 13% (2/15) of articles used one-hot encoding
for their categorical variables. Various techniques were used to
address missing data, including constant value imputation (3/15,
20%), multiple imputation (3/15, 20%), complete cases only
(2/15, 13%), probabilisticimputation (1/15, 7%), and the optimal
impute algorithm (1/15, 7%).

Of the 13 model development studies, 9 (69%) reported their
approaches for feature selection. The approaches, including 3
model -based variableimportance, between-variable correlation,
zero variance, univariate Cox proportional hazard, forward
stepwise selection algorithm, recursive feature selection, and
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parameter-increasing method, were used aone or in
combination. Concerning hyperparameter selection, 33% (5/15)
reported their methodsto determine hyperparameters, with 60%
(3/5) using grid search and 2 (40%) using the default values of
the modeling software. Finally, 47% (7/15) used various
resampling approaches to ensure the generalizability of their
models. The N-fold cross-validation approach was the primary
strategy. Varying fold numbers were used, such as 10 (3/15,
20%), 5 (2/15, 13%), 4 (1/15, 7%), 3 repeats 10 (1/15, 7%), and
5 repeats 5-fold (1/15, 7%). One of the studies used the
bootstrapping method. Approximately 27% (4/15) of studies
did not report whether resampling was performed.

Of the 15 studies, 12 (80%) used variable importance plots to
interpret their models, 3 (20%) included decision treerules, and
2 (13%) included coefficients to explain their models in terms
of prediction generation. Other model interpretation approaches,
including local interpretable model-agnostic explanations and
partial dependence plots, were used in 7% (1/15) of studies.
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Table 3. The Model development processes and evaluations used in the included studies.

Typeand study  Data preprocessing Model optimization Interpretation
Numeric variables Categorical  Missing data Feature Hyperparameter Generdizability
variables selection value selection consideration
Typelb
Senaet al Normalization N/A2 NRP None Software default  10.fo|d CV© v|d
(38]
Nilsaz-Dez- NR NR NR Vi Grid search 5x5-fold CV \
fouli et a
[45]
Type 2a
Parikhetal NR NR Constant value  Zero variance  Grid search 5-fold CV V1 and coeffi-
[39] imputation and between- cient
variablecorre-
lation
Kléneta NR NR Completecases | osso R NR NR \
[48] only
Karhadeet  NR NR missForestmul- g9 NR 3x10-fold CV VI, PDP", and
al [42] tipleimputation LIME
Karhadeet NR NR Multipleimputar  Recursivefea= NR 10-fold CV NR
a [41] tion ture selection
Arostegui et Discretization One-hoten- Constant value RF variable Software default ~ Bootstrapping V1 and decision
al [46] coding imputation importance treerules
Bertsmaset NR NR Optimal impute None NR NR V1 and decision
a [50] algorithm treerules
Chiuet al NR NR Complete cases Univariate NR NR VI
[49] only Cox propor-
tional hazard
model
Zhangeta  Normalization One-hoten- NR Forward step- NR 10-fold CV VI
[40Q] coding wise selection
algorithm
Biglarianet NR NR NR None NR NR NR
al [47]
Type 2b
Elfikyetal NR NR Probabilistic None Grid search 4-fold CV VI
[43] imputation
Hanai etal  Standardization NR NR Between-vari- NR 5-fold CV Vi
[44] able correla-
tion and PIM/
Type4
Manz et a NR NR Constant value  N/A N/A N/A V1 and coeffi-
[37] imputation cient
Karhadeet NR NR missForest mul-  N/A N/A N/A NR
al [36] tipleimputation

8NI/A: not applicable.

BNR: not reported.

CV: cross-validation.

dv1: variable importance.

€L ASSO: least absolute shrinkage and selection operator.
LR: logistic regression.

9RF: random forest.

PpDp: partial dependence plot.
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ILIME: local interpretable model-agnostic explanation.
JPIM: parameter-increasing method.

Solutionsfor Class Imbalance

All included studies reported that the mortality rate of their
samples experienced some degree of classimbalance (Table 3).
The median mortality rate was 20.0% (range 4%-56.2%), with
2.8 deaths in training samples per candidate predictor (range
0.5-12.3) in training samples. A type 1 study discussed the
potential disadvantage of the issue and used a downsampling
approach to handle imbalanced data. No information was
provided on how the downsampling approach was conducted
and its effectiveness on model performance in an unseen data
Set.

Sensitivity Analysis

Owing to the small number of included studies, we conducted
a sensitivity analysis by including 1 study per research group
to avoid the disproportionate effects of studies from a single
group on our model performance and modeling practice
evaluation. We observed similar issues concerning model
development and eval uation practice after removing the studies
by Manz et a [37] and Karhade et a [36,41]. For model
performance, al algorithms still demonstrated good
performance, with amedian AUROC of 0.88 ranging from 0.81
to 0.89 (Multimedia Appendix 4 [36,37,41]). We detected
changesin AUROC for all algorithms except RF and regul arized
LR (ranging from —0.008 to 0.065). Stochastic gradient boosting
and support vector machine algorithms had the greatest changes
in AUROC (AAUROC=0.06 and 0.065, respectively). However,
the performance of these modelsin the sensitivity analysis may
not be reliable as both agorithms were examined in the same
study using asmall sample (n=145).

Discussion

Principal Findings

Mortality prediction is a sensitive topic that, if done correctly,
could assist with the provision of appropriate end-of-life care
for patientswith cancer. ML -based models have been devel oped
to support the prediction; however, the current evidence has not
yet been systematically examined. Tofill thisgap, we performed
a systematic review evaluating 15 studies to summarize the
evidence quality and the performance of ML-based models
predicting short-term mortality for theidentification of patients
with cancer who may benefit from palliative care. Our findings
suggest that the algorithms appeared to have promising overall
discriminatory performance with respect to AUROC values,
consistent with previous studies summarizing the performance
of ML-based models supporting mortality predictionsfor other
populations [16-19]. However, the results must be interpreted
with caution because of the high ROB across the studies, as
well as some evidence of the selective reporting of important
performance metrics such as sensitivity and PPV, supporting
previous studi es reporting poor adherenceto TRIPOD reporting
itemsin ML studies[52]. We identified several common issues
that could lead to biased models and misleading model
performance estimates in the methods used to develop and
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evaluate the algorithms. The issuesincluded the use of asingle
performance metric, incomplete reporting of or inappropriate
data preprocessing and modeling, and small sample size. Further
research is needed to establish a guideline for ML modeling,
evaluation, and reporting to enhance the evidence quality in this
area

We found that the AUROC was predominantly used as the
primary metric for model selection. Other performance metrics
have been less discussed. However, the AUROC provides less
information for determining whether the model is clinically
beneficial, as it equally weighs sensitivity and specificity
[53,54]. For instance, Manz et a [37] reported a model
predicting 180-day mortality for patients with cancer with an
AUROC of 0.89, showing the superior performance of the model
[37]. However, their model demonstrated a low sensitivity of
0.27, indicating poor performance in identifying individuals at
high risk of 180-day death. In practice, whether to stress
sensitivity or specificity depends on the model’s purpose. In
the case of rare event prediction, we believe that sensitivity will
usually be prioritized. Therefore, we strongly suggest that future
studies report multiple discrimination metrics, including
sensitivity, specificity, PPV, negative predictive value, F1 score,
and the area under the precision—recall curve, to alow for a
comprehensive evaluation [53-55].

We found no clear difference in performance between general
and cancer-specific ML models for short-term mortality
predictions (AUROC 0.87 for general models vs 0.86 for
cancer-specific models). This finding aligns with a study
reporting no performance benefit of disease-specific ML models
over general ML models for hospital readmission predictions
[56]. However, among the 15 included studies, 10 (67%)
examined ML performance in short-term mortality for only a
few types of cancer, which resulted in the ML in most cancer
types remaining unexplored and compromising the comparison.
In fact, afew disease-specific models examined in this review
demonstrated exceptional performance and have the potential
to provide disease-specific information to better guide clinical
practice [40,47]. As such, we recommend that more research
test ML models using various oncol ogy-specific patient cohorts
to predict short-term mortality to enable a full understanding
of whether disease-specific ML models can bring advantages
over limitations, such as higher development and
implementation cost.

Only 33% (5/15) of the included studies compared their model
with a traditional statistical model, such as univariate or
multivariate LR [39,47,48,50,51]. Of the 15 studies, 1 (7%)
reported that ML models were statistically more accurate,
although all studies reported a superior AUROC of their ML
model s compared with statistical predictive models. Thisfinding
supports previous studies that reported that the performance
benefit of ML over conventional modeling approachesisunclear
a the current stage [57]. Thus, athough we argue that the
capacity of ML agorithms in dealing with nonlinear,
high-dimensional data could benefit clinica practice by
identifying additional risk factors for intervening to improve
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patient outcomes beyond predictive performance, we encourage
researchersto benchmark their ML model s against conventional
approaches to highlight the performance benefit of ML.

Our review suggests that the sample size consideration is
missing for ML studies in the field, which is consistent with a
previous review [58]. In fact, none of the included studies
justified the appropriateness of their sample size, given the
number of candidate predictors used in model development.
Simulation studies have suggested that most ML modeling
approaches require >200 data points related to the outcome per
candidate predictor to reach a stable performance and mitigate
optimistic models [59]. Unfortunately, none of the included
studies met this criterion. Thus, we recommend that future
studies justify the appropriateness of their sample size and use
feature selection and dimensional reduction techniques before
modeling to reduce the number of candidate predictorsif asmall
sampleisinevitably used.

Most studies used imbalanced data sets without additional
proceduresto addresstheissue, such as over- or downsampling.
The effects of class-imbalanced data sets are unclear as
sensitivity was often unreported and widely varied when it was
reported. A study used a downsampling technique to balance
their data set [38]. However, the authors did not report their
model performance in a holdout validation data set. Thus, the
effectiveness of this approach is unknown. Moreover, the
effectiveness of other approaches, such asthe synthetic minority
oversampling technique [60], remains unexamined in this
context. Further research is needed to examine whether these
approaches can further improve the performance of ML models
in predicting cancer mortality.

Most ML models predicting short-term cancer mortality were
reported without intuitive interpretations of the prediction
processes. It has been well-documented that ML acceptance by
the larger medical community islimited because of the limited
interpretability of ML-based models [53]. Despite the
widespread use of variable importance analysis to revea
essential factors for the models in the included studies, it is
unknown how the models used the factors to generate the
predictions[61]. Asthefield progresses, global and local model
interpretation approaches have been developed to explain ML
models intuitively and visually at a data set and instance level
[61]. The inclusion of these analyses to provide an intuitive
model explanation may not only gain medical professionas
trust but also provide information guiding individualized care
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plans and future investigations [62]. Therefore, we highly
recommend that future studies unbox their models using various
explanation analyses in addition to model performance.

Limitations

This review has severa limitations. First, we did not
guantitatively synthesizethe model performance because of the
clinica and methodological heterogeneity of the included
studies. We believe that a meta-anaysis of the model
performance would provide clear evidence but should be
conducted with enough homogeneous studies[63]. Second, the
ROB of the studies may be inappropriately estimated because
of the use of the prediction model ROB assessment tool
checklist, which was developed for appraising predictive
modeling studies using multivariable analysis. Someitemsmay
not apply, or additional items may be needed because of the
differences in terminology, theoretical foundations, and
procedures between ML-based and regression-based studies.
Finally, the results of this review may be affected by reporting
biasaswe did not consider studies published outside of scientific
journals or in non-English languages. Furthermore, our results
could be compromised by the small number of included studies
and the inclusion of studies by the same group (eg, 3 studies
from Karhade et al [36,41,42]). However, we observed similar
issues with model development and performance in our
sensitivity analysis, suggesting that our evaluation likely reflects
the current evidence in the literature. Despite these limitations,
this review provides an overview of ML-based model
performancein predicting short-term cancer mortality and leads
to recommendations concerning model development and

reporting.
Conclusions

In conclusion, we found signs of encouraging performance but
also highlighted several issues concerning the way agorithms
were trained, evaluated, and reported in the current literature.
Theoveral ROB was high, and there was substantial uncertainty
regarding the development and performance of the modelsin
thereal world because of incomplete reporting. Although some
models are potentially clinically beneficial, we must conclude
that none of the included studies produced an ML model that
we considered suitablefor clinical practiceto support palliative
care initiation and provision. We encourage further efforts to
develop safe and effective ML models using modern standards
of development and reporting.
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Abstract

Background: Health kiosksare publicly accessible computing devicesthat provide accessto services, including health information
provision, clinical measurement collection, patient self—check-in, telemonitoring, and tel econsultation. Although the increasein
internet access and ownership of smart persona devices could make kiosks redundant, recent reports have predicted that the
market will continue to grow.

Objective:  We seek to clarify the current and future roles of health kiosks by investigating the settings, roles, and clinical
domains in which kiosks are used; whether usability evaluations of health kiosks are being reported, and if so, what methods are
being used; and what the barriers and facilitators are for the deployment of kiosks.

Methods: We conducted a scoping review using a bibliographic search of Google Scholar, PubMed, and Web of Science
databases for studies and other publications between January 2009 and June 2020. Eligible papers described the implementation
as primary studies, systematic reviews, or news and feature articles. Additional reports were obtained by manual searching and
querying the key informants. For each article, we abstracted settings, purposes, health domains, whether the kiosk was opportunistic
or integrated with aclinical pathway, and whether the kiosk included usability testing. We then summarized the datain frequency
tables.

Results: A total of 141 articleswereincluded, of which 134 (95%) were primary studies, and 7 (5%) were reviews. Approximately
47% (63/134) of the primary studies described kiosks in secondary care settings. Other settings included community (32/134,
23.9%), primary care (24/134, 17.9%), and pharmacies (8/134, 6%). The most common roles of the health kiosks were providing
health information (47/134, 35.1%), taking clinical measurements (28/134, 20.9%), screening (17/134, 12.7%), telehealth (11/134,
8.2%), and patient registration (8/134, 6.0%). The 5 most frequent health domains were multiple conditions (33/134, 24.6%),
HIV (10/134, 7.5%), hypertension (10/134, 7.5%), pediatric injuries (7/134, 5.2%), health and well-being (6/134, 4.5%), and
drug monitoring (6/134, 4.5%). Kiosks were integrated into the clinical pathway in 70.1% (94/134) of studies, opportunistic
kiosks accounted for 23.9% (32/134) of studies, and in 6% (8/134) of studies, kiosks were used in both. Usability evaluations of
kioskswerereported in 20.1% (27/134) of papers. Barriers(e.g., use of expensive proprietary software) and enablers (e.g., handling
of on-demand consultations) of deploying health kiosks were identified.

Conclusions: Headlth kiosks till play a vital role in the health care system, including collecting clinical measurements and
providing access to web-based health services and information to those with little or no digital literacy skills and others without
personal internet access. Weidentified research gaps, such astraining needs for teleconsultations and scant reporting on usability
eva uation methods.

(JMIR Med I nform 2022;10(3):€26511) doi:10.2196/26511
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Introduction

Rationale

Health kiosks are publicly accessible computing devices used
to provide access to a variety of services in the health care
system. In a 2009 review, Jones [1] classified health kiosks as
(1) opportunistic, placed in locations and waiting for use, and
(2) integrated, designed into the clinical process. Seven possible
rolesfor health kioskswere identified: taking medical histories,
health promotion, self-assessment, consumer feedback, patient
registration, patient accessto records, and remote consultations.

At that time, 65% of households in the United Kingdom had
internet access. By 2020, internet access had increased to 96%
of households, most (98%) with a fixed broadband connection
and 64% of households having internet access through mobile
devices [2]. Older people have started to close the digital gap
with younger age groups: recent internet use (the preceding 3
months) increased from 52% to 83% among individuals aged
65 to 74 years and from 20% to 47% among adults aged =75
years from between 2011 and 2019 [3]. Smartphone and tabl et
ownership in the United Kingdom has increased from 26% and
2% in 2011 to 78% and 58% in 2018, respectively [4]. These
trends were also reflected worldwide. For example, 318,000
health-related apps for smartphones and tablets were listed in
the app stores as of 2019 [5].

Data from the International Telecommunication Union show
that these trends are reflected worldwide:

«  The percentage of the world population with access to the
internet increased from 26% (1.8 billion people) in 2009
to 51% (4 billion people) in 2019, broken down regionally
asfollows: 7% to 6% to 28.6% in Africa, 20.6% to 54.6%
in the Arab States, 19% to 44.5% in Asia and the Pacific,
24.3% to 72.8% in the Commonwealth of Independent
States, 59.6% to 82.5% in Europe, and 46.3% to 76.7% in
the Americas.

«  Thenumber of mobile phone subscriptions per 100 people
worldwide increased from 68 in 2009 to 107.8 in 2019
(meaning that in 2019 some people had more than one
subscription).

« Fixed broadband connections per 100 people worldwide
increased from 6.9 in 2009 to 14.8 in 2019. [6].

However, these developments do not make health kiosks
redundant.

Despite these trends, various authors predict continued and even
growing use of kiosks. Chen [7] has predicted that telehealth
kiosks will be widespread by 2023. Similarly, a recent blog
piece by Kochelek [8] has stated that health kiosks will be
essentia in the changing medical landscape for the following
reasons: (1) kiosks will streamline patient check-in; (2)
human-to-human contact will be minimized by the use of kiosks,
which is vital during the coronavirus pandemic; and (3)
telehealth kiosks placed in private areas of strategic locations
will provide access to patient care for the public, and kiosksin
group homes can also provide care for individuals who are
immune compromised, reducing the need for travel and therisk
of exposure. Thus, in contrast to expectations of the death of
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kiosks because of the use of mobiletechnologies, an alternative
view isthat health kioskswill still be amajor part of the digital
health landscape in the foreseeabl e future.

With the above in mind, we saw the need to investigate the
evolution of the roles of health kiosks in the past decade and
what possible rolesthey may play in the future. We were aware
that there may have been reviews of health kiosks published
sincethework of Jones[1] in 2009, and an investigation by one
of the authorsreveal ed that the | atest review before starting this
one was published in 2013. As there have been great changes
technologically in the past 7 years, the authors believed
conducting a new review of the literature about health kiosks
was justified.

Background

Health Kiosks Versus Personal Smart Devices

As mentioned previously, the roles played by kiosks a decade
ago may now be performed by personal smart devices
(smartphones and tablets), especialy in the delivery of health
information. In 2019, 79% of adults (aged =18 years) in the
United Kingdom owned a smartphone, and tablet ownership
was estimated at 58%. However, this is subject to age
differences, as only 40% of adults aged =65 years own
smartphones [9,10]. Thus, health kiosks still play a role in
providing access to health services to this segment of the
population.

Even for smartphone and tablet owners, heath information
delivery via kiosks may still be useful as the information can
be tailored, vetted, and delivered at the point of service.
Although this may also be possible through smartphone apps,
the app would need to be properly accredited and evaluated for
accuracy, and the user would need to download it to their phone
for it to be useful. However, tailored and vetted information
delivered by a kiosk is already available without any further
action on the part of the user.

The collection of clinical measurementsiswhere health kiosks
currently outperform personal smart devices. Although there
are clinical measurement devices that can be connected to
smartphones and tabl ets, such asblood pressure (BP) monitors,
heart rate trackers, and glucose monitors, they have not yet
become widespread in use. Hedth kiosks with linked
measurement devices, such as stethoscopes, otoscopes,
dermatoscopes, pulse oximeters, and BP monitors, can collect
clinical datafor telemonitoring or synchronoustel econsultations.

Health Kiosks for Remote Consultation

Overview

Teleconsultations are now also possible on smart devices or
PCswithout the need for ahealth kiosk. Asreported in the news,
during thelockdown period caused by the COV1D-19 pandemic
of 2020, only 7 of 100 general practitioner (GP) consultations
were performed face to face, with the rest being done remotely.
However, it isinteresting to note that most of these consultations
were still being conducted through telephone or text [11,12].
The news article al so stated that there were still situationswhere
patients needed to attend a practicein person, such aswhen BP
or oxygen saturation needed to be read. These readings can be
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obtained using a properly equipped health kiosk. In away, this
isanal ogousto the existing situation of web-based banking apps
and cash machines. The availability of web-based banking has
not done away with the need for cash points, and banks have
not yet relegated them to the scrap heap. Although web-based
consultations can be facilitated through mobile devices, a
substantial number of such encounters will require some
physical examination or measurement using diagnostic
instruments, which health kiosks can provide in lieu of
face-to-face consultations. Manufacturers now provide solutions
where health kiosks could be reconceptualized as health pods,
similar to photo booths, with a private space to have
consultations along with a range of devices performing
point-of-care clinical measurements (eg, BP monitors, pulse
oximeters, and stethoscopes). Thisisparticularly useful inrural,
remote, and deprived communities. There are several telehealth
kiosk products currently on offer that follow this model. Some
examples of these are the kiosks offered by MedicSpot, Amwell,
RPM Solutions, and H4D.

MedicSpot is a web-based GP service in the United Kingdom
that allows patients to connect to a physician via kiosks placed
in pharmacies. It isavailable at =300 | ocations across the United
Kingdom. The kiosk is available for walk-in consultations
without appointments and contains medical equipment for
examinations. The service provides patients access to a
connected stethoscope; pul se oximeter; BP monitor; contactless
thermometer; and an inspection camerato check the ear, nose,
andthroat. Thisisaprivate servicethat charges£39 (US $51.70)
per consultation. MedicSpot has recently partnered with the
British supermarket chain Asda to offer in-store GP video
consultations with diagnostics [13-16].

The kiosk line of Amwell, which is based in Massachusetts,
United States, comprises a fully enclosed kiosk model,
freestanding open console kiosk, and tabletop kiosk model. Al
modelsinclude atouchscreen interface, integrated camera, credit
card reader, handset for private audio, and sanitation features.
They can be equipped with biometric and clinical measurement
devices that allow virtual monitoring of a patient’s vital signs
in real time. These include stethoscopes, otoscopes, pulse
oximeters, BP cuffs, dermatoscopes, and thermometers [17].
Signs of Amwell’s growing strength in the telehealth market
include a report that the company would be going public later
in 2020, aswell asraising US $194 million in funding by May
2020 [18].

Meanwhile, H4D, a health technology start-up based in Paris,
France, completed a €15 million (US$ 16.4 million) round of
funding in June 2020. H4D devel oped atelemedicine platform
centered on the Consult Station, which is a connected
telemedicine booth. It comprises all the necessary instruments
and sensors for physicians to consult with patients via
videoconference. The Consult Station has been deployed to
ensure continuity of care and treatment for patients who are
chronically ill and cannot be safely treated in traditional health
care facilities.

It is worth noting that the abovementioned implementations
were al in the private health sectors of the United Kingdom,
the United States, and France. The adoption of health kiosks
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for tel econsultation by government-run health systems has been
sow because of the strict rules for suppliers of equipment.
Publicly funded health systems require evidence from numerous
trials before adopting new technologies.

Health Kiosks for Responding to the COVID-19
Pandemic

Health authorities such as the World Health Organization and
the Centers for Disease Control and Prevention have strongly
urged ways of minimizing physical contact between patients
and hedth care providers, otherwise known as medical
distancing. Telehealth services are rapidly becoming one of the
primary methods of reducing heath care-related COVID-19
transmissions and protecting health personnel [19]. Telehealth
kiosks equipped with monitoring and clinical measurement
devices will allow comprehensive medical examination of the
patient while maintaining medical distancing. The need for
medical distancing isone of thedriversof theincreased adoption
of telemedicine kiosks.

In response to the COVID-19 pandemic, Elephant Kiosks
(Cornwall, United Kingdom) introduced the COVID-19
Reception Kiosk, which offers the first point of contact for
visitors and staff in workplaces, care homes, schools, and other
public places. It offers an integrated contactless temperature
check, aCOVID-19 questionnaire, and email alertsto managers
or the reception. It meetstheinfection control guidance and can
be used to support contact tracing [20].

The H4d Consult Station has al so been used to support hospitals
during the COVID-19 pandemic, notably the Ramsay Health
Vert-Galant Hospital’semergency department (ED). The station
was used to provide an initial screen and detect suspected
COVID-19 cases. Using the Consult Station, the hospital was
ableto substantially reduce nurses' intaketime and protect them
from the virus [21,22].

Health Kiosks for Remote and Rural Locations

One of the benefits of telehealth kiosks is making medical and
specialist care available to remote places that medical
professionalsrarely visit. These places can beremoterura areas
with poor infrastructure in countries such as India and Canada
[23-25] or geographically remote places such as idand
communities or offshore installations, such as Scotland [26].

Intheir study, Nachum et al [27] found that in the United States,
those who used tel econsultation kiosks were significantly more
likely to be visitors to the area rather than local people,
suggesting that a visit to the kiosk represented an opportunity
to access care when not familiar with local services. Thiscould
suggest that the implementation of kiosksin areas experiencing
high levels of tourism could help with their impact on health
care provision. For example, the remote region of Cornwall,
located on the southwesterly peninsula of the United Kingdom,
seesasmany as4 million tourism trips each year, predominantly
inthe summer, putting huge pressure on infrastructure, including
health care services [28]. In 2004, the estimated cost of the
provision of primary health care to nonresidents in Cornwall
was £4.7 million (US $6.23 million) [29]. The deployment of
teleconsultation kiosks to cater to nonresidents could ease the
pressure on local health services, especialy if less urgent
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conditions could be managed by an autonomous mode of
operation, with more urgent cases being seen live by a remote
health care professional .

Objective

To clarify how the role of health kiosks has evolved in the past
decade and what rolesthey may play in thefuture, we conducted
a scoping review. The primary objectives of this review are to
describe the scope of kiosk usein hedth care (by patients, health
care providers, or the general public), examinetherolesplayed
by health kiosks in the health care system, and investigate the
barriersto and facilitators of the deployment of kiosks. We have
developed the following research questions to address these
objectives:

«  What are the settings and health domains in which health
kiosks are deployed, and what health services are they
delivering?

« Areheathkiosk interventions eval uated for usability, which
has been identified as being important for effective digital
health [30-32]?

« Findly, what are the barriers to and facilitators of the
deployment of kiosks, especialy for teleconsultation (eg,
resources, infrastructure, and training [33])?

Methods

Overview

A scoping review is defined as atype of research synthesis that
aimsto “map theliterature on aparticular topic or research area’
[34,35]. We undertook a scoping review of the published
literature, aswell asthe gray literature available from websites
and social media. To ensure that this was comprehensive, we
alsoidentified key informants from the contacts database of the
Ehealth Productivity and Innovation in Cornwall and the Isles
of Scilly Project [36], and through a Google search, we gathered
information from them via emails and video calls.

Definition of Health Kiosk

Computerized health kiosks have been defined as“ freestanding
units containing computer programs that provide users with
information or services” [37]. For this review, we used the
following definition of health kiosks: public access computing
devices providing or collecting information at any point in the
health care journey. Kiosks are normally owned by a health
service provider but used by various members of the public.
Health application software (apps) were only included if they
were made available on a public access device; if they were
installed on personally owned devices such as smartphones,
tablets, laptops, and desktop computers, they were excluded.

Study Eligibility
Articleswere included if they met the following criteria:

«  Wereabout an actual implementation of a health kiosk and
not a specification or nonfunctional prototype

«  Were published in peer-reviewed publications, trade
publications, and web-based health information technology
publications

«  Were published in the English language
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Were published between January 1, 2009, and June 1, 2020;
we chose this period to update the previous review by Jones
[1], which was published in 2009

Articleswere excluded if they were design proposalsfor kiosks
or nonfunctioning prototypes, if the device was a personal smart
device rather than a publicly accessible device, or if they were
in alanguage other than English.

I nformation Sources and Search Terms

The first source was published in the literature. We searched
three electronic literature databases: Web of Science, PubMed
(including MEDLINE), and Google Scholar.

The primary search term was health kiosk, which we used for
all 3 databases. We trialed using the search termg health] AND
[kiosk] ANDJtouchscreen]

As used in previous reviews, this resulted in the inclusion of
papers mostly about personal smart devices such as smartphones
and tablets, which we did not classify as kiosks.

The final search terms were as follows:

+  PubMed:
((healthMeSH Terms] OR health[All Fields] OR health
JAIl  Fields)] OR “healthful”[All  Fields] OR

healthfulness[All Fields] OR healthgAll Fields]) AND
(kiosk[All Fields] OR kiosks[All Fields])) AND
((2009/1/1:2020/6/1[pdat]) AND (english[Filter]))

«  Web of Science (advanced search):
ALL=health AND ALL=kiosk

«  Google Scholar (advanced search): exact phrase
health kiosk
anywhere in the article between 2009 and 2020

Gray literature and social media were also searched using the
Google search engine for reports and publications on relevant
websites, as well as the search function on two social media
websites: Facebook and Twitter. Key informants (kiosk
manufacturers) were identified through a Google search and
the contact database of the Ehealth Productivity and Innovation
in Cornwall and the Iles of Scilly Project; they were contacted
via email and video calls. We asked the manufacturers about
the use cases of their kiosk offerings, training needs for kiosk
use, barriers and facilitators for successful deployment, and any
relevant publications. A total of 3 kiosk manufacturers from
around the world responded to our inquiries.

Study Selection

We collated citations from the literature search using the
Mendeley (Elsevier) reference management software, and
duplicate citations were eliminated. Author IDM screened the
titles and abstracts to determine whether the study met the
inclusion criteria. The studieswere classified as either included
or excluded. All articlesclassified asincluded had their full text
retrieved for further review. DA, KE, and IDM then
independently evaluated the full text of each study according
to the agreed inclusion criteria. Disagreements were resolved
by voting, with the third member serving as the tiebreaker.
Critical appraisal was not performed as we did not compare
study results, and streamlining of methods is acceptable in a
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scoping review [35]. We have presented the search resultsin a
PRISMA (Preferred Reporting Items for Systematic Reviews

Figure 1. Diagram of articles reviewed for inclusion.

Maramba et al

and Meta-Analyses) flow diagram (Figure 1). A total of 141
articles met the inclusion criteria after a full-text review.

PubMed Web of Science Google Scholar
January 1, 2009 to January 1, 2009 to January 1, 2009 to
June 1, 2020 June 1, 2020 June 1, 2020
233 Citations 274 Citations 200 Citations

Hand search

3 Citations

Citations Key informants Gray literature Social media

1 Citations 1 Citations 1 Citations 1 Citations

citations screened

Inclusion and exclusion
criteria applied after title and abstract screening

427 articles excluded

169 full-text articles assessed for eligibility

1clusion and exclusion

In
@applied

0 articles excluded
during data extraction

28 articles excluded
after full text screen

141 articles included (134 primary studies and 7 reviews)

Data Extraction and Analysis

A data extraction form was created based on the table of
published studies on health kiosks used in the paper by Jones
[1]. The extracted data items included the setting, number of
kiosks, year of publication, country of implementation, type of
access to the kiosk (opportunistic or referred), purpose of the
kiosk, health conditionstargeted by the kiosk, and whether and
how the kiosk was evaluated for usability. Other significant
information about the kiosk study was included as comments.
DA, KE, and IDM performed the data extraction. The results
were then encoded into a Microsoft Excel spreadsheet. IDM
rechecked the data extraction table for consistency, with
differencesin coding resolved through discussionsamong IDM,
DA, and KE. Frequency tables and graphs were constructed
using R (version 4.2.0) [38].

Results

Overview

We present the results of our literature search as follows: (1)
settings, purposes, and conditions addressed by the kiosks in
the included papers; (2) country of publication; (3) year of
publication; (4) type of kiosk access; (5) patient self—check-in
kiosks; (6) reporting on the usability evaluation of kiosks; (7)
telemonitoring and teleconsultation kiosks, training needs, and
barriers to and enablers of adoption.

Identified Publications

We identified 141 publications (Multimedia Appendix 1
[1,39-126]) by searching the PubMed (MEDLINE), Web of

https://medinform.jmir.org/2022/3/€26511

RenderX

Science, and Google Scholar databases (Figure 1). All but 5%
(7/141) were primary articles describing heath kiosk
implementations in clinical or community settings. Of the 7
systematic reviews, 3 (43%) were general reviews[1,39,40], 3
(43%) reviewed kiosks used for particular purposes (health
information) [41-43], and 1 (14%) reviewed studies on kiosks
used for BP monitoring [44]. The characteristics of the 141
included studies are summarized in Multimedia Appendix 1.

Settings, Purposes, and Conditions

In the 134 primary studies, the most frequent setting (n=61,
47%) was secondary care, which was subdivided into specialty
and outpatient clinics (n=34, 54%), EDs (n=26, 43%), and
inpatient settings (n=5, 8%). The most frequently cited purpose
(45/134, 33.6%) was providing health information (Table 1).
Kiosk implementation most frequently targeted multiple health
domains or conditions, followed by HIV. The setting specialty
clinicsincluded clinics such as sexual health and cancer clinics,
where patients are referred from primary care and hospital
department outpatient clinics. EDs are acute care centers,
including accident and EDs within hospitals. Primary care
settingsincluded general practices, family medicineclinics, and
community clinics. Community refers to the settings in which
kioskswere deployed in nonclinical venues, including churches
[45,46] and community centers [45,47]. Multiple refers to the
implementation of kiosks in multiple categories; for example,
in both a community pharmacy (retail outlet for medications
and other health care-related products) and a library [48] or
simultaneously in a nonclinical (eg, a socia service agency, a
church, aschool, and acoffee shop) and aclinical (primary care
clinic) setting [49].
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Table 1. Summary of settings, purposes, and health domains for the primary studies (N=134).

Categories Values, n (%)
Settings
Secondary care 63 (47)
Specialty clinic 34 (54)
Emergency department 26 (41)
Hospital inpatient 5(8)
Community 32(23.9)
Primary care 24 (17.9)
Pharmacy 8(6)
Multiple 7(5.2)
Purposes
Health information 47 (35.1)
Clinical measurements 28 (20.9)
Screening 17 (12.7)
Telehealth 11(8.2)
Patient registration 8 (6)
Patient feedback 6 (4.5
Medication adherence 6 (4.5)
Patient outcomes data 5(3.7)
Other 3(2.2)
Petient triage 3(2.2)
Health domains
Multiple conditions 33(24.6)
HIV 10 (7.5)
Hypertension 10(7.5)
Pediatric injuries 7(5.2)
Health and well-being 6 (4.5
Medication 6 (4.5)
Cardiovascular disease 5(3.7)
Mental health 4(3)
Sexual health 4(3)
Acute care—emergency department 322
Dementia 3(2.2)
Others 43(32.1)

Table 2 shows the purposes of the kiosks arranged according
to the setting. The most frequent purpose of kiosksin secondary
care settings was health information, followed by screening and
patient registration. In primary care settings, the most frequent
purpose was likewise health information, followed by clinical
measurements and medi cation adherence. This agrees with the
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findings of areview by Joshi and Trout [42], where most (58%)
health information kiosks were found in clinical settings. The
review concluded that health information kiosks were feasible
mediums for disseminating health information among various
users in clinica and community settings, particularly if
computer-based tailoring is used.
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Table 2. Purposes of the most frequent settings (N=134).
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Purpose Settings, n (%) Total, n (%)
Secondary care Community Primary care Pharmacy (n=8) Multiple (n=7)
(n=63) (n=32) (n=24)
Health information 23(37) 7(22) 12 (50) 1(13) 4(57) 47 (35.1)
Clinical measurements 3(5) 12 (28) 7 (29) 5(63) 1(14) 28(20.9)
Screening 12 (19) 4(13) 1(4) 0(0) 0(0) 17 (12.7)
Telehealth 0(0) 8(25) 0(0) 1(13) 2(29) 11(8.2)
Patient registration 7(1) 0(0) 1(4) 0(0) 0(0) 8 (6)
Patient feedback 5(8) 0(0) 1(4) 0(0) 0(0) 6 (4.5
Patient outcomes data 6 (10) 0(0) 0(0) 0(0) 0(0) 6 (4.5)
M edication reconciliation 3(5) 0(0) 2(8) 0(0) 0(0) 5(3)
Other 1(2) 1(3) 0(0) 1(13) 0(0) 3(2.2)
Patient triage 3(5) 0(0) 0(0) 0(0) 0(0) 3(2.2)

For kiosksingtalled in community settingsand retail pharmacies,
the most frequent purpose wasto collect clinical measurements.

For kiosks installed in specialty and outpatient clinics in
secondary care, sexua health was the most frequent condition
addressed by kiosks (4/134, 3%) [50-53], followed by
breastfeeding (3/134, 2.2%) [54,55], cancer (2/134, 1.5%)
[56,57], chronic kidney disease (2/134, 1.5%) [58,59], HIV
(2/134, 1.5%) [60,61], mental health (2/134, 1.5%) [62,63], and
orthopedics (2/134, 1.5%) [64,65], with other conditions making
up the remaining implementations (12/134, 9%), as shown in
Table 3.

In kiosks deployed in EDs, the most frequently encountered
health domains were HIV, acute care, and asthma. The HIV
screening process in the ED was streamlined using kiosks
(71134, 5.2%) [66,67]. The privacy and relative anonymity of
HIV screening via kiosks are reasons cited for the successful
deployment of kiosks for this purpose, as patients preferred
screening via kiosks rather than by a person, possibly as they
felt more secure disclosing intimate detail sto acomputer screen
than to a person [68,69]. Kiosks were also able to increase
patient knowledge about HIV testing [60,61,70]. Other
conditions that were screened using kiosks were dementia
(3/134, 2.2%), mental hedth (2/134, 1.5%), domestic
violence/home safety (2/134, 1.5%), alcohol and drug use
(1/134, 0.7%), dermatology (1/134, 0.7%), and urinary tract
infection (1/134, 0.7%). Dementia screening took placein kiosks
deployed in community settings, aswell asfor dermatology, in
which the kiosk was equipped to take images of skin lesions
[71]. One of the mental health screening kiosks was set in
primary care and the other in secondary care, and all other
screening kiosks were deployed in secondary care, mostly in
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acute care/EDs. In the case of kiosks deployed in the community
for screening, the situation is quite similar to asynchronous
internet-based medical consultations.

Kiosks aided in the provision of acute care in the ED by
performing patient triage, reliably collecting patient data, and
significantly improving thetimeto identify new arrivals[72,73].
Other usesin the acute care pathway in the ED included patient
registration [74] and medication adherence [75].

Primary care kiosks most frequently dealt with multiple
conditions (7/134, 5.2%) [76-82], followed by cardiovascular
disease (2/134, 1.5%) [83,84], genera health and well-being
(2/134, 1.5%) [85,86], hypertension (2/134, 1.5%) [87,88], and
pediatricinjuries (2/134, 1.5%) [89,90]. The community kiosks
were for multiple conditions (8/134, 6%) and general health
and well-being (2/134, 1.5%). Other conditions such as
cardiovascular disease, dental health, dermatology, hypertension,
infant mortality, pediatrics, and increasing social contact made
up therest (7/134, 5.2%). In studies where kiosks were deployed
in pharmacies, the targeted health domains were hypertension
[91-93], genera health and well-being [94], and obesity [95].
In one of the studies, users accessed their personal health records
through a kiosk at the pharmacy [96].

We examined the papers to determine if multiple papers
evaluated the same kiosk system. A careful examination of the
papers by authorship and system description reveal ed that 20.9%
(28/134) of the primary studies were about 9 distinct kiosk
systems. The 28 papers covered the settings, purposes, and
conditions described in Table 4.

Thus, there were 115 distinct kiosk systems described in the
134 papers.
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Table 3. Conditions and settings (N=134).

Condition Setting, n (%) Total, n (%)

Secondary care Community Primary care Pharmacy (n=8) Multiple (n=7)

(n=63) (n=32) (n=24)
Multiple conditions 5(8) 16 (50) 7(29) 2(25) 3(43) 33(24.6)
HIV 10 (16) 0(0) 0(0) 0(0) 0(0) 10(7.5)
Hypertension 1(2) 3(9) 2(8) 4(50) 0(0) 10 (7.5)
Pediatric injuries 4(6) 13 2(8 0(0) 0(0) 7(5.2)
Health and well-being 0(0) 3(9) 2(8) 1(13) 0(0) 6 (4.5)
Medication 4(6) 0(0) 2(8 0(0) 0(0) 6 (4.5)
Cardiovascular disease 1(2 1(3) 2(8) 0(0) 1(19) 5@3.7)
Mental health 3(5 0(0) 1(4) 0(0) 0(0) 4(3)
Sexua health 4(6) 0(0) 0(0) 0(0) 0(0) 4(3)
Acute care—ED? 3(5) 0(0) 0(0) 0(0) 0(0) 3(2.2)
Breastfeeding 3(5 0(0) 0(0) 0(0) 0(0) 3(2.2)
Cancer 2(3) 0() 1(4) 0(0) 0(0) 3(2.2)
Dementia 0(0) 3(9) 0(0) 0(0) 0(0) 3(2.2)
Pediatrics 2(3) 1(3) 0(0) 0(0) 0(0) 3(2.2)
Smoking 12 0(0) 1(4) 0(0) 1(14) 3(2.2)
Asthma 2(3) 0(0) 0(0) 0(0) 0(0) 2(L5)
Chronic kidney disease 23 0(0) 0(0) 0(0) 0(0) 2(1.5)
Diabetes 0(0) 0(0) 0(0) 0(0) 2(29) 2(L5)
Domestic violenceor home safety 2 (3) 0(0) 0(0) 0(0) 0(0) 2(15)
Obesity 0(0) 0(0) 1(4) 1(13) 0(0) 2(L5)
Orthopedics 23 0(0) 0(0) 0(0) 0(0) 2(1.5)
Alcohol and drug use 1(2 0(0) 0(0) 0(0) 0(0) 1(0.7)
Cervical cancer 0(0) 0(0) 14 0(0) 0(0) 1(0.7)
Childhood obesity 0(0) 0(0) 14 0(0) 0(0) 1(0.7)
Dental health 0(0) 13 0(0) 0(0) 0(0) 1(0.7)
Dermatology 0(0) 1(3) 0(0) 0(0) 0(0) 1(0.7)
Dog bites 1(2) 0(0) 0(0) 0(0) 0(0) 1(0.7)
Environmental health 1(2 0(0) 0(0) 0(0) 0(0) 1(0.7)
Food safety 1(2) 0(0) 0(0) 0(0) 0(0) 1(0.7)
General medicine 1(2 0(0) 0(0) 0(0) 0(0) 1(0.7)
Genetic study 1(2) 0(0) 0(0) 0(0) 0(0) 1(0.7)
Health care environment 1(2 0(0) 0(0) 0(0) 0(0) 1(0.7)
Infant mortality 0(0) 13 0(0) 0(0) 0(0) 1(0.7)
Organ donation 0(0) 0(0) 1(4) 0(0) 0(0) 1(0.7)
Patient communication 1(2 0(0) 0(0) 0(0) 0(0) 1(0.7)
Radiology 1(2 0(0) 0(0) 0(0) 0(0) 1(0.7)
Rehabilitation 1(2) 0(0) 0(0) 0(0) 0(0) 1(0.7)
Socia contact 0(0) 1(3) 0(0) 0(0) 0(0) 1(0.7)
uTIP 1(2) 0(0) 0(0) 0(0) 0(0) 1(0.7)

3ED: emergency department.
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byTI: urinary tract infection.

Table 4. Kiosk systems described by multiple papers (N=28).

Kiosk system name Country Papers, n (%) Settings Purposes Conditions
Telehealth Wellness Kiosk [97,98] Unites States 2(7) Community Telehedth Multiple
HPV Project Kiosk [52,53] Unites States 2(7) Secondary care Health information Sexua health
HIV Screening Kiosk [66-69,99-102] Unites States 8(29) Secondary care Screening HIV
APHID Kiosk [103-106] Unites States 4(14) Primary or secondary ~ Medication adherence  Medication
care
PEMT Kiosk [54,55,107] Unites States 3(11) Secondary care Health information Breastfeeding
My Kidney Care Centre [58,59] Canada 2(7) Secondary care Patient outcomes Chronic kidney
disease
KI1O kiosk [108,109] Unites States 3(1)) Community Screening or patient Dementia
outcomes
e-KISS kiosk [50,51] Unites States 2(7) Secondary care Health information Sexual health
Safety in Seconds kiosk [110,111] Unites States 2(7) Secondary care Health information Pediatric injuries

Country of Kiosk Installation

The countries where the 115 kiosk systems were deployed and
their corresponding settings are listed in Table 5.

Table 5. Countries and settings of included studies (N=134).

Country Community Multiple Pharmacy Primary care Secondary care  Total, n (%)
(=32,n(%)  (n=7),n(%) (=8),n(%)  (n=24),n(%)  (n=63),n (%)

United States® 17 (53) 6 (86) 3(39) 15 (63) 40 (63) 81 (60.4)
Canada® 0(0) 0(0) 2(25) 0(0) 3(5 5(3.7)
United Kingdom?® 2(6) 0(0) 1(13 2(8) 1(2) 6 (4.5)
Germany? 0(0) 0(0) 1(13 0(0) 2(3) 3(22)
India? 2(6) 0(0) 0(0) 0(0) 1(2) 3(2.2)
South Korea® 13 0(0) 0(0) 0(0) 2(3) 3(2.2)
New Zealand® 2(6) 0(0) 0(0) 0(0) 1(2) 3(2.2)
Portugal® 0(0) 1(14) 0(0) 1(4) 0(0) 2(L5)
Singapore® 0(0) 0(0) 0(0) 2(8) 0(0) 2(L5)
Australia® 13 0(0) 0(0) 0(0) 0(0) 1(0.7)
Brazil® and Portugal® 13 0(0) 0(0) 0(0) 0(0) 1(0.7)
Japan® 10 0(0) 0(0) 0(0) 0(0) 1(0.7)
Kenya’ 13 0(0) 0(0) 0(0) 0(0) 1(0.7)
The Philippines? 0(0) 0(0) 1(13) 0(0) 0(0) 1(0.7)
Sweden® 0(0) 0(0) 0(0) 1(4) 0(0) 1(0.7)
United States and Canada® 13 0(0) 0(0) 0(0) 0(0) 1(0.7)

@High-income country.
B ower middle-income country.
®Upper middle-income country.

Most kiosk studies were conducted in the United States, Of the 115 installed kiosk systems, Canada and the United
accounting for 70.4% (81/115) of the installed kiosk systems.  Kingdom had 5 (4.3%) and 6 (5.2%) systems, respectively, and
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Germany, India, South Korea, and New Zealand contributed 3
(2.6%) systemseach. Thelistincludes 11 high-income countries
(Australia, Canada, Germany, Japan, New Zealand, Portugal,
Singapore, South Korea, Sweden, the United Kingdom, and the
United States), 1 upper middle-income country (Brazil), and 3
lower middle-income countries (India, Kenya, and the
Philippines), as classified by the World Bank [112]. On the
basis of the included primary studies, high-income countries
had a higher proportion of kiosks situated in secondary care,

Maramba et al

whereas upper and lower middle-income countries had agreater
proportion of kiosks deployed in primary care, the community,
and pharmacies.

Number of Studies Published Per Year

The studiesincluded in the review were published in the period
covering 2009 to 2020 (Table 6). The included 134 primary
studies represent an almost 6-fold increase from the 25 studies
cited by the review by Jones[1] published in 2009.

Table 6. Number of primary studies published per year from 2009 to 2020 (N=134).

Year Studies, n (%)
2009 5(3.7)
2010 10 (7.5)
2011 13(9.7)
2012 8(6)
2013 19 (14.2)
2014 17 (12.7)
2015 13(9.7)
2016 11(8.2)
2017 14 (10.4)
2018 12(9)
2019 8(6)
2020 403

Type of Kiosk Access

Most (94/134, 70.1%) of the kiosks described in the included
papers were integrated into clinical pathways (Table 7) and
were cited mostly in secondary care (specialty clinics, EDs, and
hospital inpatient clinics) and primary care facilities. The most
common uses of these kiosksweredelivering healthinformation,

Table 7. Type of accessto health kiosk (N=134).

clinical measurements, and screening. Opportunistic kiosks
were described in approximately aquarter of theincluded studies
and were most often found in community settings, clinical
settings, and pharmacies. The most frequent uses of
opportunistic kioskswerefor delivering health information and
taking clinical measurements.

Setting Type of access, n (%) Total, n (%)
Integrated (n=94) Opportunistic (n=32) Both (n=8)

Secondary care 54 (57) 9(28) 0(0) 63 (47)

Community 16 (17) 11 (34) 5 (63) 32(23.9)

Primary care 18 (19) 5(16) 1(13) 24 (17.9)

Pharmacy 3(3) 5 (16) 0(0) 8(6)

Multiple 3(3) 2(6) 2(25) 7(5.2)

Patient Self—check-in Kiosks

One type of kiosk that has been widely deployed over the past
decade is the patient self—check-in kiosk in general practices,
outpatient clinics, and hospitals. In the United Kingdom, the
rise of the electronic patient self—check-in kiosk can be traced
to a guide released by the National Health Service (NHS) in
2009, entitled Improving access, responding to patients: A
“how-to” guidefor GP practices. The guideincluded a section
on self-service check-in screens, which would allow patientsto
check themselves in for an appointment quickly [113]. The
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guideincluded practicd tipson deployment, including estimated
acquisition and maintenance costs. We could not find any
officia figuresfor the number of self—check-in kiosksin general
practices and hospitals in the United Kingdom. The best data
we could find was that avendor of patient self-check-in software
for GP surgeries estimated that their system had been used 30
million times since April 2018 [114]. Given that there are
approximately 300 million GP appointments per year in the
NHS [115], this vendor would account for 5% of patient
appointments in the NHS in a 2-year period.

JMIR Med Inform 2022 | vol. 10 | iss. 3 |e26511 | p.45
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

We found only a few studies in our literature search that
evaluated patient self—check-in kiosks. These studies showed
statistically significant reductions in waiting times for patients
who checked in using the kiosks compared with those who did
not [65,74]. What was surprising was the small number of
studies in the published academic literature, given the growing
adoption of patient self—check-in screens over the past 10 years.
However, it may be that the studies were performed as service
evaluations rather than academic research and not submitted
for academic publication.

Table 8. Usability evaluations of health kiosks (N=27).

Maramba et al

Reporting on the Usability Evaluation of Kiosks

Of the 7 reviews retrieved, 3 (43%) mentioned usability as one
of the outcomes reported in their included studies [40,42,43].
However, none of the reviews in the included literature
mentioned the types of usability evaluation methodsused in the
included studies. Usability evaluations of health kiosks were
reported in 20.1% (27/134) of the included primary studies,
slightly higher than the 16% reported in a systematic review by
Joshi and Trout [42].

The methods used for usability evaluation in 27 studies are
listedin Table 8.

Methods

Values, n (%)

Questionnaires
Validated questionnaires
Focus groups

Interviews

Completion rates

Error rates

Multiple methods
Heuristic evaluation
Think-aloud

Click recording

Visual observation

13 (48)
3(11)
3(11)
7(26)
4(15)
2(7)
10 (37)
3(11)
8(22)
2(7)
5(19)

Although questionnaires were the most frequently used usability
evaluation method, only 11% (3/27) of studies used validated
guestionnaires, namely the System Usability Scale, the
Technology Acceptance Model, and the Perceived
Usefulness/Perceived Ease of Use questionnaire. Validated
guestionnaires enable researchers to compare their results with
those of other studies. Questionnaires are subjective and
guantitative methods. Some of the studies used qudlitative
methods such as focus groups, interviews, behavioral
observations, and think-al oud sessions (8/27, 22%). Qudlitative
methods are usually used during the developmental stages.
Objective methods were aso used, such as completion times,
error rates, and click recordings. Heuristic evaluation, using a
checklist of desired heuristic features, was used only in asmall
minority of the studies (3/27, 11%). Approximately half of the
studies (10/27, 37%) used >1 method of usability evaluation.
Approximately 37% (10/27) of usability evaluations of health
kioskswere abletoidentify usability issues. Most (16/27, 59%)
reported that the users found the health kiosks easy to use.

Telemonitoring Kiosks

Approximately 7.5% (10/134) of papers described the use of
kiosks to deliver some form of telemonitoring or
teleconsultations between 2011 and 2014. Most papers (6/10,
60%) described kiosksimplemented in retirement communities
for the use of older adults. Approximately 30% (3/10) of papers
related to the same kiosk for aresidential community of older
adults in New Zealand [97,98,116]. Another kiosk was

https://medinform.jmir.org/2022/3/€26511

implemented in an urgent care pharmacy [27], and another,
aimed at community-dwelling older adults, was tested in a
laboratory setting [117]. One of the kiosks, not yet widely
implemented, was deployed in arura community health center
[118].

Approximately 80% (8/10) of papersdescribed 5 different kiosks
that provided telemonitoring services, including monitoring of
vital signs such as BP and oximetry. These kiosks included a
screen but did not allow for 2-way live communication with a
health care provider. Telemonitoring kiosks aimed at older
adults often also included measures of cognitive performance
and the opportunity for residents to engage with educational
videos and brain fithess games. Health information collected
by the kiosk was transmitted electronically to relevant health
care professionals who could monitor ongoing conditions such
as hypertension [119] and cognitive decline[120,121]. In some
cases, users were also able to download their information and
observe changes over time[97,98,116]. A kiosk designed for a
rural community center in India, athough not yet widely
implemented, also included functions that enable the detection
of malaria and tuberculosis and upload of radiology images
[118].

Teleconsultation Kiosks

Of the 20% (2/10) of papers that outlined kiosks that offered
the opportunity for usersto interact in alive 2-way consultation
with a health care professional, one of them, HealthSpot, isno
longer in operation. We will discuss the history of HealthSpot
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in greater detail in the following sections. The kiosk that is still
in operation has been implemented in 7 urgent care pharmacies
across New York City and included audiovisual equipment
enabling aweb-based consultation with an ED physician, aBP
cuff, a pulse oximeter, and a thermometer [27]. This provider
also offered the same service but viaamabile app. The authors
reported that out of a total of 1996 web-based consultations
conducted, only 238 were at kiosks, and the daily use of each
kiosk location was low. However, people who used the kiosks
were less likely to experience technical difficulties compared
with those who used the app. Interestingly, the authors also
found that those who used the kiosks were significantly more
likely to be visitors to the area than local people, suggesting
that a visit to the kiosk represented an opportunity to access
care when not familiar with local services.

Training Needs for mplementing Kiosks for
Telemonitoring and Teleconsultations

Only 20% (2/10) of papers detailing kiosks providing
telemonitoring or tel econsultation services described thetraining
required to implement the kiosk. Wilamowskaet a [116] briefly
noted that the kiosk vendor organized 2 training sessions to
familiarize the research team members with the design and
details of the kiosk and its output data. Training for end users
(older adults) was not described [116].

Resnick et al [119] described how their kiosk for older adults
incorporated training for both researchers and end users [119].
Retirement center employees and researchers were first taught
how to use the device by the kiosk developers. The research
staff then trained older people on how to use the kiosk
equipment. No further details on what the training involved
were included in the paper. However, nearly al older adults
reported being very comfortable with the technology; 81%
reported that it was easy to use, and 98% reported that they
would recommend it to others. However, analysis of compliance
datareved ed that kiosk use decreased over time, and the authors
suggested that enhanced training on the use of equipment may
facilitate the continued use of the kiosk following the initial
honeymoon period.

Barriersto and Enablers of Teleconsultation Kiosk
Adoption

The experience of the telemedicine kiosk pioneer HealthSpot
provides a good understanding of barriers to adoption.
HealthSpot was founded in 2010 and raised approximately US
$46.7 million in funding. It also attracted several big-name
partners such as Xerox, MetroHeath, Mayo Health, Kaiser
Permanente, the Cleveland Clinic, and Rite Aid (thethird largest
retail pharmacy chain in the United States). HealthSpot's
telemedicine kiosk was fully enclosed and used proprietary
cloud-based software and was equipped with high-definition
videoconferencing, a BP cuff, thermometer, stethoscope,
otoscope, dermatoscope, and a built-in weighing scale [122].
Despite this promising start, HealthSpot ceased operations in
December 2015.

Mudumba[123] and Chen [ 7] enumerated the following reasons
for the failure of HealthSpot:
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«  Too much time spent on the academic validation of kiosk
functionality rather than vetting the business model in the
market

«  Requires prescheduling appointments for HealthSpot kiosk
users, which goes against the utility aspect of telehealth

« Nointegration with mobile health platforms

« Inadequate planning for scaling

«  Thetarget market was too small

The HealthSpot kiosk used proprietary videoconferencing
software, whose high cost weakened the HealthSpot business
model. According to Chen [7], kiosks need to cost <US $5000
per unit for the business model to succeed. These lessons must
be considered when companies attempt to enter the telehealth
kiosk market.

Some other studies also mentioned barriers to and enablers of
kiosk adoption. Venkatesh [23] noted that advice from strong
and weak ties was an enabler of kiosk adoption by mothers.
Conversely, hindrance from strong and weak ties was a barrier
to kiosk adoption [23]. Ackerman [124] investigated the reasons
for nonadoption of akiosk to screen for urinary tract infection
in an ED setting. The kiosk had previously been successfully
adopted in an urgent care clinic setting. The research showed
that kiosk algorithmswere not adaptable to changing situations
in abusy emergency room. Theresearchersaso failed to involve
triage nurses in the devel opment of the system, which resulted
in disengagement and a nonsupportive attitude toward the kiosk.

Discussion

Principal Findings

In thisreview, we sought to describe the current rolesthat health
kiosks play in the health care system in terms of settings,
purposes, health domains, and type of kiosk (opportunistic or
integrated into a care pathway), as reported in the existing
literature. We also investigated the use of kiosks for patient
self—check-in, the extent of reporting of the usability evaluation
of health kiosks, and the factors that affect the use of kiosksfor
remote consultations. We identified that clinical settings still
comprised most (87/134, 64.9%) sites for health kiosks, and
community settings accounted for some (32/134, 23.9%) of the
kiosk installations in the included studies. Retail pharmacy
settings comprised 5.9% (8/134) of the included studies.
However, BP kiosks have long been deployed in pharmacies
for quite sometime. In 2012, Alpert [91] reported that 1 million
BP readings per day were recorded in BP kiosksin pharmacies.
Currently, kiosks with more functions are being deployed in
pharmacies, including drug dispensing [125], teleconsultation
[13], drug disposal, and health measurements and information
kiosks [126].

Comments on the Findings

Country of Kiosk I nstallation, Clinical I ntegration,
Increasein Publication, and Usability of Kiosks

When looking at the countries of installation, high-income
countries dominate in the studies on health kiosks included in
our review, accounting for 73% (11/15) of the countries where
kiosks were installed. Regarding countries and settings, it can
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be noted that high-income countries have a larger proportion
of kiosks in secondary care settings, whereas upper and lower
middle-income countries tend to have their kiosks installed in
community and primary care settings. This reflects the more
advanced health infrastructure of high-income countries, which
can afford to deploy information technology solutions in their
health systems. A study on barriers to and facilitators of the
deployment of health kiosks in Iran, an upper middle-income
country, listed alack of resources as one of the barriers[127].
A report from the World Health Organization / World Bank in
2017 stated that half of the world's population still lacks access
to essentia health services [128]. In situations where health
resources are in short supply, kiosks will probably not be high
inthelist of priorities.

Kiosks are more likely to be integrated into a clinical pathway
(94/134, 70.1%), especially if they were in a clinical setting.
Community kiosk installations were evenly divided between
integrated access and opportunistic/dual access. In both clinical
and community settings, health information and clinical
measurements were the most frequent purposes for kiosks.

The 6-fold increase in publications on health kiosks is an
indication of the growing use of computerized kiosks in health
care. This also coincides with the increased growth of the
computerized kiosk market in other sectors, such as retail,
hospitality, and banking, during the same period [129].
However, there has been a drop in the number of publications
per year since 2013, which could lead to the conclusion that
there has been a decrease in the relevance and interest in health
kiosks since that year. However, another explanation could be
that because of the continued growth of the use of health kiosks
and self-servicekiosksin general since 2010, as stated in market
research reports, the use of health kiosks has become more
normalized since 2013, such that fewer researchers are
publishing work in this areain the same way that there are few
research papers about airline check-in kiosks and automated
teller machines.

The proportion of health kiosk studies that include a usability
evaluation of the kiosk has not changed much since 2014 and
isin the minority (<20%). Thisis consistent with the low rate
of reporting on usability evaluations of digital health
technologies in general [31]. There is also a lack of use of
validated questionnaires for usability evaluations, making
comparisons of usability between studies difficult. As user
experience evaluations are now required for the commissioning
of new digital health devices[130], manufacturers who wish to
enter and devel op products in the growing health kiosk market
will need guidance, capacity, and capability building in user
experience evaluation.

Limitations and Strengths of the Review

Thisreview has afew limitations. We were only able to search
for papers published in English, which may have excluded
several papers about health kiosks that were not published in
English. This means that we were not able to include papers
about kiosks installed in countries such as China, Japan, South
Korea, and others if they were published in a language other
than English. We were also constrained to reduce our search
terms, as the use of the term touchscreen (as was done in the
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2009 review by one of the authors) resulted in the inclusion of
many papers on smartphones and tablets, which were clearly
not kiosks. In addition, the term kiosk is not part of acontrolled
vocabulary (eg, Medical Subject Heading). We deliberately
excluded papers on proposed kiosks, including only papers on
actual kiosk installations. Some of these kiosk proposals may
have become actual kiosks in the interim; however, we would
have no way of knowing which one was successfully
implemented. The quick pace of technological change also
outstrips the pace of academic publishing; hence, we aso
included information gathered from web search engines and
key informants. Finally, the competitive nature of digital health
technology makes information about development methods
closely guarded trade secrets, which makes the publication of
these methods in academic journals unlikely.

Wewere aware that there were existing reviews on health kiosks
before we started this scoping review. Our search identified 7
prior reviews, the latest of which was published in 2013. It was
our consensus that in the 7 years since the last review, there
were sufficient technological advancesto warrant anew review.
In the process of writing the findings of this review, a new
systematic review of integrated health kiosks was published
[131]. This review only covered publications up to 2018 and
only included 37 articles. Our review covers publications from
January 2009 to June 2020 and includes 137 articles. Thus, one
of the strengths of our review is that it is more timely and
comprehensive and complements the findings of previously
published reviews.

Implications of the Findings

Kiosk Adoption: Barriersand Enabler sand Training Needs

A recent qualitative study of 20 experts in Iran investigated
their perceptions of the barriersto and facilitators of health kiosk
adoption [127]. They identified lack of resources, low digital
literacy, and resistance from health system officials as some of
the barriers to adoption. On the other hand, high internet and
electric power penetration rates, deployment of telemedicine,
and integrated management of health services were cited as
facilitators for adoption. The barriers to and enablers of kiosk
adoption were mentioned in only afew of the studies included
in our review; thus, there is a need for further research on this
topic.

The current success of MedicSpot in the United Kingdom
contrasts greatly with the failure of HealthSpot in the United
States. MedicSpot follows the points made by Chen [7] and
Mudumba[123] by allowing walk-in consultations, integrating
with a mobile platform, and planning carefully for scaling.
MedicSpot was shortlisted for the Digital Innovation Team of
the Year at the 2019 British Medical Journal Awards [16].

Thisbrings usto the need for training in using health kiosksfor
teleconsultation. Although most of the included papers about
kiosks for telemonitoring and tel econsultations were aimed at
older adults with less technical experience, it is surprising that
end user training needs are not frequently described in more
detail. It is possible that kiosk use with touch screens has been
normalized in other areas of daily living (eg, banking and
supermarket shopping), and thus, their useis seento beintuitive.
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Thelack of training may also reflect that, in some cases, akiosk
may be accompanied by atrained person to support the use and
management of technical issues. This may be in accordance
with previous NHS guidance that recent technology be
introduced together with someone who can assi st inexperienced
users [113]. Thisis aso being practiced in the Danish chronic
obstructive pulmonary disease briefcase telemedicine
intervention, where the patient’s equipment was installed by a
technician who also provided instructions on how to switch the
system on and off and how to position the finger clip pulse
oximeter [132]. The learning needs of health professionalsin
using video calls to support patients have been successfully
identified through workshops [133]. A similar methodology
can be used to create training programs for health care
professionals to use video calls for teleconsultations.

Patient Self—check-In Kiosks

The adoption of patient self—check-in kiosks has had its share
of criticism and negative news reports. An opinion piece by
Williamson [ 134] warned that theimpersonality of these systems
is contrary to general practice's emphasis on personal and
therapeutic relationships. Most practices have responded to this
by dtill giving patients the option of checking in for their
appointments via a human receptionist. There have also been
concerns about the display of personal information on kiosk
screens that could be viewed by others [135], as well as the
hygieneimplications of multiple userstouching the same kiosk.
The solutions to this are limiting the display of information to
the appointment time, health care provider, and examining room
and by providing hand sanitizing gel and regularly disinfecting
the kiosk screen. Further research on no-touch interfaces with
kiosks, such as voice and gestures, can also decrease the
possibility of spreading infections [136,137]. Another news
item in 2016 reported that some patients exaggerated their
symptoms when answering questions at self-check-in kiosks
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installed in the accident and ED of ahospital to jump the queue.
The hospital responded by combining the use of the electronic
system with face-to-face input from senior cliniciansto ensure
that more accurate information was gathered [ 138]. This points
to the need for aregular audit of the security and privacy of the
health kiosk installation. Some research has been conducted on
ensuring the security and privacy of kiosks [139]; however,
more work will be needed as the number of health kiosk
installationsincreases. Security isrelated to the need to regularly
update kiosk software to respond to security threats, aswell as
to meet changing needs as health care situations evolve. A
cloud-based platform may be a solution; however, it also creates
the need for a constant connection to the internet. All these
issues require further research.

Conclusions

In conclusion, this review characterizes the present roles that
health kiosks play in the health care system based on the existing
literature. We have established that despite the growth in
erstwhile health kiosk replacements such as personal smart
devices and their attendant apps, health kiosks till have avital
role to play in the health care system, such asin the collection
of clinical measurements for teleconsultations, provision of
accessto eHealth for the older population without smartphones,
and provision of tailored and vetted health information at the
point of service. We also identified research gaps such as
identifying training needs for using the kiosk/video call
combination for tel econsultations, methods for usability testing
of kiosks; barriersto and enablers of kiosk deployment; and the
exact extent of kiosk use for patient self—check-in for primary,
secondary, and tertiary care. We aso recommend the
implementation of programs that will increase the capability
and capacity of kiosk developers to perform user experience
evaluations, both during development and while in service.
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Abstract

In the United States, ~9% of people have asthma. Each year, asthma incurs high health care cost and many hospital encounters
covering 1.8 million emergency room visits and 439,000 hospitalizations. A small percentage of patients with asthma use most
health care resources. To improve outcomes and cut resource use, many health care systems use predictive model sto prospectively
find high-risk patientsand enroll them in care management for preventive care. For maximal benefit from costly care management
with limited service capacity, only patients at the highest risk should be enrolled. However, prior models built by others miss
>50% of true highest-risk patients and mislabel many low-risk patients as high risk, leading to suboptimal care and wasted
resources. To address this issue, 3 site-specific models were recently built to predict hospital encounters for asthma, gaining up
to >11% better performance. However, these models do not generalize well across sites and patient subgroups, creating 2 gaps
before tranglating these modelsinto clinical use. This paper points out these 2 gaps and outlines 2 corresponding solutions: (1) a
new machine learning technique to create cross-site generalizable predictive model s to accurately find high-risk patients and (2)
anew machine learning technique to automatically raise model performance for poorly performing subgroups while maintaining
model performance on other subgroups. This gives a roadmap for future research.

(IMIR Med Inform 2022;10(3):€33044) doi:10.2196/33044
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decline, improve outcomes, and cut resource use. Most major
employers purchase and nearly all private health plans offer
care management services for preventive care [8-10]. Care
management is a collaborative process to assess, coordinate,
plan, implement, evaluate, and monitor the services and options
to meet the health and service needs of a patient [11]. A care
management program employs care managers to call patients

Introduction

Asthma Care Management and Our Prior Work on
Predictive M odeling

In the United States, ~9% of people have asthma [1-3]. Each
year, asthma incurs US$ 56 hillion of health care cost [4] and

many hospital encounters covering 1.8 million emergency room
visitsand 439,000 hospitalizations[1]. Asisthe case with many
chronic diseases, a small percentage of patients with asthma
use most health care resources [5,6]. The top 1% of patients
spend 25% of the health care costs. The top 20% spend 80%
[5,7]. An effective approach is urgently in need to prospectively
identify high-risk patients and intervene early to avoid health
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regularly to assess their status, arrange doctor appointments,
and coordinate health-related services. Proper use of care
management can cut down hospital encounters by up to 40%
[10,12-17]; lower health care cost by up to 15% [13-18]; and
improve patient satisfaction, quality of life, and adherence to
treatment by 30%-60% [12]. Care management can cost >US$
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5000 per patient per year [13] and normally enrolls no more
than 3% of patients[7] owing to resource limits.

Correctly finding high-risk patients to enroll is crucial for
effective care management. Currently, the best method to
identify high-risk patients is to use models to predict each
patient’s risk [19]. Many health plans such asthosein 9 of 12
metropolitan communities [20] and many health care systems
[21] usethismethod for care management. For patients predicted
to have the highest risk, care managers manually review
patients medical records, consider factors such as social
dimensions, and make enrollment decisions. However, prior
models built by others miss >50% of true highest-risk patients
and mislabel many low-risk patients as high risk [5,12,22-36].
This makes enrollment align poorly with patients who would
benefit most from care management [12], |eading to suboptimal
care and higher costs. Asthe patient populationislarge, asmall
boost in model performance will benefit many patients and
produce a large positive impact. Of the top 1% patients with
asthma who would incur the highest costs, for every 1% more
whom one could find and enroll, one could save up to US$ 21
million more in asthma care every year as well as improve
outcomes[5,26,27].

To address the issue of low model performance, we recently
built 3 site-specific models to predict whether a patient with
asthma would incur any hospital encounter for asthma in the
subsequent 12 months, 1 model for each of the 3 health care
systems—the University of Washington Medicine (UWM),
Intermountain Healthcare (1H), and Kaiser Permanente Southern
Cdlifornia (KPSC) [21,37,38]. Each prior model that others
built for acomparable outcome [5,26-34] had an area under the
receiver operating characteristic curve (AUC) that was <0.79
and a sensitivity that was <49%. Our models raised the AUC
to 0.9 and the sensitivity to 70% on UWM data[21], the AUC
t0 0.86 and the sensitivity to 54% on IH data[37], and the AUC
to 0.82 and the sensitivity to 52% on KPSC data [38].

Our eventual goal is to translate our models into clinical use.
However, despite major progress, our models do not generalize
well across sites and patient subgroups, and 2 gaps remain.

Gap 1: The Site-Specific M odels Have Suboptimal
Generalizability When Applied to the Other Sites

Each of our models was built for 1 site. As is typica in
predictive modelling [39,40], when applied to the other sites,
the site-specific model had AUC drops of up to 4.1% [38],
potentially degrading care management enrollment decisions.
One can do transfer learning using other source health care
systems' raw data to boost model performance for the target
health care system [41-45], but health care systems are seldom
willing to share raw data. Research networks [46-48] mitigate
the problem but do not solve it. Many health care systems are
not in any network. Health care systems in the network share
raw data of finite attributes. Our prior model-based transfer
learning approach [49] requires no raw data from other health
care systems. However, it does not control the number of
features (independent variables) used in the final model for the
target site, creating difficulty to build the final model for the
target sitefor clinical use. Consequently, it isnever implemented
in computer code.
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Gap 2: The Models Exhibit L arge Performance Gaps
When Applied to Specific Patient Subgroups

Our models performed up to 8% worse on Black patients. This
is atypical barrier in machine learning, where many models
exhibit large subgroup performance gaps, for example, of up to
38% [50-57]. No existing tool for auditing model bias and
fairness [58,59] has been applied to our models. Currently, it
is unknown how our models perform on key patient subgroups
defined by independent variables such as race, ethnicity, and
insurance type. In other words, it is unknown how our models
perform for different races, different ethnicities, and patients
using different types of insurance. Large performance gaps
among patient subgroups can lead to care inequity and should
be avoided.

Many methods to improve fairness in machine learning exist
[50-52]. These methods usually boost model performance on
some subgroups at the price of lowering both mode performance
on othersand the overall model performance[50-52]. Lowering
the overall model performance is undesired [51,57]. Owing to
thelarge patient population, even a1% drop in the overall model
performance could potentially degrade many patients’ outcomes.
Chen et a [57] cut model performance gaps among subgroups
by collecting moretraining dataand adding additional features,
both of which are often difficult or infeasible to do. For
classifying images via machine learning, Goel et al’s method
[55] raised the overall model performance and cut model
performance gaps among subgroups of avalue of the dependent
variable—not among subgroups defined by independent
variables. The dependent variableisalso known asthe outcome
or the prediction target. An example of the dependent variable
is whether a patient with asthma will incur any hospital
encounter for asthma in the subsequent 12 months. The
independent variables are also known as features. Race,
ethnicity, and insurance type are 3 examples of independent
variables. Many machine learning techniques to handle
imbalanced classes exist [60,61]. In these techniques, subgroups
are defined by the dependent variable rather than by independent
variables.

Contributions of This Paper

To fill the 2 gaps on suboptimal model generalizability and let
more high-risk patients obtain appropriate and equitable
preventive care, the paper makes 2 contributions, thereby giving
aroadmap for future research.

1. To addressthefirst gap, anew machine learning technique
is outlined to create cross-site generalizable predictive
models to accurately find high-risk patients. Thisisto cut
model performance drop across sites.

2. To address the second gap, a new machine learning
technique is outlined to automaticaly raise model
performance for poorly performing subgroups while
maintaining model performance on other subgroups. This
isto cut model performance gaps among patient subgroups
and to reduce care inequity.

Thefollowing sections describe the main ideas of the proposed
new machine learning techniques.
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Machine Learning Technique for Creating
Cross-Site Generalizable Predictive
Models to Accurately Find High-risk
Patients

Our Prior Modedls

In our prior work [21,37,38], for each of the 3 hedth care
systems (sites), namely, KPSC, IH, and UWM, >200 candidate
features were checked and the site’s data were used to build a
full site-specific extreme gradient boosting (XGBoost) model
to predict hospital encounters for asthma. XGBoost [62]
automatically chose the features to be used in the model from
the candidate features, computed their importance values, and
ranked them in the descending order of these values. The top
(~20) features with importance values 21% have nearly all of
the predictive power of al (on average ~140) features used in
themodel [21,37,38]. Although some lower-ranked featuresare
unavailable at other sites, each top feature such as the number
of patient’s asthma-related emergency room visits in the prior
12 months is computed using (eg, diagnosis, encounter)
attributes routinely collected by almost every American health
care system that uses electronic medical records. Using the top
features and the site's data, a simplified X GBoost model was
built. It, but not the full model, can be applied to other sites.
The simplified model performed similarly to the full model at
the site. However, when applied to another site, even after being
retrained on itsdata, the simplified model performed upto 4.1%
worse than the full model built specifically for it, as distinct
sites have only partially overlapping top features [21,37,38].

Building Cross-Site Generalizable M odels

To ensure that the same variable is called the same name at
different sitesand the variable€'s content isrecorded in the same
way across these sites, the data sets at al source sites and the
target site are converted into the Observational Medical
Outcomes Partnership (OMOP) common data model [63] and
its linked standardized terminologies [64]. If needed, the data
model is extended to cover the variables that are not included
in the original data model but exist in the data sets.

Our goal isto build cross-site generalizable models fulfilling 2
conditions. First, the model uses amoderate number of features.
Controlling the number of features used in the model would
ease the future clinical deployment of the model. Second, a
separate component or copy of the model is initialy built at
each source site. When applied to the target site and possibly
after being retrained on its data, the model performs similarly
to the full model built specifically for it. To reach our goal for
the case of IH and UWM being the source sitesand KPSC being
the target site, we proceed in 2 steps (Figure 1). In step 1, the
top features found at each source site are combined. For each
source site, the combined top features, its data, and the machine
learning algorithm adopted to build its full model are used to
build an expanded simplified model. Compared with the original
simplified model built for the site, the expanded simplified
model uses more features with predictive power and tends to
generalize better across sites. In step 2, model-based transfer
learning is conducted to further boost model performance. For
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each datainstance of thetarget site, each source site’s expanded
simplified model is applied to the data instance, a prediction
result is computed, and the prediction result is used as a new
feature. For the target site, its data, the combined top features
found at the source sites, and the new features are used to build
itsfinal model.

To reach our goal for the case that IH or UWM isthetarget site
and KPSC is one of the source sites, we need to address the
issue that the claim-based features used at KPSC [38] are
unavailable at IH, UWM, and many other health care systems
with no claim data. At KPSC, these features are dropped and
the other candidate features are used to build a site-specific
model and recompute the top features. This helps reach the
effect that the top features found at each of KPSC, IH, and
UWM are avalable at all 3 sites and almost every other
American health care system that uses el ectronic medical record
systems. In the unlikely case that any recomputed top feature
at KPSC violates this, the feature is skipped when building
cross-site generalizable models.

Our method to build cross-site generalizable model s can handle
all kinds of prediction targets, features, and models used at the
source and target sites. Given a distinct prediction target, if
sometop featuresfound at asource site are unavailable at many
American health care systems using electronic medical record
systems, the drop - recompute - skip approach shown above
can be used to handle these features. Moreover, at any source
site, if the machine learning algorithm used to build the full
site-specific model is like XGBoost [62] or random forest that
automatically computes feature importance values, the top
features with the highest importance values can be used.
Otherwise, if the algorithm used to build the full model does
not automatically compute feature importance values, an
automatic feature selection method [65] like the information
gain method can be used to choose the top features.
Alternatively, XGBoost or random forest can be used to build
amodel, automatically compute featureimportance values, and
choose the top features with the highest importance values.

Our new model-based transfer learning approach waives the
need for source sites' raw data. Health care systems are more
willing to share with others trained models than raw data. A
model trained using the data of a source site contains much
information that is useful for the prediction task at the target
site. This information offers much value when the target site
hasinsufficient datafor model training. If thetarget siteislarge,
this information can still be valuable. Distinct sites have
differing data pattern distributions. A pattern that matches a
small percentage of patients and is difficult to identify at the
target site could match a larger percentage of patients and be
easier to identify at one of the source sites. In this case, its
expanded simplified model could incorporate the pattern through
model training to better predict the outcomes of certain types
of patients, which is difficult to do using only the information
from the target site but no information from the source sites.
Thus, we expect that compared with just retraining a source
site’sexpanded simplified model on thetarget site’sdata, doing
model-based transfer learning in step 2 could lead to a better
performing final model for the target site.
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When the target site goes beyond IH, UWM, and KPSC, IH,
UWM, and KPSC can be used as the source sites to have more

Luo

top featuresto combine. Thiswould make our cross-site models
generalize even better.

Figure 1. The method used in this study to build cross-site generalizable models. IH: Intermountain Healthcare. KPSC: Kaiser Permanente Southern
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Machine Learning Technique for

Automatically Raising Model Performance
for Poorly Performing Patient Subgroups
While Maintaining Model Performance on
Other Subgroups to Reduce Care Inequity

Several clinical experts are asked to identify several patient
subgroups of great interest to clinicians (eg, by race, ethnicity,
insurance type) through discussion. These subgroups are not
necessarily mutually exclusive of each other. Each subgroup is
defined by one or more attribute values. Given a predictive
model built on a training set, model performance on each
subgroup on the test set is computed and shown [58,59].
Machine learning needs enough training data to work well.
Often, the model performs much worse on a small subgroup
than on a large subgroup [50,52]. After identifying 1 or more
target subgroups where the model performs much worse than
on other subgroups[51], anew dual-model approachis used to
raise model performance on the target subgroups while
maintaining model performance on other subgroups.

More specifically, given n target patient subgroups, they are
sorted as G; (1<i<n) in ascending order of size and oversampled
based on n integers r; (1<i<n) satisfying rqy=r,=...2r>1. As
Figure 2 shows, for each training instance in G4, r4 copies of it

including itself are made. For each training instance in [E]
(2<j<n), r; copies of it, including itself, are made. Intuitively,
the smaller the i (1<i<n) and thus G;, the more aggressive
oversampling is needed on G; for machinelearning to work well
on it. The sorting ensures that if a training instance appearsin
>2 target subgroups, copies are made for it based on the largest
r; of these subgroups. If needed, 1 set of r;’s could be used for
training instances with bad outcomes, and another set of r;'s
could be used for training instances with good outcomes [66].
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E is the union of the n target subgroups. Using the training
instances outside G, the copies made for the training instances
in G and an automatic machine learning mode! selection method
like our formerly developed one [67], the AUC on G is
optimized, the values of r; (1<i<n) are automatically selected,
and a second model is trained. As is typical in using
oversampling to improve fairnessin machinelearning, compared
with the original model, the second model tends to perform
better on G and worse on the patients outside G [51,66] because
oversampling increases the percentage of training instancesin
G and decreases the percentage of training instances outside G.
To avoid running into the case of having insufficient data for
model training, no undersampling is performed on the training
instances outside G. The origina model is used to make
predictions on the patients outside G. The second model isused
to make predictions on the patients in G. In this way, model
performance on G can be raised without lowering either model
performance on the patients outside G or the overall model
performance. All patients data instead of only the training
instances in G are used to train the second model. Otherwise,
the second model may perform poorly on G owing to insufficient
training datain G [51]. For a similar reason, we choose to not
use decoupled classifiers, where a separate classifier is trained
for each subgroup by using only that subgroup’s data [51] on
the target subgroups [57].

The above discussion focuses on the case that the original model
is built on 1 site's data without using any other site’'s
information. When the original model is a cross-site
generalizable model built for the target site using the method
in the “Building cross-site generalizable models’ section and
models trained at the source sites, to raise model performance
on the target patient subgroups, we change the way to build the
second model for the target site by proceeding in 2 steps (Figure
3). In step 1, the top features found at each source site are
combined. Recall that G is the union of the n target subgroups.
For each source site, the target subgroups are oversampled in
the way mentioned above; the AUC on G at the source site is
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optimized; and its data both in and outside G, the combined top
features, and the machine learning algorithm adopted to build
its full model are used to build a second expanded simplified
model. In step 2, model-based transfer learning is conducted to
incorporate useful information from the source sites. For each
data instance of the target site, each source site's second
expanded simplified model is applied to the data instance, a
prediction result is computed, and the prediction result is used

Figure 2. Oversampling for 3 target patient subgroups G4, G, and Gs.

Luo

as a new feature. For the target site, the target subgroups are
oversampled in the way mentioned above, the AUC on G at the
target site is optimized, and its data both in and outside G, the
combined top features found at the source sites, and the new
features are used to build the second model for it. For each i
(1<i<n), each of the source and target sites could use a distinct
oversampling ratio r;.

Training set

G — G — Gy
3 copies

Figure 3. The method used in this study to boost a cross-site generalizable model’s performance on the target patient subgroups. IH: Intermountain
Healthcare. KPSC: Kaiser Permanente Southern California. UWM: University of Washington Medicine.
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Discussion

Predictive models differ by diseases and other factors. However,
our proposed machine learning techniques are general and
depend on no specific disease, patient cohort, or health care
system. Given a new data set with a differing prediction target,
disease, patient cohort, set of heath care systems, or set of
variables, one can use our proposed machinelearning techniques
to improve model generalizability across sites, as well as to
boost model performance on poorly performing patient
subgroups while maintaining model performance on others. For
instance, our proposed machine learning techniques can be used
to improve model performance for predicting other outcomes
such as adherence to treatment [68] and no-shows [69]. This
will help target resources such as interventions to improve
adherence to treatment [68] and reminders by phone calls to
reduce no-shows [69]. Care management is widely adopted to
manage patients with chronic obstructive pulmonary disease,
patientswith diabetes, and patientswith heart disease [6], where

our proposed machine learning techniques can also be used.
Our proposed predictive models are based on the OMOP
common data model [63] and its linked standardized
terminologies[64], which standardize administrative and clinical
variablesfrom at least 10 large health care systemsin the United
States [47,70]. Our proposed predictive models apply to those
health care systems and others using OMOP.

Conclusions

To better identify patients likely to benefit most from asthma
care management, we recently built the most accurate models
to date to predict hospital encounters for asthma. However,
these models do not generalize well across sites and patient
subgroups, creating 2 gaps before trandating these modelsinto
clinical use. This paper points out these 2 gaps and outlines 2
corresponding solutions, giving aroadmap for future research.
The principles of our proposed machine learning techniques
generalize to many other clinical predictive modeling tasks.
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Abstract

With conversational agents triaging symptoms, cameras aiding diagnoses, and remote sensors monitoring vital signs, the use of
artificial intelligence (Al) outside of hospitals has the potential to improve health, according to a recently released report from
the National Academy of Medicine. Despitethis promise, the success of Al isnot guaranteed, and stakeholders need to beinvolved
with its development to ensure that the resulting tools can be easily used by clinicians, protect patient privacy, and enhance the
value of the care delivered. A crucia stakeholder group missing from the conversation is primary care. As the nation’s largest
delivery platform, primary care will have a powerful impact on whether Al is adopted and subsequently exacerbates health
disparities. To leverage these benefits, primary care needsto serve as amedical homefor Al, broaden its teams and training, and

build on government initiatives and funding.
(IMIR Med Inform 2022;10(3):€27691) doi:10.2196/27691
KEYWORDS

artificial intelligence; primary care

Introduction

A Landmark Report

As noted in a 2019 report on artificial intelligence [1], Yuval
Noah Harari wrote, “Humanswere awaysfar better at inventing
toolsthan using them wisely” [2]. As data grow exponentially,
this maxim is proving to be prescient in health care. From
electronic health records (EHRS) and claims to smart devices,
there are more el ectronic data than nucleotidesin our individual
DNA. Many note the potential of these data to advance the
quintuple aim of better patient outcomes, population health, and
health equity at lower costs while preserving clinician
well-being. Although Al makes meaning from these gigabytes,
it will fail without integration with the human and relational
intelligence found in primary care.

https://medinform.jmir.org/2022/3/e27691

RenderX

The power of Al to advance health was highlighted in a recent
National Academy of Medicine paper [3]. Its authors note that
more affordable devices, broader internet access, and greater
demand for digital health allow us to monitor health at home,
augment telehealth, and predict which patients will get sick.
This report will shape the Al conversation for years to come,
and one of itscontributionsisacatal og of the uses of Al outside
the hospital. Some examples are listed below:

« Conversationa agents are triaging individuals with
suspected COVID-19;
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- Sdf-adaptive learning agorithms are working with
continuous glucose monitors and insulin pumpsto improve
glucose contral;

- Remote sensorsare monitoring vital signsand transmitting
data to cloud-based servers where they are acted upon,
much like sensors, plugs, and appliances are powering smart
homes.

Combining these data with text messages, socia media, and
geospatial coordinates permits the assessment of moods,
outbreaks, and behavior changes. In the conclusion, the authors
emphasize that questions on data standardization, usability, and
reimbursement remain unanswered and go on to warn that Al
can lead to privacy breaches and magnify biases, if diverse
stakehol ders are not engaged.

New Era, Same Mistakes

Degspite its important insights, it is hard to ignore the absence
of one stakeholder group—primary care—where most patients
get most of their clinical care most of the time. Providing 50%
of ambulatory visitsand connecting with public health, primary
careisvital to system transformation and needsto play acentral
role if Al is to enhance value. Prior efforts to integrate
technology into health care neglected to engage primary care
and resulted in systemic failures [4,5]. For example, family
physicians are now spending moretimewith EHRsthan patients,
which has contributed to high rates of burnout [6]. Without
engagement from primary care, Al could follow asimilar path.

Primary care isimportant for multiple reasons. It is the largest
delivery platform in the United States, accounting for 1 in 3
physicians [4,7]. Its presence is powerful enough to reduce
mortality [8]. Its EHRs span organs and include behavioral and
public health data, providing a comprehensive portrait of
individual and population health. Family physicians, in
particular, are distributed throughout the country, providing
accessto rural America[4]. Despite these benefits, only 5% of
health care spending is devoted to primary care [9]. This
misalignment has led to shortages and fragmentation. Like a
wheel without a hub, care is not coordinated without primary
care, and patients receive duplicate services and conflicting
advice, contributing to greater waste [10,11].

Al hasgreat potential to augment primary care and addressthese
systemic challenges [12]. First, Al assistants can help with the
ever-increasing demands for documentation within EHRs, a
major factor driving burnout [13]. Using the same technology
Alexaemploysto turn on lights, play music, and order groceries,
virtual assistants can transform speech into notes, and, in the
future, can locate relevant information in the EHR, order labs,
and adjust medications. By scanning the relevant primary care
literature, Al can make recommendations so that patientsreceive
care that is consistent with the current evidence. These
innovations should allow primary care clinicians to spend less
time locating and entering data and more time attending to
patient relationships and solving their problems.

Second, Al can facilitate accessto primary care. Conversational
agents can interpret symptoms and assist with triage, helping
patientsto understand whether they need to be seen in the office

https://medinform.jmir.org/2022/3/e27691
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Now, access emergency services, or monitor their symptoms at
home. Al can combine this information with data from home
devices such asinternet-connected scales, glucometers, and, in
the COVID-19 era, pulse oximeters to alert clinicians when
patients need to be urgently seen. In this way, Al can serve as
an early warning system to ensure that patients are evaluated at
the right time and at the right place. Smartphones can analyze
facial images, alert primary care clinicianswhen their patients
moods are deteriorating, and schedule visits before they get
Worse.

Third, Al can further enable a core feature of primary
care—comprehensiveness. Video images can be used to
diagnose diabetic retinopathy, dermatologic conditions, and
Parkinson disease [14-16]. Applied appropriately, such
applications could widen the scope of conditions retained in
primary care and ensure that its clinicians are able to operate to
the fullest extent of their training. Finally, Al can make care
more person-centered. For instance, Al can use meal, geospatial,
and activity tracking to provide the personalized health coaching
needed to change behaviors and control chronic diseases. These
applicationswould benefit from coordination with primary care
so that coaching isreinforced during visits and informed by the
patients problems and medications. In addition to coaching,
Al can predict the risk of acquiring a variety of diseases and
identify the specific actions patients can take to mitigate the
risk. Innovators in academia and industry are already using Al
in these capacities, but more needs to be done to tailor these
applications to primary care [12].

Lack of engagement with primary care in the development of
these innovations creates a risk of limited implementation or
adoption, and even worse, further fragmentation of health care
delivery. Data niches could become more entrenched, with
relevant information stored in separate | ocations. Patients could
get conflicting information from sensors (eg, an aert indicating
that a door is open but a video feed showing that it is closed)
and may lack the knowledge to discern which signa to trust.
Primary care is well suited to reconcile these conflicts. By
eliciting preferences and val ues through shared decision-making,
primary care clinicians help patients make sense of the dataand
coordinate with all team members (including patients) to refine
treatment plans.

The Missing Link

To avoid additional failures, we propose three recommendations
to ensure that primary care isinvolved in the future of Al.

1. In the Home and the Cloud

Primary care clinicians, informaticists, and researchers need to
beinvolved in conversations regarding how health care dataare
collected, stored, or analyzed, with the primary care practice
serving as the medical home for Al. Primary care can inform
how data should be stored in the cloud, how algorithms ought
to be used to adjust medications, and how tools are best
integrated into primary care. Thisrole isimportant for not only
efficiency and effectiveness, but aso equity. Because of its
broad geographic distribution and focus on what patients need
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within the context of their communities, primary care enhances
equity, offsetting Al’s tendency to widen disparities[17,18].

2. Transdisciplinary Teams

To fulfill this responsibility, health informaticists need to be
integrated into primary care practices now. Similar to how Al
will fail to adapt without primary care, primary care will fail to
embrace Al without health informaticists. Team members with
backgrounds in health informatics can connect the Al and
primary care communities, by helping practices understand the
benefits and limitations of Al, integrating Al into existing
workflows, customizing Al applicationsfor local contexts, and
providing feedback from practicesto Al developers. Whilethese
changes are daunting, primary careis skilled at adapting to the
needs of its patients. As more and more struggled with mental
health, primary care integrated behavioral health into their
practices. Asthe number of medications grew, they successfully
integrated pharmacists. Similarly, health informaticists can help
practices and patients evolve in response to this digital
revolution. In the long term, clinicians will need additional
training in relevant disciplines, and researchers in other fields
will need training in primary care. Ultimately, atransdisciplinary
approach is needed to tailor Al to the complexity and
longitudinality of primary care[19].

3. Government Facilitation

Achieving this vision will require governmental support for
data standardization, funding, and governance. The Office of

Liaw et a

the National Coordinator for Health Information Technology
can provide data standardization leadership. The Agency for
Healthcare Research and Quality and the National Institutes of
Health (NIH) can provide funding for primary care Al research.
NIH funding supported a resource that provides data for
thousands of patients who stayed in critical care units and that
Al researchers use to develop Al tools[20]. A similar data set
is needed for primary care. Given the time required to secure
funding from the NIH, federal funders should coordinate with
foundations and industry partnersto stimulate activity in primary
care Al now [21]. Finally, because Al needs to be trained and
tested in multiple environments, a system that balances
collaboration and datagovernanceis heeded. Federated learning,
where agorithms from collaborators are tested locally, is one
such approach, but more is needed to increase its adoption in
primary care [22].

Time Flies Like an Arrow

Al has aready transformed our cars, our homes, and our
interactions. It hasthe power to positively impact care delivery,
but also the potential to exacerbate existing health system
faillings. Assuring that Al is translated into knowledge will
require engagement from all stakeholders. As a necessary
component of Al, primary careisready to assist.
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Abstract

Natural language processing (NLP) in health care enablestransformation of complex narrative information into high value products
such as clinical decision support and adverse event monitoring in real time via the electronic health record (EHR). However,
information technol ogiesfor mental health have consistently lagged because of the complexity of measuring and modeling mental
health and ilIness. The use of NL P to support management of mental health conditionsis aviable topic that has not been explored
in depth. This paper provides a framework for the advanced application of NLP methods to identify, extract, and organize
information on mental health and functioning to inform the decision-making process applied to assessing mental health. We
present ause-caserelated to work disability, guided by the disability determination process of the US Socia Security Administration
(SSA). From this perspective, the following questions must be addressed about each problem that |eads to a disability benefits
claim: When did the problem occur and how long has it existed? How severe isit? Does it affect the person’s ability to work?
and What is the source of the evidence about the problem? Our framework includes 4 dimensions of medical information that
are central to assessing disability—tempora sequence and duration, severity, context, and information source. We describe key
aspects of each dimension and promising approaches for application in mental functioning. For example, to address temporality,
a complete functional timeline must be created with all relevant aspects of functioning such as intermittence, persistence, and
recurrence. Severity of mental health symptoms can be successfully identified and extracted on a4-level ordinal scale from absent
to severe. Some NLP work has been reported on the extraction of context for specific cases of wheelchair usein clinical settings.
We discuss the links between the task of information source assessment and work on source attribution, coreference resolution,
event extraction, and rule-based methods. Gaps were identified in NLP applications that directly applied to the framework and
in existing relevant annotated data sets. We highlighted NL P methods with the potential for advanced application in the field of
mental functioning. Findings of this work will inform the development of instruments for supporting SSA adjudicators in their
disability determination process. The 4 dimensions of medical information may have relevance for a broad array of individuals
and organizations responsible for assessing mental health function and ability. Further, our framework with 4 specific dimensions
presents significant opportunity for the application of NLP in the realm of mental health and functioning beyond the SSA setting,
and it may support the development of robust tools and methods for decision-making related to clinical care, program
implementation, and other outcomes.
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whole-person function

Introduction

Over the past 2 decades, the use of data-driven informatics
techniques to aid in clinical decision-making has increased
across the fields of computer science, bioinformatics, and
medicine[1]. Natural language processing (NLP), which enables
analysis of complex information recorded in narrative text
format, has been akey driver of informatics successesin health
care. Applications such as automated report anaysisfor clinical
decision support and adverse event monitoring in the electronic
health record (EHR) have been widely adopted [2-5]. However,
informatics technologies for mental health have consistently
lagged because of the complexity of measuring and modeling
mental health and illness. The expansion of medica NLP
technologiesfrom clinical applicationsinto the realm of complex
administrative tasks such as claims evaluations and benefits
administration [6,7] has highlighted the need for improved tools
for analyzing information on mental health and function, which
play asignificant rolein key health outcomes such as disability

8.

One of the primary goals of NLP in health datais to anayze
narrative medical texts such as medical histories, physical
examinations, and standardized assessments to extract the data
needed to inform decision-making processes. The use of NLP
to support these goas for management of mental health
conditions has not yet been explored in depth. Our research
group develops NLP models to support the information needs
of the US Social Security Administration (SSA) disability
determination process. Through its disability programs—Social
Security Disability Insurance (SSDI) and Supplemental Security
Income (SSI)—the SSA is the largest federal provider of
financial assistance to workers with disabilities and their
families. Because of the impact of functional abilities on both
the individuals with disabilities and the society, it is essential
that a person’s functional abilities are characterized both
comprehensively and efficiently in the disability determination
process. Multiple sources of information are used to understand
aperson’s ahility to work. Given the complexity of the disability
determination process, thereisinterest in devel oping approaches
that enhance the validity of and confidence in the information
across sources. While our work is motivated by the SSA’'s
focused use-case, the SSA setting reflects fundamental
challengesin the devel opment and broad application of medical
informaticstechnologies. The SSA leveragesdatafrom all types
of health care providers and EHR systems across the United
States. Therefore, informaticstools must be robust to significant
heterogeneity in documentation—aknown challenge for medical
NLP research [9]. The volume of applications for disability
benefits that the SSA must process is also extraordinarily
high—over 2 million applications every year since 2004
[10]—and informatics tools must therefore support rapid

https://medinform.jmir.org/2022/3/e32245

processing of high-volume data. Finally, and a key motivating
factor for our work, the SSA's decision-making processes must
incorporate diverse health and function information from all
domains of human experience. The SSA setting thus provides
an invaluable environment for learning how to trandlate the
potential of NLPtoolsinto practical, reliabletoolsfor rea-world
applications.

Contributions of This Paper

In this paper, we propose a framework for the advanced
application of NLP methods to identify, extract, and organize
functioning information to inform the decision-making process
applied to assessing functioning and disability. While the
framework is applicableto mental and physical functioning use
cases alike, this paper focuses on mental functioning. Wefound
no literature that directly addresses our decision-support use-case
for mental health and function; therefore, we developed a
conceptual framework for synthesizing prior NLP research to
create decision support tools for use in assessing SSA's
definition of disability. Our framework includes 4 dimensions
of medical information that are centra to assessing
disability—temporal sequence and duration, context, severity,
and information source. Findings of this work are intended to
inform the development of instruments that will support the
decisions of disability adjudicators in the SSA's stepwise
process of disability determination and have implications for a
broad array of individuals and organizations responsible for
assessing mental health function and ability. Further, our
framework presents significant opportunity for the application
of NLP in the ream of mental and physical hedth and
functioning beyond the SSA setting, and it can support the
development of robust tools and methods for decision-making
related to clinical care, program implementation, and other
outcomes.

Background

The US SSA administersthelargest federal assistance programs
in the United States, including 2 disability programs: SSDI and
SSl. Both programs are based on a statutory definition of
disability as the inability to engage in any substantial gainful
activity by reason of any medically determinable physical or
mental impairment(s), which can be expected to result in death
or which has lasted or can be expected to last for a continuous
period of not less than 12 months. The SSA's disability
determination process is a stepwise process for evaluating
individuals according to criteriathat operationalize the statutory
definition of disability. The process is based on federa
regulatory standards that include both financial and medical
criteria. Applicants are either allowed or denied at each step or
move on to further evaluation in the subsequent steps. The
processisadministered by state Disability Determination Service
agencies. In step 1, applicants are denied if they work and earn
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more than the threshold for substantial gainful employment. In
step 2, applicants are screened based on whether medical
evidence supports the existence of a severeimpairment. In step
3, the applicant’s medical evidence is compared to codified
clinical criteria for various medical impairments, called the
Listing of Impairments (Listings). When impairments “ meet”
or “egual” the Listings, the applicants are allowed. Applicants
who are not alowed at step 3 move on to steps 4 and 5, which
assess vocational factors such as the “residua functional
capacity” of the individual as well as the applicant’s age,
education, and relevant work experience. |n step 4, adjudicators
within the Disability Determination Service assess whether the
applicant can work in any of their past jobs. If the adjudicator
determines that an applicant can work in a previous job, the
applicant is denied. Otherwise, in step 5, the Disability
Determination Service adjudicators evaluate whether the
applicant can perform any work in the national economy. There
has been internal effort at the SSA to improve accuracy and
timeliness of the disability adjudication process, and external
groups have been engaged to assist with this. Expert panelsand
evaluations of the processes have resulted in recommendations
for more systematic integration of functional information into
adjudication decisions [11,12].

As part of the adjudication process, adjudicators amass a body
of evidence referred to as the Medical Evidence of Record
(MER), composed of information collected from multiple
sourcesto characterize a person’s potential ability to work. The
MER forms the primary resource from which it is determined
if an individual meets the SSA's statutory definition of
disability. Therefore, the adjudicator must extract a variety of
information from the M ER, including medical evidence, medical
opinion, and lay evidence, to support a decision on disability
under this statutory definition.

A primary challengefor accuracy in the disability determination
processisthat adjudicators must accessall relevant information
from the MER for their decision, including information about
both health conditions and functional abilities that relate to
work. MER for a single individua may include dozens to
hundreds of clinical reports, which imposesasignificant burden
on the adjudicator to rapidly process extensive medical evidence.
Automated analysis of these documents with NLP thus has
significant potential to assist adjudicatorsin the evidence review
process and to support efficiency of the process. Our research
group has developed novel NLP technologies for automated
identification of functional status information in medical
evidence [7], thus providing high-coverage retrieval of
information related to mobility limitations [13-15] and
categorization of this evidence according to the World Health
Organization’s International Classification of Functioning,
Disability and Health [16]. Expansion of these technologies to
mental health and function requires adaptation to the conceptual
frameworksthat characterize mental function, asoutlined in the
sections that follow.

For the purposes of this paper, we focus on mental health
functioning, that is ways in which a person’s underlying
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cognition, emations, and behaviors affect their ability to perform
daily activities including work tasks and participation, for
example, aperson’sability to regulate their emotionsin stressful
situations, multitask, or solve problems. This operationalization
is based on the biopsychosocia model of health and function
by the World Health Organization’s International Classification
of Functioning, Disability and Health. In this model, disability
results from a gap between a person’s underlying ability and
the context in which they are performing various activities (eg,
work participation [17,18]). Thismodel highlights the fact that
diagnostic information is necessary but not sufficient to
understand a person’s ability to participate in meaningful
activities such asemployment. In clinical contexts, information
on functioning is critical to understanding the impact of
conditions on people in their personal and environmental
contexts and to develop an effective management plan. Recent
work has demonstrated initial feasibility of applying NLP
methods to mental health-related topics, including psychiatric
readmission and symptoms of severe mental illness (SM1), as
well asto mental health and suiciderisk within nonclinical texts
[19-23]. Thereislittle evidence of the potential for NL P methods
to characterize functional and behavioral manifestations of
mental health in a person’s daily life.

Information Needs for Analyzing Mental Health and
Functioning

For disability adjudication, awidearray of information is needed
about the following specific areas of mental functioning that a
person uses in awork setting: understanding, remembering, or
applying information; interacting with others; concentrating,
persisting, or maintaining pace; and adapting and managing
oneself. Evidence in the MER may reflect a physical or mental
impairment that may affect these areas of functioning, an
observed limitation in one of these areas of functioning, or both.
The adjudicator’s task is therefore to evaluate the level of
severity or degree to which the medically determinable mental
impairment affects the 4 areas of mental functioning (ie,
limitations) and anindividua’s ability to function independently,
appropriately, effectively, and on a sustained basis.

Thus, adjudicators must organize and synthesize the medical
evidence in the following 4 distinct dimensions to understand
thetrajectory of mental functionin anindividual and itsimpact
onwork capacity: temporal information including sequenceand
duration, severity of extracted mentions of functioning, the
context with respect to work and work-related information, and
the source of the information.

We envision the use of NLP technologies to transform raw
evidence found in medical records (MER in the SSA context)
into a structured presentation of evidence illustrating each of
these 4 factors to SSA adjudicators. Figure 1 illustrates the
conceptual structure of such an analytic pipeline. Evidence is
first extracted from the MER documents and then ordered into
a temporal sequence, with each piece of evidence annotated
with the severity of impact on function, the relevant work
context, and the source of the evidence.
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Figure 1. Conceptua pipeline for analysis of information on function in medical records. NLP: natural language processing.
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Theremainder of this paper describesthe existing NLP literature
related to these 4 tasks and highlights how each can be addressed
in the area of mental health and function.

Methods

Literature Search

We conducted a scoping review of NLP approaches, models,
and methods to characterize functional statusin freetext in the
biomedical, clinical, mental health, and disability domainsfrom
1994 to 2021. We searched Google Scholar, which indexes not
only PubMed but also conferences and workshops that may be
relevant to our scope of interest such as the Association for
Computational Linguistics (ACL) conferences, BioNLP, Clinica
NLP, and CLPsych. Our search yielded a small number of
publications in special workshops, such as Al4Function, that
discuss the extraction of physical function information (eg,
mobility) but do not address mental health function. We did not
find any articlesin our area of focus. To expand our search, we
used keywords in Google Scholar related to the 4 dimensions
of our proposed framework to find articles that describe
approaches relevant to each dimension but an area different
from functioning. Examples of keywords used include“temporal
ordering,” “clinical temporal ordering,” “event extraction,”
“NLP and mental health,” “symptom severity,” “environmental
context,” “personal context,” and “author attribution.”

LIS

Findings From Existing Work

Disability in the SSA context isdefined astheinability to engage
in substantial gainful activity for at least 12 months because of
aphysical or mental impairment and is assessed both in terms
of the trajectory of a person’s function and the context of how
it relates to work. As the disability adjudication process aso
involves collecting MER data from a variety of providers, it is
critical to understand how different pieces of evidencerelateto
one another in terms of the perspective of the information’s
source (eg, the disability claimant, amedical professional with
an established relationship with the claimant, an outside
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consultant). Thus, for each piece of evidence in the MER, an
adjudicator must be able to answer the following 4 questions:
When and for how long was an impairment or associated
limitation true? How severe or intense is the impairment or
limitation? Doesthe impairment or limitation affect work? and
Who reported the impairment or limitation and how convincing
isit as evidence?

In this paper, we present an overview of relevant NLP research
and methodol ogiesthat can hel p the adjudicator extract relevant
information for these 4 questions. However, it is important to
note that building solutionsto address these 4 questions requires
the ability to identify mental impairments either manually or
viaautomated algorithms. In this paper, we choose to focus on
addressing the 4 dimensions or questions only and assume that
information on mental impairment is available. We justify our
choice by the following factors: the availability of extraction
systems that, given annotated data, can extract mentions of
mental health impairments with high confidence in EHRs [24]
and clinical text [21] and can extract these mentions using
available International Classification of Diseases codes; and
the novelty and urgency of the proposed 4 dimensions and the
lack of available studiesto addressthem. The mentionsinclude
observations such as “The patient was not able to concentrate
on the given tasks for more than 5 minutes during the exam.”

Temporal Information

Tempora information includes duration and temporal
sequencing. In our use-case, the SSA's statutory definition of
disability requires specific definition and sequential information.
Thedisahility isdueto amental impairment, so theimpairment
must precede the functional limitation.

Temporal sequencing or temporal reasoning has been an active
research area in NLP and data mining for a long time. Its
importance comes from its applicability to many tasks such as
summarization [25], question answering [26], and medical
informatics[27]. Given the similarity of the medical utilization
task to our use-case, we will mainly focus on reviewing NLP
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techniques developed in that area and how we can integrate
them into our framework.

Tempora reasoning usually includes the following aspects:
identifying the targeted events for the task (eg, treatments,
diagnosis, symptoms, or medications); and defining time in a
machine-readable way that is relevant to the domain and task
and extracting temporal information related to the targeted
events (eg, in amedical informatics setting, we care about the
duration of symptoms or frequencies of medications) [28].

Inthe context of mental health functioning, the events of interest
are events related to mental health conditions and impairment,
which can be separated into the following 3 distinct categories:
persistent, the impairment continues to exist over a prolonged
time without interruptions of some criterion duration;
intermittent, the impairment occurs at irregular intervalsand is
observed in atemporal sequencewith interruptions greater than
the criterion duration that defines persistent; and recurring, the
impairment occurs periodically or repeatedly. Although we can
think of recurring as a special case of intermittent, a recurrent
mental functioning event is observed again after a period of
some specified duration that is longer than the minimum
duration defining intermittent.

While this list mainly focuses on the disability use-case, it
presents aframework for researchersto structure their problem
using all or a subset of our temporal formalization based on the
targeted use-case, task, and domain. Our suggested framework
differs from other NLP techniques for temporal sequencing
because we need to consider nuances that accompany the
mention of temporal information. For instance, a sentence such
as “The patient reports having lack of interest mainly during
the morning hours when it is the weekend,” suggests the need
for asystem that can highlight the time: weekend morning hours,
associated with lack of interest.

Although we introduce a dlightly different framework for
temporal sequencing, existing NLP methods can be applied to
mental health functioning, especially given that most time
expressions in medical notes are in the format of date and
frequency (eg, how many times per week/day). For instance,
temporal recognition and reasoning have played a significant
roleininformation extraction systems[28-30]. Denny et al [29]
developed asystem that identifies the temporal information and
status of colonoscopy events within EHRs with high precision
and recall (>.9). In the area of mental health, Viani et al [28]
focused on temporal expression extraction to help estimate the
duration of untreated psychosis. The temporal information
extraction helps in identifying in EHRs when the psychosis
symptoms started (onset) and when the treatment was first
initiated. Examples of temporal expressions from the paper
include mentions such as “ started hearing voices at the age of
16, these hallucinations were not elicited during today’s exam.”
This is highly relevant to our use cases and to identify the 3
temporal formalizations of persistent, intermittent, and recurring.

To build NLP systems that can identify temporal information,
the availability of annotated data setswith temporal information
is critical. Although such data sets outside the clinical and
medical domains have been publicly available and more easily
accessible, such asthe ACE 2005 Multilingual Training Corpus
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[31], the clinical domain imposes more limitations, especially
mental health, given the sensitivity of this information and
privacy concerns. Examples of annotated data sets for temporal
reasoning in clinical text are THY ME corpus[32], where 1254
deidentified oncology notes from the Mayo Clinic have been
annotated using the 1SO-TimeML specification [33]. Sun et al
[34] introduced one of the most popular data sets for temporal
reasoning in their i2b2 data set that contains 310 discharge
summaries. In both these data sets, the focus is on 4 time
annotation categories: date, includes both actual datesin addition
to mentions such as yesterday and tomorrow and duration,
frequency, and time (eg, 3 PM, in the afternoon).

In another data genre, but within the area of mental health, there
have been efforts to introduce temporally annotated data sets
such as RSDD-Time[35]. Thisdata set is extracted from social
media posts that focus on self-reported patients who are
diagnosed as having depression. The annotation includes
temporal information relevant to when the diagnosis occurred
and if the condition is still present.

Given our use-case, we believe that thei2b2 annotation scheme
would serve our goals for identifying when the impairment or
symptoms occurred and determining for how long the symptoms
or impairments lasted.

With regard to methods, researchers used a variety of machine
learning techniques such aslogistic regression that is especially
effective for a small training sample size of less than 500 [36].
Recent advances in the contextualized embeddings [37,38]
improved the performance of NLP tasks, including temporal
ordering in the clinical domain [39-41]. For instance,
Med-BERT [42], alanguage mode that istrained and fine-tuned
on the EHR data set, yields a performance that is comparable
to that of deep learning techniques on data sets that are almost
10 times larger.

Severity

The severity of a symptom or functional limitation is an
important factor for psychological assessmentsand psychometric
benchmarks, where it is often recorded using a 4-level ordinal
scale or as a score that is discretized into that scale. A typical
scale includes absent, mild, moderate, and severe labels [43].
The latter 3 labels are frequently employed for the disorders
described in the Diagnostic and Statistical Manual of Mental
Disorders Text Revision Fourth Edition (DSM-I1V-TR), which
permit severity specifiers. An advantage of this scale is that
mental health clinicians and laypeople alike readily understand
it, and it has been adopted in computational approaches for
severity classification as well.

Filannino et al [44] describe an NLP shared task focused on
symptom severity prediction in neuropsychiatric evaluation
records with an exclusive focus on positive valence events,
objects, or situations that are harmful but attractive to patients
to the point that they are actively engaged despite the
consequences. Positive valence is classified on the
aforementioned 4-level scale at the patient level and assesses
lifetime maximum severity. As such, this task differs from our
approach in that it is not time dependent or resolved at the
individual mention level. Filannino et a [44] report that in this
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relaxed use-case, the task can be accomplished automatically
with close to human performance.

Severity classification has also been actively researched in
suicide risk assessment for patients and individuals on social
media. For instance, Shing et al [45] and Zirikly et al [46]
introduce an annotated Reddit data set for userswith and without
depression, each of whom received a suicide risk assessment
score on a4-level scale (none, low, moderate, high). Zirikly et
al [46] organized a shared task for advanced automatic user
suicide risk classification and provided baseline systems using
deep learning models (eg, convolutional neura network) and
machine learning models that require feature engineering.
Examples of features that are commonly used in NLP methods
for the mental health domain and emotion detection and
classification are n-grams, lexicons such as the Linguistic
Inquiry and Word Count [47], and emotion-word dictionaries
[48], topic models, and Reddit usage metafeatures. Top-ranked
systems could distinguish between low-risk and high-risk users,
but fine-grained 4-level scale classification results indicate the
need for further research.

Jackson et a [21] introduced an annotated data set for SMI
using clinical text from the Clinical Record Interactive Search
system in a cohort of 18,761 patients with SMI and 57,999
individuals without SMI. The authors used a support vector
machine model to extract symptoms associated with SMI from
discharge summaries. While the data and model for this task
are relevant for the severity classification use-casg, it does not
address severity classification directly.

We can concludethat no severity classification models currently
exist for mental health signs and symptoms, but there is a
growing body of work on severity classification at the patient
level. For clinical symptoms more broadly, Koleck et a [49]
performed a systematic review of NLP approaches for
processing symptoms in free-text EHR narratives. They found
that out of 14 studies, the large majority used documentation
occurrence or frequency of occurrenceto investigate symptoms,
and symptom severity was explicitly evaluated in only 1 study:
Heintzelman et a [50] used NLP on oncology provider
encounter notes to classify the severity of cancer patients' pain
symptoms into no, some, controlled, or severe pain. Koleck et
al [49] report accurate extraction of symptom severity with
location and duration as important directions for future work
on EHR NLP algorithms.

From our literature review, we find that for both mental and
physical health, there is ample opportunity for novel work on
severity classification of symptoms and functioning and for
continued efforts at the patient level.

Context

The context in which a functional impairment or limitation is
experienced or observed is critical to understanding its impact
on work-related activities. Functional activity isan outcome of
the interaction between an individual (including physical or
cognitive impairments in addition to persona identities and
preferences) and their physical, social, and cultural environment
[51]. Characterization of this multidimensional relationship
between environment, personal factors, and functioning isthus
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highly complex, as reflected by the wide variety of strategies
used to capture contextual information in functional
measurement [52]. Two themeshave emergedin prior literature
that make a useful distinction between different types of
contextual factors: social context (ie, social determinants of
health), broader characteristics of anindividual’ssocial situation
such as socioeconomic status, education, zip code, and raceand
ethnicity identifiers, which inform available resources and
opportunities for activity [53]; and individual context, factors
that are more specific to an individual’s activity performance,
such as the physical environment for an activity, social roles
such as work requirements, and personal preferences such as
transportation access or personal values.

While research on social determinants of health has grown
rapidly [54-57] due in part to their strong correlation with
population-level health outcomes [58], research on individual
context and environment—which more directly impacts
functioning [59,60]—remains a significant challenge.
Conceptual frameworks of disability have grown to recognize
the role of both environmental factors and personal factorsin
functional outcomes, as seen in the World Health Organization’s
International Classification of Functioning, Disability and
Health. Measures have been developed to characterize
environmental factors of function, including physical [61] and
psychosocial environment [62]. Such measures can be highly
informative regarding functional outcomes[63]. However, they
arenot systematically usedin clinical contexts[64,65] and some
work-related aspects of environment remain underspecified
even in conceptual models [66]. Functional assessment
measures, on the other hand, frequently either control for
environment (as in standardized performance measures) or
embed environmental characteristics directly into the
measurement of function [67,68] rather than capturing them as
related variables. In either case, the details of a person’s
environment and its role in their functional outcomes are
difficult to extract reliably.

Environmental factorsare only one part of the contextsin which
people function and must be combined with information on
personal factors affecting functional outcomes. Two recent
studies have developed steps toward systematically capturing
personal values and capabilities to inform rehabilitative care
for older adults, though automated analysis of thisinformation
remainsafuturedirection [69,70]. Individual contextisalargely
unexplored areafor NLP research due in part to the novelty of
human functioning as an area of NLP application [71]. In an
initial foray, Agaronnik et al [72] used NLP to capture
wheelchair usage—which, as an assistive device, may be
considered a contextual factor affecting functional
outcomes—from clinical data and demonstrated clear utility of
this information over structured billing and diagnosis codes
alone. More broadly, the flexibility of free text and the
availability of NLP tools to analyze it offers greater freedom
for recording and analyzing information on salient contextual
factors when the full power of more robust but burdensome
environmental measures is not needed. We therefore highlight
individual context, where social context meets individual
activity, as a key direction for future NLP research to enable
mental health and function analysis.
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Sour ce Attribution

In the context of the SSA, disability claims can include the
following sources of information (Code of Federal Regulations,
SSA): objective medical evidence, medical opinions, and lay
evidence.

Objective medical evidence includes signs and laboratory tests
reported by recognized medical sources. It is characterized by
being quantifiable and discernable. Thisishighly important and
indicative of theintensity and persistence of the symptoms and
their impact (eg, how pain severity can affect work ability).
Medical opinions include relevant information received from
both medical and nonmedical sources. Examples of such
information are daily activity and other factors relevant to
functional limitations caused by pain or symptoms; location,
duration, frequency, and intensity of pain or symptoms; and
treatment or any other medication used to alleviate the pain or
symptoms. Lay evidence consists of information outside of
objective media evidence or medical opinions—assessments
of disability or functioning limitation provided by
knowledgeable nonmedical sources such as family, teachers,
social services personnel, and employers. Thiswill complement
the information provided in objective medical evidence and

Table 1. Examples of different mental health functioning.
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medical opinions to better understand the impairments from
multiple perspectives. Moreover, lay evidenceisvery insightful
and important when medical evidence does not provide enough
evidencefor symptoms|[73]. Aswe note, these types of evidence
carry different levels of authority and support for the symptoms
of the patient. Therefore, the adjudicators need to evaluate and
address each evidence separately given its source to make a
more comprehensive decision for disability eligibility. In this
section, we will start with an overview of related work in NLP,
followed by our recommendations to customize these efforts
or build on them to address the needs to source attribution within
our proposed framework.

Source attribution, as proposed, correlates with multiple similar
tasksin NLP. Wewill start with an exampleto showcase options
for NLP techniques we can adopt from: The patient lacks
interest in doing anything, his mom mentioned. When the doctor
asked the patient, he claimed that he goes to work most of the
time. At the end of the visit, the doctor diagnosed the patient
with depression based on multiple assessments. First, as we
mentioned previously, we are assuming the availability of an
extraction system that can identify and recognize mental health
functioning and diagnoses statements. Table 1 depicts the
mention, its source, and type of evidence.

Mention Source Type

The patient lacks interest in doing anything Mother Lay evidence (symptom)

He claimed that he goes to work most of the time Patient Medical opinion (daily activity)

The doctor diagnosed the patient with depression based on multiple assessments Doctor Objective medical evidence (diagnosis)

Identifying who made the statements is similar to the task of
identifying author attribution in a dialogue or quoted speech
[74]. Although regular expressions can capture simple cases of
source attribution of impairments, such as “The patient said,”
Pareti et a [75] and O’ Keefeet a [ 76] discussed more advanced
techniques for quotes—direct and indirect—attribution in
opinion mining. Although they show promising results, these
methods have been geared and tested on newswire data. All
these techniques require clean and well-structured data, an
assumption that is hard to meet, especially given the noise
presented in clinical notes[77].

There are some cases in which the doctor or medical expert
omits mentioning the source in the note, especially when the
observation is generated from them or another medical expert.
In such cases, inferring source is difficult asit is not explicitly
known or inferred (using coreference resolution). For these
scenarios, we suggest that techniques be adopted from author
attribution task. This task focuses on identifying the author of
atext. Thistask has been well studied in multiple applications;
the most traditional one is assigning anonymous literary to
authors [78,79]. Additionally, it has been used in forensics to
identify authors that are involved in internet-based activity in
different text genres such as online messaging (eg, emails) [80],
news text data set [81], and social media [82,83]. However, in
our work, we focus on attribution of short text or sentencesin
notes.

https://medinform.jmir.org/2022/3/e32245

Furthermore, we believe that it would be beneficial to adopt
techniques from the intersection of author attribution and
coreference resolution [84,85]. We see similarities with event
extraction, where we focus on event attributes, mainly
participants, when the event describes a mental health
functioning mention. Techniques to extract multiple accounts
from anarrative, such asthe onesdescribed by Zhang et al [86],
can be adopted in our work to identify who made the observation
or statement.

It isimportant to note that the attribution problem, aswe propose
it, requires systems that can identify mental health functioning
mentions (eg, depression, lack of interest). For that goal,
availability of annotated datato train and test machinelearning
systems is essential [87]. Although we earlier addressed the
need for annotated data sets that have labels for mental health
functioning, we need additional labelsfor the source attribution
problem. The labels need to address who the source is and the
type of evidence. However, it is worth pointing out that data
setsthat have labels solely on thelevel of evidence are sufficient
for our targeted use-case. Labels can be assigned from the 3
types of evidence we mentioned above.

Discussion

Applications Beyond Disability Adjudication
We have presented a framework to support extraction of
functional information in mental health, which includes4 main
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dimensions. There were no existing NLP applications that are
directly applied to the characterization of temporality, severity,
source, and context. However, we identified relevant work in
mental health and other areasthat could be used for the advanced
application of NLPinthefield. Temporal expression extraction
and a relevant annotation scheme for identifying onset and
duration were presented. A model for extracting severity of
functional limitations was presented based on existing ordinal
symptom severity ratings. An example of extraction of context
was provided based on specific cases of wheelchair use in
clinical settings. Finally, alternatives for source attribution were
identified among existing approaches.

While our framework is tailored to the SSA disability benefits
adjudication process, it has implications for a wide variety of
applications outside the SSA context. For example, thisapproach
could be used when extracting information for usein the medical
case review process. This process requires expert review of
patients' care history based on medical records to ensure that
the treatment provided meets Medical Necessity Criteria
Additionally, this framework may be useful for other review
activities, including informing the process for assessing
eligibility determinations, individualized education programs,
and educational placements for children under the Individuals
with Disabilities Education Act. For this paper, we briefly
highlight applications for mental health informatics research,
functional assessment and program management in the health
care setting, and consultations for case-based recommendations
in treatment and managed care.

There is dignificant untapped potential for informatics
technologies focusing on mental health and functioning, as
evidenced by the interest of the mental health informatics
research community in recent years. The use of informatics
technol ogies has grown for the detection and diagnosis of mental
health conditions [88], and the use astoolsin mental health care
delivery is beginning to be explored [89]. Our framework can
inform the expansion of these technologies into a longer-term
view of the trgjectory of mental health and functioning in a
person, thus improving the power of predictive analytics and
presentation of health information to providers. Murnane et al
[90] describe several technological needs for long-term mental
health management, including incorporation of social
contexts—a key component of our framework for NLP. Rigby
et al [91] identified several aspects of mental health care that
are still challenging for mental health informatics 2 decades
later, including the importance of a longitudina view. By
identifying clear linksto existing NLP research, our framework
can serveto guidetrandational NLPresearch[92] inthe mental
health domain. This work can help identify both processes for
translating existing NLP technol ogies into robust solutions for
application in mental health research and care as well as new
research questions for progress on the needs of mental health
informatics.

There are numerous potential specific applications of our
approach to using NLP for extraction of information from
various sources to assist with the assessment of mental
functioning. These are applications that require a review of
medical and health-related information to assess functioning
for the support of various clinical and other human service
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processes. The most common application would be reviews of
clinical recordsto decide on adiagnosisor acourse of treatment.
A similar approach might be used by a managed care
organization to determine the medical necessity of an episode
of care or receipt of service. A consultant who is involved in
the second opinion on adiagnosis or treastment plan coul d benefit
from a decision-support tool that extracts all theinformationin
amedical record that isrelevant to mental functioning. Outside
of health care settings, educational organizations and child
welfare organizations might use such aclinical review to assess
astudent’s need for special assistance or accommodation based
on impairment in mental functioning. The development of an
Individual Education Plan or a504 plan[93] could usean NLP
support tool to extract information from school and medical
records to assess the need for special supports.

It is worth noting that this framework and its 4 key elements
can be used for and generalized to any area of functioning within
the SSA disability program and its statutory definition of work
disability.

Support Toolsfor Disability Adjudication Need High
Sensitivity

Current tools available to extract data related to mental health
and function lack the level of sensitivity with respect to the
elementsin the MER on many types of mental functioning due
to a mental impairment. While adjudicators ultimately need
infformation on more fine-grained aspects of temporal
sequencing using constructs such as intermittence, persistence,
and recurrence, the main challenge is to create a complete
timelinewith all relevant aspects of functioning. Human decision
makers assess the more fine-grained aspects of these
characteristics of functioning. NL P systems thus need to extract
the information without necessarily making fine-grained
distinctions. One needs to know all the fine-grained elements
to extract all relevant information even if the NLP tool does not
need to make the distinctions. What is true for the granularity
of temporality isalso true for context, severity, and source, but
most importantly, an NLP tool needs to be sensitive so that no
information in the MER is overlooked.

Limitations and Challenges With Respect
to NLP for Mental Health Function

Although the domain of mental health in general is attracting
more NLP research, these studies focus on classification tasks
in terms of diagnosis or identification of high-risk individuals
and do not address how these impairments affect the patient’s
functioning in both personal and work environments. Thus,
there will be challenges and obstacles as research evolves in
this domain.

As we described in the paper, the domain of mental health in
general and especially mental health functioning is ambiguous
and highly semantic. Thisyieldsto different interpretationsand
inconsistencies in annotating documents with mental health
functioning mentions and attributes, as consensus by humans
is harder to attain. Furthermore, the lack of gold standard and
manually annotated corpora for mental health functioning that
are essential to build robust extraction solutions highlights the
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need for theinterested community toinvest resourcesin building
such corpora to further improve the performance of these
solutions.

Conclusions and Future Vision

There is tremendous opportunity for the development and
Although precision, specificity, and sensitivity (ie, recall) application of NLP tools and methods for the characterization
metrics are important, we believe that the interested entities, of mental functioni ng. Although we found no literature that
such as the SSA, can directly benefit from tools that focus on  directly applied to the 4 main dimensions in the proposed
sensitivity (ie, higher recall) rather than higher precision and ~ framework, relevant toolsand methods wereidentified. Research
specificity. Such premise extends the invitation for researchin  and development leveraging this existing work to tailor
categorization and relevance ranking to compensate for thelow ~ approaches for the extraction of temporality, severity, source,
Spa:|f|c|ty and precision of such Wgen']s_ A|th0ugh we are and context will yleld substantial value to the use-case of

awareof theimportance of that line of research, this paper leaves dlsablllty determination and bwond. Future work should focus
this work for the future. on devel oping relevant annotated data sets and tools trained on

the key aspects of the 4 mental functioning domains.
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Abstract

Background: Patient body weight is a frequently used measure in biomedical studies, yet there are no standard methods for
processing and cleaning weight data. Conflicting documentation on constructing body weight measurements presents challenges
for research and program evaluation.

Objective: Inthisstudy, we aim to describe and compare methods for extracting and cleaning weight data from el ectronic health
record databases to develop guidelines for standardized approaches that promote reproducibility.

Methods: We conducted a systematic review of studies published from 2008 to 2018 that used Veterans Health Administration
electronic health record weight data and documented the algorithms for constructing patient weight. We applied these algorithms
to a cohort of veterans with at least one primary care visit in 2016. The resulting weight measures were compared at the patient
and site levels.

Results:  We identified 496 studies and included 62 (12.5%) that used weight as an outcome. Approximately 48% (27/62)
included areplicable algorithm. Algorithmsvaried from cutoffs of implausible weightsto complex model s using measures within
patients over time. We found differences in the number of weight values after applying the algorithms (71,961/1,175,995, 6.12%
to 1,175,177/1,175,995, 99.93% of raw data) but little difference in average weights across methods (93.3, SD 21.0 kg to 94.8,
SD 21.8 kg). The percentage of patients with at least 5% weight loss over 1 year ranged from 9.37% (4933/52,642) to 13.99%
(3355/23,987).

Conclusions:. Contrasting algorithms provide similar results and, in some cases, the results are not different from using raw,
unprocessed data despite algorithm complexity. Studies using point estimates of weight may benefit from asimple cleaning rule
based on cutoffs of implausible values; however, research questions involving weight trajectories and other, more complex
scenarios may benefit from a more nuanced algorithm that considers all available weight data.

(IMIR Med Inform 2022;10(3):€30328) doi:10.2196/30328
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Introduction

Background

The use of electronic health records (EHRSs) by health care
systems has rapidly increased during the last 2 decades [1],
making vast amounts of clinical information available for use
in research and evauation efforts [2,3]. However, there are
issues associated with using EHR data, including a lack of
control over data definitions and data collection processes [4]
aswell asmethodological challenges associated with processing
and transforming raw, messy EHR [5] datainto research-ready
data that can be meaningfully used for research and evaluation
[6]. For these reasons, many have called for increased
transparency regarding data cleaning efforts, methods to assess
EHR data quality [7], and increased reporting and sharing of
methods for selecting clinical codes[8,9].

Obesity is associated with increased risk of a wide range of
medical problems, including diabetes, hypertension, high blood
cholesterol, cardiovascular events, bone and joint problems,
and sleep apnea [10]. Clinicians frequently advise patients to
loseweight to help prevent or delay the onset of chronic disease
[11]. Accordingly, obesity is a major public health challenge
for the United States; compared with patients of normal weight,
patients with obesity have higher inpatient costs, more outpatient
visits and costs, and more spending on prescription drugs [12].
Thus, patient weight represents a frequently used measure for
many researchers and evaluators. It may be included as a risk
factor in studies seeking to predict adverse medical events, as
acovariatein studiesthat seek to adjust for the effect of baseline
wel ght when examining the associati on between another variable
(eg, treatment) and an outcome, or as an outcome in studies
examining the effects of ameasure (eg, intervention) on patient
weight or weight change over time.

Despite being acommon clinical measure, thereis no standard
for processing and cleaning EHR weight datafor usein research
and evaluation studies. Researchers are often left to select and
replicate a method described by others or develop their own
algorithms to define weight measures for analyses, resulting in
many different definitionsin the published literature[13]. These
definitions range from simple cutoffs for implausible values to
more computationally complex agorithms requiring significant
coding and processing capacity, as well as difficulties in
replicating for other studies. Furthermore, it is unknown how
resulting weight measures may vary based on how researchers
process and clean the data; subsequently, theimpact of algorithm
choice on results and research findings is a so unknown.

Study Objective

The objectives of this study include (1) comparing algorithms
for extracting and processing clinical weight measures from
EHR databases and (2) providing recommendations for the use
of algorithms. We used measures of patient weight from the
Corporate Data Warehouse (CDW) of the Veterans Health
Administration (VHA) to accomplish these objectives. The
VHA includes a network of medical centers that rely on a
system-wide integrated EHR system. Patient data are extracted
from EHR records nightly and uploaded to a centralized CDW,
which comprises relational data tables that can be accessed by
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dataanalysts, including researchers. Users extract datafrom the
CDW and typicaly perform simple data checks to verify
accuracy. More complex algorithms may be used, especialy in
research; for example, to ensure that the amount of missing data
does not exceed a prespecified threshold [14].

Methods

Cohort and Data Sources

We included cohorts of VHA patients based on two calendar
year periods: 2008 and 2016. Previous work suggests that data
quality for some CDW data fields has improved over time in
terms of cleanliness and data capture [15,16]. Thus, selecting
2 time points allowed usto compare the quality and quantity of
data between these time points. For each year, we randomly
sampled 100,000 patients aged =18 years with at least one
primary carevisit (VHA Stop Code 323) during the cohort year,
with thefirst primary care visit serving astheindex date. There
were no restrictions on facility or region; thus, our cohorts
represent a national sample. We excluded patients with any
International Classification of Diseases, 9th or 10th revision
codes, or Current Procedural Terminology codesfor pregnancy
within 2 years before and 2 years after the index date, which
we henceforth refer to as the collection period. Our detailed
approach is described in Multimedia Appendix 1 [17-28].

We collected all weight and height measurements from the
CDW vital sign table during the collection period. If a patient
had more than one height measurement during the 4 years, we
used the modal value to determine a single measure of height
for each patient. In the event that an individual only had 2
recorded height values, the last value was chosen when height
was arranged in ascending order by collection date. We
calculated BMI by dividing weight in kilograms by height in
meters squared. All weight and height data were cleansed of
any nonnumeric characters, converting commas to decimals
where appropriate.

Weight-Cleaning Algorithms

Previously, our team conducted a systematic literature review
to identify studies that used patient weight outcome measures
from the VHA CDW [13]. We identified 39 published studies
that used the CDW to define patient weight outcomes. Of the
39 studies, 33 (85%) [17-49] included a weight-cleaning
algorithm that could be implemented and replicated in this study.
In this paper, we present 12 algorithms[17-28] representing the
breadth of methods used in cleaning body weight measurements
and provide details about the remaining algorithms in
Multimedia Appendix 1 and in our GitHub repository [50].

For comparison, we divided the 12 agorithms into two
conceptual groups. (1) those that included all weight
measurements during a specified time frame and (2) those that
were period-specific. A brief description of the key differences
between algorithms by group is shown in Table 1.
Period-specific algorithms were those that selected baseline,
6-month, and 12-month periods and included weight
measurements during specified windows around those dates.
Note that not all algorithms fit exactly into these groups. For
instance, we classified the algorithm used in the study by Noél
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et al [27] as aperiod-specific algorithm, asit is based on fiscal
quarters but uses all data within each quarter to define median
weights. Similarly, the algorithm by Jackson et al [21] involves
taking the arithmetic mean of all weight measurements collected
between arbitrarily chosen time points.

Evanset a

All agorithms were recreated from the methods sections
described in the relevant publications and translated into
pseudocode and then into R (version 3.6.1; R Foundation for
Statistical Computing) or SAS (version 9.4; SAS|nstitute) code
(Multimedia Appendix 1, section 2, and web-based supplemental
materials [50]).

Table 1. Conceptual description of main exclusions after applying each algorithma.

Conceptual group Exclusions based on algorithm
All weight measures
Butaet al [18] o  Patientswith <1 weight value

« BMl<l1lor>70

Chan and Raffa[19] o Weights <23 kg or >340 kg
«  Weights>3 SD from mean

Maguen et al [26] o Weights <32 kg or >318 kg

«  Weights where the absolute value of conditional residua from linear mixed model =10

Breland et al [17] o Weights <34 kg or >318 kg

«  Weight values that fell outside of specific ratios calculated within patients over time

Macigjewski et al [25] .

Littman et a [24] «  Weights<34 kg or >272 kg

Weight values associated with large SDs calculated on arolling basis

«  Weights where difference from mean >SD
«  Weights where SD was >10% of the mean

Period-specific

Rosenberger et a [28]

Noél et a [27]

Kazerooni and Lim [23]

Jackson et al [21]

«  Patientswith <K number of weight measures; K chosen by researcher
«  Weights outside of 6-month time points

«  Weights<32 kg or 2318 kg
« Patientswith too few values to compute median within fiscal quarters

«  Weights outside of windows around 3 periods
« Patients missing datain any of the 3 periods

«  Weights <34 kg or >318 kg

«  Weights outside of 90-day window of each time point

Goodrich et al [20] «  Weights <36 kg or >227 kg

«  Patients with >45 kg change between periods (baseline and 6 and 12 months)
«  Weights outside of 30-day window of each time point

Janney et al [22] .

Weights <41 kg or >272 kg at baseline

«  Weights outside of 30-day window of baseline and 60-day window of 6- and 12-month period
«  Weightsresulting in >45 kg change during study

Details of each algorithm, including code, excerpts from published methods, and pseudocode, can be found in Multimedia Appendix 1, section 2, and

the project GitHub [50].

Methodsto Compare Algorithms

Descriptive Statistics

All agorithms were applied to the data for both cohorts and
compared based on descriptive statistics, including the number
of weight measures and patients retained and the mean, SD,
median, and range of weight values. For comparison, we aso
included descriptive statistics based on the raw, unprocessed
weight data during the study time frame.

https://medinform.jmir.org/2022/3/e30328

Weight as a Predictor

Weight is often used as a risk factor or covariate in statistical
models to predict health outcomes. We present an example
showing the associ ation between baseline weight and new-onset
diabetesto compare algorithmsin this context. For thisanalysis,
we excluded patients with diabetes before the study index date
and we defined new-onset diabetes as the presence of 2 or more
diabetes diagnosis codes after the patient’sindex date. To create
baseline weight measures for each patient, al 12 algorithms
were first applied to each cohort, then weight measurements
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were collected given a 60-day window on or before the index
date (ie, 30 days before to 30 days after the index date). The
resulting baseline weight measure was the measurement that
occurred on the closest day to the index date after cleaning the
weight data. We then used 13 distinct logistic regression models
to obtain odds ratios (ORs) for the effect of patient weight on
new-onset diabetes.

Weight Change

A common metric used in weight loss evaluation studies
involves weight loss =5%, where weight change is assessed
over a 1-year period [11]. We applied each agorithm to our
cohorts to compare algorithms on this metric. After cleaning
the weight data, we used a 60-day window to define initial
weight values and included the weight measurement taken on
the closest day to theindex date. To define the 1-year follow-up
weight, we again used a 60-day window around the date 1 year
after the baseline, keeping the closest weight measurement. In
addition, using the same procedure outlined above, we computed
weight gain =5% in a 1-year period.

Longitudinal Weight Trajectory

Weight isfrequently measured, often resulting in several weight
measures per patient over time. Researchers may be interested
in assessing weight trajectories within patients over time and
potentially classifying patients according to their trgjectory or
examining whether types of patients respond differentially to
interventions. Algorithm choice may affect the tragjectory of
individuals and their measurements collected over time,
especialy for algorithms that severely reduce the number of
measurements left to analyze. Instead of aggregating patient
weight over a specific period, studies analyzing weight measures
within patients over time use repeated-measure designs such as
(generalized) linear mixed models (LMMs), analysisof variance,
or analysisof covariancefor estimation. To compare algorithms
in this context, we used a latent class LMM that assumes the
population is heterogeneous and composed of some selected
number of latent classes characterized by specific trajectories.

The latent class mixed models implemented through the R
package lcmm (package version 1.8.1) [51] exhibited poor or
slow convergence characteristics as the sample size increased;
thus, a random sample of 1000 individuals from each cohort
was used for model development. The same random sample
was processed by each of the 12 algorithms and eval uated using
the same latent class mixed model.

Facility-Level Metric

Researchers and evaluators are often interested in comparing
facilities according to the percentage of patients who meet a

https://medinform.jmir.org/2022/3/e30328
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metric of interest. To examine this application, we calculated
the percentage of patients with 1-year weight loss >5% and
weight gain >5% at each facility using the raw data and each
of the 12 algorithms. Although these types of comparisons may
often berisk-adjusted, our objective was only to understand the
impact of algorithm choice on calculated facility-level metrics,
therefore, we examined unadjusted facility rates. We
rank-ordered facilities separately based on the percentage of
patients with weight loss of 25% and weight gain of >5%. We
then compared the differences in the percentage of patients
based on each agorithm, grouping by those that used all data
and period-specific algorithms.

Results

Sample Descriptive Statistics

Both cohortsincluded approximately 100,000 patients (n=98,786
in 2008 and Nn=99,958 in 2016; Multimedia Appendix 1, Table
S2). Patientswere excluded if they had no weight measurements
or were pregnant during the data collection period.

Using the raw data from the 2016 cohort, each veteran had a
mean of 12.2 (SD 24.9) weights recorded over the 4-year
collection period, and 1 patient had 4981 measurements
(web-based supplement [50]). Approximately 5.29%
(5291/99,958) of veterans had only 1 weight measurement
recorded. Before applying any cleaning rules, the dataincluded
1,175,995 total weight measurements. Between 2008 and 2016,
the average weight increased by approximately 2.3kg (91.9-94.3
kg), with a 1-point increase in SD (21.6-22.0 kg; Multimedia
Appendix 1, Table S3). The number of weights recorded did
not differ between the 2008 and 2016 cohorts and had similar
overall distributions.

Aside from the difference in average weight between the 2
cohorts, the results did not reveal major differences in the
number of weight measurements per patient or weight
distributions. Therefore, the remainder of the resultswill focus
on the 2016 cohort. The results from the 2008 cohort are
included in Multimedia Appendix 1.

Algorithm Descriptive Statistics

Descriptive statistics for the raw data and each of the 12
algorithmsare shown in Table 2. After applying each algorithm
to the raw data, al but 2 retained >90% of the
patients—K azerooni and Lim [23] retained approximately 24%
(23,987/99,958) of patients, and Rosenberger et al [28] retained
63.43% (63,405/99,958). The mean and SD varied little between
algorithm types, ranging from 93 to 95 kg (range 20.6-21.9 kg).
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Table 2. Weight processing by algorithm and type of algorithm.
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Item Patientsretained, n (% of  Weight measurementsre- ~ Weight (kg), mean (SD;  Weight (kg), median (IQR)
raw weights) tained, n (% of raw weights) range)

Raw weights 99,958 (100) 1,175,995 (100) 94.3 (22.0; 0-674.0) 91.8 (27.4)

Algorithmsthat used all data
Butaet al [18] 90,159 (90.2) 1,131,996 (96.3) 94.3(21.9;12.3-111.1)  91.9(27.3)
Chan and Raffa[19] 96,132 (96.2) 1,170,114 (99.5) 94.3(21.9; 24.5-330.0)  91.8 (27.4)
Maguen et al [26] 98,352 (98.4) 1,037,293 (88.2) 93.3(21.0; 31.9-245.4)  91.0(26.4)
Breland et al [17] 99,958 (100) 1,175,177 (99.9) 94.3(21.9; 34.0-3150)  91.8 (27.4)
Maciejewski et al [25] 99,958 (100) 1,146,995 (97.5) 94.4(21.8;28.1-247.7)  91.9(27.2)
Littman et al [24] 96,130 (96.2) 1,161,661 (98.8) 94.3 (21.8; 34.0-247.7) 919 (27.2)

Period-specific algorithms
Rosenberger et al [28] 63,405 (63.4) 227,215 (19.3) 94.3 (21.0; 0-596.2) 92.0 (26.3)
Kazerooni and Lim[23] 23,987 (24) 71,961 (6.1) 94.8 (21.8; 0-559.6) 92.5(27.2)
Goodrich et a [20] 95,748 (95.8) 199,830 (17) 935 (20.6; 36.3-226.8)  91.2(25.7)
Janney et a [22] 95,742 (95.8) 199,830 (17) 93.5(20.6; 35.6-247.7)  91.2(25.7)
Jackson et al [21]2 96,559 (96.6) 251,501 (21.4) 93.6 (20.6; 27.4-250.0)  91.2(25.9)
No&l et al [27]2 99,958 (100) 683,008 (58.1) 94.0(20.9; 31.8-267.1) 916 (26.1)

#These algorithms differ from the other period-specific algorithms as they first use all available data and then proceed to aggregate measures by the

mean or median within select periods.

The raw, unprocessed data contained implausible values ranging
from 0 kg to 674 kg. Although most algorithms involved
removing outlying values—often as the first step—some did
not. Most notably, data processed by two of the algorithms
(Kazerooni and Lim [23] and Rosenberger et al [28]) maintained
weight values from 0 kg to >454 kg (see Table 1 for algorithm
descriptions).

Algorithms designed to use all available weightsretained abulk
of the measurements (1,037,293/1,175,995, 88.21% to
1,175,177/1,175,995, 99.93%) and resulted inasimilar average
weight (mean 93.3-94.4, SD 21.0-22.0 kg). The SD did not
decrease after applying the algorithms except for the algorithm
by Maguen et a [26], which retained 88.21%
(1,037,293/1,175,995) of the measurements and resulted in a
slightly lower average weight and SD (mean 93.3 kg, SD 21.0
kg).

For the period-specific algorithms, only 1 retained >50% of the
rav weight measurements (Noél et a [27] maintained
683,008/1,175,995, 58.08% of the available data), yet the
average weight and SDs differed little between a gorithms. The
Kazerooni and Lim [23] algorithm resulted in higher average
and median weights (mean 94.8 kg, SD 21.8 kg, median 92.5
kg). It is important to note that the algorithms designed by

https://medinform.jmir.org/2022/3/e30328

Kazerooni and Lim[23] and Noél et a [27] first useal available
data and then proceed to aggregate measures by the mean or
median within select periods. Thus, they differ in approach from
the other period-specific algorithms, which first define periods
and then extract weight measures during windows around those
periods.

Although the mean weight did not change appreciably between
the 12 algorithms, there were noticeable differences in the
resulting distributions of weight. To explore these differences,
we implemented a bootstrap procedure for the mean and
variance by sampling 1000 patients, with replacement—thus
each patient could be in each sampling iteration more than
once—then evaluating the sample data with all 12 algorithms,
and repeating this procedure 100 times. Each algorithm is
designed to clean weight measurements; thus, in terms of the
mean, the differences between agorithms are minute
(Multimedia Appendix 1, Figure S1), rarely deviating from the
mean of the unprocessed data. Differencesin variance stand in
stark contrast, deviating in both measures of center and spread
between algorithms and years—most notably, Kazerooni and
Lim[23] and Maguen et a [26] (Figure 1 [17-28]). Disregarding
the standout algorithms, differences in SD were still small on
an absolute scal e, with an approximate range between a gorithms
of 0.9 kg and 1.8 kg.
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Figure 1. Bootstrapped 95% CI of the SD by algorithm and algorithm type. The midpoint represents the median SD, the thick gray line represents the
80% quantile interval, and the black line represents the 95% quantile interval [23-25,30,35,36,38,39,41-43,46].
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. . . . weight. The reported OR and 95% CI varied little between
Algorithms Applied to Analysis Scenarios algorithms, and all ORswere dlightly >1.00 (Figure 2[17-28]).
Weight as a Predictor The results from the Kazerooni and Lim [23] algorithm are the

most striking, exhibiting thewidest Cl and the smallest OR (see
the web-based supplement section Weight as a Predictor for a
detailed exploration of each analytic decision [50]).

A total of 13 individua logistic regressions were computed to
predict the occurrence of new-onset diabetes as a function of
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Figure 2. Odds ratio (OR; 95% CI) from
[23-25,30,35,36,38,39,41-43,46].
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Weight Change (Gain and L0ss)

Table 3 shows descriptive statistics for 25% weight loss and
gain by agorithm. To calculate 1-year weight loss and gain,
patients were required to have both a baseline weight (60 days
before to 60 days after the index date) and a follow-up weight
(60 days before to 60 days after 1 year from the index date).
After applying the agorithms, only 24% (23,987/99,958) to
60.25% (60,225/99,958) of patients were retained for analysis
and, unsurprisingly, the algorithms that used all data retained
the most patients. However, the proportion of patientswith >5%
weight loss remained dtationary at roughly 13.13%
(7851/59,773) to 13.95% (5425/38,875) for nearly all
algorithms. The exception wasthe Maguen et al [26] algorithm,
which resulted in only 9.37% (4933/52,642) of patients

https://medinform.jmir.org/2022/3/e30328

RenderX

achieving thisweight loss goal. A similar pattern in the results
is exhibited by the weight gain analysis—Maguen et al [26]
resulted in the lowest gain (4088/52,642, 7.77%), whereas al
others stayed relatively the same at 10.86% (6494/59,770) to
12.15% (4725/38,875).

The average weight change was dightly <0, ranging from -0.13
kg to —0.43 kg, with the largest discrepancy resulting from the
Maguen et a [26] algorithm and the smallest from the Kazerooni
and Lim [23] algorithm. Despite the often lengthy processing
steps involved in each algorithm, almost all algorithms still
retained implausible weight change outliers, ranging from —1454
kg to —242 kg for the Rosenberger et a [28] and Kazerooni and
Lim [23] agorithms, respectively (see Multimedia Appendix
1, Figure S2 for agraphical representation).
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Table 3. Comparing weight loss metrics by algorithm, common measures of weight loss >5%, and average weight change from baseline.

Item Patients retained® n (%)  Weight loss >5% from Weight gain 5% from Average weight change
baseline, n (%) baseline, n (%) from baseline (kg), mean
(SD; range)

Raw weights 60,286 (60.3) 8162 (13.5) 6977 (11.6) -0.13 (7.3; —456 to —485)

Algorithmsthat used all data
Butaet al [18] 57,014 (57) 7762 (13.6) 6642 (11.6) -0.27 (5.4; 111 to —126)
Chan and Raffa[19] 60,175 (60.2) 8069 (13.4) 6902 (11.5) -0.26 (5.4; 231 to —126)
Maguen et al [26] 52,642 (52.7) 4933 (9.4) 4088 (7.8) -0.17 (3.5; 33 to —44)
Breland et a [17] 60,225 (60.3) 8124 (13.5) 6936 (11.5) -0.27 (5.2, 117 to -94)
Maciejewski et al [25] 58,457 (58.5) 7985 (13.7) 6810 (11.6) -0.28 (5.1; -53 to —88)
Littman et al [24] 59,773 (59.8) 7851 (13.1) 6787 (11.4) -0.22 (4.9; 54 to —49)

Period-specific algorithms
Rosenberger et al [28] 38,875 (38.9) 5425 (14) 4725 (12.2) -0.31 (6.4; -454 to —135)
Kazerooni and Lim [23] 23,987 (24) 3355 (14) 2503 (10.4) -0.43 (5.6; —242 to —136)
Goodrich et a [20] 58,142 (58.2) 7828 (13.5) 6688 (11.5) -0.27 (5.2; -53 t0 —93)
Janney et al [22] 58,171 (58.2) 7842 (13.5) 6679 (11.5) -0.28 (5.4; 132 to —127)
Jackson et al [21] 59,770 (59.8) 7973 (13.3) 6494 (10.9) -0.32 (5.1; -111 to —104)
Noél et a [27] 58,525 (58.5) 7786 (13.3) 6624 (11.3) -0.26 (5.2; ~111 to —88)

3N umber of patients retained after applying the algorithm. N=99,958 (number of veteransin the 2016 cohort).

Weight Trajectory
For each algorithm, the individual trajectories were modeled
using a random slope and intercept. Latent class membership
represents a choice by the statistical modeler; here, for both
conceptual and parsimonious reasons, a 3-class model was
chosen for analysis.

Figure 3 [17-28] displays predictions from latent class LMMs
computed for each agorithm. There are three types of
trajectories. those displayed with a negative slope (predicted
weight loss), a dope of nearly 0 (corresponding to those
predicted to maintain weight across a 1-year span), and a
positive slope (predicted weight gain).

The choice of algorithm can affect predicted weight loss and
weight gain within 1 year. Each algorithm produced a dlightly
different slope and intercept for each class (eg, for the raw data,

https://medinform.jmir.org/2022/3/e30328

B1+=—0.00906 vs [3,=.00000 and [35,=.01322 for classes 1, 2,
and 3, respectively), implying that the second class of
individuals maintained their weight over time, whereas class 1
was predicted to lose 1.5 kg, and class 3 was predicted to gain
2.2 kg over a period of 365 days. For al but 1 algorithm, the
posterior probability of individuals classified as class 1 (loss)
was low, with a median across algorithms of 0.34 (range
0.014-0.99; Multimedia Appendix 1, Table S13), implying that
3.4% (34/1000) of sampled veterans were predicted to lose
weight. The Kazerooni and Lim [23] algorithm differed and
classified 99.6% (262/263) of its patients as class 1 (loss), with
almost 0% predicted for class 2 (maintenance). Goodrich et al
[20], Janney et a [22], Kazerooni and Lim [23], and
Rosenberger et al [28] stand out with the steepest slopesin class
3 (gain), indicating greater predicted weight gain for patients
in this class.
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Figure 3. Group-based trajectory modeling by algorithm [23-25,30,35,36,38,39,41-43,46].
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Facility-Level Metrics

The percentage of patients with >5% weight loss and gain was
calculated for each of the 130 facilities using the raw weight
data and the weight data as processed by each algorithm. Using
the raw data, the percentage of patients with >5% weight loss
ranged from 2% (1/44) to 19.7% (78/395) acrossfacilities, with
an average of 13.5% (SD 2.6%). Across agorithms, the
percentage of patients who met the metric ranged from a
minimum of 2% (1/44) to a maximum of 26% (13/50). For
weight gain, the percentage of patients with 25% weight gain
ranged from 6% (14/234) to 20% (9/44) across facilities using
the raw data, with an average of 11.6% (SD 2.3%); across

https://medinform.jmir.org/2022/3/€30328
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algorithms, the percentage of patients ranged from 3.1%
(12/386) to 27% (14/51). Figure 4 [17-28] shows the
facility-level rates, with facilities ranked along the x-axis
according to the percentage of patientswho met the metric using
raw data. Higher-ranking facilities had greater rates of patients
meeting the metric. Using the period-specific agorithms to
define the percentage of patientswith 25% weight loss resulted
in more variability, and the choice of algorithm clearly affected
facility rank. In contrast, the algorithms that used all data
exhibited similar ranking to theraw data. The Maguen et a [26]
algorithm was a clear outlier and resulted in much lower rates
that would affect facility ranking. The Macigjewski et a [25]
algorithm showed dlightly higher rates.
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Figure 4. Facility-level percentage of patients with =5% weight loss by algorithm. Facilities are ranked along the x-axis according to the percentage
of patients who met the metric using raw data, with higher-ranking facilities having greater rates of patients meeting the metric. The percentage of
patients who met the metric calculated by each algorithm is displayed for each facility [23-25,30,35,36,38,39,41-43,46].
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Discussion

Principal Findings

For many applications, the differences between
weight-processing a gorithms are minor, implying that asimpler
algorithm design may be accurate and computationally more
efficient in many scenarios. Furthermore, in some cases, the
results are not appreciably different from using raw, unprocessed
data

There are subtl eties between each algorithm and a gorithm type
that appear to be more appropriate for specific applications. For
example, if it is assumed within a cohort that weight will be
lost or gained linearly (eg, weight loss programs or patients
with terminal cancer), the Maguen et al [26] agorithm would
be appropriate to use.

Studies using point estimates of weight (descriptive statistics
and weight as a predictor) and weight change may benefit from
a simple cleaning rule based on cutoffs of implausible values,
such as excluding weights <34 kg or >318 kg. However, we
also recommend examining the computed weight change
(output) for implausible values in addition to filtering the
unprocessed measurements.

Among the algorithms that used all weight measures, most
removed outliers within patients, often using some variation of
rolling SDs to determine implausible values. However, the
results from the study by Buta et a [18] are consistent with
these algorithms even though the algorithms simply apply an
outlier filter based on BMI to the entire sample.

Studies examining weight trajectories and facility-level metrics
may benefit from a more nuanced a gorithm that considers all

https://medinform.jmir.org/2022/3/e30328
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available weight data. With respect to trgjectory analyses,
Kazerooni and Lim [23] and Janney et a [22], both
period-specific algorithms, showed steeper weight losses and
thus inconsistent results compared with other algorithms.
Clearly, when modeling trajectories, the estimation would
benefit from using an algorithm that uses all available weight
data In terms of facility-level analysis, all period-specific
algorithmsresulted in inconsistent or noisy resultsin comparison
with the algorithms that used all data. The clear exception was
the Maguen et al [26] agorithm, which assumes linearity in
weight over time when cleaning weight measurements, an
assumption that may not be tenable.

As an example of a recommendation, based on preliminary
findings, we used a 2-stage algorithm to derive and clean a
weight outcome for the study by Miech et a [52], specifically
>5% weight lossin a 1-year time frame. The procedure used to
arrive at the final outcome was as follows: for each patient in
the VHA-derived cohort, all weight datawere collected between
apatient’s baseline time point and the end of follow-up (1 year).
To clean these data, the Breland et a [17] algorithm was used
asit uses all data, shows consistent results in comparison with
other algorithms that use all data, and provides a reasonable
distribution of weight values upon computing weight change.
Alternatively, the Macigjewski et al [25] algorithm could have
been chosen as it exhibits the same ideal characteristics as the
Breland et a [17] agorithm yet comes with added complexity
in terms of parameter settings because of its design expectant
of large changes in weight. Once cleaned with the Breland et
al [17] agorithm, weight change and weight change as a
percentage of body weight were calculated, and implausible
values left in this distribution were then assessed iteratively by
choosing the next closest measurement to either the baseline or
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follow-up weight and then re-examining the weight change
distribution. This process ended when the distribution was
removed of all implausible values given arange chosen by the
study investigators.

Considerations

These data can be stratified in many ways and, for the purposes
of brevity, we choseto display the results assuming homogeneity
of the sample. Alternatively, stratifying by demographic or
clinical factors had the potential to change our results and
conclusions; thus, we chose to differentiate our analysis for
patient sex and for categories of weight—namely, underweight,
overweight, and obese (web-based supplement [50]). For the
sex subanalysis, the patterns of postalgorithm measurements
did not differ between men and women save for the noisy
facility-level analysis, which can be attributed to the small
number of women in multiplefacilities. A similar result can be
seen in the analysis by BMI category, where the patterns were
similar, but the facility-level analysis was noisy because of
small numbers. Consequently, the value in further subanalyses
should be explored to better address common clinical and
research scenarios.

Similar to the choice of data, the methods we chose to address
the impact of algorithms were tested on a small selection of
analytic approaches while disregarding others that researchers
may wish to use. Chiefly, we did not examine the impact on a
broader set of machine learning or artificial or computational
intelligence approaches common in big data analytics. Further
combining machine learning, missing data imputation, and the
impact of agorithm choice could prove to be an invaluable
resource for the clinical research community.

Limitations

Our datalack agold standard and thus, we cannot establish that
apresumed outlier isinfact implausible; it is possible that some
individuals experienced drastic weight changes that were not
considered. Patients who were pregnant during the period were
excluded; however, other diseases or conditions may be
associated with dramatic weight shifts, and amputation in
diabetic patients could also be considered. We did examine the
impact of including weight measures from the inpatient setting
aswell asbariatric surgery patients and found only 2 individuals

Evanset a

withimplausible weight change val ues (web-based supplement
[50]).

In addition, many algorithms were designed using a specific
cohort of patients or an analytic approach, which may not
transfer to ageneral patient cohort. The Maciejewski et al [25]
algorithm was designed specifically for studies involving
patients who had undergone bariatric surgery or patients who
experienced drastic weight changes within a short amount of
time. Furthermore, Noél et a [27] proceeded by aggregating
longitudinally measured weight over fiscal quarters, a method
more appropriate for econometric-type research studies.

Our conclusion that applying a ssimple algorithm or filter may
be enough to clean the data has been arrived at by analyzing
large samples; thus, these results may differ in smaller samples
or small subpopulations, as can be seen in the sex and BMI
category analyses. We did not analyze the differences in the
algorithms because of the sample sizein thisstudy. A simulation
study would be warranted to fully assess the impact of sample
size.

Finally, all algorithms were reconstructed from the published
methods and supplemental material, and there was potential for
misinterpretation. In the era of big data analytics and use of
patient EHR datafor research and evaluation, it is essential that
details surrounding data processing and measure creation are
included in supplemental materials or shared code (eg, GitHub,
Bitbucket, or Docker) to facilitate reproducibility and replication
efforts.

Conclusions

In this paper, we presented several applications of algorithms
to process weight measurements obtained from EHRs and
attempted to provide recommendations for common research
scenarios. Different algorithmsresult in generaly similar results.
In some cases, the results are not different from using raw,
unprocessed data, despite algorithm complexity. Studies using
point estimates of weight (descriptive statistics and weight as
a predictor) and weight change may benefit from a ssimple
cleaning rule based on cutoffs of implausible values. Research
guestionsinvolving weight trajectories and facility-level metrics
may benefit from a more nuanced a gorithm that considers all
available weight data.
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Abstract

Background: Alzheimer disease (AD) and other types of dementia are now considered one of the world's most pressing health
problems for aging people worldwide. It was the seventh-leading cause of death, globally, in 2019. With a growing number of
patients with dementia and increasing costs for treatment and care, early detection of the disease at the stage of mild cognitive
impairment (MCI) will prevent the rapid progression of dementia. In addition to reducing the physical and psychological stress
of patients’ caregiversin the long term, it will also improve the everyday quality of life of patients.

Objective: The aim of this study was to design a digital screening system to discriminate between patients with MCI and AD
and healthy controls (HCs), based on the Rey-Osterrieth Complex Figure (ROCF) neuropsychological test.

Methods. Thestudy took place at National Taiwan University between 2018 and 2019. In order to devel op the system, pretraining
was performed using, and features were extracted from, an open sketch data set using a data-driven deep learning approach
through a convolutional neural network. Later, the learned features were transferred to our collected data set to further train the
classifier. The first data set was collected using pen and paper for the traditional method. The second data set used a tablet and
smart pen for data collection. The system’s performance was then evaluated using the data sets.

Results: The performance of the designed system when using the data set that was collected using the traditional pen and paper
method resulted in amean areaunder the receiver operating characteristic curve (AUROC) of 0.913 (SD 0.004) when distinguishing
between patients with MCI and HCs. On the other hand, when discriminating between patients with AD and HCs, the mean
AUROC was 0.950 (SD 0.003) when using the data set that was collected using the digitalized method.

Conclusions: The automatic ROCF test scoring system that we designed showed satisfying results for differentiating between
patients with AD and MCI and HCs. Comparatively, our proposed network architecture provided better performance than our
previous work, which did not include data augmentation and dropout techniques. In addition, it also performed better than other
existing network architectures, such as AlexNet and Sketch-a-Net, with transfer learning techniques. The proposed system can
be incorporated with other teststo assist cliniciansin the early diagnosis of AD and to reduce the physical and mental burden on
patients' family and friends.

(IMIR Med Inform 2022;10(3):€31106) doi:10.2196/31106
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Introduction

Background

According to the latest report from Alzheimer's Disease
International [1], the number of peoplewith dementiaworldwide
will increase from 50 million in 2019 to 152 million by 2050,
and the global annual cost of dementiais estimated to increase
from US$1 trillionin 2019 to US$2 trillion in 2030. Dementia
isalso the seventh-leading cause of death intheworld[2]. These
numbers continue to grow year by year, and the risk of
developing dementia grows significantly with increasing age.
Therefore, as more and more countries aging populations
increase, thereisan urgent need to put more effort into research
related to this issue, since there is no cure for AD and the
existing treatment is to extend the period of rapid progression
of the disease.

AD isthe most common etiol ogy associated with dementia, and
it accountsfor approximately 60% to 70% of all dementiacases

Chesh et &

[3]. AD caused by the destruction and death of neuronsin the
brain is a syndrome related to ongoing decline in cognitive
function in domains such as memory, visuospatia processing,
language, and executive function; this decline results in
impairment in carrying out the instrumental and basic activities
of daily living [4].

MCIl isatransitional state between normal aging and dementia,
in which a patient’s cognitive function undergoes mild but
perceptible decline, as shown in Figure 1 [5]. Such degradation
of cognitive function occurs more quickly than in normal aging,
but unlikein AD, it does not affect the patient’s ability to handle
daily activities. According to the updated American Academy
of Neurology guideline on MCI [6], about 14.9% of patients
with MCI older than 65 years of age developed dementia at a
2-year follow-up. In clinical trialsinvolving patients with MCI
who had memory loss, most of them who progressed to having
dementiahad AD.

Figure 1. The continuum of Alzheimer disease [5]. MCI: mild cognitive impairment.
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Currently, the diagnoses of the MCI and AD are based on the
clinical judgment of doctors according to the symptoms, medical
reports, and medical history from the individual, family
members, friends, or caregivers. Additionaly, a series of
cognitive tests and neuropsychol ogical assessments, such asthe
Mini-Mental State Examination (MMSE) [7] and the Clinical
Dementia Rating scale [8], are essential to evaluate the
individual’s cognitive function. Furthermore, biomarker
measurements that include cerebrospina fluid testing and
neuroimaging, such as structural magnetic resonance imaging
(MRI) and positron emission tomography (PET), are also used
to aid in diagnosis [9].

Several challenges need to be addressed to propose ascreening
system for the early detection of AD. One of the challengesis
that the characteristics or signs of the early stage of the disease
may not be obvious [10]. Moreover, the high cost of manual
feature extraction needs to be avoided. However, meaningful
feature representation has to be determined for building a
screening model for the disease. As a screening tool, the
efficiency of the overall screening processis another issue that

https://medinform.jmir.org/2022/3/€31106

needs to be considered. In this work, we proposed a digital
screening system to reduce the burden on clinicians.

Purpose

The aim of this research was to propose a data-driven
convolutional neural network (CNN) architecture through
transfer learning and deep learning methods to discriminate
between patients with AD or MCI and healthy controls (HCs).
The designed CNN architecture was developed for a
Rey-Osterrieth Complex Figure (ROCF) test system that
automatically cal culates scoresto assist diagnosis. The purpose
of the proposed systemisto prevent late diagnosis of AD among
older adults. Neverthel ess, the proposed system will also reduce
the manual workload for clinicians and diagnostic costs.

Related Work

Overview

When AD and other types of dementia collectively became one
of the primary public health concernsworldwide, many different
types of research studies began to develop diagnostic tools to
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accurately classify individuals as having AD or MCI or as
cognitively unimpaired individuals, also known asHCs. These
studies can be categorized into two main types: neuroimaging
studies and neuropsychological test studies.

Neuroimaging Studies

AD is a neurodegenerative disease, and the most remarkable
brain changes appear to occur in the hippocampal formation
and the entorhinal cortex, which are critical brain structures
related to memory function. MRI iscommonly used to measure
the structural atrophy of the hippocampus and entorhinal cortex.
Compared with cognitively unimpaired older adults and
individuals with MCI, patients with AD have a smaller-sized
hippocampus and entorhinal cortex [11]. Functional MRI
provides information on the flow of oxygenated blood in the
brain to detect higher brain cell activity by higher blood flow;
it can be used to record the activation patterns of neural networks
in the hippocampus when the participant is performing memory
tests [12]. Furthermore, with the injection of a radioactive
contrast agent into the human body, a PET scan can be used to
obtain information on glucose metabolism and the brain's
neurotransmitter activity.

With the help of multiscale feature extraction from baseline
local hippocampus MRI data, Hu et al [13] adopted support
vector machine (SVM) learning model s to distinguish between
patients with MCI that converted to AD and patients with MClI
that did not convert to AD, and to distinguish between patients
with AD and HCs. Challis et a [14] applied functional MRI
scans and Bayesian Gaussian process | ogistic regression models
to distinguish between HCs and patients with amnestic MCl,
and between patients with amnestic MCI and those with AD.
Li et a [15] used fusion information from MRI and PET scans
for feature selection, processed the selected features through
restricted Boltzmann machines to obtain the learned features,
and applied the learned features to an SVM model for the
classification of the different stages of AD. However,
neuroimaging is not cheap. Moreover, patients who experience
claustrophobia cannot undergo scanning by the machine because
patients need to lie motionless inside the closed shell of the
machine. Furthermore, patients with metallic implants, such as
pacemakers, cannot undergo MRI due to the magnetic and
radiofrequency fields generated during imaging. In addition,
patients will be exposed to radiation while undergoing a PET
scan.

Neuropsychological Test Studies

Neuropsychological assessments employing specifically
designed tests are important for evaluating the brain
dysfunction’s behavioral and functional expression [16]. A
neuropsychological test istypically administered to aparticipant
by an examiner or neuropsychologist in a quiet environment.
The purpose of the assessment is to gather the participant’s
cognitive and behavioral performanceinformation. The MM SE
isawidely used screening test for eval uating the cognitive status
of older adults. However, it has limited utility in distinguishing
between the patients with MCI and people in a standard aging

group [17].
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Drawing tests are widely used to assess constructional abilities,
where the patient is asked to copy a complex figure and then
recall and replicate the figure from memory. The Clock-Drawing
Test (CDT) isasimpletool for screening peoplewith dementia.
It requires participants to draw the clock correctly using
appropriate abilities, such as understanding language, planning,
visualizing orientations, and executing the appropriate
movement. However, people with dementia will not draw
correctly due to impaired cognitive abilities, such as visual
constructional  processing, memory function, semantic
knowledgeretrieval, or executive function. Prange and Sonntag
[18] proposed a digital CDT by implementing the Mendez
scoring system [19] and creating ahierarchy of error categories
to model the characteristics of CDT. Nevertheless, according
to asurvey report [20], many researchersusing the CDT cannot
significantly distinguish between patients with MCI and
cognitively unimpaired participants, and the sensitivity and
specificity have also been less satisfactory in most studies.

The ROCF test is widely used to assess visuospatia
constructional capahilities and visual memory function [21]. It
is a score-based neuropsychological assessment tool that
assesses the individual’s visual memory by testing their ability
to draw a complex figure by copying, immediate recal, and
delayed recall from memory. The ROCF test was first
constructed by Rey [22], and it was then standardized by
Osterrieth [23]. Miller et a [24] showed that combining the
ROCF test with the M M SE can enhance the performance of the
detection of individualswith MCI. Salvadori et al [25] evaluated
the ROCF test using the Boston Qualitative Scoring System
(BQSS) [26] in order to distinguish vascular MCl from
degenerative MCI. There are severa different scoring systems
for quantifying the performance of the ROCF test, for example,
the Rey-Osterrieth 36-point scoring system [27], the
Developmental Scoring System [28], and the BQSS.

Nevertheless, the current scoring system of the ROCF test is
labor intensive and needs to be performed by trained experts,
due to the complexity of the scoring criterion. However,
cognitive impairment in individuals with MCI is often subtle.
It appearsto be more challenging to distinguish between patients
with MCI and HCs than between patients with AD and HCs,
as the current manual scoring system may also have a limited
ability to detect subtle differences between individuals with
MCI and HCs.

Methods

System Overview

The proposed approach was partitioned conceptualy into two
portions, namely model training and screening, as depicted in
Figure 2. The model training portion mainly included three
modules: data collection, pretraining, and retraining. First,
according to the standardized assessment protocol, participants
had to be classified as individuals with MCI or HCs by an
experienced doctor and neuropsychologist. Therefore, the
diagnosis results were used to train the classification model as
the ground truth. Second, we collected the ROCF test drawings
from all participants, and alarge, open, sketch data set was used
for pretraining our proposed screening system. Third, the
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screening model was implemented by applying the pretrained
model to the collected data. Finally, we used the retraining
model to discriminate participants. The screening portion used
the system to classify new participants by differentiating

Chesh et &

cognitively unimpaired individuals from patients with AD or
MCI. Thefollowing sectionsdiscussthe detailed implementation
of each part in more detail.

Figure 2. System overview. AD: Alzheimer disease; HC: healthy control; MCI: mild cognitive impairment.
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Neuropsychological Test Selection

Neuropsychological test selection was based on whether it could
be performed in aclinical setting and whether it had been used
in related AD and MCI studies. The ROCF test is a
neuropsychological test that has been adopted to assess various
cognitive functions, such asvisuospatial abilities, visual episodic
memory, organization skills, attention, and visuomotor
coordination [29]. Visual memory impairment is an early sign
of AD [30], and some studies[31,32] have shown that the ROCF
test can identify patientswith MClI, patientswith mild AD, and
HCs.

The ROCF does not resemble any existing object; it combines
many shapes that include lines, circles, rectangles, triangles,
crosses, diamonds, and more. There are three trials during an
ROCF test: copy, immediate recall, and delayed recall. Cognitive
functions such as attention, visuospatial processing, and
visuomotor coordination are required for copying the
complicated geometrical figures successfully. The immediate
recall and the delayed recall are used to assess the participant’s
ability to retrievelearned information from memory incidentally.

Data Collection Procedure

Overview

First, participants were invited to participate in the study
according to ethical approval from the Institutional Review
Board (IRB) of the National Taiwan University Hospital
(NTUH; see Ethics Approval section for details), and written

https://medinform.jmir.org/2022/3/€31106

informed consent was received from each of them. Each
participant was asked to sit at atable with pen and paper or with
aCintiq 16 tablet (Wacom) and Pro Pen 2 (Wacom) [33]. Next,
the participant was asked to write his or her name or draw some
shapes on the digital device using the smart pen in order to
become familiar with the devices. After that, the participant was
informed about the process of the ROCF test during threetrials:
the copy trial, the immediate recall trial, and the delayed recall
trial.

Copy Trial

The participant was shown the ROCF and asked to duplicate
the complicated geometrical figure as close as possible to the
original figure. The participant was informed that there was no
time limit for copying the figure. After the copy stage was
finished, both the original ROCF and the copied figure that was
drawn by the participant were removed from sight. Furthermore,
the participant was not notified that the figure would need to
be drawn again in the subsequent trials.

Immediate Recall Trial

After a short delay, the participant was asked to draw the
complicated geometrical figure from memory with as much
detail as possible. The participant was informed that there was
no timelimit. When theimmediate recall drawing wasfinished,
the drawn figure was moved away from the participant’s sight.

Delayed Recall Trial

After a 20- to 30-minute delay, the participant was asked to
redraw the complicated geometrical figure from memory. The
participant was informed that there was no time limit.
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Data Preparation

Overview

Two different data sets were used to eval uate our proposed AD
screening system; they were gathered according to ethical
approval from the IRB of the NTUH (see Ethics Approval
section). In line with IRB ethical approval, older adults in
Taiwan were invited, and their written informed consent was
obtained. Participants with a past or current history of the
following conditions were excluded from this study:

1. Nonneurodegenerative problems that might affect brain
function, such as stroke, epilepsy, and moderate or severe
head injury.

2. Severe psychiatric illness, such as depression and autism.

Drug abuse.

4. Blindness or severe hearing impairment that would result
in participants not being able to take the ROCF
neuropsychological test.

w

Table 1. Demographic information from the NTUH_ROCF? data set.

Chesh et &

The details of both data sets are described in the following
sections.

NTUH_ROCF Data Set

This study data set included a total of 118 participants. 59
(50.0%) participants with MCI and 59 (50.0%) HCs. The
NTUH_ROCF data set was collected using pen and paper
through the data collection procedure described above. All
participants underwent a comprehensive neuropsychological
assessment, including measurements from five cognitive
domains: attention, executive function, visuospatial function,
memory, and language. An expert from our team evaluated the
assessments; the criteria of classifying patients with MCI was
based on the approaches proposed by Jak et a [34].

Table 1 shows the demographic information of the older adult
participants, including gender, age, years of education (minimum
6 years), and MMSE scores for the MCI and HC groups.
Participants were asked to draw the ROCF pictures during the
copy tria, the 3-minute delayed trial (ie, immediaterecall), and
the 30-minute delayed tria (ie, delayed recall).

Characteristic Participants with mild cognitive impairment (n=59) Healthy controls (n=59)

Gender, n (%)

Female 31 (53)
Male 28 (47)
Age (years), mean (SD) 67.51 (6.30)
Education (years), mean (SD) 13.12 (3.20)
MM SEP score, mean (SD) 27.81(2.10)

33 (56)
26 (44)
62.58 (5.89)
15.05 (2.82)
29.18 (0.96)

3NTUH_ROCF: National Taiwan University Hospital Rey-Osterrieth Complex Figure.
PMMSE: Mini-Mental State Examinati on; total scores range from O (all answers are incorrect) to 30 (al answers are correct).

NTUH_D-ROCF Data Set

This study data set included atotal of 60 participants: 30 (50%)
participantswith AD and 30 (50%) HCs. Patientswith AD were
recruited from NTUH, and the NTUH_D-ROCF data set (where
“D” represents Alzheimer disease) was collected using the
graphicstablet and smart pen (Cintiq 16 and Pro Pen 2; Wacom)
to evaluate the automation approach’s performance. Disease

Table 2. Demographic information from the NTUH_D-ROCF? data set.

diagnoses from a board-certified neurologist and a
board-certified clinical neuropsychologist were used as the
ground truth for training the system. The demographic
information from the participants is summarized in Table 2.
Participants were asked to draw the ROCF pictures during the
copy tria, theimmediaterecall trial, and the 10-minute delayed
recall tria.

Characteristic Participants with Alzheimer disease (n=30) Healthy controls (n=30)

Gender, n (%)

Female 20 (67)
Male 10(33)
Age (years), mean (SD) 77.67 (6.96)
Education (years), mean (SD) 11.83 (3.55)
MM SEP score, mean (SD) 21.33(2.80)

19 (63)
11(37)
73.40 (7.24)
15.03 (2.66)
28.50 (1.55)

38NTUH_D-ROCF: National Taiwan University Hospital_Alzheimer Disease_Rey-Osterrieth Complex Figure.
BMMSE: Mini-Mental State Examination; total scores range from O (all answers are incorrect) to 30 (all answers are correct).
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Designed Architecture of the Neural Network

Overview

Training a deep CNN from scratch is a time-consuming task
and usually requires alarge amount of datato achieve the goal
of generalization. Generally, it ishard for researchersto collect
enough labeled images for each specific task. According to
research by Yosinski et a [35], the transfer learning technique
applied to deep neura networks could achieve surprising results.
They found that initializing the weights of a network by
transferring features from amost any number of layers of a
pretrained network can retain the generalization ability, even
fine-tuning the weights according to the target data set. It

Chesh et &

inspired us to use the TU (Technical University)-Berlin sketch
dataset [36] to pretrain our neural network. The data set consists
of 250 different object categories, such asanimal, insect, plant,
food, furniture, transportation, and instrument, where each
category contains 80 sketch images. The data set contains a
total of 20,000 hand-drawn sketches. We used that data set
becauseit islarge and similar to our collected data, in that both
sets of images are sketched and contain the shapes of circles,
sguares, and lines. The learned weights or pretrained models
were then transferred to the target screening engine rather than
training the target neural network from scratch. The network
structure of our proposed screening systemisdepicted in Figure
3.

Figure 3. The network structure of the screening system for Alzheimer disease. ROCF: Rey-Osterrieth Complex Figure.
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Pretraining Engine
Inspired by the neural network architecture described in Yu et

a [37], we further designed a low-cost neural network for
pretraining the sketch data set, as demonstrated in the upper

part of Figure 3. The input was the image IOR™¢, where h
and w stand for the height and width of theimage, and c isthe
number of channels of the image. The output comprised the
probabilities of belonging to the corresponding 250 categories,
and the highest probability indicated the predicted output label
of the sketch image. In other words, features were extracted
based on CNN architecture to recognize the hand-drawn

https://medinform.jmir.org/2022/3/€31106

D : Fully Connected Layer

D : Fully Connected Layer

sketches across numerous object categories. A series of
convolutional layers and their following pooling layers acted
asthefeature extraction, whilefully connected (FC) layerswere
used for further classification.

The pretraining network adopted five 3x3 convolutional layers
with astride of 1 pixel. The stride was set to 1 to keep as much
information as possible through the convolution operation. In
addition, each convolutional layer was followed by a 2x2 max
pooling layer using a stride of 2 pixels. The convolutional
function used in each convolutional layer is represented as
follows:
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@

where F'Y indicates the input feature map to the I-th layer, W
isthe weight matrix to be applied to the input feature map, b is
the bias vector, the operator * is the convolution operation, o
is the nonlinear activation function, pool is a subsampling
operation, and s represents the pooling size of the filter that
usually covers an sxs sguare region.

The feature representations were then flattened into a
2048-dimension vector and connected to two FC hidden layers,
each with 512 neurons. A rectified linear unit (ReLU) [38]
function, as shown in equation 2 below, was used as the
activation function of the convolutional layers and the two FC
hidden layers, whilethe softmax function, as shownin equation
3 below, was applied to the output layer to compute the
prediction probability for each class. Finally, dropout [39] was
adopted after the flattened layer and two FC hidden layerswith

Figure 4. The real-time process of data augmentation.
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adropout rate of 0.5. The dropout technique was used to prevent
overfitting of the training data, which reduced the number of
active neurons during training by dropping 50% of the neurons.

@

A dataaugmentation technique was used to increasethe diversity
of sketches per category for classification. Furthermore, it
increased the number of training samples through several
random transformations on the image, such as vertical shift,
horizontal shift, rotation, and flip, in order to train the model
with agreater range of various augmented data. Thistechnique
lets the model constantly train on new, dightly modified
versions of the input data, which enables the model to learn
more robust features and increases the generalization of the
model. Thus, the shift and rotation transformations of data
augmentation were adopted in the training process, and the
transformations were then applied in real time as batches were
passed into training in thiswork, as shown in Figure 4.

| Image Augmentation
Module

Training on Batch

Transformed
Images

Initially, the sketch data set was separated into training and
testing data, and the data augmentation technique was only
applied tothetraining data. The original batch of sketch images
was then fed into the image augmentation module to apply a
series of random transformations to each image in the batch.
Next, the sketchesfrom the training datawere randomly shifted
horizontally or vertically with a 0.1 fraction of total width or
height and randomly rotated in the range of 0.1 degrees. Finally,
the new and randomly transformed batch was used for training
the CNN, while the original data were not used for training. In
other words, the image augmentation module randomly
transformed the original images and returned only the new
transformed images.

The cross-entropy loss function was applied to calculate the
model lossthrough the training data. We obtained the lossvalue
for later optimization by comparing the model’s predictions

with the ground truth. The probability |E denotesthe prediction
result of i-th class of a sample, where s is the output score of
the model, s is the i-th element of vector s, and C is the total

number of the classes. Sety =[vy4,..-.Yms---¥Ycl, wherey,, = 1 and
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y, =0(if i # M) toindicatethat the M-th classisthe ground truth.
Then, the cross-entropy lossfunction L isrepresented asfollows:

@

Lastly, an Adam optimizer [40] with alearning rate of 0.0001
was used to adjust the trainable parameters to reduce the model
lossfor each batch. The Adam optimizer combines two methods:
AdaGrad (adaptive gradient algorithm) [41], which deals with
sparse gradients very well, and RMSProp (root mean square
propagation), which does well with online and nonstationary
Settings.

Retraining Engine

XWXC

Given the image as the input | JR™*¢, where h and w stand for
the height and width of the image and c is the number of
channels of the image, which implicitly contains the necessary
information for building the screening model of AD, the output
is the score or probability of having AD or MCI. A CNN was
used to determine the score, and features were learned
automatically rather than handcrafted. We formulated the score

JMIR Med Inform 2022 | vol. 10 | iss. 3 |€31106 | p.104
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

of having AD or MCI with a function of the image drawn by
the participant, as shown in the following equation:

@

where| representstheimage drawn by the participant, the output
of themodel scoreisa2D vector, and each dimensionisascalar
value between 0 and 1, which indicates the possibility of having
AD or MCI or of being an HC, respectively.

Thearchitecture of the retraining engineis shown in the bottom
part of Figure 3. The convolutional base of the retraining engine
was leveraged from the convolutional base of the pretraining
model by using the TU-Berlin sketch data set. The convolutional
base layers were frozen, consisting of five convolutional layers
with afilter size of 3x3 and a stride of 1 pixel; a 2x2 max
pooling layer follows each convolutional layer with a stride of
2 pixels. A new classifier was implemented for further
distinguishing the image drawn by the participant. The feature
representations were then flattened into a 2048-dimension vector
and connected to two FC layers, each with 128 neurons. Every
node of the FC layer applied the ReL U [38] activation function
(equation 2). The probability or score of having AD or MCI
was calculated by applying the softmax function (equation 3).
Thedropout technique was al so applied after the flattened layer
with adropout rate of 0.5.

The same data augmentation technique applied in the pretraining
engine was aso implemented in the retraining engine. The
ROCF training data were randomly shifted horizontally or
vertically with a 0.05 fraction of total width or height and
randomly rotated in the range of 0.1 degrees. As mentioned
before, the real -time data augmentation technique implemented
in the screening engine was similar to that implemented in the
pretraining engine.

The corresponding ground truth label for the output is as
follows: O indicates that the participant is healthy, while 1
indicates that the participant has AD or MCI. Thelossfunction
isdefined asthe cross-entropy sum between the predicted output
and the ground truth as follows:

]

whereL isthelossfunction, y; isthe ground truth of classi, and

y and ¥ are the truth label and output of the screening engine,
respectively. In addition, the Adam optimizer with alearning
rate of 0.0001 was adopted for training the retraining engine,
and the batch size was 16 for the training process.

Ethics Approval

Ethical approval was obtained from the IRB (No. NTUH
201802091RIND) of the NTUH.

Results

Performance Metrics

The performance of the system was measured using four metrics:
sensitivity, specificity, accuracy, and area under the receiver
operating characteristic curve (AUROC). Sensitivity represents
the proportion of actual patients with AD or MCI who are
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identified correctly. Specificity denotesthe proportion of people
who are genuinely healthy older adults who are identified
correctly. Accuracy indicates the ratio of correctly classified
patients with MCI or AD and cognitively unimpaired older
adultstototal participants. The receiver operating characteristic
(ROC) curveillustratesthe rel ationship between sensitivity and
specificity for a given classification model and several given
thresholds. If the ROC curve is amost a straight line through
the diagonal, it indicates poor performance. When comparing
different classification models, the ROC curve of each model
can be drawn, and the AUROC is used as an indicator to
illustrate the model’s performance. Equations for calculating
sensitivity and specificity are as follows:

@

where TP (true positive) and TN (true negative) denote the
number of correct classifications, and where FP (false positive)
and FN (false negative) denote the number of the incorrect
classifications.

Evaluation Procedure

A series of experiments were conducted to examine the
efficiency of our proposed screening engine. First, the images
wereresized to 128x128x1, and the datawere randomly shuffled
to ensure that they were thoroughly mixed. Next, training and
testing were executed on a GeForce GTX 1080 Ti GPU
(NVIDIA) to evaluate the performance of the implemented
classifier through a10-fold cross-validation procedure. The data
set was randomly shuffled to 10 subsets, which were used as
testing data in turn, and the other nine subsets were used as
training data for each fold test. The 10-fold cross-validation
was repeated five times, and each performance score was
recorded.

Evaluation of the NTUH_ROCF Data Set

Comparison of Different ROCF Trials

The performance of the copy, immediate recall, and delayed
recall trialswere calcul ated separately, and theresultsarelisted
in Table 3. The performance of the copy trial had a mean
sensitivity of 0.668 (SD0.015), a mean specificity of 0.536
(SD0.026), a mean accuracy of 0.602 (SD0.009), and a mean
AUROC of 0.672 (SD0.004). The results of the copy tria
indicate that it was not easy to distinguish whether a participant
had MCI or was an HC; this might be the case because both
patients with MCI and HCs till have adequate attention and
visuospatial processing ability, allowing them to duplicate the
complex geometrical figure during the copy trial. On the
contrary, the delayed recall trial had the best classification
capability in differentiating participants with MCI from HCs,
with amean sensitivity of 0.847 (SD0.017), amean specificity
of 0.905 (SD0.009), a mean accuracy of 0.876 (SD0.010), and
a mean AUROC of 0.913 (SD0.004). The performance of the
immediate recall trial had amean sensitivity of 0.736 (SD0.028),
a mean specificity of 0.885 (SD0.014), a mean accuracy of
0.810 (SD0.015), and a mean AUROC of 0.871 (SDO0.008).
Compared with cognitively unimpaired older adults, the patients
with MCI may have had problems recalling the figure from
memory after some time.
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Table 3. Performance of three ROCF?trials using the NTUH_ROCFb data set.

Metric Copy tria, mean (SD) Immediate recall trial, mean (SD) Delayedrecall trial, mean (SD)
Sensitivity 0.668 (0.015) 0.736 (0.028) 0.847(0.017)
Specificity 0.536 (0.026) 0.885 (0.014) 0.905 (0.009)
Accuracy 0.602 (0.009) 0.810 (0.015) 0.876 (0.010)
AUROCE 0.672 (0.004) 0.871 (0.008) 0.913 (0.004)

3ROCF: Rey-Osterrieth Complex Figure.

bNTUH_ROCF: National Taiwan University Hospital_Rey-Osterrieth Complex Figure.

CAUROC: area under the receiver operating characteristic curve.

Performance of the Proposed Screening System for
Classifying Participants With MCI Versus Healthy
Controls

In this experiment, the performance of the proposed architecture
of the screening engine for distinguishing between the complex
figuresdrawn by participantswith MCI and HCswas evaluated
using the images drawn by the participants during the delayed

recall trial. Initially, the TU-Berlin sketch data set was used to
pretrain the neural network; the learned feature representations
were then leveraged for our ROCF data set for further training.
Figure 5 shows the mean (SD) of AUROC and accuracy for
each repeat of the 10-fold cross-validation and the mean (SD)
of these five repeats. The performance of our model achieved
amean AUROC of 0.913 (SD 0.004), while the mean accuracy
of the five repeats of 10-fold cross-validation was 0.876 (SD
0.010).

Figure 5. Receiver operating characteristic (ROC) curves of the proposed screening engine after five repeats of 10-fold cross-validation using the
NTUH_ROCF data set. Acc: accuracy; AUROC: area under the receiver operating characteristic curve; NTUH_ROCF: National Taiwan University

Hospital_Rey-Osterrieth Complex Figure.
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Evaluation of the NTUH_D-ROCF Data Set

Comparison of Different ROCF Trials

Different ROCF trials were evaluated individually, and their
performance results are shown in Table 4. The performance of
theimmediate recall trial and the 10-minute delayed recall trial
were similar in distinguishing between participants with AD
and HCs. The performance of delayed recall had a mean
sensitivity of 0.820 (SD0.038), amean specificity of 0.953 (SD
0.018), a mean accuracy of 0.887 (SD 0.016), and a mean
AUROC of 0.940 (SD 0.006). The performance of immediate
recall had a mean sensitivity of 0.827 (SD 0.015), a mean
specificity of 0.947 (SD 0.018), amean accuracy of 0.887 (SD
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0.012), and a mean AUROC of 0.950 (SD 0.003). The results
showed that theimmediate recall trial had the best performance,
followed by the 10-minute delayed recall trial, while both could
be used to distinguish between participants with AD and HCs.
The patients with AD may have had problems recalling the
complex figure from memory during the immediate recall trial
and the 10-minute delayed recall trial, as compared to HCs. On
the other hand, compared with the immediate recall trial or the
10-minute delayed recall trial, the performance of the copy trial
waslessdiscriminative; thistrial had amean sensitivity of 0.627
(SD 0.028), a mean specificity of 0.900 (SD 0.033), a mean
accuracy of 0.763 (SD 0.016), and a mean AUROC of 0.762
(SD 0.018).
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Table 4. Performance of three ROCF?trials using the NTUH_D—ROCFb data set.

Metric Copy tria, mean (SD) Immediate recall trial, mean (SD) Delayedrecall trial, mean (SD)
Sensitivity 0.627 (0.028) 0.827 (0.015) 0.820 (0.038)
Specificity 0.900 (0.033) 0.947 (0.018) 0.953 (0.018)
Accuracy 0.763 (0.016) 0.887 (0.012) 0.887 (0.016)
AUROCE 0.762 (0.018) 0.950 (0.003) 0.940 (0.006)

3ROCF: Rey-Osterrieth Complex Figure.

bNTUH_D—ROCF: National Taiwan University Hospital_Alzheimer Disease_Rey-Osterrieth Complex Figure.

CAUROC: area under the receiver operating characteristic curve.

Performance of the Proposed Screening System for
Classifying Participants With AD Versus Healthy
Controls

The performance of the proposed architecture of the screening

engine to distinguish between the abstract and complex figures
drawn by participants with AD and HCs was conducted using

the images collected from the immediate recall trial. First, the
TU-Berlin sketch data set was a so used to pretrain the neural
network; the feature representations learned by the pretrained
neural network were then fine-tuned and leveraged for our
ROCF data set for further training. Asaresult, the performance
of our model achieved a mean AUROC of 0.950 (SD 0.003),
while the mean accuracy of the five repeats of 10-fold
cross-validation was 0.887 (SD 0.012), as shown in Figure 6.

Figure 6. Receiver operating characteristic (ROC) curves of the proposed screening engine after five repeats of 10-fold cross-validation using the
NTUH_D-ROCF dataset. Acc: accuracy; AUROC: areaunder the receiver operating characteristic curve; NTUH_D-ROCF: Nationa Taiwan University

Hospital_Alzheimer Disease_Rey-Osterrieth Complex Figure.

Mean ROC (AUROC 0.950, SD 0.003; mean Acc 0.887, SD 0.012)
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Effectiveness of the Dropout and Data Augmentation
Techniques

An experiment verifying the performance of the designed system
after applying the data augmentation and dropout techniques
was conducted for the data collected in the delayed recall trial.
The data augmentation method was adopted when training the
neural network concurrently; only the training data, instead of
testing data, were augmented. The performance of the designed
system after applying both techniques was better, with a mean
sensitivity of 0.847 (SD 0.017), amean specificity of 0.905 (SD
0.009), a mean accuracy of 0.876 (SD 0.010), and a mean
AUROC of 0.913 (SD 0.004). When the techniques were not
used, the system had a mean sensitivity of 0.824 (SD 0.019), a
mean specificity of 0.898 (SD0.024), amean accuracy of 0.861
(SD 0.001), and a mean AUROC of 0.893 (SD 0.012), as seen
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in Table 5. When applying data augmentation and dropout
techniques, most studies on image classification obtain better
results. Data augmentation techniques could extend the diversity
of the training data, and dropout techniques could avoid
coadaptation of the model by randomly disabling neuronswith
probability during thetraining process. The results showed that
with the data augmentation and dropout techniques, the system
performed better, according to the results provided in Table 5.
Therefore, integrating them into the model provides better
results. Consequently, to obtain better performance, both
technologies were adopted in our model. The higher the
sensitivity, specificity, accuracy, and AUROC values, the better
the performance was. However, these numbers do not explain
the system’s reliability, sustainability, and consistency. That
will be adifferent concern to address, which is out of the scope
of this research.
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Table 5. Effects of data augmentation and dropout techniques applied to the NTUH_ROCF? data set.

Metric Delayed recall trial, mean (SD)
Without data augmentation and dropout techniques With data augmentation and dropout techniques
Sensitivity 0.824 (0.019) 0.847 (0.017)
Specificity 0.898 (0.024) 0.905 (0.009)
Accuracy 0.861 (0.011) 0.876 (0.010)
AUROCY 0.893 (0.012) 0.913 (0.004)

38NTUH_ROCF: National Taiwan University Hospital_Rey-Osterrieth Complex Figure.

BAUROC: area under the receiver operating characteristic curve.

Comparison of Different Network Architectures

From the images drawn by participants in the delayed recall
trial, the performances of the different architectures of the neural
network classifier were studied. Additionally, the total number
of parameters and the time to complete 1-fold training were
listed for comparison for different classifiers. The different

neural network architectures included AlexNet [42];
Sketch-a-Net [37]; our previous work, a convolutional
autoencoder neural network [43]; and the proposed network
architectures mentioned in this study. As a result, the
architecture of our proposed framework in this study achieved
better performance than the architecture of AlexNet,
Sketch-a-Net, and our previous work, as shown in Table 6.

Table 6. Performance of different network architectures applied to the NTUH_ROCF® data set.

Metric AlexNet Sketch-a-Net Our system
Without dataaugmentation  With data augmentation
and dropout techniques and dropout techniques
Sensitivity, mean (SD) 0.698 (0.039) 0.671 (0.047) 0.756 (0.033) 0.847 (0.017)
Specificity, mean (SD) 0.790 (0.046) 0.820 (0.054) 0.864 (0.017) 0.905 (0.009)
Accuracy, mean (SD) 0.744 (0.034) 0.746 (0.019) 0.810 (0.020) 0.876 (0.010)
AUROC,” mean (SD) 0.814(0.021)  0.819(0.009)  0.851(0.020) 0.913 (0.004)
Total parameters (x10%), n 46.73 8.38 0.40 0.56
Time required to complete 1-fold training, minutes 10 29 9 2

8NTUH_ROCF: National Taiwan University Hospital Rey-Osterrieth Complex Figure.

BAUROC: area under the receiver operating characteristic curve.

The sensitivity, specificity, accuracy, and AUROC of our
proposed network architecture achieved the highest performance
compared to the others mentioned above. Furthermore, thetotal
number of parameters used in our proposed model was 560,000,
which was relatively fewer parameters than that used with
AlexNet (83.45 times larger) and Sketch-a-Net (14.96 times
larger). Although thetotal number of parametersin our previous

https://medinform.jmir.org/2022/3/€31106

work was 0.4 million (1.4 times smaller), the accuracy and
AUROC of our proposed model increased by 6.6% and 6.2%,
respectively. Moreover, it took only 2 minutes to complete
1-fold training of our proposed network architecture compared
to AlexNet (10 minutes), Sketch-a-Net (29 minutes), and our
previouswork (9 minutes). Figure 7 depicts the ROC curves of
the different classifiers.
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Figure 7. Receiver operating characteristic curves of the different network architectures using the NTUH_ROCF data set. Acc: accuracy; AUROC:
area under the receiver operating characteristic curve; NTUH_ROCF: National Taiwan University Hospital_Rey-Osterrieth Complex Figure.
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Effectiveness of the Transfer L earning Technique

A comparison of models with or without use of the transfer
learning strategy was carried out using the images drawn by the
participants in the delayed recall trial. In order to validate the
effectiveness of the transfer learning method, the network
applied the same structure as that of the convolutional base of
the pretraining model using the TU-Berlin sketch data set
mentioned in the M ethods section. The network was composed
of five 3x3 convolutiona layers; a 2x2 max pooling layer
followed each convolution layer, and two FC layers with
neurons were used to discriminate the images drawn by the
participants. Moreover, the dropout and data augmentation
techniques were also implemented. In addition, we compared
the transfer learning technique using Sketch-a-Net's network
architecture[37]. First, the network architecture of Sketch-a-Net

was pretrained using the TU-Berlin data set [36]. The pretrained
model was then transferred to our NTUH_ROCF data set, and
data augmentation was also implemented for further training
and classification of participants with MCI or HCs.

As a result, the transfer learning technique, which pretrained
using alarger data set, achieved better performance, with amean
sensitivity of 0.847 (SD 0.017), amean specificity of 0.905 (SD
0.009), a mean accuracy of 0.876 (SD 0.010), and a mean
AUROC of 0.913 (SD 0.004). When the transfer learning
technique was not used, the model performance achieved amean
sensitivity of 0.749 (SD 0.030), amean specificity of 0.814 (SD
0.017), a mean accuracy of 0.781 (SD 0.014), and a mean
AUROC of 0.846 (SD 0.005), as shown in Table 7. Moreover,
our proposed network achieved better results than the
Sketch-a-Net with the transfer learning architecture.

Table 7. Performance of network architectures with and without transfer learning applied to the NTUH_ROCF? data set.

Metric Sketch-a-Net: with transfer learning, mean (SD) Our proposed model, mean (SD)

Without transfer learning Withtransfer learning
Sensitivity 0.641 (0.040) 0.749 (0.030) 0.847 (0.017)
Specificity 0.810 (0.022) 0.814 (0.017) 0.905 (0.009)
Accuracy 0.725 (0.010) 0.781 (0.014) 0.876 (0.010)
AUROCY 0.819 (0.010) 0.846 (0.005) 0.913 (0.004)

38NTUH_ROCF: National Taiwan University Hospital_Rey-Osterrieth Complex Figure.

PAUROC: area under the receiver operating characteristic curve.

Discussion

System Usage

The developed system is applicable for use as an early-stage
screening system in hospitals. It could help clinicians diagnose
patients with MCI and AD. It could also help clinicians assess
patients' visual perception and their ability to retrieve learned
information, in order to test their long-term visual memory

https://medinform.jmir.org/2022/3/€31106
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function. The accuracy, reliability, and efficiency of the
screening systemisimportant for diagnosing patients correctly.

Limitations of This Study

For the data set, as ground truth, it is assumed that the
participants were diagnosed correctly by experienced doctors
and neuropsychologists. To study the designed system that has
been proposed, only the characteristicsthat are detectable from
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the neuropsychology test were involved. Therefore, it is a
challenge to have participants participate in the study. For
research purposes, the number of data sets obtained was
minimal, and the data set was only collected locally in Taiwan.
Therefore, the data set is biased. As for this study’s research
purpose, the study was focused on distinguishing participants
with AD and MCI from HCsin an Asian older adult population.
In order to obtain more generalized data sets to reduce
overfitting, further data need to be collected from participants
of different ethnicities and age groups. This system is only
useful for one specific neuropsychological test: the ROFC test.
In the future, incorporation with other neuropsychological tests
will improve the performance of the screening system.

Conclusions

For decades, AD has been one of the most common diseases
among older adults. It is challenging to identify the difference
in cognitive performance between patientswith MCl and people
experiencing normal aging, asthedifference may bevery subtle,
particularly at the early stage of MCI. Nevertheless, early
identification of individuals with a high risk of developing AD
will helpin the management and support of thelong-term quality
of life of patients with AD and their caregivers.
Neuropsychology and cognitive ability can be tested during the
screening process, and they do not require any sophisticated
medical equipment. Among different types of cognitivetesting,
clinicians and neuropsychol ogists often use the ROCF test to
help with diagnosing patients. However, it involves intensive
labor, and the tester must be qualified as an expert. Data-driven

Chesh et &

deep learning approaches, which can extract features
automatically, have opened the door to the possibility of
assisting clinicians, such as neurologists, and clinical
neuropsychologists during screening by making the diagnosis
process more effective than the traditional approach. With the
aid of transfer learning and deep learning, we have proposed
an automatic digital screening system to characterize
hand-drawn images. It alows us to effectively distinguish
patients with MCI and AD from people experiencing normal
aging based on the ROCF test process.

The digital screening system that was developed in this study
has shown promising preliminary results regarding
distinguishing patientswith AD and MCI from HCs. Therefore,
this screening system can be used during early assessments to
diagnose individuals with a high risk of AD. The results have
also shown that the system performed better when distinguishing
patients with AD from HCs, since there is a significant
characteristic difference, as compared to distinguishing patients
with MCI from HCs. After analyzing the drawn images, the
scores were calculated automatically, and the calculation time
was swift. Therefore, this system can replace the labor-intensive
and time-consuming work that comeswith manually cal culating
scores according to the criteria of the scoring system. For future
studies, merging additional data from various types and stages
of dementia will increase the capability of our system in
assisting clinicians. Moreover, other types of neuropsychological
tests can be included through ensemble methods to provide a
complete screening system.
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Abstract

Background: The restrictions imposed by the COVID-19 pandemic reduced health service access by patients with chronic
diseases. The discontinuity of careis acause of great concern, mainly in vulnerable regions.

Objective: Thisstudy aimed to assess the impact of the COV1D-19 pandemic on people with hypertension and diabetes mellitus
(DM) regarding the frequency of consultations and whether their disease was kept under control. The study also aimed to develop
and implement a digital solution to improve monitoring at home.

Methods: Thisis a multimethodological study. A quasiexperimental evaluation assessed the impact of the pandemic on the
frequency of consultationsand control of patientswith hypertension and DM in 34 primary health care centersin 10 municipalities.
Then, an implementation study developed an app with a decision support system (DSS) for community health workers (CHWS)
to identify and address at-risk patients with uncontrolled hypertension or DM. An expert panel assessment evaluated feasibility,
usability, and utility of the software.

Results: Of 5070 patients, 4810 (94.87%) had hypertension, 1371 (27.04%) had DM, and 1111 (21.91%) had both diseases.
There was a significant reduction in the weekly number of consultations (107, IQR 60.0-153.0 before vs 20.0, IQR 7.0-29.0 after
social restriction; P<.001). Only 15.23% (772/5070) of all patients returned for a consultation during the pandemic. Individuals
with hypertension had lower systolic (120.0, IQR 120.0-140.0 mm Hg) and diastolic (80.0, QR 80.0-80.0 mm Hg) blood pressure
than those who did not return (130.0, IQR 120.0-140.0 mm Hg and 80.0, IQR 80.0-90.0 mm Hg, respectively; P<.001). Also,
those who returned had a higher proportion of controlled hypertension (64.3% vs 52.8%). For DM, there were no differencesin
glycohemoglobin levels. Concerning the DSS, the experts agreed that the CHWs can easily incorporate it into their routines and
the app can identify patients at risk and improve treatment.

Conclusions: The COVID-19 pandemic caused a significant drop in the number of consultations for patients with hypertension
and DM in primary care. A DSS for CHW has proved to be feasible, useful, and easily incorporated into their routines.
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Introduction

The COVID-19 pandemic severely hit health care systems
worldwide, challenged their responsiveness, and forced them
to redistribute human and material resources to emergency
services and intensive care units dedicated to COVID-19 patients
[1]. This emergency reorganization had a negative impact on
monitoring people with noncommunicable chronic diseases
(NCDs), such as hypertension and diabetes mellitus (DM),
which need continuous follow-up [2].

Mortality from NCDs in low-income and medium-income
countries is high due to the limitations of health systems in
providing treatment for these diseases [3]. Hypertension isthe
main modifiable risk factor, with an independent association
with cardiovascular disease, chronic kidney disease, and
premature death [4] and risk factors for severe COVID-19 and
COVID-19 mortality [5,6]. Social restriction intensified risky
behaviors, including increased sedentary lifestyles, timein front
of screens [7], ultraprocessed food consumption, and humber
of cigarettes smoked [8]. These habits contributeto weight gain
aswell as uncontrolled blood pressure (BP) and glucose levels
of individuals with hypertension and DM, respectively [9].

Thisglobal impact of COVID-19 isespecially favorablefor the
adoption of digital solutions in response to the challenges that
the pandemic hasimposed. They can be used not only to follow
people with suspected or confirmed of COVID-19 but also to
monitor patientswith other diseases and provide essentia health
care services at the community level. Therefore, the pandemic
has led to rapid development and utilization of mobile health
(mHealth) apps[10,11], athough these tools have been available
for along time.

Since June 2017, our group has been conducting a study that
follows up people with hypertension and DM in Northeastern
Minas Gerais, Brazil, aresource-constrained region called Vale
do Mucuri (Mucuri Valley). Until October 2018, the HealthRise
project, funded by the M edtronic Foundation, aimed to improve
the screening and disease control of people with hypertension
and DM [12]. The main activities were (1) training the
multidisciplinary family health team, (2) organizing the flow
of spontaneous and scheduled consultations, (3) expanding
rational accessto complementary exams, (4) supporting group
activities, (5) sending text messages to patients’ cell phones,
and (6) devel oping and implementing aclinical decision support

https://medinform.jmir.org/2022/3/€35216

system (CDSS). Nurses and physicians applied
recommendations from evidence-based guidelinesin their work
routine providing the patient with up-to-date treatment.
Community health workers (CHWS) received tablets to enroll
patientsin the screening phase. These devices were a so useful
to improve CHWS work routines, facilitating the entry of data
into the Ministry of Health's information system [13].

There was a 2-month transition between the end of the
HealthRise project and the beginning of the next project, the
Charming Project (Control of Hypertension and Diabetes in
Minas Gerais). Thistransition lasted until December 2018, and,
inearly 2019, theintervention restarted asthe Charming Project,
maintaining all the previous components and activities in the
same territory.

In the pandemic scenario, which puts at risk the monitoring of
those patients in the primary care setting, the purpose of this
study was to assess the impact of the COVID-19 pandemic on
the frequency of consultations for patients with hypertension
and DM and the control of both diseasesin avulnerable region.
Additionally, to mitigate the negative impact that the pandemic
may have had on these patients, this study evaluated the
implementation of a simple and efficient mHealth strategy for
CHWs that was used during home visits, to prioritize the
in-person consultation of patients with uncontrolled disease.

Methods

Study Design

This mixed methods study was a substudy of the Charming
Project that took place in 34 primary hedlth care centers
(PHCCs) in 10 municipalities of Mucuri Valley: Ataléia, Catuji,
Crislita, Frei Gaspar, Itaipé, Ladainha, Novo Oriente de Minas,
Ouro Verde de Minas, Setubinha, and Tedfilo Otoni [13].
Mucuri Valley is part of the Northeast Macro-Region of Minas
Gerais, Brazil, with aterritorial extension of 24,781.5 km? and
a population of 516,073 inhabitants, marked by drastic
socioeconomic contrasts, high rates of illiteracy and poverty,
and low rates of control of hypertension and DM [14].

This study was performed in 4 steps, according to the Medical
Research Council framework (Figure 1): (1) identification of
gapsin usua care, (2) identification of the components of the
intervention through discussions with experts, (3) software
development and validation, and (4) pilot testing [15].
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Figure 1. Flowchart of the study methodology. DSS: decision support system. PHCC: primary health care center.

Development of a set
of criteria regarding the
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Evaluation of the
DSS as a feasible

Development of a
prototype considering

Objective
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the software. needs and validation. Brazilian primary care.
Identification of the Softwaredc.ievelophment Field study
Identification of users’ components of the accor ing'to the in34PHCCin a
Task (s) criteria/ components

and setting’s needs intervention through

discussions with experts

Step 1. Identification of Gapsin Usual Care

Local health authorities confirmed the first case of COVID-19
in Mucuri Valley on April 22, 2020. However, as soon as the
World Health Organization (WHO) declared the COVID-19 a
global pandemic on March 11, 2020, there was a significant
drop in the number of consultations at the PHCC. At the
beginning of the pandemic, the Ministry of Heath's
recommendations were contradictory, and the role of CHWs
was not established [16]. In May, general guidelines from the
Ministry of Health suspended group activities and home visits,
and PHCCs were designated to receive people with respiratory
symptoms. Patients with chronic diseases were left in the
background, receiving only prescription renewal . Consequently,
therewas amischaracterizing of thework routinein the primary
care setting.

Quasiexperimental Study

The quasiexperimental study aimed to assess the impact of the
COVID-19 pandemic on the frequency of consultations.
Likewise, it also aimed to assess the impact of the pandemic on
the control of those patients. Therefore, 2 periods were
considered: the so-called period 1, from baseline (June 1, 2017)
to March 13, 2020, and period 2, from March 14, 2020 (12th
epidemiological week, when sociad restrictions were
intensified) to December 31, 2020. This assessment included
all patients followed by the HealthRise and Charming Projects
with hypertension and DM aged 30 years to 69 years at the
project's baseline[12], being monitored in the 34 PHCCs of 10
muni cipalitieswho had at | east two consultations. The agerange
was previously determined by the funder and described in the
public call for project submission.

Data were obtained through the usual medical and nursing
consultation procedures, recorded in the software developed in
the study [13]. Variables of interest were sociodemographic
data (age, sex, education, income), clinical data (hypertension,
DM, stroke, peripheral arterial disease, coronary artery disease,
heart failure, acoholism, physical inactivity, smoking),
laboratory data (glycated hemoglobin [HbA,J]), physica
examination measures (systolic BP [SBP] and diastolic BP
[DBPF]), and follow-up data (number of consultations
performed). HbA,, was assessed using laboratory tests of

periphera blood samples and point-of-care tests.
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resource-constrained

defined in step 2 and irea

validation.

Step 2: Identification of the Components of the
Intervention

mHealth Solution for CHWSs

Since primary health care professional s had aready used digital
solutions in the previous projects, an mHealth solution was
planned for CHW that could identify patientswith uncontrolled
hypertension and DM at home. From the recognition of these
patients, the CHW could prioritize them for medical consultation
at the PHCC. The app was developed to run on tablets and
smartphones and has a DSS that indicates to the CHW whether
the patient’s disease is controlled. By entering simple data, the
CHW receives immediate feedback during the home visit,
providing prompt patient guidance.

The use of synchronous teleconsultations as part of this
intervention was considered. However, we detected many
barriersthat impaired their implementation, such asasignificant
proportion of illiteracy among the population, socia and
economic vulnerability, poor internet connectivity in remote
areas, and lack of infrastructure.

Procedures

To assess patients with hypertension, the CHW used an
automatic arm BP monitor (OMRON HEM-7320). However,
in Brazil, CHWS' basic training for their role does not include
performing nursing procedures, such as measuring capillary
blood glucose [17]. So, in cases of DM, they guided patientsto
use dipsticks to assess glycosuria in an isolated urine sample.
It made screening the most uncontrolled cases (urine glucose
concentrations of ++ or more corresponds to blood glucose
above 250 mg/dL) possible. In addition, some patients with
uncontrolled DM received test stripsand instructionsto perform
glucose self-monitoring and improve the adjustments to the
insulin prescription. Using tablets, CHW entered all the
information obtained into the app, which consists of a simple
guestionnaire and a DSS. When the DSS classifies the patient
asuncontrolled, amessage advisesthe CHW to make amedical
appointment at the PHCC.

Evaluation of glycemic control by HbA ., using apoint-of-care
portable HbA,. analyzer, was available in many PHCCs for

testing just before the medical consultation, with immediate
results, and allowing prompt decision-making.
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Prioritization Criteria

Since it would not be possible to attend to all patients with
hypertension and DM, prioritization criteria were established
according to the findings expected in homevisits. Thefollowing
patients were prioritized for in-person medical consultations at
the PHCC: people with hypertension and SBP =160 mm Hg or
DBP =100 mm Hg and/or people with DM and any capillary
blood glucose measurement =250 mg/dL or glycosuria result
++ or higher.

The intervention was centralized in the CHW because of their
close contact with the community through homevisits, activities
in support groups, and performance of preventive actions. They
know about thefamilies’ health and social conditions, adherence
to treatment, and attendance at consultations at the PHCC
[17,18].

Step 3: Softwar e Development and Validation

App Overview

The purpose of the app was to identify, in the home
environment, patients who were seriously decompensated or at
higher risk of decompensation and to prioritize them for medical
consultation at the PHCCs.

To ensure privacy, data are kept encrypted on the tablet. User
sessions expire whenever devices enter the sleep mode or
periodically (the shortest of times). User digital authentication
is secure. The app has features to operate in online and offline
modes. Dueto thelack of internet connection in patients’ homes
where data are collected and lack of 3G or 4G connection in
thetablets, it is necessary to store patient data used to promptly
generate decision support in the device. This information is
uploaded online and as soon as CHW's go back to the PHCC.

To devel op the app, the devel oper team and stakeholders had a
round of meetingsin order to defineits scope. Bearing in mind
the prospective user profile, Android 4.4 or above (Api level
19, KitKat) was selected as the operating system. A prototype
was made and submitted for approval, upon which the
development phase began. Netbeans and Javafor Android were
used together with thelibraries Firebase Crashlytics, Analytics,
Volley Plus, and Realm Database, the latter for the local mobile
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databank. REST was used for mobile-databank (POSTGRESQL )
communication. The development phase was incremental, and
each successive version was submitted to stakehol dersfor testing
and approval. The last submission included a test battery with
final users, the results of which were reported to the devel oper
team for error solution. Once afinal submission was approved,
the app was rel eased for production. The app can be downloaded
from Google Play Store. Support for installation and use was
provided by the local team.

The app is freely available in Google Play Store and can be
downloaded under the name Questionario Charming. At the
moment, only the Portuguese version is available.

App Content and Functionality

The app consists of (1) a log-in screen, (2) a patient search
screen, (3) a patient registration screen, (4) patient assessment,
and (5) decision support.

The login screen alows individualized access to the system
through the credentials (user and password) provided to each
professional. Oncelogged in, the professional has accessto the
screen to search for registered patients (Figure 2).

If the patient was not registered before, the CHW can create a
new registration and input demographic data, address, telephone
number, and information on diagnosis of hypertension and DM.

After choosing a specific patient, the professional enters the
guestionnaire screen, which includes BP levels, recent capillary
blood glucose levels, glycosuria result, questions about
adherence to drug treatment, reasons for nonadherence (if it
occurs), if the patient has an insulin prescription, and glucose
strip supplies (Figure 3). It isworth mentioning that the Brazilian
public health system (Sistema Unico de Salide [SUS]) provides
glucometer and blood glucose strips for people with DM who
useinsulin.

The DSS provides personalized recommendations, generated
according to the data entered in the CHW evauation. The
messages aert the CHW if glucose or BP levels are high and
suggests scheduling medical or nursing visits in the PHCCs,
delivery of drugs or supplies, and prescription renewal (Figure
4).
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Figure 2. Example patient search screen with fictitious information: patient’s name, registration number in the public health system, birth date, record
id, and priority, according to criteria explained in the text.
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Figure 3. Patient assessment screen, on which the community health worker easily inputs information obtained during the home visit: blood pressure
levels, glycosuria, medication adherence and access, insulin use, and presence of a glucometer at home.
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QUESTIONARIO
Hipertens@o Arterial Sistémica + Diabetes Mellitus

Medida de pressdo: méaxima maior ou igual a 160 mmHg
0U minima maior ou igual a 100 mmHg?

Relato de medida de glicemia capilar em qualquer horario =
250mg/dl ao longo dos ltimos 20 dias?

Glicose na urina positiva (+ ou maior)?

Uso didrio das medicagbes nos dltimos 7 dias?

Uso das medicagdes nas doses prescritas pelo médico
nos dltimos 7 dias?

Atualmente tem estoque adequado das medicagdes em

casa?

Tem prescrigao de uso de insulina?

0 paciente tem glicosimetro em casa?
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Figure4. Decision support screen, which shows the best recommendation for the patient after the community health worker inputs and saves the patient

data.
W 10:36

RESULTADO

Questionario salvo com sucesso!

* Presséo arterial muito elevada. Agendar consulta médica na UBS para
os proximos dias.

* Providenciar entrega de medicagdes ao usudrio. Avaliar necessidade de
renovagao de prescrigao.

* Providenciar renovagéao de prescrigao e entrega de medicagdes ao
usuario.

X FECHAR

Pretesting Expert Panel Assessment

. . The expert panel consisted of 4 primary care physicians, 1 nurse,
In. order to ensure that the system Was.operatl ng as intended, 1 pharmacist, and 1 CHW, all working in primary heslth care
with no bugs, and that the recommendation results matched the - .

. - ) and 2 of them (1 of the physicians and the nurse) also working
prespecified decision tree, the prototype was tested multiple as health care managers. Thev were all recoanized as technical
times through manual insertion of test cases. Medical students, g ey 9
professors, and r chers took the tests several times references and completely independent of the researchers and

o€ ) implementation sites. The specialists tested the app for 1 week
by simulating the most different situations that the CHW might
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encounter during ahomevisit. At the end of thetests, they gave
their opinion through a questionnaire previously developed by
our group [19]. Thefirst part of the questionnaire included the
following participant characteristics: sex at birth, age, education
level, time since graduation, profession, role in primary
care, prior knowledge of information technology (IT), ease of
use, and frequency of internet use, for how long during the day,
and for what reasons (personal, professional, or other). The
second part included Likert scale questions, varying from 1
(strongly disagree) to 5 (strongly agree), to assess feasibility,
usability, and utility.

Step 4: Pilot Testing

The IT team and researchers carried out the implementation,
through remote and in-person training. CHWs in the 10
municipalities received specific remote training about the (1)
correct use of personal protective equipment, (2) identification
of suspected cases of COVID-19 during home visits, (3) BP
measurement using an automatic arm BP monitor, (4) glycosuria
assessment in an isolated urine sample using reagent dipsticks,
and (5) identification of cases with uncontrolled hypertension
and DM during home visits. Depending on the clinical situation,
they had to measure BP and/or glycosuria and guide patients
with DM about how to measure capillary blood glucose at
home. They underwent a specific training session through a
web conferenceto clarify the expansion of restrictive measures
regarding the COV1D-19 pandemic. In addition, CHWsreceived
supporting material about the software and instructionsfor use.
The IT team installed the app on the tablets that CHWs were
already using. During these visitsto the PHCCs, they provided
hands-on training on how to use the app and answered CHWS'
remaining doubts. Later when devices, app incompatibilities,
and login-related issues arose, the IT team promptly solved
them remotely.

Statistical Analysis

Continuous variables were described by measures of central
tendency (mean or median), dispersion (SD or IQR), and
amplitude, according to the distribution assessed using the
Kolmogorov-Sminov test. Categorical variableswere described
with measures of absolute and relative frequencies. Using the
Chow test, weekly consultations' time series datawere anayzed
to identify possible structural changes (ie, sudden changes in
the trend of the time series) related to the pandemic. Variables
were compared between periods 1 and 2 using Student t tests,
Mann-Whitney U tests, or Fisher exact tests, according to the
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normality of the distribution and type of variable. Statistical
analysis was performed with R software (version 4.0.2) with
the strucchange and ggplot2 packages.

Ethical Review

The Federal University of Jequitinhonha and Mucuri Valleys
Research Ethics Committee gave ethical approval for the study,
which is registered under the Certificate of Presentation of
Ethical Appreciation (CAAE) number 40479820.2.0000.5108.

Results

Quasiexperimental Study

During the 183-week follow-up period ranging from June 2017
to December 2020, 17,345 consultations were carried out, with
amedian number of 2 consultations per patient, except for those
with diagnoses of both hypertension and DM, who had amedian
of 3 consultations. Physicians(10,199/17,345, 58.8%) performed
most of them. HbA . was evaluated through laboratory tests
from peripheral blood samples and point-of-care tests. From
the 3488 HbA . assessments, 1027 (29.4%) used point-of-care
tests. Between 2019 and 2020, there was a 74% reduction in
the number of HbA ;. tests (977 vs 255) and a 62.5% reduction
in the number of BP measurements (3898 vs 1461). The overall
number of patients was 5202. There were 4936 (94.9%) with
hypertension and 1403 (27.0%) with DM. It is noteworthy that
DM and hypertension coexisted in 1137 patients (Table 1).

The beginning of the 12th epidemiological week, on March 14,
2020, is a milestone for this study, as it corresponds with the
moment of escalation of social restriction measures. The Chow
test confirmed the break point, which divided the timeline into
period 1 and period 2.

For the before-after assessment, 5070 patients were analyzed.
Of these, 4810 (94.9%) patients had hypertension, and 1371
(27.0%) had DM. Among them, 1111 (23.1%) patients had both
diseases. Most patients were female (3369/5070, 66.4%), with
median age of 56.0 (IQR 48.0-62.0) years and median BMI of

27.9 (IQR 24.6-31.6) kg/m? (Table 2).

It is noteworthy that DM and hypertension coexisted in 1111
patients.

Therewasasignificant reduction in the number of consultations,
BP measurements, and HbA ;. dosage between period 1 and

period 2 (Table 3).
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Table 1. Consultations, procedures, and patient data.

Characteristic Overall sample (n=17,345),n (%) By year,n
2017 2018 2019 2020

Number of consultations 17,345 (100) 1990 6325 6437 2593
Number of consultations by health care professional

Physician 10,201 (58.8) 1300 4393 3450 1058

Nurse 7144 (41.2) 690 1932 2987 1535
Total number of procedures, n (%) 14,584 (84.1) 589 730 1389 780
Procedures, n (%)

HbA 2 tests 2461 (16.9) 583 646 977 255

HbA 1, POC® tests 1027 (7.0) 6 84 412 525

Blood pressure measurements 11,096 (76.1) 1580 4157 3898 1461
Total number of patients, n (%) 5202 (30.0) 1757 3444 2833 1576
Number of patients with each disease, n (%)

DM® 1403 (27.0) 491 o11 913 599

Hypertension 4936 (94.9) 1654 3288 2674 1479

8HbA .: glycated hemoglobin.
bpoC: point-of-care.
°DM: diabetes.
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Table 2. Characteristics at baseline.

Cimini et al

Characteristics Overall (n=5070)

DM?(n=1371)

Hypertension (n=4810)

Gender (female), n (%)
Age (years), median (IQR)

3369 (66.4)
56.0 (48.0-62.0)

BMI (kg/m?), median (IQR) 27.9 (24.6-31.6)°

Number of consultations, median (IQR) 2.0(1.0-5.0)

HBA e tests
Number of HbA 1. tests, median (IQR) f f
HbA 1 result (%), median (IQR) - f
Number of HbA 1. results <7%, n (%) f f

BP' measures
Number of BP measures, median (IQR) i J
SBP¥ (mm Hg), median (IQR) J J
DBP™ (mm Hg), median (IQR) J J
SBP <140 mm Hg and DBP <90 mm Hg, n (%) J J

953 (69.5)
57.0 (49.0-63.0)

28.5 (25.1-32.4)°

3203 (66.6)
56.0 (48.0-63.0)

27.9 (24.6-31.6)4

3.0(2.0-6.0) 2.0 (1.0-5.0)

1.0 (1.0—3.0) N/Ag N/A
76 (6.4-9.6)h N/A N/A
409 (37_9)h N/A N/A
N/A N/A 1.0 (1.0-3.0)

N/A N/A 130.0 (120.0-140.0)'
N/A N/A 80.0 (80.0-90.0)'
N/A N/A

1937 (48.7)’

3DM: diabetes mellitus.
bn=3961 (78.1%).

®h=1074 (78.3%).

4n=3759 (78.2%).

®HbA 1¢: glycated hemoglobin.

fOnIy tested in those with DM, so the values would be the same as those reported under DM.

IN/A: not applicable.
Pn=1079 (78.7%).
'BP: blood pressure.

jOnIy tested in those with hypertension, so the values would be the same as those reported under hypertension.

ksBP: systolic blood pressure.
In=3980 (82.7%).
MDBP: diastolic blood pressure.

Table 3. Weekly number of consultations, blood pressure measurements, and glycated hemoglobin (HbA 1c) testsin period 1 and period 2.

Characteristic Overall (n=183), median (IQR) Period 1 (n=142) , median (IQR) Period 2 (n=41) , median (IQR) P value
Consultations 83.0 (29.0-139.5) 107.0 (60.0-153.0) 20.0 (7.0-29.0) <.001
BP? measures 56.0 (22.5-89.5) 68.0 (38.2-99.0) 11.0 (4.0-19.0) <.001
HbA 1 tests 13.0 (3.5-29.0) 16.5 (5.0-32.8) 4.0 (0.0-22.0) <.001

3BP: blood pressure.

Over the 183 weeks of follow-up in the series, there were other
variationsin the number of consultationsin specific periods. In
2017, with the beginning of patient follow-up, there was a
progressive growth in the number of weekly appointments at
PHCCs. At the end of the year, there was an abrupt drop in the
number of consultations, which is systematically observed in
all years. In 2018, the number of consultationstended to remain
stable, but there was a sudden drop in October, which
corresponded with the transition between the HealthRise and
Charming projects, followed by the expected reduction in
attendance at the end of the year. In early 2019, when funding
wasreinstated, the number of consultationsrose again. In 2019,

https://medinform.jmir.org/2022/3/€35216

the pattern of consultations presented the usual variations, and
in the first 2 months of 2020, activities in the PHCCs were
normal. However, at the beginning of the 12th epidemiological
week, there was a dramatic reduction in the number of
consultationsat PHCCs. On April 22, 2020, thefirst COVID-19
case in the region was confirmed. Throughout 2020, a reduced
number of weekly consultationsis clearly observed (Figure 5).

Of the 5070 patients who were being followed since before the
pandemic, 4298 (84.8%) did not return for a consultation after
the social distancing measures were implemented. Of the 772
(15.2%) individual swho returned, the median time between the
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last consultation before the social distancing measures and the
first consultation after it was 233 days (Table 4).

It is noteworthy that DM and hypertension coexisted in 313
patients who returned for a consultation in period 2.

The proportion of patientswho returned after period 2 was much
lower than the proportion observed during period 1 (772/5070,
15.2% vs 2565/5070, 50.6%; Table 5).

It is noteworthy that DM and hypertension coexisted in 1111
patients.

The characteristics common to the groups of those who did not
return for consultation in period 2 and those who did return
were compared. The median age of those who returned was
dightly higher—58.0 (IQR 51.0-65.0) years versus 56.0 (IQR
48.0-63.0) years (P<.001)—but there was no difference
regarding their sex. The median number of consultations in

Cimini et al

period 1 was also higher in that population: median 5.0 (IQR
3.0-7.0) vs2.0 (IQR 1.0-4.0). Lower median SBP levels—120.0
(IQR 120.0-140.0) mm Hg versus 130.0 (IQR 120.0-140.0) mm
Hg—and median DBP levels—80.0 (IQR 80.0-80.0) mm Hg
versus 80.0 (IQR 80.0-90.0) mm Hg—were found in patients
who returned for consultation, aswell asahigher proportion of
patients with controlled hypertension (431772 64.3% vs
1735/4298, 52.8%). However, among people with DM, there
was no difference in HbA . levels between periods 1 and 2

(Table 6).

It is noteworthy that DM and hypertension coexisted in 798
patients who did not return and 313 patients who returned.

Since June 2017, 110 patientswere discharged from the system:
35 dueto formal withdrawal, 62 who moved, 12 who died from
anontraumatic cause, and 1 from a traumatic cause.

Figure 5. Weekly number of consultations and variations between 2017 and 2020.
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Table 4. Time between the last consultation in period 1 and the first consultation in period 2.

Measurement Overdl (n=772)

DM? (n=366) Hypertension (n=719)

Time (days), median (IQR) 233.0 (122.8-356.0)

206.0 (114.0-306.5) 238.0 (125.0-362.0)

3DM: diabetes mellitus.
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Table 5. Comparison of returns for consultation at a primary health care center (PHCC) in periods 1 and 2.

Characteristic Overall (n=5070) DM2 (n=1371) Hypertension (n=4810)
No return, n (%) 1732 (34.2) 297 (21.7) 1660 (34.5)

Return in period 1, n (%) 2566 (50.6) 708 (51.6) 2431 (50.5)

Return in period 2, n (%) 772 (15.2) 366 (26.7) 719 (14.9)

3DM: diabetes mellitus.

Table 6. Comparison of the characteristics of patients between those who returned and did not return in period 2.

Characteristic

Did not return (n=4298)

Returned (n=772) P value

Gender, female n (%)

2849 (66.3)

520 (67.4) 56

Age (years), median (IQR) 56.0 (48.0-63.0) 58.0 (51.0-65.0) <.001
Disease, n (%)
Hypertension 4091 (95.2) 719 (93.1) <.001
DM2 1005 (23.4) 366 (47.4)
BMI®, median (IQR) 27.9(24.7-31.6)° 27.8 (24.6- 31.8)¢ .88
Number of consultations before the pandemic, median (IQR) 2.0 (1.0-4.0) 5.0(3.0-7.0) <.001
BP®values
sBP' (mm Hg)®, median (IQR) 130.0 (120.0-140.0)9 120.0 (120.0-140.0)" <.001
DBP (mm Hg)®, median (IQR) 80.0 (80.0-90.0)9 80.0 (80.0-80.0)" <.001
SBP <140 mm Hg and DBP <90 mm Hg, n (%) 1735 (52.8)9 431 (64.3)" <.001
HbAJ
HDA 1. result (%), median (IQR)? 7.6 (6.3-9.5) 7.6 (6.5-9.3) 80
HbA 1 <7%, N (%)° 272(37.3) 108 (33.8)' 28

3DM: diabetes mellitus.

BLast measure or test before the pandemic.
®h=3243 (75.2%).

4n=685 (88.7%).

€BP: blood pressure.

fsBp: systolic blood pressure.
9=3286 (76.5%).

Pn=670 (86.8%).

'DBP: diastolic blood pressure.
ijAlc: glycated hemoglobin.
Kn=730 (73%).

In=320 (87%).

Validation: Expert Panel Assessment

All 7 experts who participated fully agreed that the app could
be used in primary care settingsto improve care for peoplewith
hypertension and/or DM. They aso agreed that it could be easily
incorporated in work routines (median 4.0, IQR 4.0-5.0). All
believed that the app does not cause significant delays in the
daily routine. Asfor usability, the overall evaluation was good,
but all professionals claimed that the app was not intuitive and
previous training is necessary. Asfor utility, they believed that
the app might improve the treatment and care of people with
hypertension and DM. The characteristics of the experts and

https://medinform.jmir.org/2022/3/€35216
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the results of the feasibility assessment can be seen in
Multimedia Appendix 1 and Multimedia Appendix 2.

Pilot Testing

From November 2020 to May 2021, 211 CHWs from 10
municipalities received training to evaluate patients with
hypertension and DM during in-homevisits. Theimplementation
was carried out progressively, and the first records were on
paper. With hands-on training in May 2021, CHWs started using
the app and entering data obtained from home visits. From May
2021 to December 2021, there were 1314 records from CHWS
in-home visits using the app: 1266 (96.4%) were patients with
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hypertension, 245 (18.6%) were patients with DM, and 197
(15.0%) were patients with both diseases. They found 220
(220/1266, 17.38%) patients with high BP (=160 mm Hg or
>100 mm Hg); 34 (34/245, 13.9%) patients reported capillary
blood glucose level at any timein thelast 20 days>250 mg/dL.
Regarding glycosuria, 40 (40/245, 16.3%) had a positive result
(Multimedia Appendix 3).

Discussion

Main Findings

We observed a significant reduction in the weekly number of
consultations, BP measurements, and HbA . tests between
periods 1 and 2. There was a systematic reduction in PHCC
visits in all the last months of the years, regardless of the
pandemic, due to the December holidaysand summer vacations.
The proportion of patients who returned for a medical
consultation at the PHCCs was also significantly lower during
the pandemic. Of those who returned, it was observed that they
were more assiduous in follow-up appointments before the
pandemic when compared to the period after isolation measures
were implemented. Lower SBP and DBP levels were observed
in patients who returned for consultation during the pandemic,
as well as a higher proportion of patients with controlled
hypertension. However, among people with DM, there was no
differencein HbA ;. levels between periods 1 and 2.

The reduction in the number of consultations was observed
globally. According to a survey by the WHO, completed by
155 countries in May 2020, 53% of them had partially or
completely disrupted services for hypertension treatment and
49% for DM and DM-related complications at that time [20].
Another survey that included 202 health care professionalsfrom
47 countries observed that DM was the chronic disease most
affected by the reduction in health care resources due to
COVID-19 [21]. A worldwide survey submitted from 909
centers performing cardiac diagnostic procedures in 108
countries found a 42% drop in the number of procedures from
March 2019 to March 2020 and a 64% drop from March 2019
to April 2020 [22].

In Germany, during the lockdown, there was a dramatic
reduction in the number of consultations with general
practitioners, independent of age, sex, and location (rura vs
urban areas) [23]. The immediate need for social restriction
forced health care systems to adopt telemedicine for ensuring
baseline and, in some selected cases, advanced hedth care
support [24]. As a result, the COVID-19 pandemic has
strengthened the use of telemedicine as an indispensable
resource to monitor the health conditions of people at home,
including those with hypertension [25]. In Italy, the number of
visits to general practitioners offices and tests dropped
markedly. At the same time, the number of home app users,
exchanging data between patients and doctors, significantly
increased. It thus resulted in significant improvement of BP
control [26]. Telemedicine with video consultations was a
significantly effective tool in the management of people with
hypertension, with high levels of patient satisfaction in the
United States [27]. Telemedicine consultations contributed to
maintaining care for 69% peopl e with antineutrophil cytoplasmic
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antibody—associated vasculitis, both in the United States and
the United Kingdom, allowing monitoring and identification of
deterioration at home [28]. With regards to DM, the role of
telehealth in the care of people with type 1 DM has expanded
dramatically during the COVID-19 pandemic [29]. Successful
experiences have been described in Indiaand Australia, where
patients who attended through teleconsultations had slightly
better glycemic control than those in the pre-COV1D-19 period
[30,31]. In the United States, although DM-related outpatient
visitsand testing fell during the pandemic, therewas no evidence
of a negative association with glycemic control. Telemedicine
may have prevented substantive disruptions in medication
prescribing [32].

In Brazil, the Ministry of Health has taken steps to ensure care
for peoplewith respiratory syndrome throughout the SUS health
network, reinforcing primary care asthe preferred gateway [33].
However, at the sametime, the heterogeneity of the organization
of primary carein Brazil [34] aswell astherestrictionsimposed
by the pandemic [35] compromise the continuous monitoring
of patients with chronic diseases. CHWSs were prioritized for
health surveillance and administrative actionswithin the PHCCs
and even issuesthat are not their responsibility, such ashelping
with vaccination campaigns [16]. The problem was even more
seriousin remote and resource-constrained areas, where patients
need to travel long distances to receive health care and
medication. Asthe management of COV1D-19 cases hasbecome
apriority for most health units, nonemergency medical services
or services not related to COVID-19 have been postponed
indefinitely, predisposing patients with hypertension and DM
to a high potential for increased risk of complications and a
worse prognosis [35].

The consequences of these changes can already be seen in
Brazil. In the 6 capital cities that had the highest number of
deaths from COVID-19, there was aso an increase in the
number of deaths from cardiovascular diseases. These findings
were probably a consegquence of the poor health services
infrastructure and reflects the increase in home deaths due to
the impaired access to health services [36]. Cardiovascular
diseases have a significant relationship with COVID-19, both
as risk factors and prognostic indicators and as complications
[37,38]. Nevertheless, despite this, the pandemic forced a
reorgani zation of health systemsthat compromised the provision
of adequate and timely health services [39,40] and negatively
affected mortality [41].

Facing the reality of patients at home and without proper care,
a strategy using mHedth for CHWs was planned and
implemented to identify patients at risk. These patients were
referred to the PHCCs for medical consultation. CHWs were
chosen as the central point of this intervention because they
represent the bridge between the health system and the users,
especialy the most vulnerable, enabling the capillarity of the
SUS. They livein the same community for which they care and
ensure that the family health strategy is taken to the
communities. Their responsibilitiesinclude education and health
promotion, keeping records of individuas and families,
identifying those at risk, making regular home visitsto monitor
children's vaccinations or the well-being of chronic patients,
scheduling consultations with a maternal health speciaist,
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advising on the correct use of medications, and contributing to
mosquito control campaigns [42].

Although digital health was in use long before the pandemic,
the challenges of the current moment encouraged its escalation,
which is happening quickly. The options for digital tools are
vast, including video visits, email, mobile phone apps, chatbots,
voice interface systems, smartwatches, oxygen monitors, and
thermometers [11]. mHealth technology has been proven to
enhance the management of patientswith chronic diseases[43]
and is associated with areduction in BP and better medication
adherence for people with hypertension [44]. Also,
mHealth - based interventions for patients with type 1 DM
significantly decreased HbA ., improved life satisfaction, and
improved mental health [45]

The use of digital tools by CHWSs has been successfully carried
out in several countries, not only to fight the pandemic but also
to minimize the impact of interruptions in patient follow-up
[46]. However, to be effective, digital health solutionsfor CHWs
need to be easy to use. Furthermore, thereis aneed to improve
their skills, improve accessibility, and ensure continuity of care
[47]. For this, challenges such as training on new mHealth
solutions, weak technical support, and issues of internet
connectivity must be overcome [10,48]. The app is an
easy-to-use digital tool, with objective questions and
yes/no/don’'t know answers. Therefore, education level is not
an obstacle to using it. Likewise, we guarantee training and
support for the use of the app, solving doubtsonlinein real time.

The expert panel assessment classified the app as feasible and
useful. However, they agreed that itsuse requirestraining. They
believe in the app's potential to contribute to the identification
of patients at risk and the provision of medication by health
managers. Thisinformation isimportant to obtain regardless of
the pandemic. The federal government guarantees the donation
of glucometers for people with DM who use insulin, but the
supply of strips is erratic. The app can provide important
feedback regarding municipal financing and logistics for
purchasing medicines. The measurement of BP by the CHW
using a digital monitor adds value to the home visit. The
professionals and the patients have accepted this innovation
without restrictions.

The pilot test results reflect a short evaluation period as the
intervention itself is ongoing. The findings showed a low
percentage of patients with uncontrolled hypertension and DM
when evaluated at home. Medication adherence as well as the
supply of medications were satisfactory. The aim of measuring
BP, glycosuria, and blood glucose levels was to prioritize
in-person medical consultation for those at risk and not just to
identify people with uncontrolled disease. The major limitation
was that the PHCCs were designed to receive people with
respiratory symptomsasapriority. Therefore, it was not possible
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to schedule a medical consultation for all patients with
hypertension and DM outside the control goals. Asthe app was
designed to be simple, the CHW does not enter the patient's BP
but only marks if it is =160 x 100 mm Hg. Therefore, people
outside the control target whose BP is <160 x 100 mm Hg will
not be referred to a PHCC, which can underestimate the number
of patients outside the control goals. The same istrue for DM,
as only those with a change equivalent to blood glucose =250
mg/dL will beidentified and referred for consultation. Another
aspect that needs to be considered is that patients who
participated in the pilot test are the ones who most frequently
attended the PHCC. The researchers did not interfere in the
choice of patients for the pilot test, but the CHW preferred to
visit those with greater adherence to treatment. This justifies
the finding of alow proportion of people with BP and glucose
levels high enough to warrant a medical consultation and
justifies the adequate supplies of medication.

Limitations

The cutoff BP, glycosuria, and blood glucose valuesto indicate
the need for amedical consultation were established to prioritize
those most in need, since the PHCC could not attend to all
patients. Therefore, the results cannot be seen asjust adefinition
of the proportion of patients with uncontrolled disease, as this
underestimates the real number of patients with uncontrolled
disease.

Next Steps

Theintegration of the CDSS with the current electronic medical
record of the Brazilian public health system software (e-SUS)
is achalenge, and we are currently working to overcome this
barrier. We are planning to expand the project to PHCCs in
other municipalities, even with the reduction of the
pandemic. Our team believes that thisis a promising strategy
that values and expands the CHWS' skills, strengthens their
relationship with the community, promotes the identification
and adequatereferral of patientswith uncontrolled disease, and
brings the users even closer to the SUS. We expect servicesto
be fully resumed in the near future, when we will be able to
review the cut-off levels of BP and glycosuria or glycemiato
refer to the PHCC.

Conclusions

The COVID-19 pandemic caused significant impairment in the
follow-up of patients with hypertension and DM in a
resource-constrained region of Brazil, due to the reduction in
the number of medical and nursing consultations, BP measures,
and HbA . assessments after the initiation of social restriction
measures. A DSS app has proven to be feasible and useful, and
CHWs are using it to identify patients with uncontrolled
hypertension and DM who are at home and at risk.
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mHealth: mobile health

NCD: noncommunicable chronic disease
PHCC: primary health care center

SBP: systolic blood pressure

SUS: Sistema Unico de Salide (Brazilian public health system)
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Abstract

Background: Automated extraction of symptomsfrom clinical notesisachallenging task owing to the multidimensional nature
of symptom description. The availability of labeled training datais extremely limited owing to the nature of the data containing
protected health information. Natural language processing and machine learning to process clinical text for such atask have great
potential. However, supervised machine learning requires a great amount of labeled data to train a model, which is at the origin
of the main bottleneck in model development.

Objective: The aim of this study is to address the lack of labeled data by proposing 2 alternatives to manual labeling for the
generation of training labels for supervised machine learning with English clinical text. We aim to demonstrate that using
lower-quality labels for training leads to good classification results.

Methods: We addressed the lack of labelswith 2 strategies. Thefirst approach took advantage of the structured part of electronic
health records and used diagnosis codes (International Classification of Disease—10th revision) to derive training labels. The
second approach used weak supervision and data programming principles to derive training labels. We propose to apply the
devel oped framework to the extraction of symptom information from outpatient visit progress notes of patientswith cardiovascular
diseases.

Results: We used >500,000 notesfor training our classification model with International Classification of Disease-10th revision
codes aslabelsand >800,000 notesfor training using label s derived from weak supervision. We show that the dependence between
prevalence and recall becomesflat provided asufficiently large training set is used (>500,000 documents). We further demonstrate
that using weak labels for training rather than the electronic health record codes derived from the patient encounter leads to an
overall improved recall score (10% improvement, on average). Finally, the external validation of our models shows excellent
predictive performance and transferability, with an overall increase of 20% in the recall score.

Conclusions: Thiswork demonstrates the power of using aweak labeling pipeline to annotate and extract symptom mentions
in clinical text, with the prospects to facilitate symptom information integration for a downstream clinical task such as clinical
decision support.

(JMIR Med Inform 2022;10(3):€32903) doi:10.2196/32903
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Introduction

Background

Unstructured text from el ectronic health records (EHR) contains
myriads of information that is not encoded in the structured part
of EHRs, such as symptoms experienced by the patient.
Structuring and managing symptom information is a major
challenge for research owing to their complex and
multidimensional nature. Extracting symptom information from
clinical textiscritical; for example, for phenotypic classification,
clinical diagnosis, or clinical decision support [1-3]. More
specifically, symptoms are crucial to the assessment and
monitoring of the genera state of the patient [1,4] and are
critical indicators of quality of life for chronically ill patients
[5,6]. Their evolution through time can be a string indicator of
the patient’s clinical status change. Finally, in the context of
pandemic prevention, symptoms are used for syndromic
surveillance [7,8] and patient characterization [9,10].

Using natural language processing (NLP) and machinelearning
to process and use clinical text for such applications has great
potential [11-14]. Unfortunately, machine learning, and more
specifically supervised machine learning, requires a grest
amount of labeled datato train a model, which is at the origin
of the main bottleneck of model development [15]. Manually
labeling data sets is extremely costly and time-consuming as
multiple experts need to manually review and annotate several
hundreds of clinical notes[13,16]. Moreover, the development
of such aresource presents unique challenges asthetext contains
personal information, and access to such data is usualy
restricted.

Throughout the past years, shared resources such as Informatics
for Integrating Biology and the Bedside (i2b2) have generated
deidentified and annotated data setsfor the development of NLP
systems for specific tasks. Such resources remain limited, as
most of the annotated data sets contain only hundreds to afew
thousands of notes. Moreover, these data sets come from a
limited number of institutions, making the development of an
NLP system with such data unlikely to generalize to other
institutions or other tasks.

To develop NLP systems and models that are transferable
between multiple institutions and free of overfitting, a large
amount of data needs to be available for training. To do so,
alternativesto supervised machine learning have been explored,
such asdistant supervision, which seeksto includeinformation
from existing knowledge bases [17] or active learning, which
involves human expertsin the machinelearning process[18-20].
One method in particular, weak supervision, is attracting
increasing attention for the automatic generation of lower-quality
labels for unlabeled data sets [21-25].

Objective

To address the lack of labeled data, we propose 2 aternatives
to manual labeling for the generation of training labels for
supervised machine learning with clinical text. The first
approach takes advantage of the structured part of EHRs and

uses diagnosis codes to derive training labels. The second
approach uses weak supervison and data programming

https://medinform.jmir.org/2022/3/€32903
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principles to derive training labels. We propose to apply the
devel oped framework to the extraction of symptom information
from outpatient visit progress notes of patients with
cardiovascular diseases.

Extracting symptoms from clinical narratives is not a
straightforward task as symptoms are often expressed in an
abstract manner. A straightforward way of deriving labelsfrom
EHR would be to take advantage of their coded part and use
the International  Classification  of  Disease-10th
revision—Clinical Modification (referred to as [ICD-10,
henceforth) codes. This approach has challenges, as
demonstrated in multiple studies[2,9,26-30]. Thisis especially
trueif thetarget information is symptoms, asthe corresponding
| CD-10 chapter istypically used when asign or symptom cannot
be associated with adefinitive diagnosis. Thus, their occurrence
in EHR is very scarce and expected to be incomplete. Despite
issues related to inaccuracy in ICD-10 coding, we propose to
use such codes to label our training set, with the assumption
that with sufficient training data, the poor quality of the labels
will be balanced out. Although inaccurate and possibly biased,
the use of ICD-10 data is considered standard in many
classification studies involving clinical text [15,31-41].
Moreover, we propose to complement the use of ICD-10 codes
with a weak supervision approach to derive labels. Weak
supervision has gained a great amount of traction in the past
years [21-25] as a response to the increased need for training
data for machine learning. We used the Snorkel library [42] to
combine alarge number of clinical reports with noisy labeling
functions and unsupervised generative modeling techniques to
generate labels for our models. Finally, we test the models on
external cohorts as a way to assess the bias and test the
generalizability of the models.

We successfully demonstrate that by using a large number of
notes for training, we can train a classification model able to
recogni ze specific classes of symptomsusing low-quality labels.
Theresulting model isindependent of the preval ence of positive
instances and is transferable to a different institution. \We show
that training our model on such pseudolabels results in a good
predictive performance when tested on a data set containing
gold labels.

Methods

Cohort Description

Our data set consisted of 20,009,822 notes from January 1,
2000, to December 31, 2016, for 134,000 patients with
cardiovascular diseases from Stanford Headth Care (SHC),
collected retrospectively in accordance with the approved
institutional review board protocol (IRB-50033) guidelines.
Progress notes from outpatient office visits were selected. As
the ICD-10 codes for symptoms were chosen for initial |abels,
encounterswithout R codeswere discarded. Finally, short notes
(ie, <350 characters) were also discarded. The final cohort
contained 545,468 notes for 93,277 patients (Figure 1).

For prototyping purposes and to evaluate the effect of the
training set size on the performance, subsets of the full cohort
were created, leading to the following three data set sizes: |
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(patients: 717/93,277,0.77%), |1 (patients: 5611/93,277, 6.02%), for the text classification task. The symptoms considered were
and Il (patients: 93,277/93,277, 100%). Patientswere splitinto  only coded at the highest level of the ICD-10 hierarchy. The
training, validation, and test sets using a 60:20:20 ratio. Table prevalence of the R codes was low, between 2% and 10% of
1 provides a more detailed description of the data sets. positive instances (see Table S1 in Multimedia Appendix 1 for

ICD-10 codes describing symptoms and signs involving the details).

circulatory and respiratory systemswere used to label the notes

Figure 1. CONSORT (Consolidated Standards of Reporting Trials) diagram for Stanford Health Care—electronic health record symptom extraction.
Our full cohort consisted of 20 million notes and 134,000 patients. We selected progress notes from outpatient visits from encounters with International
Classification of Disease-10th revision (ICD-10) codes from the chapter R. Notes <350 characters were discarded, yielding 545,468 notes for 93,277
patients.

Full cohort N=number of notes
N=20,009,822 n=number of patients
n=134,000

Test cohort
N=108,808/545,468(19.95%)
n=18,656/93,277(20%)

Training cohort
N=326,934/545,468(59.94%)
n=55,966/93,277(60%)

Validation cohort
N=109,726/545,468(20.11%)
n=18,655/93,277(20%)

Table 1. Patient and note distribution for each data set considered in this study.

Data set 12(N=717) 112 (N=5611) 111 (N=93,277) IvP (93,277) VE (N=75.692)
Train set, n (%) 430 (59.9) 3360 (59.88) 55,966 (59.99) 55,966 (59.99) 38,381 (50.71)
Validation set, n (%) 143 (19.9) 1123 (20.01) 18,655 (19.99) 18,655 (19.99) 18,655 (24.65)
Test set, n (%) 144 (20.1) 1128 (20.10) 18,656 (20) 18,656 (20) 18,656 (24.65)
Age (years), mean (SD) 60 (23) 58 (23) 59 (23) 59 (23) 53 (23)
Gender, n (%)

Men 306 (42.7) 2381 (42.43) 51,876 (55.61) 51,876 (55.61) 43,765 (57.82)

Wormen 410 (57.2) 3229 (57.55) 41,396 (44.38) 41,396 (44.38) 31,925 (42.18)

Unknown 1(0.1) 1(0.02) 5 (0.005) 5 (0.005) 2(0.003)

Total notes, n (%) 4245 (100) 34,368 (100) 545,468 (100) 871,753 (100) 544,907 (100)
Train set 2480 (58.42) 20,500 (59.65) 326,934 (59.94) 653,219 (74.93) 326,373 (59.89)
Validation set 704 (16.58) 6698 (19.49) 109,726 (20.12) 109,726 (12.59) 109,726 (20.14)
Test set 794 (18.70) 6494 (18.89) 108,808 (19.95) 108,808 (12.48) 108,808 (19.97)

3Datasets | and 11 are subsets of dataset |11
PData set IV represents the hybrid data set of |abeled and unlabeled notes considered for the weak supervision experiment.
®Data set V contains the set of unlabeled notes from V.
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Pipeine

We defined our task of extracting symptom information from
clinical notes as a multi-class classification problem. Machine
learning algorithms were trained to classify whether each input
note contained a specific class of symptoms.

The proposed pipeline used a subset of the ICD-10 chapter
containing symptoms, signs, and abnormal clinica and
laboratory findings. The codesin thischapter aretypically used
when asign or symptom cannot be associated with a definitive
diagnosis. As their occurrence in EHR is expected to be
incomplete, we assumed that the presence of acodeisassociated
with the observation of the symptom, but the absence of acode
cannot be associated with the absence of the symptom in
question.

Humbert-Droz et al

The full pipeline developed for this study is depicted in Figure
2. We obtained the raw clinical text and encounter data from
the SHC database. The raw text was first preprocessed for
standardization purposes. Then, the text was transformed into
anumerical format (ie, featurization) so that it can be used as
input featuresfor our model training. Then, ICD-10 codeswere
extracted from the structured encounter datato use aslabels. A
multi-class classification model was then trained to predict the
presence of symptoms in the text. Next, we propose a weak
supervision labeling pipeline as an additional method for
extracting labels for the downstream prediction task. For that
additional part, notes that were initially discarded because of
thelack of symptom codesin the encounter datawere processed
using an entity recognition model with the spaCy library [43]
and labeled using alabeling model generated using the Snorkel
package [42].

Figure 2. End-to-end pipeline developed for extracting pseudolabels out of an electronic health record (EHR) database and training a text classifier
for recognition of presence or absence of symptoms. The approach leverages the structured part of EHR (International Classification of Disease-10th
revision—Clinical Modification [ICD-10-CM] codes) and weak supervision to generate labeled training corpus. Three types of labels are used for the
training: ICD-10-CM codes; noisy labels obtained by a weak supervision pipeline; and hybrid labels, containing both ICD-10-CM codes and noisy
labels. Two machine learning algorithms are considered: random forest and | ogistic regression. Four featurization methods are considered: bag-of-words
(BOW), term frequency—inverse document frequency (TF-IDF), continuous BOW (CBOW), and paragraph vector—distributed BOW (PV-DBOW). LF:

labeling function.

Label
extraction

Encounter
data

1. 1CD-10-CM

3. Hybrid labels

H
processing

1.BOW 3 CBOW
2.TF-IDF 4. PV-DBOW

2. Weak supervision labeling

\ Predictive
/ mode!
1. Random Forest
2. Logistic regression

FEi el — Weak supervision labeling pipeline | —mm o oEm o= o= = -
| A
| -
; & ® !
| s A i snoriel

paCy 1: LF_negation ° |

i —_— = | A, LF_family —_— 9 .
! Aa: LF_history ® ]
| Label model ]

. Context—concept-context

\ ——————————————————————————————————————— /
A /

. represent text data for machine learning and acts as a baseline.
Preprocessing

To facilitate machine learning techniques, the clinical notes
were standardized in the following manner: specia characters
and numberswere removed; the text was transformed into lower
case only; frequent words (eg, the, as, and thus) often denoted
as stop words were removed, except negative attributes such as
no or not; next, each note was standardized using the Porter
stemming algorithm; and finally, the text was tokenized into
individual words. Sectioning of the notes was not performed;
thus, the entire note was included in the featurization step.

Featurization

In this report, we evaluated the following approaches for
featurization of the clinica notes. The first method,
bag-of-words (BOW), is a simple yet effective method to

https://medinform.jmir.org/2022/3/€32903

RenderX

In this method, the frequency of each word is counted, yielding
avector representing the document. As each word represents a
dimension of the document vector, the size of the latter is
proportional to the size of the vocabulary used. As words are
represented by their document frequency, the resulting document
vector does not contain any syntactic or contextual information.

Next, we used term frequency—inverse document frequency
(TF-IDF), a weighting scheme, in addition to BOW whereby
word frequencies from BOW are weighted according to their
IDF. Thisreweighting of the frequencies dampens the effect of
extremely frequent or rare words.

Next, we used the continuous BOW (CBOW; also referred to
as word2vec) algorithm [44]. CBOW is an agorithm that
generates word vectors based on a prediction task via a neural
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network. The output of such anetwork is an embedding matrix
that is used to encode each word into a specific vector. The
embedding matrix used in this project wastrained on biomedical
text (PubMed and Medical Information Mart for Intensive
Care- 1l [MIMIC-111]) by Zhang et a [45]. Word vectors were
generated using these pretrained embeddings and then averaged
to yield a single document vector representing the entire note.
As aresult, the document embedding vector was of dimension
200.

Finally, the paragraph vector—distributed BOW (PV-DBOW;
also referred to as doc2vec) [46], an extension of CBOW to
paragraphs, was used to add some syntactic knowledge in the
encoding of each document. The vector size for the document
was 300 and was independent of the corpus size.

Weak Labeling

To address the problem of a lack of labels for EHR-based
supervised learning, a weak supervision pipeline using the
Snorkel package [42] was implemented. Weak supervision
allows us to create a set of noisy labels for an unlabeled data
set. The noisy labels are generated using a set of labeling
functions, namely, a set of heuristic rules.

For this project, we implemented labeling functions based on
pattern recognition applied to a 20 token—context window (10
tokens before and 10 tokens after the target term) to determine
the negation, temporality, and experiencer of the target
symptom. We used the publicly available clinical event
recognizer base terminology [47] to match our context window
with negative expressions, historical expressions, and family
mentions. If a mention is matched within the context window
of a given term, it is labeled accordingly: absent if negative
expression is matched, history if historical expression is
matched, and family if family mention is matched. Target
symptoms that were positive, experienced by the patient, and
not part of the past medical history were labeled positive.
Occurrences deviating from this pattern were label ed negative.

Symptom recognition was performed using a ScispaCy [48]
pipeline trained to recognize biomedical entities. The process
of extracting the presence or absence of symptoms belonging
to the RO0O-R09 categories wasimplemented asfollows: the fulll
clinical note is processed with spaCy [43] using the entity
recognition model from the ScispaCy library, trained on
BioCreative V Chemical Disease Relation corpus, a corpus of
1500 PubMed articles annotated for chemicals, disease, and
chemical—disease interactions [49] (en_ner_bc5cdr_md [48]).
As we were classifying the notes using only the 3 characters
categories of the ICD-10 codes, each entity that was tagged
needed to be associated to its corresponding category. For that
purpose, we normalized them to the concept unique identifiers
from the unified medical language system with the highest
similarity score. This alowed us to group each entity to their
corresponding ICD-10 category (see Table S2 in Multimedia
Appendix 1 for alist of concept unique identifiers). Then, the
labeling functions defined earlier were used to generate noisy
labels, which can finally be used to train a machine learning
model.
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Modeling

Theinput featureswere used to predict a set of symptomsrelated
to abnormalities in the circulatory and respiratory systems
(ICD-10 codes R00-R09). The problem was approached as a
text classification task using a subset of the ICD-10-R codes
for the class labels. The classes are not mutually exclusive;
therefore, a one-versus-all classification was chosen. We
compared two classification algorithms for this task, namely
random forests [50] and logistic regression [51]. We only report
the results obtained with 100 estimators for the random forest
and the limited-memory Broyden—Fletcher—GoldfarbShanno
solver. The detailed parameters used for each model are
provided in the Multimedia Appendix 1.

Perfor mance Evaluation

We used the following classification metrics to evaluate each
model: recall, F1 score, and average precision score. We also
computed the receiver operating characteristic (ROC) curves
and precision-recall curves. Owing to the class imbalance, we
gave more importance to the precision-recall curve. For
example, in the case of hemorrhage from respiratory passages
class of symptoms (R04), the positive instances represent only
approximately 1% of the data points. We also considered
computation time and memory requirements as important
metrics to determine the best classification model. Given the
size of our data set, an efficient implementation was of
paramount importance for the success of our predictive model.

External Validation

To assesstheimpact of training the model on low-quality labels,
the models were tested on an external data set developed for
symptom extraction by Steinkamp et al [52]. Their work
provides an open-source annotated data set for symptom
extraction. The notes were 1008 deidentified discharge
summariesfrom thei2b2 2009 Medication Challenge[53]. The
set of notes was annotated by 4 independent annotators for all
symptom mentions, whether positive, negative, or uncertain.
To benchmark our study, we chose three classes of symptoms
that were both present in our study and in the annotated data
set of Steinkamp et al [52], namely cough (R05), abnormalities
of breathing (R06), and pain in throat and chest (R07). Asthe
annotations were performed at the mention level but our study
was performed at the note level, a majority voting algorithm
was chosen to assess the note-level polarity of the symptom
mention to generate note-level labels. On the basis of the SHC
experiments, only models showing the best promise in terms
of predictive performance were chosen for this step. More
specifically, models trained with the logistic regression
algorithm using TF-IDF and PV-DBOW features were chosen
for the external validation.

Results

L ogistic Regression Performs Better Than Random
Forest for Predicting the Presence of Symptomsin
Outpatient Progress Notes

Outpatient progress notes collected from January 1, 2000, to

December 31, 2016, from the SHC EHR database were used to
train a text classifier to extract symptoms related to
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abnormalitiesin the circulatory and respiratory systems (Figure  performance, with no or few positive instances predicted (Figure
1). Two machine learning algorithms were considered, namely  3). Without exception, logistic regression outperformed random
random forest and logistic regression. The models were first  forest for al the considered data set sizes (Figure 4). Use of
built on a subset of the cohort for prototyping purposes (Table TF-IDF features to predict the presence of symptoms in the
1: data set 1). Random forest showed poor predictive notesled tothe best overall performance (Figure 5).

Figure 3. Histogram of predicted probabilities for the presence of the cough symptom (R05) in the outpatient progress note for data set |, with a
comparison between probabilities predicted by logistic regression (L R) and random forest (RF) for term frequency—inverse document frequency (TF-IDF)
and paragraph vector—distributed bag-of-words (PV-DBOW) feature extraction methods.
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Figure 4. Summary of performance metrics averaged over all codes for al four considered feature extraction methods (bag-of-words [BOW], term
frequency—inverse document frequency [TF-IDF], continuous BOW [CBOW], and paragraph vector—distributed BOW [PV-DBOW]). AUROC: area
under the receiver operating characteristic curve; LR: logistic regression model; RF: random forest model.
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Figure5. Receiver operating characteristic and precision-recall curves for the prediction on the test set (data set | described in Table 1) of presence of
cough (RO5) symptoms from outpatient progress notes using logistic regression (LR) with 4 feature extraction methods. BOW: bag-of-words, CBOW:
continuous BOW; Ibfgs: limited-memory Broyden—Fletcher—GoldfarbShanno solver; PV-BOW: paragraph vector—distributed BOW; TF-IDF: term

frequency—inverse document frequency.
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Embedding-Based M ethods Perform Better With
Increasing Data Set Size

To demonstrate that increasing the size of the training set
significantly improvesthe performance of deep learning—based
embedding methods, the classification task was performed on
3 different data set sizes, ranging from 0.75% (700/93,277) of
patients to 100% (93,277/93,277) of patients (Table 1).

For al codes, the performance (area under the ROC [AUROC]
curves and areaunder the precision-recall curves) of PV-DBOW
features with logistic regression drastically improved with the

https://medinform.jmir.org/2022/3/€32903

RenderX

RO5 LR Ibfgs data set I

1
0.8
S 06 &
w
‘O
[(}]
| .
8 0.4
—— BOW
TF-IDF
0.2 CBOW
—— PV-DBOW o
0
0 0.2 0.4 0.6 0.8 1
Recall

size of the training set. For TF-IDF features also, there was a
slight improvement, but it was|ess pronounced (Figure 6). More
importantly, we observed that when increasing the size of the
training set, the low prevalence of the symptoms does not affect
the performance of embedding-based features (CBOW and
PV-DBOW; Figure 7). Next, although the performance obtained
with TF-IDF featureswas high, the computational performance
was drastically affected by the increasing size of the training
set. It takes 2 minutes and 1.6 GB of memory to train the model
with PV-DBOW features, whereas the model with TF-IDF
features requires 2.3 GB of memory and takes amost 3 hours
(Table 2).
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Figure 6. Comparison of receiver operating characteristic (Ieft column) and precision-recall (right column) curves for the prediction of presence of
cough (R05), abnormality of breathing (R06), and pain in throat and chest (R07) classes of symptoms from outpatient progress notes using logistic
regression (LR) with the limited-memory Broyden—Fletcher—GoldfarbShanno (Ibfgs) solver on data set |, data set I and data set 111 with term

frequency—inverse document frequency (TF-1DF) and paragraph vector—distributed bag-of-words (PV-DBOW) features.
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Figure7. Recall scoresasafunction of the symptom prevalencein 3 considered data sets for all the features. BOW: bag-of-words; CBOW: continuous
BOW,; PV-BOW: paragraph vector—distributed BOW; TF-IDF: term frequency—inverse document frequency.

Data set I | Feature=BOW Data set I | Feature=TF-IDF Data set I | Feature=CBOW Data set I | Feature=PV-DBOW

0.8

0.6

¥
o [}
& o4 .
* L]
0.2
[ ] L J
0 ~ ~ -
Data set II | Feature=BOW Data set 11 | Feature=TF-IDF Data set II | Feature=CBOW Data set II | Feature=PV-DBOW
0.8 ®
bl e [ o~ o
°
= 0.6 ® 2
m [ ]
3
€pq4 22 ° .
® ®
0.2

Data set 111 | Feature=BOW Data set 111 | Feature=TF-IDF  Data set III | Feature=CBOW  Data set 11l | Feature=PV-DBOW

L ] B-a.

0.8 . = 5 - g s

0.6 [ ] L ] L]
® ol >y
% L
0.4 s s *

0.2

0

0 0.0250.0500.075 0.100 0 0.0250.0500.075 0.100 0 0.0250.050 0.0750.100 0 0.0250.0500.0750.100
Prevalence Prevalence Prevalence Prevalence

Table 2. Computational resources used for each classifier by feature type for datasets |1 and I11.

Feature type and data set Random forest Logistic regression
Memory, MB Run time, hours:minutes:seconds Memory, MB Run time, hours:minutes:seconds
BOW?
I 310 00:04:10 340 00:21:35
i 3500 07:22:02 3400 23:17:20°
TF-IDF®
I 310 00:04:15 270 00:03:04
I 3400 06:37:04 2300 02:47:30
ceow?
I 193 00:03:02 180 00:01:17
11 1700 01:21:11 1700 00:16:36
PV-DBOW®
I 170 00:03:35 89 00:00:34
11 1100 01:41:18 1600 00:02:13

3BOW: bag-of-words.

bNo convergence after 100,000 iterations.

“TF-1DF: term frequency—inverse document frequency.
dCBOW: continuous BOW.

€PV-DBOW: paragraph vector—distributed BOW.
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Enriching the Training Set With Weak L abels
Enhances the Perfor mance Further

The original cohort contained many notes that do not contain
ICD-10 codes from the R chapter, leading to a substantial
reduction in the number of notes available to train our model.
Indeed, an additional 1,290,170 notes from the patientsincluded
in our cohort did not contain any 1CD-10 code for symptoms.

To use these notes, they were processed using a weak
supervision approach to determine the presence or absence of
symptoms belonging to the ROO-R09 categories. Then, the
weakly labeled notes were added to data set D for training the
classifier (ie, data set 1V). For comparison, we also trained a
model using only theweakly labeled notes (ie, dataset V). Then,
the 2 models were tested on test set 111 with ICD-10 codes for

Humbert-Droz et al

labels. Theweak |abeling model was also applied to the test set
to extract weak labels for testing. Given the poor scaling
performance of TF-IDF features compared with that of
PV-DBOW, this experiment was performed solely with the
PV-DBOW festures.

Figure 8 shows the difference in performance between the
enriched data set (V) and the baseline data set (I11). Overall,
therecall scoreimproved by 3.8%. However, the AUROC score
was reduced by 2.1%. This decrease in the AUROC score can
be attributed to the number of false-positive predictions. Asthe
model was trained on mixed labels (ICD-10 and weak labels)
but tested on |CD-10 codes, such increasein predictionsflagged
as false positives was expected. However, treating the weak
labels as true labels for the test set led to an increase in recall
score by 17.7% and an increase in AUROC score by 3.7%.

Figure 8. Performance metrics differential for the weak labeling experiment. Delta H represents the score difference between the hybrid data set 1V
and the baseline data set |11 (score [1V]—score [111]). Delta W represents the score difference between the weakly labeled data set V and the baseline
dataset 111 (score[V]—score [I11]) The left panel shows the score calculated using International Classification of Disease-10th revision-R (ICD-10-R)
codes for labels and the right panel shows the score calculated treating the weak labels (WL) as true labels in the test set. AUROC: area under the

receiver operating characteristic curve.
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Use of only weakly labeled notes for training (data set V) and
testing on ICD-10 labels led to a 6% increase in recall score
and a 9.3% decrease in the AUROC score. Finally, using the
weak labels as true labels for the test set, the weakly labeled
notes performed 36.6% (recall) and 6.6% (AUROC) better than
the baseline data set.

Embedding-Based Features Perform Better Than
TF-1DF Features on an External Validation Set

We selected a set of 56.65% (571/1008) notes from the i2b2
2009 chalenge annotated for symptom extraction [52]
containing mentions of symptoms of cough (R05), abnormalities

https://medinform.jmir.org/2022/3/€32903

of breathing (R06), and pain in throat and chest (R07). The
logistic regression models trained on data set 111 using TF-IDF
and PV-DBOW features were used to predict the presence of
the 3 classes of symptoms.

Overall, the model trained with PV-DBOW features performed
well when used to predict symptoms from thei2b2 notes. Figure
9 shows the difference in scores between the i2b2 data set and
the baseline data set 111 trained using TF-IDF and PV-DBOW
featuresfor the set of 3 selected classes of symptoms. For R06
and RO7, PV-DBOW, recall, and AUROC scores were within
the range of the scores obtained when tested on the SHC notes.
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However, the F1 and average precision scores were >40 points
better on the i2b2 notes. On the other hand, the model trained
with TF-1DF features performed poorly. Therecall and AUROC
scoreswere 20 to 30 points lower than when tested on the SHC
notes. The F1 score was similar to that obtained with the SHC
notes. However, the average precision was almost 30 points
higher than that of the SHC notes (Figure 9). For both
PV-DBOW and TF-IDF features, the performance of the
symptom cough decreased when tested on thei2b2 set compared
with the SHC notes.

Humbert-Droz et al

Finally, the models trained with the hybrid labels and weak
labels using the PV-DBOW features were also tested on the
i2b2 notes. For both models, therecall and AUROC scoreswere
within the range of those obtained with the SHC notes. However,
the F1 and average precision scores were approximately 50
points higher than when tested with the SHC notes, reinforcing
the conclusion that even though the models were trained on
pseudolabels, they still perform well when tested on gold labels
(Figure 10). Typically, recall performed better when hybrid or
weak labels were used for training than when 1CD-10 codes
were used. Similar to the use of 1CD-10 codes as labels, the
performance for RO5 decreased for the i2b2 notes.

Figure 9. Performance metrics differential for the external validation set. The score has been calculated as the difference between the score obtained
on the external validation set and the baseline data set 111 (score [Informatics for Integrating Biology and the Bedside]—score [Stanford Health Care]).
Term frequency—inverse document frequency (TF-1DF) representsthelogistic regression model trained with TF-1DF features. Paragraph vector—distributed
bag-of-words (PV-DBOW) represents the logistic regression model trained with PV-DBOW features. International Classification of Disease-10th
revision—R codes have been used as reference labels to compute the metrics. AUROC: area under the receiver operating characteristic curve.
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Figure 10. Performance metrics differential for the externa validation set. The validation was performed for three models using paragraph
vector—distributed bag-of-words features only, trained using different labels: International Classification of Disease-10th revision-R, the weak labels,
and the hybrid labels. The score differences are computed relative to the baseline data set |11 (score [Informatics for Integrating Biology and the
Bedside]—score [Stanford Health Care]). AUROC: area under the receiver operating characteristic curve.
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. . . but turned out to be true-positive cases. Snippets (B) and (C)
Analysis of Misclassified Cases show 2 examples that were flagged as fal se negative; however,
Toillustrate that despite the low quality of training labelsused,  when reading the note, the symptom was clearly absent
the classification models were able to correctly classify r_10tea (historical for (B) and negated for (C). Finaly, snippet (D)
we show a few examples of the presence of abnormality of  shows an example that was correctly predicted only when

breathing symptoms in Figure 11. Snippets (A) and (E) show  embedding features were used.
examples where the predictions were flagged as fal se positive
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Figure 11. Snippet examples of mislabeled notes for RO6 class of symptoms. ICD-10: International Classification of Disease-10th revision; NEG:

negative; POS: positive; WL: weak |abels.

and mitral wvalve disease.

walking up hills.[..].
least once or twice a day,

or SOB.

started feeling SOB. To her,

sleep at night.
flat. ... [..]

cough.

A. Labeled NEG (ICD-10)-predicted POS

'Nursing Note””Health Maintenance Due Topic Date Due PNEUMOCOCCAL
VACCINE 65 AND OVER [DATE] Chief Complaint Patient presents with Rib
Pain Shortness Of Breath Foot [..]

B. Labeled P0OS (ICD-10/WL)-predicted NEG

‘'Clinic Visit[..] chief complaint of palpitations,
Since our last wisit,
doing a stress test as she was getting some dyspnea on exertion when
She has been noting palpitations happening at
lasting for several seconds.
no other complaints on a 14-point review. [..]

C. Labeled POS (ICD-10)-predicted NEG
‘Progress Notes””Samaritan Internal [..] ROS:
hemoptysis, dyspnea or wheezing. No edema, palpitations, chest pain

The patient denies abdominal or flank pain, [..]

D. Labeled POS, predicted POS only with embedding methods

"Progress Notes””CARDIOLOGY PROGRESS NOTE [..] 3 or 4 days ago she
it feels like an asthma exacerbation.
Her SOB is exertional. She has also been propping herself up to
She feels like she can\’‘t breathe if she lies

E. Labeled NEG (ICD-10)-predicted POS

"Progress Notes””[..] who presents for evaluation of cough and
congestion x 5-6 days. At onset tightness in chest and mild, dry
[..] Last night was cocughing more.
catch breath when coughing. Today when doing her daily back
exercises she felt out of breath.

as well as aortic
I had recommended

Otherwise,

[..] The patient denies

Not as deep but cannot

Discussion

Principal Findings

We trained one-versus-all multi-label classification models
using four featurization methods, namely BOW, TF-IDF,
CBOW, and PV-DBOW, to predict the presence of signs and
symptoms related to abnormalities in the circulatory and
respiratory systems. The challenging lack of labelsfor training
such models was addressed using 2 label extraction strategies.
First, we extracted labels based on a subset of ICD-10 codes
from EHR encounter data. This approach yielded good
predictive performance, as evidenced by external validation.
Relying on the coded part of EHR to extract training labels
leavesalarge part of progress notes untouched, as1CD-10 codes
for symptoms are rarely used. The second approach we used
was a method to extract training labels by leveraging clinical
named entity recognition and aweak supervision pipeline. This
approach not only allowed us to make use of amuch larger set
of notes for training but also significantly improved the
predictive performance, both on an SHC test set and an external
validation set.

Although TF-IDF featuresyielded the best performance overall
(Figure4), the size of the feature vector isthe size of the corpus,
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RenderX

leading rapidly to intractable size and computational inefficiency
when the corpus size increased (Table 2), whereas embedding
methods such as CBOW and PV-DBOW led to a fixed feature
vector length, independent of thetraining corpussize. Themain
computing cost in such an approach lies in the pretraining of
the embedding vectors, which must be performed only once.
Training a classifier on any data set size led only to a minor
increase in computational cost, making this approach more
desirable.

Unfortunately, the results on a small training set were not
satisfactory asthese types of models are known to be extremely
datahungry. The performanceis expected to be more reasonable
with larger data set sizes. We observed thisin our experiments;
when the training set size was increased, the performance also
increased significantly. For example, the most notable
performance improvement was observed for the recall, which
increased from 0.25 to 0.8 for PV-DBOW features (Figure 4).
This is important because when predicting the presence or
absence of symptoms, minimizing the false-negative rate is
desirable. Moreover, owing to the nature of our training labels,
the absence of an ICD-10 code does not mean the absence of
the symptom, whereas the presence of the code more likely
signifies the presence of the symptom. Moreover, the effect of
the low prevalence of some codes on the performance became
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negligible with increasing data set size and the use of
PV-DBOW features, suggesting that the use of a resampling
method is not necessary if training on larger data sets (Figure
6).

Next, enriching the largest data set with unlabeled notes using
a weak supervision approach for labeling yielded an overall
gain in performance. This result not only suggests that more is
better but also points to the conclusion that the use of ICD-10
codes aslabelsto extract the presence of symptomsfrom clinical
notes can beimproved by using weak labeling pipelinesto label
previously unlabeled notes. Indeed, external validation of our
models showed a large increase in performance of the
PV-DBOW features. We attribute this gain to the quality of
labels in the external validation data set, resulting in adrop in
false-positive predictions. This experiment also suggests that
although the quality of the labels used to train the models was
not optimal, the model was still ableto learn enough to reliably
predict the presence of symptoms. On the other hand, the poor
performance of the TF-IDF features suggests that the high
performance observed on the SHC notes might be owing to
overfitting of the features rather than a good predictive power.
However, the increase in average precision suggests that the
false-positive rate is reduced owing to the higher quality of the
labels. Although TF-1DF seemsto work well within one context,
itislikely to fail when testing at other sites.

It is worth noting that the performance for cough symptoms
(RO5) decreased significantly when tested on our external
validation data set. The causes for such a drop have not been
investigated, but Figure 10 offers some hints about a labeling
issue. Indeed, therecall score performed poorly when using the
model trained with ICD-10 codes as |abels but increased when
using the weak labels as ground truth for training.

The automatic classification of clinical text into specific ICD
codes is a common task, and various state-of-the-art models
have been developed over the years. Although our objectiveis
different, it is worth comparing our classification results with
some of the availablework. Moonset a [54] recently compared
multiple state-of-the-art models for ICD coding of clinical
records, using public data sets encoded with both 1CD-9
(MIMIC-111 [55]) and ICD-10 (CodiEsp [56]). They reported
micro- and macro-F1, micro-AUROC, and Precison@5 for
multiple subsets of MIMIC-111 and CodiEsp using multiple deep
learning architectures. As they did not report recall or the
prevalence of each class, a direct comparison with our work is
difficult. However, it is worth noting that the best-performing
model on the MIMIC-I11 data set (using ICD-9 codes) yields a
macro-F1 of 64.85. Their best-performing model on CodiEsp
(using ICD-10 codes) yieldsamacro-F1 of 11.03. Our macro-F1
of 24.66 falls in between these values, suggesting that our
performance lieswithin the range of some of the best-performing
deep learning models available.

We note that although we are using a data set containing gold
standard annotations, a direct comparison with previousresults
from Steinkamp et a [52] isnot possible. Both experiments are
fundamentally different. Our objective wasto lay out strategies
to generate training labelsfor asymptom classification task and
demonstrate that if sufficient training data are provided, such

https://medinform.jmir.org/2022/3/€32903

Humbert-Droz et al

strategies will yield good predictive performance. We did not
aimto extract all symptomsfrom the notesor create new named
entity recognition models. The use of the external data set,
labeled by Steinkamp et al [52], was meant to show that (1) our
models, although trained on SHC data, perform well on another
ingtitution’s data and, (2) considering that our models were
trained on pseudolabels, they performed well on a test set
containing gold labels.

Recent work has also seen the rise in transformers for NLP
tasks. Although these methods are gaining popularity, the
adaptation of such language model to the clinical use case is
not straightforward. First, transformer models usually have a
relatively short fixed maximum input length (eg, 412 tokens
for bidirectional encoder representations from transformers
[BERT]-based models). Clinical notesin general, and progress
notesin particular, tend to be much longer than that (eg, in our
case, the note length is closer to a couple of thousands of
tokens). Moreover, transformer-based models trained on open
domain text are not suitable for clinical text and must be
fine-tuned to maximize performance. Although some BERT
adaptations for the clinical domain have been rel eased recently
(eg, ClinicdBERT [57], BioBERT [58], or BlueBERT [59]),
these publicly available models might not be suitable for the
task at hand. Reasons why BERT-based models might not be
suitable include attention dilution and the use of subword
tokenization rather than word-level tokenization [60]. Finally,
finding the best embedding method for note classification was
outside the scope of our study. For these reasons, we did not
include transformers in our comparison.

Conclusions

In this study, we introduced 2 methods to extract labels from
EHR data sets for the training of a classifier for clinical notes.
Multiple featurization methods were investigated, showing that
PV-DBOW is clearly superior in terms of transferability and
scaling. Although the use of ICD-10 codes present in the
encounter dataisasimpleway of extracting training labels, the
poor accuracy of the coding leadsto less accurate models. Using
aweak labeling pipelineto extract such labels yieldsimproved
performance and allows for the use of more notes aswe are not
relying on the presence of codes. Both approaches have been
validated with an external set of notes containing gold labels,
which showed the superiority of the weak labeling approach.
Using ICD-10 codesfor initial labels, we grouped awide variety
of signs and symptoms under the same label, learning classes
of symptomsrather than specific symptoms. For example, R06
(abnormalities of breathing) covers a variety of breathing
abnormalities; for example, dyspnea, wheezing, or
hyperventilation. Such granularity in the symptoms is beyond
the scope of this study and thus has not been investigated.
However, the good performance of the weak |abeling pipeline
suggeststhat such an approach to generate more granular labels
(eg, to distinguish between wheezing and shortness of breath
in the RO6 category) could be used. Moreover, the nature of the
one-versus-all approach allowsusto add anew category without
having to retrain our model on al labels. Finaly, the good
performance and computational efficiency of the PV-DBOW
features with logistic regression model would make such an
expansion of the model computationally cheap.
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Abstract

Background: Real-world datafrom electronic health records (EHRS) represent awealth of information for studying the benefits
and risks of medical treatment. However, they are limited in scope and should be complemented by information from the patient
perspective.

Objective: Theaim of this study isto develop an innovative research infrastructure that combines information from EHRs with
patient experiences reported in questionnaires to monitor the risks and benefits of medical treatment.

Methods: We focused on the treatment of overactive bladder (OAB) in general practice as a use case. To devel op the Benefit,
Risk, and Impact of Medication Monitor (BRIMM) infrastructure, we first performed arequirement analysis. BRIMM'’s starting
point is routinely recorded general practice EHR data that are sent to the Dutch Nivel Primary Care Database weekly. Patients
with OAB were flagged weekly on the basis of diagnoses and prescriptions. They were invited subsequently for participation by
their general practitioner (GP), via a trusted third party. Patients received a series of questionnaires on disease status,
pharmacological and nonpharmacological treatments, adverse drug reactions, drug adherence, and quality of life. The questionnaires
and a dedicated feedback portal were developed in collaboration with a patient association for pelvic-related diseases,
BekkenbodemdAll. Participating patients and GPs received feedback. An expert meeting was organized to assess the strengths,
weaknesses, opportunities, and threats of the new research infrastructure.

Results: The BRIMM infrastructure was devel oped and implemented. In the Nivel Primary Care Database, 2933 patients with
OAB from 27 general practices were flagged. GPs selected 1636 (55.78%) patients who were eligible for the study, of whom
295 (18.0% of eligible patients) completed the first questionnaire. A total of 288 (97.6%) patients consented to the linkage of
their questionnaire data with their EHR data. According to experts, the strengths of the infrastructure were the linkage of
patient-reported outcomes with EHR data, comparison of pharmacological and nonpharmacological treatments, flexibility of the
infrastructure, and low registration burden for GPs. M ethodological weaknesses, such as susceptibility to bias, patient selection,
and low participation rates among GPs and patients, were seen as weaknesses and threats. Opportunities represent usefulness for
policy makers and health professionals, conditional approval of medication, data linkage to other data sources, and feedback to
patients.

Conclusions: The BRIMM research infrastructure has the potential to assess the benefits and safety of (medical) treatment in
real-life situations using a unique combination of EHRs and patient-reported outcomes. As patient involvement is an important
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aspect of the treatment process, generating knowledge from clinical and patient perspectivesisvaluablefor health care providers,
patients, and policy makers. The developed methodology can easily be applied to other treatments and health problems.

(IMIR Med Inform 2022;10(3):€33250) doi:10.2196/33250

KEYWORDS

adverse drug reaction; general practice; patient-reported outcome; electronic health record; overactive bladder; research

infrastructure; learning health systems

Introduction

Background

Electronic health records (EHRs) are increasingly used for the
postmarketing surveillance of medicines, including information
on prescription data, health care use, and morbidity [1,2].
However, EHRs lack information on personal significance or
patients perspectives toward the use of medicines, including
experienced adverse drug reactions (ADRs), and on patients
health-related quality of life. Postmarketing surveillance should
provideinformation about clinica and patient-reported outcomes
(PROs). This alows insight into the benefit-risk balance of
various treatments, including medication [3].

PROs provide in-depth insights into experiences and safety
issues from the patients' perspective. Such information is not
routinely obtained in the premarketing phase of a medicine or
during standard care. However, it would provide insight into
how patients deal with their disease and treatment, and it can
help patients and health care professionals in shared and
informed decision-making. Thus, an infrastructure that combines
clinica information from routine EHRs with patients
experiences collected through questionnaires would allow the
rapid generation of real-world information about the benefit-risk
balance of varioustreatments, including medication, considering
the perspectives of patients.

The infrastructure should be simple and reliable for patients
and must have a limited administrative burden on the
participating health care provider. Furthermore, it should be
developed in such away that it can be easily implemented for
other diseases and treatments. Primary careisasuitable setting
to devel op such an infrastructure because most medications are
prescribed in primary care. Moreover, in countries where
primary care has a gatekeeper function, patients' primary care
EHR holds a complete record of morbidity and medication of
adefined list of patients (most gatekeeping systemsarealso list
systems, where general practitioner [GP] practices have a
defined list of patients that they are supposed to care for), and
thus, it provides an excellent opportunity to assess the
benefit-risk balance of medication when complemented with
PROs.

Objective

This paper describes the requirements and the development of
such aresearch infrastructure for the Dutch primary care setting
called the Benefit, Risk, and Impact of Medication Monitor
(BRIMM). We reflect on developing and using the BRIMM
infrastructure as well as on its strengths, weaknesses,
opportunities, and threats.

https://medinform.jmir.org/2022/3/€33250

We chose the overactive bladder (OAB) as the use case to set
up the infrastructure and assess its feasibility. OAB is a
symptom-defined condition characterized by urinary urgency,
usually with increased urinary frequency, waking up during the
night to urinate, and sometimes with urgency incontinence. The
high prevalence of OAB [3]; the increasing number of older
adults; the negative effects of OAB on health-related quality of
life [4]; and the presence of arelatively new medicineindicated
for the treatment of OAB (mirabegron), which is under
additional monitoring by regulatory authorities [5,6], makes
OAB asuitable use case to devel op and test thisinnovative way
of collecting data for a benefit-risk registry in primary care.

Methods

Setting

BRIMM combines data from EHRs collected from genera
practices participating in the Nivel Primary Care Database
(Nivel-PCD [7]) and PROs collected via questionnaires sent
out with the Lareb Intensive Monitoring (LIM) system [8].
Nivel-PCD collects EHR data from almost 10% of the Dutch
population (approximately 500 genera practices, 1.8 million
population). Data were collected since 1996 (from a small
number of practices). Nivel-PCD contains data on consultations,
morbidity, prescriptions, referrals, and clinical outcomes such
as blood pressure measurements. Morbidity was recorded
according to the International Classification of Primary Care
version 1 (ICPC codes) used by the Dutch GPs. Prescription
datawere recorded using the Anatomical Therapeutic Chemical
(ATC) classification. Nivel-PCD receives EHR data weekly
from 350 practices, with more than 1 million listed people,
allowing theidentification of prevalent and incident OAB cases
and following them over time. Data in Nivel-PCD are
pseudonymized at the source (in the practices), leaving out
directly identifying data such as names or addresses [9].

LIM isatool to collect longitudinal PROs data; for example,
on the occurrence of ADRs, coping, and impact on quality of
life[10]. LIM wasintroduced in 2006 as aweb-based intensive
monitoring system to complement the spontaneous reporting
of ADRs [8]. Patients received web-based questionnaires at
different time points. The LIM systemisflexible, astailor-made
guestionnaires can be designed, which allows new questionsto
be added easily.

Requirements

On the basis of these existing infrastructures, we began
developing the BRIMM research infrastructure with a
formulation of requirements. Following discussions with the
project team, we formulated the infrastructure requirements
shown in Textbox 1.
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Versatile and flexible

« Not limited to one drug or treatment

Unobtrusive

« Little or no interference with usual workflow

« Littleextrawork for general practitioners (GPs) or practice personnel
«  Low threshold for patients to participate

« Onthebasis of existing infrastructures if possible

Timely
« Red-time or near real-time data collection

« Canbeeasily changed to monitor other treatments or diseases

Useful
«  Contribute to better care (quality and efficiency)

«  Generatesinformation that is useful for GPs and patients during consultations

«  Feedback loopsto GPs
«  Feedback loopsto patients

Legal

«  Compliant with the current data protection and privacy standards and legislation

This led us to set up the BRIMM infrastructure, which is
described in the following sections.

Design

Figure 1 shows a schematic overview of the workflow. GPs
participating in Nivel-PCD were invited to participate in
BRIMM. For participating practices, we used weekly data on
prescriptions and morbidity to flag patients with prevalent and
incident OAB. OAB cases were flagged on the basis of ICPC
code UO02 (urinary frequency/urgency) or UO0O4 (urine
incontinence) or a prescription with ATC code G04BD (drugs
for urinary frequency and incontinence). Only patients aged
>18 years were flagged, and those with prostate cancer (ICPC
Y 77) intheir health history were excluded, as OAB isafrequent
complication of prostate cancer. Prevalent cases were flagged
based on information from the 3 months before study
participation.

A study pseudonym was generated for each patient, which
allowed for data linkage between the Nivel-PCD and LIM.
Nivel-PCD holds one-way pseudonymized data only [9]; that
is, Nivel cannot contact patients directly. As described
elsawhere, in Nivel-PCD, it is possible viaa separate extraction
only accessible via a trusted third party (TTP) to link the
pseudonyms with a patient identification number that is known
only in the practices domain [9]. This allowed researchers to

https://medinform.jmir.org/2022/3/€33250

initially flag patients who could be eligible for the study and to
let GPs subsequently decide whether they were €eligible. For
ingligible patients, the GP was asked to provide a reason for
exclusion. GPs signed an agreement with the TTP, designating
the TTP as the processor of the data. GPs provided the TTP
with the €eligible patient's name and address, which were
required to send an invitation letter. The TTP printed the letters
and sent them to the patients on behalf of the GP. Theinvitation
contained the patient’s study pseudonym.

If apatient decided to participatein BRIMM, they were enrolled
in the LIM study, which aimed at collecting the PROs. The
study pseudonym was entered by the patient and storedin LIM,
allowing linkage between Nivel-PCD and PROs. Informed
consent for study participation and data linkage was obtained
during the registration process. Once registered, the patient
received invitations to complete questionnaires at enrollment
and every 3 months for a duration of 1 year.

This process of inviting patients was repeated monthly for
participating GPs, flagging incident OAB cases. Patients name
and address at the TTP were deleted 3 months after the end of
patient recruitment (January 2020). A nonresponse analysiswas
performed using (pseudonymized) EHR data from flagged
patients. GPs received a fee for each patient enrolled in the
study.
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Figure 1. Benefit, Risk, and Impact of Medication Monitor workflow. T provides an estimate of the timing of the workflow. For this study, general
practitioners received a monthly list of patients to check. EHR: electronic health record; GP: general practitioner; LIM: Lareb Intensive Monitoring;
Nivel-PCD: Nivel Primary Care Database; OAB: overactive bladder; TTP: trusted third party.
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Data Collection

Patient questionnaires were developed by the project team in
collaboration with an advisory board, representing key
stakeholders of the patient association for pelvic-related diseases
(Bekkenbodem4All), the Dutch College of Genera Practitioners
(NHG), the Dutch Union of Urology, the Dutch Medicines
Evaluation Board (MEB), aprofessor of pharmacy, and ahealth
economist. Validated questionnaireswere used if available. The
guestionnaire was only available on the web and covered the
following topics. Topic A was asked in the first questionnaire,
and topics B to F were included in all five questionnaires:

Topic A: patient characteristics, including sex, year of birth,
profession, education level, and socioeconomic position
Topic B: start of OAB and contacts with health care
providersfor OAB

Topic C: OAB-rdated symptoms (urogenita digressinventory-6
[11])

Topic D: pharmacologica and nonpharmacologicd trestments
and treatment adherence using the Medication Adherence
Rating Scale 5 [12] and the Exercise Adherence Rating
Scale [13]

Topic E: experienced ADRs

Topic F: quality of life (EQ-5D-5L [14]) and bladder
complaint—related (Incontinence Impact Questionnaire-7

[11])
Privacy and Ethics Approval

Nivel and Lareb both maintain strict privacy protocols, which
are also applied for this project. The email address of patients,
which was required to send questionnaires, was provided by
the patients upon participation in BRIMM. This information
was encrypted and stored separately from the information
collected in the questionnaires and EHRs. Nivel-PCD does not
contain any patient-identifying information. Datawere handled
according to the General Data Protection Regulation to protect
the privacy of participating patients and practices. The results
cannot be traced back to individua persons, health care
providers, or health care organizations.

https://medinform.jmir.org/2022/3/€33250

This study has been approved according to the governance code
of the Nivel-PCD (NZR-00316.050). The workflow was
approved by the privacy committee of Nivel-PCD. The study
protocol was assessed by the Medical Ethical Committee of
Amsterdam Medical Center, location VUmc, who confirmed
that the Medical Research Involving Human Subjects Act (in
Dutch: Wet medisch-wetenschappelijk onderzoek met mensen
[WMO]) does not apply to this study (#2017.506).

Governance and Data Sharing

The governance structure of Nivel-PCD applies to BRIMM,
which includes a steering committee, a privacy committee, and
so-called chamberswith representatives of health care providers.
These chambers determine the use of data. For this study, an
advisory board was set up, the composition of which has been
described earlier. The advisory board participated actively in
the project. In addition, we set up a patient panel to advise on
the content of the questionnaires and patient feedback. The
linked data resulting from this registry are available for use by
parties other than Lareb and Nivel after approva by the
governance structure of Nivel-PCD and Lareb.

Feedback for Patients and Practices

For patients, two types of feedback were made available on
their persona webpage where they filled in the questionnaires:
(1) a PDF file of their filled questionnaire, which they could
discuss with their health care provider, and (2) a graphic
representation of some questions over time. Thelatter provided
insightsinto changesin the patient’s OAB status, quality of life
over time, and ADRs and experiences. Feedback in the graphic
presentation was updated automatically after the questionnaire
had been completed. The content was determined in
collaboration with the patient association Bekkenbodemd4All,
and 10 patients provided feedback. Feedback to the patients
was provided in (near) real time.

GPs received feedback on participating patients with OAB in
their practice in comparison with other practices. Feedback for
GPs provided insight into the number of participating patients,
their prescribing habits, and the reported ADRs. Feedback to
GPswas provided at the end of the study period. The feedback
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topicsincluded health care utilization, adverse effects, adherence
to treatment, and quality of life.

Pilot Study

A pilot study was performed in 2 GP practi ces between January
2018 and August 2018 to test the feasibility of theinfrastructure
and to evaluate whether BRIMM could be improved from the
perspective of GPs. Both practices were asked about their
experiences with BRIMM in a semistructured telephone
interview with the GP (practice 1) and practice nurse (practice
2).

OAB Use Case

The pilot study was followed by a use case study in which GPs
from the Nivel-PCD network were recruited. The GPs were
invited by email and in groups of 20-30 practices. Theinvitation
materia was updated several timesto test which material worked
best. We emailed a flyer with a short description of the study,
a link to a presentation with highlights, and an elaborate
description of the study. Participating GPsreceived afrequently
asked question document for practice personnel and amovieto
be played in the GPs' waiting room to introduce the study to
their patients. A total of 27 GPs (including the 2 pilot practices)
participated in the study. Patient nonresponse was described
using descriptive statistics.

Evaluative Strengths, Weaknesses, Opportunities, and
Threats Analysis

In September 2018, Nivel and Lareb hosted a stakeholders
meeting to inform stakehol ders about BRIMM and retrieve their
views on BRIMM. A total of 10 stakeholders attended the
meeting representing a variety of ingtitutions, including
professional associations for GPs and pharmacists, the patient
federation, pharmaceutical companies, pharmacovigilance center
Lareb, the Medicines Evauation Board, the national institutes
on rational medicine use, and public health and environment.
The BRIMM infrastructure and the results of the pilot study
were presented at the meeting, after which 2 groups of
stakehol ders were formed and asked to evaluate the strengths,
weaknesses, opportunities, and threats of BRIMM. The results
of this evaluation are presented herein.

Hek et a

Results

Pilot Study

The patient recruitment route was successfully tested in the 2
practicesthat participated in the pilot study. A GP and apractice
nurse checked their list of flagged patients monthly and provided
the addresses of eligible patients. Both the GP and the practice
nurse reported that the required time was as expected and that
this was feasible in practice. They were also content with the
information beforehand and the way and speed with which
minor technical issues were handled, and they had no
suggestions to further improve the patient recruitment route.
They appreciated that the patients were referred to Nivel and
Lareb for questions. Both practices would advise colleagues to
participate in this project. The pilot study did not lead to any
changes in the study design.

OAB Use Case Results

A tota of 27 GP practices participated in the study. In
Nivel-PCD, 2933 patientswith OAB wereflagged. GPs sel ected
1636 patients (55.78%) who were eligible for the study, and
358 (21.88% of the eligible patients) registered for the study,
of whom 295 (18.03% of the eligible patients) completed the
first questionnaire. Practicesrecruited between 0 and 40 patients,
with amean of 10 (median 6, IQR 5-17) patients per practice.
A total of 7 patients did not provide consent for data linkage;
therefore, results that were calculated using EHR data were
based on the 288 patientswho provided consent for datalinkage.

The main reason for excluding patients was no diagnosis of
OAB (539/1297, 41.6% of exclusions; Table 1). Participating
patients were, on average, slightly older (mean age 66, SD 13
years) and less often females (141/295, 47.8%) than those who
were flagged (mean age 63, SD 19 years; 1741/2933, 59.36%
females) and thosewho wereinvited (mean age 63, SD 18 years;
958/1636, 58.56% females, Table 2). The use of OAB
medications was higher among participants, and participants
had fewer chronic conditions than patients who wereinvited or
flagged (Table 2).

We collected information on health care use, bladder complaints,
and ADRsfrom 295 participants. The second questionnaire was
completed by 163 (55.2%) patients. Of these, 102 (34.6%)
patients completed all 5 questionnaires.

Table 1. Reasons for general practitioners to exclude flagged patients (n=1297).

Exclusion criteria

Patients, n (%)

No overactive bladder

Reason unknown

Cognitively or mentally unable

Moved or deceased

Cannot handle a personal computer

Treated by a urologist

Terminally ill or in hospital

Insufficient knowledge of the Dutch language

Other reasons

539 (41.56)
315 (24.29)
142 (10.95)
82 (6.32)
63 (4.86)
53 (4.09)
46 (3.55)
37 (2.85)
20 (1.54)
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Table 2. Characteristics of the study population.

Characteristics Flagged patients (n=2933) Invited patients (n=1636) Participating patients (n=295)%
Female, n (%) 1741 (59.36) 958 (58.56) 141 (47.77)
Age (years), mean (SD) 63.46 (19.05) 62.91 (17.89) 66.4 (12.91)
Age (years), n (%)
18-44 549 (18.72) 282 (17.24) 19 (6.42)
45-64 758 (25.84) 457 (27.93) 95 (32.32)
65-74 652 (22.23) 423 (25.86) 111 (37.58)
75-84 620 (21.14) 334 (20.42) 54 (18.32)
285 354 (12.07) 140 (8.56) 16 (5.43)
Use of overactive bladder medication, n (%)b'C 640 (22.42) 392 (24.87) 68 (25.78)

Number of chronic diseases, n (%)b*d

0 405 (20.94) 203 (20.34) 31 (16.93)
lor2 725 (27.48) 421 (42.18) 80 (43.69)
>3 804 (41.57) 374 (37.47) 72 (39.31)

8Results of the 7 patients who did not give consent for data linkage between questionnaires and electronic health record data were not included in
calculations on overactive bladder medication and number of chronic diseases.

B nformation on medication use was available for 2854, 1576, and 264 patients, and information on chronic comorbidities was available for 1934, 998,
and 183 patients.

COveractive bladder medication was defined as medication with Anatomical Therapeutic Chemical code GO4BD.

%The number of chronic comorbidities was based on a list of the 29 most common chronic diseases, including, for example, Chronic Obstructive
Pulmonary Disease and cardiovascular disease [15].

Results of Strengths, Weaknesses, Opportunities, and
Threats Analysis
Figure 2 provides a summary of the main findings of the

Strengths, Weaknesses, Opportunities, and Threats anaysis
based on a discussion with stakeholders.

Figure2. Summary of strengths, weaknesses, opportunities, and threats of the Benefit, Risk, and Impact of Medication Monitor infrastructure. BRIMM:
Benefit, Risk, and Impact of Medication Monitor; GP: general practitioner.

Strengths Weaknesses
+ Enrichment of data with patient experiences * Following patients over time can also give misleading
+ Comparison of treatments, including nonpharmacological information
treatment * The association between outcome and treatment is difficult
« More knowledge on medication interaction to infer
« Astructured questionnaire can give patients new insights * Requires digital skills from patients
+ Heterogeneous population (generalizability) = Selection of GP practices and patients (participation rate)
+ Flexible system | + Practice and patient recruitment takes time
+ Detailed nonresponse analysis possible + Susceptible to bias (internal validity)
+ No additional registration burden for GPs

( BRIMM )

Opportunities Threats

+ Provide information for policy makers and health system | | = Datalinkage may feel like big brother for patients

+ Data linkage to other real-world data sources + Selection of patients

+ Feedback to patients + Data do not necessarily reflect knowledge and actionable
+ Data for conditional approval of medication information

+ Patient are more honest in questionnaires than in interviews,
feedback to GP possible
+ Link to individual care plan
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Strengths

A unique selling point of BRIMM is the combination of EHR
data with patient experiences to compare pharmacological and
nonpharmacological treatments. These data can be used to
exploreclinical research questions concerning specific diseases
or treatments, patient perspectives, and economic evaluations.
By including EHR data, BRIMM providesreliableinformation
about concomitant medications and comorbidities. Moreover,
by making efficient use of the EHR data during patient
preselection, the final patient selection by the GP takes only a
limited amount of time. Having EHR datafor all patientsin the
preselection also enables a detailed nonresponse analysis and
possible selection bias. Furthermore, the flexibility of BRIMM
is an asset, and it can be adapted to other diseases or
medications. Finally, a strength is the feedback that patients
receive from their structured questionnaires. These may be
valuable to patients, as it may provide a better understanding
of their disease and the impact of treatment and support
communication with the GP.

Weaknesses

A weakness that potentially affects study outcomes is that the
associ ation between outcomes and treatment is difficult to infer.
Furthermore, this type of study is prone to selection bias for
instance because of selective nonresponse by both GPs and
patients. Both practice and patient recruitment requires time.
ThismakesBRIMM lessappropriate for answering acute, urgent
research questions.

Opportunities

BRIMM may provide important information for policy makers
and the health system and for individual (participating) patients
and GPs in the form of feedback information and study
outcomes. The data collected can be linked to other real-world
data sources, and the outcomes of the study can be used to
design individual patient care plans. In the future, BRIMM
could be used for dedicated studies of drugs with conditional
approval.

Threats

The stakeholders identified 3 possible threats. First, patients
may distrust data linkage of EHR data with their questionnaire
data, asthey may fedl that they are not in control of the nature
of exchange of the data. Second, patient selection may affect
the validity of the study outcomes. Finally, the amount of data
collected does not automatically reflect the knowledge or
actionable information.

Discussion

Overview

BRIMM is a unique research infrastructure that combines
routinely recorded primary care EHRs with PROs to monitor
the safety and benefits of medical treatment. Till date, studies
have generally focused only on EHR data or PROs. By
combining both types of data, we are able to provide a more
complete picture of the patient characteristics and disease status
(clinically and from a patient perspective), benefits and risks of
treatments, drug use adherence, and quality of life. It also allows

https://medinform.jmir.org/2022/3/€33250
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for along-term follow-up of patients, which makes it possible
to explore the long-term benefits and risks of treatments.
BRIMM fitsinwith thetrend of valorizing real-world databases
[16,17].

BRIMM met our predefined criteria that it should be easy to
use, timely, flexible, useful, and in accordance with legal
requirements; however, we also encountered some practical
challenges. Here, we reflect on the lessons learned from
developing and testing the BRIMM research infrastructure that
can beimplemented for future studies combining EHR and PRO
data

L essons Learned

We extensively explored requirementsfor the BRIMM research
infrastructure and composed general requirementsto ensurethe
infrastructure would be widely usable, not only for the OAB
use case. This means that this infrastructure can now be
relatively easily implemented for other studies. For example, it
took only afew monthsto prepare asecond study on COVID-19
using the BRIMM method. For some studies, this might not be
quick enough. Preparations, including development of
guestionnaire and ethical approval procedure, and GP and patient
inclusion will take at least several months. Including patients
for the BRIMM infrastructure only takes limited time for GPs.
However, for any future studies, it should be considered that
GPs have many other activities, and workload in general is an
important barrier for participating in studies [18]. Thus, we
pursued the GPs to participate by giving feedback, a fee, and
highlighting the relevance of BRIMM in different forms
(presentation, movie, and infographic). These efforts led to 27
GPs being included in the OAB use case. The study topic may
also play an important role in the willingness of GPs to
participate. GPs told us that OAB was not a topic of societal
interest. On the contrary, an invitation for participation in a
BRIMM study focused on patients with COVID-19 received
interest of amost 100 genera practices. Therefore, we
recommend conducting an inventory among GP practices to
attain their interest in the subject before the start of a next
BRIMM-like study.

Stakeholders identified patients' reluctance to consent to data
linkage as a possible threat. However, this was not observed in
this study, as 97.6% (288/295) of the patients consented to data
linkage, which is in line with findings elsewhere [19,20]. For
patient selection, it should be noted that BRIMM is set off by
EHR data (ie, ICPC codes and ATC codes). The granularity of
coding systems has been an issue in OAB use cases. The
specificity of ICPC codes to include patients was limited; that
is, there was no specific ICPC code for OAB. Therefore, GPs
excluded alarge group of initially flagged patients who did not
appear to have OAB. In addition, we initially flagged some
patients who should have been excluded because of prostate
cancer. Apparently, prostate cancer had not been recorded in
the EHR. This makes the infrastructure more suitable for
diagnoses that can be flagged using a specific ICPC code or an
ATC code. The more precisetheinitial flagging of patients, the
lesstime consuming the efforts of GPsto check whether patients
areindeed eligible.
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Furthermore, the response rate of the patients was relatively
low (295/1636, 18.03%). In genera, response rates have
declined over the past few years. Response rates may be
increased by providing an incentive for patients to participate
[21] and by using paper instead of web-based questionnaires
[22,23]. However, web-based PRO collection also has several
advantages, including lower costs and higher data quality
[23,24].

Patient participation during the setup of the BRIMM research
infrastructure was deemed important to ensure that the study
benefits this patient group. However, involving patientsin this
study appeared to be a challenge. It took relatively much effort
to receive feedback on the questionnaire. The feedback provided
to the patients was hardly used by them, limiting the benefits
for participating patients that we hoped for. Therefore, before
conducting astudy, it should be explored whether patientswould
like to receive feedback at all, and if so, what type of feedback
they would like and how it should be made available to them.
In addition, one can argue that providing feedback during the
study may bias patients consecutive answers to questionnaires
and, therefore, also the results. Moreover, this may be aimed
for when providing actionable feedback. The infrastructure
could then be regarded as an intervention as well as aresearch
tool, aong the lines of a learning health system [25-27].
However, we do not expect that the feedback in this study had
biased the results, as the feedback was designed to provide a
basic overview of adverse effects and bladder complaints and
was hardly used. Depending on its aim, future studies should
consider whether feedback should be provided during or at the
end of the study.

The BRIMM research infrastructure can be used to investigate
the benefits and risks of almost any treatment for which citizens
consult their GP and may, for example, provide valuable
information to support supplemental indications; that is,
permission for medicines already on the market to be used for
new indications, patient groups, or stages of disease[16,28,29].
However, to alow for the efficient use of resources, it is
important to choose diseases or medicineswith ahigh incidence,
prevalence, or use in primary care to allow for the inclusion of
a sufficient number of patients.

Other Applications of the BRIMM Infrastructure

BRIMM'’s unique combination of EHR and PRO data can also
be used for other purposes than the monitoring of benefits and
risks of medication, for example, to investigate the patient’'s

Hek et a

perspective regarding diseases and their treatments, such asthe
long-term effects of COVID-19 and the long-term effects of
implants, for example, breast implants, or to study the effects
of over-the-counter medication and home remediesfor diseases.
Furthermore, the BRIMM research infrastructure could be used
to efficiently collect clinical and PRO data for clinical trials.
Similar innovative methods to stimulate patient recruitment
have been proposed before [30-32]. Finally, we will further
analyze the data collected in the OAB use case to ensure the
data are converted to actionable information.

The BRIMM research infrastructure was implemented in the
Netherlands, acountry with aprimary care—oriented health care
system and widespread use of relatively well-developed EHR
systems in genera practice. The infrastructure can also be
implemented in other countries. Minimal requirements are a
well-developed EHR system, digitally literate patient population,
and sufficient quality of routinely recorded health data [33].
Furthermore, it isimportant to consider the position of GPsin
the health care system, particularly with respect to the disease
or treatment studied. Implementation in aprimary care-oriented
gatekeeper system, for example, and focusing on a disease that
isprimarily treated in primary care might be preferable. Within
the Netherlands, the system can be implemented in other EHR
databases and combined with PRO measures using the workflow
described here.

Conclusions

The BRIMM research infrastructure makesit possibleto assess
the benefits and saf ety of (medical) treatment inreal-life health
care situations using a unique combination of EHRs and PROs,
and it does so in a nonobtrusive way, without causing much
extra administrative burden for health care professionals. As
patient involvement is an important aspect of the treatment
process, generating knowledge from both the clinical and patient
perspectives is valuable for both health care providers and
patients.

BRIMM has significant methodol ogical advantagesto serve as
a tool for postmarketing surveillance of drugs that require
additional monitoring. In addition, it provides enhanced
possibilities to create cohorts of patients to conduct large-scale
comparative effectiveness research to accomplish the goals of
alearning health system that supports patients, physicians, and
policy makersin making informed decisions[25]. BRIMM can
in principle be applied to any type of disease or medicine in
primary care.
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Abstract

Background: Fallsin acute care settings threaten patients' safety. Researchers have been devel oping fall risk prediction models
and exploring risk factors to provide evidence-based fall prevention practices; however, such efforts are hindered by insufficient
samples, limited covariates, and alack of standardized methodologies that aid study replication.

Objective:  The objectives of this study were to (1) convert fall-related electronic health record data into the standardized
Observational Medical Outcome Partnership's (OMOP) common data model format and (2) develop modelsthat predict fall risk
during 2 time periods.

Methods: Asapilot feasibility test, we converted fall-related electronic health record data (nursing notes, fall risk assessment
sheet, patient acuity assessment sheet, and clinical observation sheet) into standardized OM OP common datamodel format using
an extraction, transformation, and load process. We developed fall risk prediction models for 2 time periods (within 7 days of
admission and during the entire hospital stay) using 2 algorithms (least absol ute shrinkage and selection operator logistic regression
and random forest).

Results: In total, 6277 nursing statements, 747,049,486 clinical observation sheet records, 1,554,775 fall risk scores, and
5,685,011 patient acuity scores were converted into OMOP common data model format. All our models (area under the receiver
operating characteristic curve 0.692-0.726) performed better than the Hendrich Il Fall Risk Model. Patient acuity score, fall
history, age =60 years, movement disorder, and central nervous system agents were the most important predictors in the logistic
regression models.

Conclusions: To enhance model performance further, we are currently converting all nursing records into the OMOP common
datamodel dataformat, which will then beincluded in the models. Thus, in the near future, the performance of fall risk prediction
models could be improved through the application of abundant nursing records and external validation.

(IMIR Med Inform 2022;10(3):€35104) doi:10.2196/35104

KEYWORDS

common datamodel; accidental falls; Observational Medical Outcomes Partnership; nursing records; medical informatics; health
data; electronic health record; data model; prediction model; risk prediction; fall risk
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Introduction

Falls are the most commonly reported accidents that threaten
patient safety in hospitals, particularly, because they may result
in serious injuries—hip fractures and head injuries—or even
death. Additionally, injurious falls increase hospital stays by
up to 6 to 12 days and medical expenditures by $19,376 to
$32,315 [1]. In 2015, the United States spent approximately
$50billioninfall-related additional medical costs[2]. However,
most falls are considered preventable accidents, and since
inpatient fall prevention depends on nursing quantity and quality,
nurses have akey role.

Nurses periodically assesstherisk of fallsusing screening tools
such as the Hendrich Il Fall Risk Model [3] and Morse Fall
Scale [4] and provide additional nursing interventions.
Furthermore, there have been ongoing attempts to improve the
predictive performance of existing fall risk screening tools or
develop a new prediction model atogether. Jung et a [5]
improved fall prediction by integrating electronic health record
data reflecting different types of data that were recorded over
time and integrated from various sources. However, the
participants were patients admitted to specific departments in
a single hospital for a specific short period. One study [6]
incorporated longitudinal electronic medical recordsand nursing
data as covariates in calculating the fall risk and tested the
model's performance through external validation. Nevertheless,
the study had a limitation, in that, it did not comprehensively
consider latent factors such asclinical test results. Marier et &
[7] used structured electronic medical record data and the
minimum data set to predict falls in nursing homes. These
existing fall risk prediction models are limited because they
were developed using small samples and limited covariates.
Additionally, they lack standardized methodologies that allow
their results to be reproduced by other researchers.

To overcome these limitations, Reps et al [8] proposed a
standardized machine learning framework to generate and
evaluateaclinical prediction model that |everages standardized
clinical databases. Observational Health Data Science and
Informatics (OHDSI) has created and applied an open-source
data format and standardized analytics solutions to a diverse
range of health and medical databases worldwide. The
Observational Medical Outcome Partnership's(OMOP) common
datamodel transforms heterogeneous source datainto acommon
format using a set of common terminol ogies, vocabularies, and
coding schemes. Thus, the OMOP common data model allows
researchers to analyze health care big data from multiple sites
consistently for development and replication [8]. In 2016,
electronic health record data that included long-term care
minimum data, drug dispensing data, and fall incident datafrom
5 skilled nursing facilities were converted into the OMOP
common data model format [9]. Although the onset of major
depressive disorder after beta-blocker therapy [10], symptomatic
hemorrhagic transformation in patients with acute ischemic
stroke [11], and cardioneurometabolic disease from full-night
polysomnographic tests of patients [12] have been predicted
using OMOP common data model data, there has been no
attempt to predict inpatient fall risk in acute care settings using
OMOP common data model data.

https://medinform.jmir.org/2022/3/€35104
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Therefore, the aobjectives of this study were to (1) convert
fall-related electronic health record data into the standardized
OMOP common datamode! dataformat and (2) devel op amodel
that predicts fall risk at 2 risk time periods within 7 days of
admission and during entire hospital stays, using OMOP
common data model data as a pilot feasibility test.

Methods

Data Source

We used OM OP common datamodel datafrom Seoul National
University Bundang Hospital, atertiary general hospital |ocated
in a South Korean metropolis. Deidentified electronic health
record data for more than 2 million patients who visited the
hospital from May 2003 to July 2019 (patient demographic data,
visitinformation, diagnoses, chief complaints, medications, test
orders or results, interventions or surgeries, and family or past
medical histories) were converted to the OMOP common data
model format (version 5.3).

The OMOP common data model format consists of tables in
which events of adifferent nature are stored. Signs, symptoms,
and diagnosisare recorded in the CONDITION_OCCURRENCE
table; activities or processes of adiagnostic or therapeutic nature
ordered, or carried out by, a health care provider are recorded
inthe PROCEDURE_OCCURRENCE table; exposureto adrug
(ingested or otherwise introduced into the body) are recorded
inthe DRUG_EXPOSURE table; clinical facts (including social
and lifestylefacts and medical and family history) about patients
obtained in the context of examination or interview are recorded
in the OBSERVATION table; and orders and the results of
laboratory tests, vital signs, and quantitative findings from
pathology reports are recorded in the MEASUREMENT table.
Events where persons or patients visit the health care system
for a duration of time (for example, inpatient, outpatient, or
emergency room visits) with detailed information are recorded
in the VIST OCCURENCE and VIST DETAIL tables,
respectively. All tables are linked to the PERSON table, which
includes each person or patient and some demographic
information, providing a person-centric relational data model
[13].

Study Population

The target population consisted of patients over 18 years
admitted to neurology, neurosurgery, hematology, or oncology
departments from January 1, 2010 to July 18, 2019 at Seoul
National University Bundang Hospital. Accidental falls have
most frequently occurred in these departments in this hospital.
The outcome cohort consisted of patients who had experienced
fals. Patients who had a fall were identified by using 9
structured and standardized statements. Since 2003, the Seoul
National University Bundang Hospital has used standardized
nursing statements, with a unique predefined code that is built
on the International Classification for Nursing Practice, which
have been validated in previous fall-related studies [5,14]. We
also searched the free-text narratives that included the words
or phrases “fall down,” “dip and fall,” and “collapsed” to
identify patients who had falls but had not been highlighted by
the 9 structured and standardized statements. To identify to
which medical departments patients had been admitted, we used
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the specialty data of the physician (provider) who treated the
patient by combining the VIST OCCURRENCE and
PROVIDER tables, first, or care site data, obtained from the
VIST _DETAIL table. If there were no care site data in the
VIST _DETAIL table, we used ward information from the
visit_detail_source valuefield (Multimedia Appendix 1).

Conversion of Fall-Related Electronic Health Record
Data |nto OMOP Common Data Model For mat

Fall-related electronic health record data were converted into
OMOP common data model format through an extraction,
transformation, and load process. We extracted the data from
thenursing notes, fall risk assessment, patient acuity assessment,
and clinical observation sheets. Next, we integrated and
standardized the data in the common data model format using
standardized terminologies (SNOMED CT and LOINC). Nine
structured nursing statement items and free-text narratives that
included the words or phrases “fall down,” “dlip and fall,” and
“collapsed” in the nursing notes were manually mapped to 3
standard concepts (SCTID = 33036003 |Fall on same level
(event)|, SCTID = 242120009 |Fall on public service vehicle
(event)|, SCTID = 20902002 |Fall from bed (event)|) within
SNOMED CT corresponding to the observation table according
to the types of fall [5].

The Hendrich Il Fall Risk Model total score and patient acuity
scorewere mapped to 444514002 |Hospital fallsrisk assessment

https://medinform.jmir.org/2022/3/€35104
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score for the elderly (observable entity)] and 425705009
|Determination of acuity level (procedure)] concepts,
respectively, and loaded into the observation table. Clinical
observation data such asvital signs, level of consciousness (for
example, Glasgow Coma Scale score), volume of output (such
as urine and fluid), and pain score were also manually mapped
to standard concepts within the LOINC or SNOMED CT codes
corresponding to the measurement and observation tables. The
LOINC and SNOMED CT codeswereidentified in the OHDSI
standard vocabulary to arrive at OHDSI concept identifiers.

For internal and external validation, the mapping results of a
nurse with abundant terminology mapping experience were
reviewed and validated by a clinical terminologist. When both
agreed on the mapping results, they were considered internally
valid. If they disagreed, the results were discussed in group
meetings attended by other researchers and domain experts
(suchascritical carenursesand clinical pathol ogists) who were
not involved in the mapping process, but had experience of
SNOMED CT or LOINC mapping. The measurement and
observation tables were linked to PERSON and
VIST_OCCURRENCE tables based on their foreign keys
(Figure 1). After completing the extraction, transformation, and
load process, data quality was assessed by ACHILLES [13].
Finally, fall-related electronic health record dataintegrated into
the existing common data model were utilized for thefeasibility
test.
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Figure 1. Relationship between common data model tables containing fall-related electronic health record data.
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Fall Risk Prediction Using Open-Source OHDSI
Analytic Tools

We utilized multiple covariates including sex, age (over 60
years of age or not), diagnoses, prescriptions, history of falling,
valuesin laboratory testsor vital signs, interventions or surgical
procedures, an atrial fibrillation stroke risk score
(CHA2DS2-VASc—congestive  heart  failure,  arterial
hypertension, age over 75 years, diabetes, stroke or transient

https://medinform.jmir.org/2022/3/€35104
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provider_id
care_site_id
visit_source_value

visit_source_concept_id

ischemic attack, vascular disease, age 65-74 years, sex),
Diabetes Complications Severity Index, Charlson comorbidity
score, patient acuity score, and visit count to train the prediction
model.

The baseline characteristics of the study population with and
without falls occurring during entire hospital stays from
admission day onward were compared using 2-tailed
independent sample t tests for continuous covariates and
chi-sguare tests for categorical covariates. Furthermore, the
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observation periods used to construct covariates were set as 30
and 90 days prior to the admission date (excluding the day of
admission). Datarecorded more than 90 days prior to admission
were not included when constructing the covariates, because
we considered patients' conditions at the time closest to
admission to be most important in predicting therisk of falling.

The study population was randomly split into training (75%)
and testing (25%) sets. We used least absolute shrinkage and
selection operator—based | ogistic regression and random forest
algorithms and selected optimal hyperparameters using 5-fold
cross validation with the training set. For the evaluation of
predictive performance, the area under the receiver operating
characteristic curve (AUROC), sensitivity, specificity, and
negative predictive value were cal cul ated and compared to those
from the Hendrich 1l Fall Risk Model from the same interval
(within 7 days after admission or throughout the hospital stay).
The total score ranges from 0 to 16, with the patient being
considered at a high risk of falling when the total scoreis5 or
higher. Sincethe aim of ng or predicting therisk of falling
is to provide more effective preventive care, we gave greater
weight to sensitivity and negative predictive value among the
predictive indicators [14,15].

An open-source package (PatientL evel Prediction, version 4.0.5)
and R software (version 4.0.3) were used to develop and
evaluate the prediction model.

Table 1. Fall-related electronic health record data standardization.

Jung et a

This study was approved by and performed in accordance with
the relevant guidelines and regulations of the Seoul National
University Bundang Hospital institutional review board
(X-2106/689-902).

Results

Fall-Related Electronic Health Record Conversion
Into OM OP Common Data M odéel

Of the 385,272,691 nursing statements extracted from the
nursing notes, 6277 records representing fall accidents were
converted to the observation table in the OMOP common data
model. We converted 747,049,486 records within the clinical
observation sheet into the OM OP common datamodel, of which
84.3% (629,535,325 records) were represented by standard
vocabularies (SNOMED CT: 64,008,725/747,049,486 8.6%;
LOINC: 565,526,600/747,049,486, 75.7%), and 15.7%
(117,514,161/747,049,486) were not (Table 1). A total of
1,554,775 Hendrich Il Fall Risk Mode total scores and
5,685,011 acuity scores were converted into the observation
tablein OM OP common datamodel . Sampl e descriptive reports
(Figures 2 and 3) from the OHDSI ACHILLES data
characterization program show the prevalence of concepts per
1000 people by sex, age group, and year.

Electronic health record data, common data model domain, and standard vocabulary  Mapped items, n

Converted records, n

Nursing statement
Observation
SNOMED CT
Clinical observation sheet records
M easurement
LOINC
SNOMED CT
Observation
LOINC
SNOMED CT
Fall risk score
Observation
SNOMED CT
Patient acuity score
Observation
SNOMED CT

9 6277

199 520,381,084
11 7,421,380
74 45,145,516
18 56,587,345
1 1,554,775

1 5,685,011
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Figure 2. Descriptive common data model report for the fall from bed concept.
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Figure 3. Descriptive common data model report (hospital falls risk assessment score for older adults).
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Characteristics of the Study Population

A total of 109,289 inpatients were admitted to the neurology,
neurosurgery, hematology, and oncology departments. Among
them, 1465 patientsfell during their hospitalization. In patients
who had afall, alarger proportion were aged 70-79 years; had
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previously fallen; had malignant neoplastic disease (individua's
who had fallen: 753/1,465, 51.4%; individuals who had not
falen: 44,605/107,824, 41.4%), which was the most frequently
observed condition medical history within 90 days before
admission; and tended to take more central nervous system
agents, such as antiepil eptics, antidepressants, and antipsychotics
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than individuals who had not fallen. At the time of admission,
the mean Hendrich Il Fall Risk Model total scores for
individuals who had and who had not fallen were 4.3 and 2.5
points, respectively, and patient acuity score for individuals
who had fallen (mean 23.2 points) was higher than that of
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individuals who had not fallen (mean 19.8 points). The median
duration of hospital stay for individualswho had not fallen was

4 days, whereasthat for individualswho had fallen was 15 days
(Table 2).
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Table 2. Study population.

Jung et a

Characteristic Fall (n=1465) No fdl (n=107,824) P value
Sex, n (%) <.001
Male 845 (57.68) 56,369 (52.28)
Female 620 (42.32) 51,455 (47.72)
Agegroup (years), n (%)
19-29 40 (2.73) 4339 (4.02) 01
30-39 68 (4.64) 7368 (6.83) <.001
40-49 141 (9.62) 14,457 (13.41) <.001
50-59 231 (15.77) 25,033 (23.22) <.001
60-69 388 (26.49) 26,857 (24.91) 17
70-79 449 (30.65) 22,931 (21.27) <.001
Over 80 148 (10.10) 6839 (6.34) <.001
Previousfall, n (%) 103 (7.03) 2143 (1.99) <.001
Condition, n (%)
Malignant neoplastic disease 753 (51.40) 44,605 (41.37) <.001
Intracranial aneurysm 31(2.12) 13,231 (12.27) <.001
Neoplasm of head 234 (15.97) 9562 (8.87) <.001
Diabetes 105 (7.17) 4328 (4.01) <.001
Traumatic and nontraumatic brain injury 95 (6.48) 4435 (4.11) <.001
Osteoarthritis 30 (2.05) 1042 (0.97) <.001
Medication use, n (%)2
Antiepileptics 392 (26.76) 15,639 (14.50) <.001
Antidepressants 181 (12.35) 6969 (6.46) <.001
Antipsychotics 188 (12.83) 6566 (6.09) <.001
Vasoprotectives 813 (55.49) 47,284 (43.85) <.001
Antihemorrhagics 197 (13.45) 9375 (8.69) <.001
Procedureor operation, n (%)@
Computed tomography of brain without contrast 216 (14.74) 8577 (7.95) <.001
Magnetic resonance imaging of head and neck with contrast 86 (5.87) 5681 (5.27) 34
Transfusion of platelet concentrate 105 (7.17) 4067 (3.77) <.001
M easurement value, mean
Percentage segmented neutrophilsin blood 65.92 60.70 <.001
Heart rate 84.09 80.04 <.001
Glucose level (mg/dL in serum, plasma, or blood) 128.74 117.73 <.001
Visit count, mean 13.31 10.69 <.001
Hendrich Il Fall Risk Score, mean 4.29 248 <.001
Patient acuity score, mean 23.17 19.75 <.001
Length of stay (days), median 15 4 <.001

3N ot applicableto all patients; therefore, percentages do not add to 100%.

27,109 inpatients were identified to have fallen within 7 days
of admission and during their entire stay, respectively, from
testing set by time. The prediction feasibility test based on
common data model data yielded AUROC values from 0.692

Predictive Performance

A total of 220 individual swho had fallen (0.81%) among 27,201
inpatients and 369 (1.36%) individuals who had fallen among
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to 0.726. In general, our models showed better predictive
performancethan that of the Hendrich 11 Fall Risk Model, which
used data recorded at admission or at the closest date to the
admission date (Table 3). In calibration plots for the models

Table 3. Predictive performance.
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(Multimedia Appendix 2), confidence intervals were wide due
to the low frequency of falls; nevertheless, the predicted and
observed risks tended to be proportional .

Time point and algorithm Outcomerate(%) AUROC (95% ClI) Sensitivity (%)  Specificity (%) Negative predictive value (%)
Within 7 days of admission

LASSO? logistic regression  0-81 0.718 (0.686-0.750)  65.91 64.24 99.57

Random forest 0.692 (0.661-0.724)  66.82 62.51 99.57

Hendrich Il Fall Risk Model  0.78 0.677 (0.658-0.696)  53.81 74.52 99.51
During entire hospital stay

LASSO logistic regression 1.36 0.726 (0.702-0.750)  68.29 63.43 99.31

Random forest 0.723 (0.698-0.747)  69.11 62.87 99.33

Hendrich Il Fall Risk Model  1.35 0.673 (0.659-0.687) 52.43 74.05 99.13

3_ASSO: |east absolute shrinkage and selection operator.

Variables

Of 13,405 candidate predictors, 103 and 154 covariates were
included in the logistic regression models for 7 days after
admission and for the entire hospital stay, respectively. Among
the top 20 covariates in the logistic regression models (Figure

4), 6 were selected for both time models. Patients' acuity scores
and fall histories were the most powerful in increasing the risk
of fallsin the logistic regression model. In addition, age over
60 years, antiepil eptic medications, C-reactive proteinin serum
or plasma, and erythrocyte count in body fluid were identified
as common important covariates (Multimedia Appendix 3).

Figure 4. Top 20 covariates included in the logistic regression models by risk time period.
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Discussion

Principal Results

To the best of our knowledge, this study is the first attempt
predicting inpatients’ fall risk in an acute care setting using
OMOP common data model data. We converted fall-related
nursing statements, fall risk, patient acuity scores, and clinical
observation sheet records into OMOP common data model
format using standard terminol ogies such as SNOMED CT and
LOINC.
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In the process of transforming fall-related electronic health
record datato OM OP common datamodel format, wewere able
to map 50.0% (306/612) of the data items in the clinical
observation sheet to the standard vocabularies, covering 84.3%
(629,535,325/747,049,486) of the total clinical observation
sheet records. The categories drain and medication were not
mapped to the standard vocabularies. The drain category
contained data items related to fluid output by tube type (for
example, Jackson-Pratt drain, chest tube, jegjunostomy, and
external ventricular drain), and it isimpossibleto represent fluid
output by tube type using predefined standard vocabularies.
The medication category included items on volume of parenteral
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fluid input by drug type (such as dopamine, herben, epinephrine,
and heparin); we could not map these to more detailed
precoordinated concepts than 251855004 |Parenteral fluid input
(observable entity)|.

According to some studies [16,17], typically, more than 1000
patients with the outcome being studied are needed for
developing a prediction model. We found that 1465 of 109,289
inpatients had experienced accidental falls during their hospital
stays—an incidence of 1.34%. These figures are lower than
those of previous studies—1.66% [6] and 3.50% [18]. Boyce
et a [9] showed that there was a gap in the number of falls
between data sources [9]; if we had included the fall incident
report as adata source, individuals who had fallen who had not
been recorded in the nursing notes could have been identified.

Nursing notes are valuable sources of data for inpatient fall
research. One study [19] found that nursing notes had the highest
coverage for features related to inpatients' fall. For example,
records of walking aid use, lower extremity strength, caregivers,
fatigue, and deep disturbance, which are important factors
affecting the occurrence of falls, can only be extracted from
nursing notes. Neverthel ess, most nursing note records have yet
to be converted into the OM OP common datamode! dataformet,
and therefore, could not be used here. With the complete
conversion of nursing recordsinto the common datamodel data
format in the near future, we expect that the performance of fall
risk prediction models will be improved.

The AUROC, sensitivity, and negative predictive values were
higher than those of Hendrich Il Fall Risk Model assessed at
the time of admission for the same patients. When we applied
the best threshold (2.5 points) to Hendrich |1 Fall Risk Model,
sengitivitiesimproved to 62.46%-63.61% by risk time; however,
this was still lower than the sensitivities (65.91%-69.11%) of
the developed models. In this study, logistic regression had
better predictive performance than that of random forest
algorithms in terms of the AUROCS at both risk time periods,
whereas the logistic regression showed similar or rather lower
performance than that of random forest algorithms in terms of
sensitivity and negative predictive value.

With respect to the possibility of applying prediction rules to
other data, logistic regression is superior to the random forest
method since the regression coefficients are known and can be
applied [20]. Additionally, least absolute shrinkage and selection
operator—based | ogistic regression modelsgenerally have greater
parsimony than other machine learning models [11,21]; our
study also showed this; thus, the least absolute shrinkage and
selection operator—based logistic regression model is used as
the reference algorithm for the OHDSI analytics pipeline for
patient-level prediction.

Comparison With Prior Work

The predictive performance of our modelswas higher than those
of another study [18], while the AUROC values were lower
than those of other studies[5,6], that also used nursing records.
These studies [5,6] have critical limitations, in that, they used
small samples (15,480 [5] and 14,307 [6] admissions) and
excluded covariates related to clinical laboratory test results
and visit count. In particular, Cho et a [6] may have overfitted
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by oversampling the individuals who had fallen by using the
synthetic minority oversampling techniqueto eliminate the data
imbalance between individuals who had fallen and individuals
who had not fallen.

The patient acuity score was identified as the most important
covariate (covariate value 1.263) for falling from the logistic
regression model. Previous studies [5,22] also reported that
individuals who had fallen had higher acuity scores compared
to individuals who had not fallen. The patient acuity score is
calculated based on clinical patient characteristics and nursing
workload, which reflects patient dependency and severity. For
example, the number of visitsfor oral medications and number
of complicated intravenous drugs or transfusion are components
of the patient acuity tool. Mability or movement difficulty,
which is an important factor for falling, is aso reflected in the
patient acuity score. Therefore, the patient acuity score could
be an indicator of patients physical vulnerability and could
reflect fall risk.

Fall history was also identified as an important covariate
(covariate value 0.515) for falling, which is consistent with the
findings of systematic literature reviews [23,24]. American
Geriatrics Society/British Geriatrics Society [25] and Australian
[26] Clinical Practice Guidelines for the prevention of fallsin
older adults recommend that all patients be asked whether they
have fallen previously because a history of falling is generally
a good predictor of future falls. Additionally, having fallen
within a 3-month period is one of variables of the Morse Fall
Scale and Downton Fall Risk Index, which assesses a patient's
likelihood of falling in an acute care setting. Patients who had
experienced accidental falls feared falling [27]. It has been
estimated that the prevalence of fear of falling in older adults
is approximately 90% among those who had previously fallen
compared to 65% among individuals who had not previously
falen [27,28]. Fear of falling in persons who have previously
falen may originate from a concern about falling, loss of
balance, loss of confidence, and avoidance of activities.

The presence of movement disorders, such as abnormal gait,
which has been consistently identified as a strong risk factor
for falling by some systematic reviews [24,29], was also
included in the top 20 covariates of fall risk prediction models
using theleast absol ute shrinkage and sel ection operator—based
logistic regression algorithm. Furthermore, central nervous
system agents (antiepileptics and benzodiazepine derivatives,
such as diazepam) were identified as predictors in this study.
This result is consistent with that of a previous study [30] that
suggested that psychotropic medications increased fall risk by
1.36-1.39 timesin older adults. Interestingly, progestogenswere
identified as important predictors (covariate value 0.348) of
fallsthat occurred for the entire hospital stay period. Although
we cannot explain their causal relationship, it is well known
that the levels of reproductive hormones such as estrogen and
progesterone is related to the development of muscul oskel etal
disorders in women. As such, since some musculoskeletal
disorders were identified as predictors of fals, progestogens
may have indirectly influenced the occurrence of some of the
falls.
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Limitations

The following limitations should be considered when
interpreting the results of this study. First, the generalizability
of the models remains low, since the basis of the models
development was patients admitted to specific medical
departments of a single hospital from 2010 to 2019. However,
sincethe purpose of this study wasto demonstrate the feasibility
of the prediction model, the fall risk prediction model will be
improved by adding all nursing records and applying external
validation in the future. Second, the number of falls may have
been underestimated, as we used only structured nursing
statements to identify the occurrence of fals. Third, we only
used logistic regression and random forest algorithmsto devel op
fal prediction models, because regression-based algorithms
perform better in smaller, single-center data sets [21,31] and
have greater parsimony than other machine learning models
[11]. In the future, we will work with multiple institutions to
conduct OMOP common data model—-based fall prediction
research and apply other modern machine learning algorithms.
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Fourth, because the conversion of electronic health record data
to standard vocabul aries depends on the quality of the mapping
tables or the medical coder’s (or terminologist’s) mapping skills
[32], mapping results could differ depending on mapping
purpose and institutions. Therefore, since standard vocabularies
change constantly, all researchers and ingtitutions utilizing
OMOP common data model data should have in-depth
understanding and training on standard terminologies.

Conclusions

To the best of our knowledge, thisisthefirst study to transform
fall-related electronic health record data into OMOP common
data model format and utilize the resulting data to develop fall
risk prediction modelsfor acute care settings. The performance
of the developed models was superior to that of Hendrich 1l
Fall Risk Model, which the study hospital uses to screen fall
risk. Patient acuity score, history of falls, age over 60 years,
movement disorder, and central nervous system agents such as
psychotropic medications were identified asimportant covariates
for fall risk prediction.
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Abstract

Background: Canadians are increasingly gaining web-based access to digital health services, and they expect to access their
data from these services through a central patient access channel. Implementing data sharing between these services will require
patient trust that isfostered through meaningful consent and consent management. Understanding user consent requirements and
information needs is necessary for developing a trustworthy and transparent consent management system.

Objective: The objective of thisstudy isto explore consent management preferences and information needs to support meaningful
consent.

Methods: A secondary analysis of a national survey was conducted using a retrospective descriptive study design. The 2019
cross-sectional survey used a series of vignettes and consent scenariosto explore Canadians' privacy perspectives and preferences
regarding consent management. Nonparametric tests and logistic regression analyses were conducted to identify the differences
and associations between various factors.

Results: Of the 1017 total responses, 716 (70.4%) participants self-identified as potential users. Of the potential users, almost
all (672/716, 93.8%) felt that the ability to control their data was important, whereas some (385/716, 53.8%) believed that an all
or none control at the data source level was adequate. Most potential users preferred new data sources to be accessible by health
care providers (546/716, 76.3%) and delegated parties (389/716, 54.3%) by default. Prior digital health use was associated with
greater odds of granting default access when compared with no prior use, with the greatest odds of granting default access to
digital health service providers (oddsratio 2.17, 95% CI 1.36-3.46). From alist of 9 information elementsfound in consent forms,
potential users selected an average of 5.64 (SD 2.68) and 5.54 (SD 2.85) items to feel informed in consenting to data access by
care partners and commercial digital health service providers, respectively. There was no significant difference in the number of
items selected between the 2 scenarios (P>.05); however, there were significant differences (P<.05) in information types that
were selected between the scenarios.

Conclusions: A majority of survey participants reported that they would register and use a patient access channel and believed
that the ability to control data access was important, especially asit pertains to access by those outside their care. These findings
suggest that a broad all or none approach based on data source may be accepted; however, approximately one-fifth of potential
users were unable to decide. Although vignettes were used to introduce the questions, this study showed that more context is
required for potential users to make informed consent decisions. Understanding their information needs will be critical, as these
needs vary with the use case, highlighting the importance of prioritizing and tailoring information to enable meaningful consent.

(IMIR Med Inform 2022;10(3):€30986) doi:10.2196/30986
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Introduction

Background

Canadians are becoming increasingly aware of digital health
tools and services to support their health and wellness and are
beginning to demand that they have greater accessto their data
that are held within these tools and services. Those who accessed
their health records reported that they were more knowledgeable,
informed, and confident about the care they received [1,2].
Although there are benefits to having a wide variety of digital
health tools and services available, the rapid growth of the digital
health ecosystem has resulted in silos of patient data. The
prospect of universally connecting digital health tools, such as
patient portals, is a challenge, given the large number of data
exchange protocols required to share information between all
points in a patient’s journey [3]. Historically, patient portals
have been implemented at the organizational level and tethered
to their organizational electronic health record (EHR) system.
As these portals seldom exchange information between
organizations, patients may end up with multiple portals of
siloed data based on the various points where they seek care
[4]. As aresult, many patients have fragmented, limited, or no
electronic access to their personal health information (PHI),
giving patients an incomplete picture of their overall health to
support their health care decisions. Furthermore, the multiplicity
of tools and services may provide an additional burden to
patients as they will need to manage the different log-ins and
privacy preferences for each one.

There are growing patient demands and expectations for
web-based access to their consolidated clinical and
self-generated data through a single access point, recognizing
that it will make their lives better [5]. A patient access channel
serves as a trusted access point, granting patients authenticated
access to their PHI and digital services data within a single
platform. This alows patients to manage the collection, use,
and disclosure of their PHI. Patients have the right to control
how their information is collected and used, which is the
definition of information privacy [6]. Canadian legidative
frameworks provide protection and, generally, enableindividuals
to limit the use and disclosure of their records to certain
individuals for specific purposes [7]. Implementing a consent
management system would empower users to exercise their
data-sharing preferences [8,9].

Privacy Notices and Consent

Canadian legislation also requires consent for the collection,
use, and disclosure of personal information and PHI; however,
consent is seldom transparent or informed, leaving patients
unaware of how their data are used and with minimal control
over their data[10]. Given the largely unregulated commercial
digital health ecosystem, digital health services are founded in
a business model where user data are often sold for marketing
or other purposes that the user may not be able to understand
or foresee [11,12]. In these contexts, consent isillusory and a
form of coercion as it does not reflect informed

https://medinform.jmir.org/2022/3/e30986

choice—individuals are left with the ultimatum to use or not
with minimal understanding of what they are consenting to [13].
On average, privacy notices are 3964 words in length and take
18 minutes to read [14]; moreover, they are written at a
postuniversity level [15]. There is an ethical imperative to
improve the transparency of data use and user control of data
to avoid any future exploitation by entities collecting the data
[16,17].

The patient access channel offers the potential to implement
consent standards that enable transparent and meaningful
consent. The Office of the Privacy Commissioner of Canada
Meaningful Consent Guidelines include actionable
recommendations for organizations to strengthen their digital
consent practices [18] by:

1 Emphasizing key elements

2. Allowing individuals to control the level of detail they get
and when

Providing individuals with clear optionsto say yes or no
Being innovative and creative

Considering the consumer’s perspective

Making consent a dynamic and ongoing process

Being accountable and standing ready to demonstrate
compliance

N o oA ®

Although Meaningful Consent Guidelines provide a set of
heuristics to improve consent processes, they are not specific
to the digital health context [18]; moreover, they are only
recommendations and do not require vendor compliance. The
success of digital health requires trust and transparency in data
use[19-21]. With privacy and trust as 2 intertwined antecedents
to technology use and data-sharing behaviors[22], where their
absence negatively affects use and behaviors, it is critical to
understand the patient’s expectations of privacy to foster trust,
acceptance, and use.

Objective

A 2-stage stakeholder engagement project was conducted by
CanadaHealth Infoway to explorethe user consent requirements
of apatient access channel and the privacy considerations of its
implementation. It consisted of a pan-Canadian survey and
regional stakeholder workshops across Canada [23]. The study
reported hereis aretrospective analysis of the survey data. The
objective of thisretrospective study isto provide amore granular
understanding of user preferences for consent management.

Methods

Study Design

Thisretrospective study uses datafrom across-sectional national
web-based survey conducted between October 2 and October
15, 2019, by Canada Health Infoway. This study explored how
consent management preferences and information needs differ
across various patient characteristics. Specifically, this study
asked the following research questions (RQs):
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+ RQL1: What are the data control and consent management
preferences of potential patient access channel users?

« RQ2: How do information needs differ among individuals
when making an informed decision to share their health
data with different individuals or entities?

Data Collection

The survey comprised a series of hypothetical vignettes and
consent scenarios to solicit participants’ perspectives on the
consent management service and its functionalities through a
mix of closed-and open-ended questions (see Multimedia
Appendix 1 for the detailed vignettes and consent scenarios).
There were four sections to thesurvey: (1) participant
characteristics, (2) intention to register for the consent
management service, (3) consent management use case
scenarios, and (4) demographics.

The survey was administered electronically by a Canadian
marketing research firm (Leger Marketing) to its pan-Canadian
web panel. Using their pan-Canadian web panel, a 20-minute
web-based survey was administered to the general Canadian
population, reaching across the 10 provinces. The sampling
strategy focused on potentia digital health service users (ie,
those with frequent interactions with the health care system)
and used aproportional quota sampling strategy to recruit equal
proportions of adults and older adults, with quotas set at 50%
for adults and 80% for older adults with at least one chronic
condition. The surveys were made available in English and
French. Participants were €eligible to participate in the survey
if they were Canadian citizens, aged =18 years, currently live
in Canada, and were within the provincial quotasfor adultsand
seniors with chronic conditions. The survey had a view rate of
16.67% (1666/9997) and a completion rate of 61.04%
(1017/1666).

M easures

Overview

This study’s analytic frame comprises potential users of the
patient access channel. Potential users were defined as
participants who indicated that they would register to use a
hypothetical patient access channel in thefirst set of vignettes.
The vignette presented information about Canada Health
Infoway and the functionality of the patient access channel (or
gateway). Participants were then asked how likely they would
register for the gateway using a 4-point Likert scale (ranging
from not at all likely to very likely). Participants were also
provided with an | don’t know option throughout the survey.
The second vignette introduced a trust framework as the rules
of operation and participation, such as policiesand agreements
around data sharing and how users can control their health
information. It aso presents information on consent
management, single sign-on, and privacy safeguards.
Participants were then asked how likely it was that they would
register for the gateway based on their understanding of the
trust framework and the avail ability of safeguards. Participants
who answered somewhat or very likely were categorized as
potential users.

User characteristics (ie, demographics and user experiences)
were used as covariates in the analysis. The variables that
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exhibited a low frequency of response for some scale points
were collapsed into categories to improve the statistical power
of the analysis[24]. Sociodemographic dataincluded sex (male
and female), age (18-44 years, 45-64 years, and =65 years),
income (>CAD $80,000 [US $62,380] and <CAD $80,000[US
$62,380]), and region (Atlantic, Central, Prairies, and West
Coast). User experiences comprised health care use (high users
or low users), patient engagement (engaged or not engaged),
digital health user (user or nonuser), perceived quality of care
(good or poor), past web-based experiences (good or poor),
health care privacy experiences (good or poor), past privacy
breaches (no past breach, breach resolved, or breach not
resolved), perceived confidentiality of PHI (private or not
private), perceived sensitivity of PHI (high sensitivity or low
sengitivity), and perceived sensitivity of digital health data (high
sensitivity or low sensitivity). A median cutoff was used to
establish the threshold for perceived sensitivity variables asthe
categories had no theoretical grounding or frame of reference.
Further details about the outcome variables and covariates can
be found in Multimedia Appendix 2. The full survey can be
found in Multimedia Appendix 3.

There are four variables of interest in this study: (1) the
importance of consent management, (2) adequacy of broad
consent, (3) entities with default access to user data, and (4)
user information needsto make an informed decision about data
sharing.

Consent Management Preferences

Participants were presented with a vignette about privacy
controlsand the gateway function of enabling consent directives
to block or restrict access to their PHI. Participants were then
asked to rate the importance of having the ability to change
privacy preferences for sharing PHI on a4-point ordinal scale
(not at all important to very important).

The next vignette presented a scenario regarding broad consent,
where a data recipient would receive either all or none of a
particular data source (eg, medical history, laboratory records,
clinical and diagnostics, and e-service data). Participants were
asked to assess whether the broad access control reflected their
needs or did not reflect their needs or if they did not know.

For default access, participants were presented with a scenario
where they enrolled in a new digital health service and were
asked to select the entities to whom they would grant default
accessto new sources of data. Given that they still had the ability
to apply consent directives, they were asked to select the
following entities to whom they would grant default access to
the new source of information (ie, select all that apply): health
care providers, authorized members (ie, family and friends),
digital health services and tools, or none of the above (ie, grant
access individually or to each group).

I nformation Needs

To assess user information needs for informed consent,
participants were first presented a vignette on consent
management, which outlined the types of PHI they may access
in the gateway and introduced an access control function that
allows patients to authorize access to their PHI to health care
providers, family and friends, and digital service vendors.

JMIR Med Inform 2022 | vol. 10 | iss. 3 |€30986 | p.176
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Participants were asked to select the types of information they
required to make an informed decision on whether to share their
datain two scenarios: sharing with friends and family (scenario
1) and sharing with digital health providersfor the digital health
service (scenario 2).

Participants were provided with alist of information types that
arefound on consent forms and privacy notices and were asked
to select al that applied. The nine information types were as
follows: what types of information that the digital service can
access, what the digital service can do with their data, potential
risks and benefits of granting access, how to ask more questions
about information sharing or privacy, how to file complaints
about how information is shared, functions that allow them to
monitor activity, types of data access controls available, and
how to revoke access.

Data Analysis

First, the frequencies and percentages of the characteristics and
demographics of al potentia users were reported. For RQ1,
frequencies for the importance of access control, adequacy of
all or none access control based on data source, and default
access to PHI were shown. Logistic regression was applied to
evaluate the factors associated with the adequacy of access
control, whether knowing it met their needs regarding adequacy,
and granting default access. In the model-building procedure,
asmall subset of participantswas excluded from thetotal sample
because of the limited number of observationswithin each cell.
The number of participants and the corresponding percentages
were reported for the frequency analysis. Adjusted odds ratios
(ORs) and 95% Clswere reported for logistic regression results.
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For RQ2, the Friedman test was used to assess the difference
inthe number of items sel ected between the 2 scenariosin terms
of sharing their information. The McNemar test was aso
performed to check if the frequency of each item differed
between the 2 scenarios. All statistical analyseswere conducted
using SAS software (SAS Enterprise Guide 7.1; SAS Institute
Inc).

Ethics Approval

This study was approved by the Research and Ethics Board at
the Centre for Addiction and Mental Health (REB#114/2020)
in Toronto, Canada.

Results

Overall Results

Of the 1017 responses, 716 (70.4%) potential users of the patient
access channel wereidentified. The potential user characteristics
can be found in Table 1. Over three-quarters were low service
users (559/716, 78.1%), noncaregivers (621/716, 86.7%),
engaged patients (612/716, 85.5%), and satisfied with their
quality of care (609/716, 85.1%). Over half had used digital
health tools previoudly (471/716, 65.8%) and rated their PHI
(364/716, 50.8%) and digital health data as sensitive (423/716,
59.1%). Most potential users reported having positive privacy
experiences on the web (535/716, 74.7%), positive health care
privacy experiences (643/716, 89.8%), and trust in the
confidentiality of their records in the headth care system
(644/716, 89.9%). The final sample size of potential users for
the logistic regression model was 712.
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Table 1. Characteristics of potential users (N=716).

Characteristic Values, n (%)
Sex

Female 343 (47.9)

Male 369 (51.5)

Transgender? 2(0.3)

Other? 1(0.1)

PNAZDP 1(0.1)
Age (years)

18-44 204 (28.5)

45-64 155 (21.7)

=65 357 (49.9)
Region

Atlantic 47 (6.6)

Central 418 (58.4)

Prairie 145 (20.3)

West Coast 106 (14.8)
Income (CAD$; US $)

<$80,000 ($62,380) 401 (56)

>$80,000 ($62,380) 258 (36)

PNA 57(8)
Health careuse

High (>20) 146 (20.4)

Low (<20) 559 (78.1)

IDK® 11(15)
Caregiver

No 621 (86.7)

Yes 95 (13.3)
Quality of care

Good 609 (85.1)

Poor 92 (12.9)

IDK 15 (2.1)
Prior digital health use

Yes 471 (65.8)

No 245 (34.2)

Engaged patient
Yes 612 (85.5)
No 104 (14.5)

Sensitivity of PHI®

High (=10) 364 (50.8)
Low (<10) 352 (49.2)
Sensitivity of digital health data
High (=11) 383 (53.5)
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Characteristic Values, n (%)
Low (<11) 333 (46.5)
Web-based privacy experience
Good 535 (74.7)
Poor 134 (18.7)
IDK 47 (6.6)
Privacy breach
Yes, resolved 70 (9.8)
Yes, not resolved or IDK 29 (4.1)
No breach 617 (86.2)
Health care privacy experiences
Good 643 (89.8)
Poor 51 (7.1)
IDK 22(3.1)
Confidentiality of records
Private 644 (89.9)
Not private 37(5.2)
IDK 35 (4.9)

8 ndicates subpopul ations that were excluded from the logistic regression model.

bPNA: prefer not to answer.
%IDK: | do nat know.
dpHI: personal health information.

RQ1: What Arethe Data Control and Consent
Management Preferences of Potential Patient Access
Channel Users?

I mportance of Access Control

Overall, 93.8% (672/716) of the potential users believed it was
important (126/716, 18%) or very important (543/716, 75.8%)
to have the ability to control their privacy preferences. Further
subanalyses were not conducted as the distribution of responses
would not allow for the detection of differences between the
options.

Adequacy of All or None Access Control Based on Data
Source

Approximately 53.8% (385/716) of the potential usersfelt that
an all or none approach based on the data sourceto control data
access was adequate for their needs, whereas 29.2% (209/716)
did not, and 17.0% (122/716) did not know.

https://medinform.jmir.org/2022/3/e30986

Geographic location and income were the only factorsthat were
significantly associated with all or none being adequate for the
participant’s needs. Potential users from the Prairies were 50%
less likely than those from Central Canada to feel that it was
adequate (OR 0.50, 95% CI 0.32-0.78). Potential users earning
>CAD $80,000 (US $62,380) or potential users that did not
disclose their income were 42% and 68% less likely to find all
or none adequate than low-income earners (<CAD $80,000 [US
$62,380]; OR 0.58, 95% Cl 0.40-0.86; OR 0.32, 95% ClI
0.16-0.66). Potential users with high income were 129% more
likely to know that an all or none approach would meet their
needsthan those with low income (OR 2.29, 95% CI 1.36-3.83).
Those who used digital health tools previously were associated
with a 109% increased likelihood to know that an all or none
approach would meet their needs than those who did not (OR
2.09, 95% CI 1.34-3.25). The results of the logistic regression
analysis can be found in Table 2.
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Table 2. Comparison of the adequacy of all or none based on participant characteristics.

Characteristics Adequate for needs, odds ratio (95% CI) Know versus not know, odds ratio (95% Cl)
Sex

Male Reference Reference

Female 0.77 (0.53-1.13) 0.72 (0.47-1.11)
Age (years)

18-45 Reference Reference

46-64 0.80 (0.48-1.34) 1.09 (0.55-2.15)

265 0.74 (0.47-1.17) 0.68 (0.39-1.17)

Health careuse

Low Reference Reference

High 1.33 (0.83-2.13) 0.67 (0.40-1.12)

DK 0.99 (0.17-5.58) 0.38 (0.09-1.62)
Region

Central Reference Reference

Atlantic 0.54 (0.26-1.10) 1.45 (0.56-3.77)

Prairie 0,50 (0.32-0.78)° 0.88 (0.52-1.50)

West Coast 0.74 (0.43-1.25) 0.59 (0.34-1.05)
Caregiver

No Reference Reference

Yes 1.60 (0.93-2.74) 2.00 (0.93-4.30)
Income (CAD $; US $)

<$80,000 ($62,380) Reference Reference

>$80,000 ($62,380) 0.58 (0.40-0.86)° 2.29(1.36-3.83)°

PNAC 0.32 (0.16-0.66)" 0.79 (0.40-1.55)
Engaged patient

No Reference Reference

Yes 0.92 (0.53-1.61) 0.86 (0.44-1.69)
Quality of care

Poor Reference Reference

Good 0.92 (0.49-1.76) 1.45 (0.73-2.87)

IDK 2.18 (0.38-12.56) 1.26 (0.27-5.99)

Prior digital health use
No

Yes

Sensitivity of PH1¢

Reference

0.75 (0.50-1.13)

Reference

2.09 (1.34-3.25)°

Low Reference Reference

High 0.68 (0.44-1.05) 1.07 (0.65-1.77)
Sensitivity of health data

Low Reference Reference

High 1.25 (0.81-1.92) 0.70 (0.42-1.17)

Web-based privacy experiences

Poor Reference Reference
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Characteristics

Adequate for needs, odds ratio (95% CI)

Know versus not know, odds ratio (95% Cl)

Good
IDK
Past privacy breach
Not resolved or IDK
Resolved
No breaches
Health care privacy experiences
Poor
Good
IDK
Confidentiality of PHI

1.27 (0.77-2.08)
1.28 (0.50-3.27)

Reference
1.22 (0.44-3.40)
1.53(0.63-3.74)

Reference
1.73(0.81-3.71)
0.64 (0.13-3.12)

1.18 (0.66-2.11)
0.52 (0.21-1.25)

Reference
1.66 (0.43-6.42)
0.97 (0.32-2.97)

Reference
0.54 (0.20-1.48)
0.27 (0.06-1.19)

Reference
1.09 (0.40-2.92)

Not private Reference
Private 0.95 (0.38-2.35)
IDK 1.90 (0.50-7.27)

0.87 (0.25-2.99)

4DK: | do not know.

bsj gnifies asignificant association when compared with the reference group.

°PNA: prefer not to answer.
dpHI: personal health information.

Default Accessto PHI

Most potential userswould grant default accessto new datathat
become availableto their health care providers (546/716, 76.3%)
or authorized members, such as family, friends, and other care
partners (389/716, 54.3%). Approximately one-fifth would grant
default access to their digital health service provider for use
with digital health services (138/716, 19.3%). Finaly, 14.8%
(106/716) of the potential users would not grant default access
to anyone. Factors associated with granting default access were
prior digital health use, health care privacy experiences,
caregiver status, sex, and perceived sensitivity of PHI (Table
3).

Prior use of digital health tools was associated with a greater
likelihood of granting default access to the 3 entities as there
was a66% greater likelihood of granting default accessto health
care providers (OR 1.66, 95% CI 1.14-2.44), 101% greater
likelihood of granting default access to authorized members
(OR 2.01, 95% CI 1.43-2.81), and 117% greater likelihood of

https://medinform.jmir.org/2022/3/e30986

granting default access to digital health service providers (OR
2.17, 95% Cl 1.36-3.46). Those with prior digital health tool
use were 53% less likely to not want to grant default access to
anyone (OR 0.47, 95% Cl 0.29-0.74). Those with positive health
care privacy experienceswere 156% more likely to grant default
access to hedlth care providers (OR 2.56, 95% CI 1.24-5.29)
and 70% less likely to not grant default access than those with
poor experiences (OR 0.30, 95% CI 0.20-0.70).

Service providerswere 142% more likely to gain default access
from caregivers (OR 2.42, 95% CI 1.45-4.04) but 39% less
likely to gain default access from females (OR 0.61, 95% ClI
0.40-0.92). Authorized userswere 34% lesslikely to gain default
access (OR 0.66, 95% CI 0.46-0.96) from potential users who
had high perceived PHI sensitivity in comparison with those
with low perceived PHI sensitivity. Those with high PHI
sensitivity were also 126% more likely to not grant default
access to anyone (OR 2.26, 95% CI 1.30-3.93) than those with
low perceived PHI sensitivity.

JMIR Med Inform 2022 | vol. 10 | iss. 3 |€30986 | p.181
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Shenet a

Table 3. Comparison of default access based on participant characteristics.

Characteristics Odds ratio (95% CI)
HCP? Authorized members DHSPP No one
Sex
Male Reference Reference Reference Reference
Female 1.12 (0.77-1.63) 0.94 (0.68-1.29) 0.61 (0.40-0.92)° 0.90 (0.57-1.41)
Age (years)
18-44 Reference Reference Reference Reference
45-64 0.85 (0.51-1.43) 1.31 (0.84-2.06) 0.94 (0.54-1.64) 1.25 (0.65-2.39)
=65 0.87 (0.55-1.37) 1.35(0.92-1.99) 0.90 (0.55-1.47) 1.39(0.78-2.47)

Health care use

Low (<20) Reference Reference Reference Reference

High (>20) 1.33(0.82-2.17) 0.79 (0.54-1.18) 0.99 (0.60-1.63) 1.04 (0.58-1.85)

DK 0.43 (0.12-1.55) 0.81 (0.22-2.96) 0.43 (0.05-3.73) 2.16 (0.48-9.73)
Region

Central Reference Reference Reference Reference

Atlantic 0.85 (0.41-1.73) 1.13 (0.60-2.15) 1.38(0.62-3.07) 0.98 (0.41-2.35)

Prairie 1.31 (0.80-2.15) 0.72 (0.48-1.06) 0.72 (0.42-1.23) 0.61 (0.32-1.16)

West Coast 0.72 (0.44-1.18) 0.82 (0.52-1.28) 0.93 (0.52-1.65) 1.68 (0.95-2.97)
Caregiver

No Reference Reference Reference Reference

Yes 0.75 (0.45-1.25) 1.42 (0.89-2.27) 2.42 (1.45-4.04)° 0.56 (0.26-1.19)
Income (CAD $; US'$)

<$80,000 ($62,380) Reference Reference Reference Reference

>$80,000 ($62,380) 0.89 (0.60-1.31) 1.23(0.88-1.72) 1.26 (0.83-1.91) 1.20 (0.74-1.95)

PNA® 0.73 (0.38-1.40) 0.75 (0.42-1.34) 0.65 (0.26-1.63) 1.77 (0.86-3.68)

Engaged patient

No Reference Reference Reference Reference

Yes 0.95 (0.54-1.66) 1.14(0.70-1.84) 0.63 (0.35-1.14) 1.29 (0.63-2.65)
Quality of care

Poor Reference Reference Reference Reference

Good 1.07 (0.58-1.98) 0.87 (0.51-1.49) 0.75 (0.39-1.46) 0.79 (0.38-1.65)

IDK 1.27 (0.29-5.59) 0.33 (0.09-1.16) 1.54 (0.36-6.56) 0.75 (0.12-4.58)
Prior digital health use

No Reference Reference Reference Reference

Yes 1.66 (1.14-2.44)° 2.01 (1.43-2.81)° 2.17 (1.36-3.46)° 0.47 (0.29-0.74)°
Sensitivity of PHI'

Low (<10) Reference Reference Reference Reference

High (210) 0.93 (0.60-1.43) 0.66 (0.46-0.96)° 1.04 (0.65-1.69) 226 (1.30-3.93)°

Sensitivity of health data
Low (<11)
High (211)

Reference
0.91 (0.59-1.40)

Reference
1.16 (0.80-1.68)

Reference
1.13(0.70-1.83)

Reference
0.87 (0.51-1.49)
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Characteristics Oddsratio (95% CI)
HCP? Authorized members DHSPP No one
Web-based privacy experiences
Poor Reference Reference Reference Reference
Good 0.79 (0.47-1.33) 1.03 (0.66-1.59) 1.29(0.73-2.27) 1.42 (0.73-2.75)
IDK 0.55 (0.23-1.29) 0.74 (0.35-1.58) 0.22 (0.04-1.07) 2.48 (0.91-6.74)

Past privacy breach
Not resolved or IDK

Resolved

No breaches

Health care privacy experiences

Reference
1.15(0.38-3.43)
0.91(0.36-2.31)

Poor Reference
Good 2.56 (1.24-5.29)°
IDK 3.75(0.97-14.51)

Confidentiality of PHI

Reference
1.24 (0.49-3.11)
0.91(0.41-2.02)

Reference

1.46 (0.73-2.90)

1.81 (0.53-6.19)

Not private Reference Reference
Private 1.25 (0.55-2.83) 0.88 (0.41-1.87)
IDK 0.79 (0.26-2.38) 1.52 (0.54-4.33)

Reference
2.23(0.68-7.32)
1.30 (0.45-3.79)

Reference

1.90 (0.67-5.35)

1.48 (0.20-10.85)

Reference
1.50 (0.52-4.39)
2.14(0.49-9.32)

Reference
0.57 (0.15-2.13)
0.82(0.28-2.34)

Reference

0.30 (0.20-0.70)°
0.31 (0.07-1.44)

Reference
1.40 (0.48-4.14)
2.11(0.54-8.28)

8HCP: hedlth care provider.
PDHSP: digital health service provider.

CSignifies a significant association when compared with the reference group.

4DK: I do not know.
®PNA: prefer not to answer.
fPHI: personal health information.

RQ 2: Dol nformation NeedsDiffer Among Individuals
When Making an I nformed Decision to Share Their
Health Data With Different Individualsor Entities?

Overall, 81.8% (586/716) of potential users considered sharing
their datain both scenarios (ie, potential userswho did not select
| do not intend on sharing information with them). In scenario
1, 89.3% (639/716) of potential users considered granting access
to their friends and families and required an average of 5.64
(SD 2.68) of the 9 presented information types to make that
decision. In scenario 2, 85.2% (610/716) of potential users
considered granting commercial service providers access to

https://medinform.jmir.org/2022/3/e30986

their data and required an average of 5.54 (SD 2.85) of the 9
presented information types to make that decision.

There was no significant difference in the average number of
information types required between the 2 scenarios (P>.05) for
potential users who considered sharing in both scenarios
(586/716, 81.8%). On the basis of the frequency of selection
by this subset of potential users, the ranking of the types of
information differed in the 2 scenarios (Figure 1); however,
there was only asignificant differencein frequency for 5 of the
information types (P<.05). Information about accessible data
types, restricting access, and revoking was selected more
frequently in scenario 1. Information about potential risks and
filing complaints was selected more frequently in scenario 2.
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Figure 1. Differences in information needs required to support decisions on data sharing with friends and family and commercial service providers

(ranked by frequency selected; n=586). PHI: personal health information.
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Discussion

Principal Findings

As society becomes increasingly interconnected, there is a
corresponding patient anticipation that their PHI and digital
health data can be centrally accessed through innovations such
as patient access channels, all with the belief that they will make
life better [5]. A core requirement critical to the adoption of
these patient access channelsis a consent management system,
asalmost all potential usersvaluethe ability to control who can
accesstheir data. Thisexploratory study generated someinsights
to consider when implementing a consent management system.
First, there may be acceptance of abelieved, broad all or none
access control model by data source, as 53.8% (385/716) of
potential users believed it was adequate for their needs, and
17% (122/716) were unsure. Second, thewillingnessto provide
otherswith default access to PHI and data varied depending on
the recipient. Finally, potential users required an average of
approximately 6 key types of information to provide informed
decisions regarding data sharing; however, the required types
of information varied depending on therecipient. The 3insights
are discussed in detail in the following sections.
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Data Control and Consent M anagement Practices

Given the complexity of implementing interoperable access
control in Canada[23], abroad all or none access control at the
level of the data source may be the only option in the interim
for patient access channels, especially as new data sources
continuously emerge [8]. If implemented within a context of a
trust framework in this scenario, there may be an acceptance of
broad access control as over half of the potential users believed
it was adequate for their needs. This finding echoes that of
Grando et a [25], where broad access control was adequate for
58% of their study participants; moreover, their study was set
in the context of behavioral health—an areawhere PHI isoften
perceived as more sensitive. Similarly, and surprisingly, user
perceptions of the sensitivity of PHI and digital health datawere
not associated with adequacy, especially as data sensitivity is
commonly associated with wanting greater degrees of access
control because of privacy concerns [26,27]. A possible
explanation is that the sample had a high level of trust in the
confidentiality of their PHI and had positive dispositions about
their web-based and health care privacy. Thisis consistent with
an emerging set of evidence showing that positive perceptions
of health care, trust in health care providers, and positive past
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privacy experiences may result in individuals having favorable
views on sharing data [28-34]. Although these studies are
contrary to prior findings of patients wanting more granular
control options [25,27,35], their hypothetical and exploratory
nature is subject to the privacy paradox [36]—the disconnect
between intentions based on privacy concerns and actual
behaviors. For instance, Schwartz et a [37] provided 108
patients with the ability to restrict accessto their sensitive EHR
data and found that 57% provided accessto all listed providers
and all PHI intheir EHR, and 8.6% limited access by datatype
to specific providers. A significant minority of participants
(43%) limited accessto at least one provider.

Approximately one-fifth of the potential users did not know
whether broad access control would be adequate, highlighting
the need to better support their decision-making. The technical
aspects of sharing datamay be complex and may require greater
literacy to appreciate the impact of broad access control [23].
This may explain why digital health use was associated with a
109% increase in the likelihood of knowing whether it is
adequate. Familiarity and experience with digital health may
provide individuals with heuristics to make decisions [34].
Studies show that broad access control and consent models may
be acceptable when there is transparency [28,38,39] and
assurance in oversight [40] regarding how the data are used.
Biobank studies have shown that there are no significant
differences in the willingness to share data between various
consent scenarios when participants are provided with specific
information on the data that are being used [38] or if there is
assurance that agoverning body provides oversight on how data
are being used [40]. These findings can be applied to the digital
health context, as arecent survey found that 80% of Canadians
arewilling to sharetheir anonymized health information aslong
as the privacy and security of their PHI are assured [41].

Income and region were the only demographics found to be
associated with adequacy perspectives on broad access control
and knowing whether broad access control was adequate.
Although the association between privacy attitudes and income
echoes some privacy studies in health informatics, there have
often been conflicting results across studies [33]. Historically,
privacy research has focused on demographic variables as
predictors of privacy attitudes and behaviors, however,
collective evidence signalsthat individual demographic variables
play aminor role and providelimited insight into understanding
a phenomenon [33,42]. These findings are intended to inform
further explorations to support implementation decisions. For
instance, there may be value in understanding the underlying
factors associated with those with high incomes that support
their views of inadequacy and why they are morelikely to know
whether broad access control reflects their needs. In terms of
region, health care in Canada is administered at the provincial
level, where there are variations in legidlation, policies, and
digital health initiatives. Only afew provinces in Canada have
acentralized patient portal, and the Prairie provinces of Alberta
and Saskatchewan were launching theirs at thetime of this study
[43-45]. Understanding how theseinitiatives may have affected
attitudes on broad access control adequacy may inform strategies
on how to improve public favorability toward broad access
control.
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Potential userswere most willing to grant default accessto their
health care providers, especially those with positive health care
privacy experiences. Their willingness decreased as the data
recipient was further removed from the point of care. Patients
generaly trust their physicians and thosein their circle of care
to keep their data confidential; however, this trust to maintain
confidentiality diminishes as the data recipient is further away
from those providing care (eg, health department, researchers,
and corporations) [25,27,35,46]. Canadians are generaly
comfortable with the sharing of their PHI through EHRs with
other health care providers as they believe timely and easy
access to PHI is necessary for high-quality care [47],
highlighting the role of contextual relevance and issue
involvement [48] in data-sharing behaviors. This assertion is
supported by the finding that those with prior digital health use
were 66% to 117% more likely to grant default access (entity
dependent) than those who did not use digita health tools. These
users may have a greater stake in using digital health tools,
familiarity, and perceived benefits of sharing digital health data
[28-34]. Contextua relevance a so mattered for userswith higher
perceived sensitivity of PHI, as 126% were more likely to not
give anyone default access and were less likely to grant default
accessto family, friends, and other supporters. Theseindividuals
may not be comfortable with default access and may want more
control over how new information is shared. Sharing may
depend on the purpose and whether it is a necessity; moreover,
these individuals may want more control over how certain
information is disclosed to close social associates as it may
affect their relationships. They may want to share about it in
person rather than have others find it out by default through
technology [34].

The value of data sharing with digital health service providers
may not be as clear asthereislimited trust in service providers,
especialy commercial vendors[19,47]. In this study, one-fifth
of potential userswerewilling to grant default accessto service
providers, of whom users with prior digital health experience
and caregiverswere morelikely to sharetheir data. Asdiscussed
earlier, these users may have greater perceived benefits of
granting default accessto datato service providers[28-34]. For
caregivers, sharing data for this population may be perceived
to improve the tasks and stressors associated with their
caregiving roles through the devel opment of better or improved
digital health services[49]. Further understanding therationales
of those trusting and skeptical of commercial service providers
will be anecessity asthese providers are agrowing contributor
to the number and types of services provided and an important
source of data for patient access channels. This understanding
can inform the permitted uses outlined in the trust framework
and enable informed and meaningful consent.

I nformation Needs

This study builds upon the Meaningful Consent Guidelinesfor
use in the digital health context. The guidelines recommend
that digital vendors emphasize four key information elements:
what is collected, who has access, purpose of data collection,
and potential risks. However, this study found that potential
users may need 5 to 6 emphasized information elements. The
additional elements of emphasis include information on
monitoring access, restricting access, and revoking consent.
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Thefindings also suggest that thereis a need to tailor the order
of emphasized elements as they will vary depending on who is
accessing the data.

Thisstudy also highlightsthe importance of patient engagement
in ensuring that the design of consent is based on user needs
rather than assumptions. For instance, presenting this consent
information in clear, concise, and plain language has been
advocated but seldom practiced; however, implementing this
assumption isonly apart of the solution. A study found that an
easier to read, concise consent form neither hindered nor
improved comprehension or satisfaction with the consent process
among their participants[50]. In contrast, providing users with
ways of customizing their experiences and consuming
information is more effective [51]. User experience is an
overlooked aspect that should be considered when implementing
informed and meaningful consent [23,52]. To empower users
to makeinformed choices, meaningful consent for patient access
channels should be iteratively co-designed with its users to
ensure that they meet their needs rather than their assumed wants
[53].

Limitations

Thisstudy provides preliminary insightsto support future patient
engagement in co-designing aconsent management system and
meaningful consent. However, these exploratory findings are
not intended to be generalizable as there are limitations to
consider. Thisstudy isasecondary analysis of across-sectional
survey, providing asnapshot of atime point where perspectives
may vary over time. This study relied on a series of vignettes
to preface the questions. Multiple rounds of revisionswere made
with Canada Health | nfoway’s communications department and
the market research firm to improve clarity of complex concepts
(eg, privacy, consent, and data sharing). Prompts with these
conceptsinclude languages with high readability scores, which
may have influenced some responses, especially those with
lower digital literacy skills[54].

There are also inherent limitations to data collection through a
survey panel as it only includes people who participate in the
web panels managed by the company and relies on the
self-selection of participants. The web-based nature of the survey
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may have excluded the perspectives of individualswith limited
internet access. However, approximately 94% of Canadian
households currently have access to the internet [55]. The
purposive sampling strategy limits generaizability to the broader
Canadian population as recruitment focused on frequent users
of health care and excluded the Canadian territories (ie, early
adopters of a patient access channel) [56,57]. The identified
usersin this study may be more engaged and experienced with
digital health tools, thereby perceiving greater benefits and a
greater willingness to share their data. The low response rate
should also be considered as it may limit the diversity and
nuance of perspectives because of the information lost through
the combination or omission of demographics and participant
characteristics for data analysis (eg, individuals who are
transgender and other identifying genders). Future public and
stakeholder engagement activitieswill require agreater in-depth
investigation in co-designing consent management for patient
access channels. Recognizing the ethical transgressionsin trust
in health care and research of marginalized and vulnerable
communities [58], future research must include more diversity
in perspectives to understand how to equitably strengthen
meaningful consent and consent management practices.

Conclusions

Providing patients with the ability to manage their consent and
control access to their PHI is valued by potential users of a
patient access channel. Following the Office of the Privacy
Commissioner of Canada’'s Meaningful Consent Guidelines,
future work should continue to consider the consumer’s
per spective by involving them throughout the devel opment and
implementation processes[18]. Given technological limitations,
future public engagement should investigate what makes broad
access control acceptable and how to communicate its
implications meaningfully and transparently. Future research
should also focus on understanding user requirements for
consent to further adapt the Meaningful Consent Guidelinesfor
the digital health context. Understanding how to foster patient
trust and how to empower them to feel confident in their
data-sharing decisions is necessary for the success of patient
access channels and the readlization of the transformative
potential of the evolving digital health ecosystem.
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Abstract

Background: Typical measures of maternity performance remain focused on the technical elements of birth, especially
pathological elements, with insufficient measurement of nontechnical measures and those collected pre- and postpartum. New
technologies allow for patient-reported outcome measures (PROMSs) and patient-reported experience measures (PREMS) to be
collected from large samples at multiple time points, which can be considered al ongsi de existing administrative sources; however,
such models are not widely implemented or evaluated. Since 2018, alongitudinal, personalized, and integrated user-reported data
collection processfor the maternal care pathway has been used in Tuscany, Italy. Thismodel has been through two methodol ogical
iterations.

Objective: The aim of this study was to compare and contrast two sampling models of longitudinal user-reported data for the
maternity care pathway, exploring factors influencing participation, cost, and suitability of the models for different stakehol ders.

Methods: Datawere collected by two modes: (1) “cohort” recruitment at the birth hospital of a predetermined sample size and
(2) continuous, ongoing “census’ recruitment of women at the first midwife appointment. Surveyswere used to collect experiential
and outcome datarelated to existing services. Women were included who passed 12 months after initial enrollment, meaning that
they either received the surveys issued after that interval or dropped out in the intervening period. Data were collected from
women in Tuscany, Italy, between September 2018 and July 2020. The total sample included 7784 individuals with 38,656
observations. The two models of longitudinal collection of user-reported data were analyzed using descriptive statistics, survival
analysis, cost comparison, and a qualitative review.

Results. Cohort sampling provided lower initial participation than census sampling, athough very high subsequent response
rates (87%) were obtained 1 year after enrollment. Census sampling had higher initial participation, but greater dropout (up to
45% at 1 year). Both models showed high response rates for online surveys. There were nonproportional dropout hazards over
time. There were higher rates of dropout for women with foreign nationality (hazard ratio [HR] 1.88, P<.001), and lower rates
of dropout for those who had a higher level of education (HR 0.77 and 0.61 for women completing high school and college,
respectively; P<.001), were employed (HR 0.87, P=.01), in arelationship (HR 0.84, P=.04), and with previous preghancies (HR
0.86, P=.002). The census model wasinitially more expensive, albeit with lower repeat costs and could become cheaper if repeated
more than six times.

Conclusions: Thedigital collection of user-reported data enables high response rates to targeted surveys in the maternity care
pathway. The point at which pregnant women or mothers are recruited is relevant for response rates and sample bias. The census
model of continuous enrollment and real-time data availability offers a wider set of potential benefits, but at an initially higher
cost and with the requirement for more substantial data trandlation and managerial capacity to make use of such data.
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Introduction

Most health care performance data are derived from
administrative sources, which can be used to measure the more
technical aspectsor process measures of maternity care provided
to women. However, such data can only capture some
dimensions of the quality of care and do not address important
features such as patient preferences or overall well-being. These
dataare aso limited sincethey are collected through interactions
with hedth care providers, do not usualy relate to
community-based settings, and cannot provide insights outside
of formal interactions with a subset of health services, thereby
potentially neglecting the contexts in which the real value of
care delivered becomes apparent [1-3].

More recently, studies highlighting the importance of priority
Setting, use of management models, incentives, and other similar
efforts have shown that data related to patient-centered
measurement may prove to be more useful [4-6]. Thisincludes
assessments of patients’ preferencesfor care, experiences with
services, and arange of disease-specific and general health and
well-being—related markers. These latter two domains are
typicaly collected through validated tools such as
patient-reported  experience measures (PREMs) and
patient-reported outcome measures (PROMS), respectively [7,8],
which can provide responsive and reliable measures of outcomes
and experiences[9].

Although they are mainly used in measuring experiences
pertaining to or outcomes resulting from acute health care,
PREMs and PROMSs can be used as longer-term, longitudinal
measures. Such measures may include outcomes not tied to
specific interactions with health care professionals, such asthe
case of chronic conditionsthat are primarily managed by patients
themselves. A wide set of characteristics can be measured in
this way, including those more relevant to patients’ quality of
lifethan clinical or administrative markers[10]. Technological
advances now alow for the systematic collection and analysis
of large amounts of such data. Survey data can be collected
from large samples at multiple time points; where such models
are implemented, the definition of routinely collected data is
effectively broadened to include PROM s and PREMs. Although
technically feasible, such models have not yet been widely
implemented [10].

The maternity care pathway is well-suited to such
technology-enabled collection of PROMs and PREMs at scale,
since typical performance indicators remain focused on the
technical elements of birth, especially pathological elements.
However, there is insufficient collection and use of
person-centered indicators and of quality measures along the
pathway [11], despite evidence that women's experiences of
childbirth go far beyond labor, and that social and psychological
aspectsof care areimportant for women [12,13]. Indeed, World

https://medinform.jmir.org/2022/3/e25477

Health Organization recommendations underlinetheimportance
of woman-centered care to optimize the experience of
pregnancy, labor, and childbirth for women and babies through
aholistic, human rights—based approach, promoting continuity
of care along the pathway [14,15]. Existing efforts to address
this information gap include birth cohort studies using online
surveys advertised to women through posters and leaflets [16],
online surveys advertised through social media [12], and
cross-sectional national postal surveys of randomly selected
women [17].

For several years, the Tuscan maternal care pathway
performance evaluation has adopted a pathway perspective,
framed around the person, with inclusion of PREMs collected
through periodic patient surveys[18]. More recently, the model
was devel oped through use of digital technology to include both
PREMs and PROMSs collected at multiple pointsin time. This
model has been implemented in two methodological versions:
a cohort-sampling model and a census-sampling model. Both
arefully digital, with pregnant women or new mothers enrolled
by health professionals and subsequently contacted by SMS
text message or email containing survey links.

Previous evaluations of maternity survey data—collection models
focused on comparing alternative models based around
cross-sectional postal surveys[17]. Thisstudy providesinsight
into two models of longitudinal, personalized, and integrated
data collection, the nature of which enable use of analytical
methods that have not, to our knowledge, previously been
applied in this context. Comparing the performance of the
models is useful from severa aspects. First, this serves to
describe and eval uate each model inisolation, asboth offer new
features and insights compared to typical maternity data. Second,
there remain notable differences in the capabilities and costs
between the models.

Thus, the primary research question for this study was: what
are the conditions in which a census model is preferable to a
cohort-sampling model of longitudinal data collection in the
maternity pathway? To answer to this question, we explored
(1) whether there are differences in survey participation rates
between the two data-collection models; (2) which
characteristics of the samples affect participation in the survey;
(3) the costs of census and cohort sampling methods; and (4)
the strengths and weakness of census and cohort sampling
methods, considering the usefulness of the two data collection
models to different stakeholders.

Methods

Study Design

We used a mixed methods approach to compare severa
dimensions of census and cohort sampling models of
longitudinal data collection along the maternity pathway in
Tuscany, Italy. For the quantitative component of the research,
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we applied survival analysis of survey data, along with
identification and comparison of costs, whereas for the
qualitative component, we compared the two models with
respect to different audiences and purposes.

Data Source: Longitudinal Data Collection M odels

Longitudinal user-reported data collection was carried out from
September 2018 to March 2019, using acohort sampling model.
In this model, a predetermined number of women are recruited
at maternity hospital s after birth. The sample sizewascalculated
to be representative at the hospital and district levels,
considering a 95% confidence level with a 7%-9% 95% Cl and
20% follow-up loss. Thisresulted in arequired sample of 3672
women (which was|ower than the number ultimately recruited).
Exclusion criteria were being a resident outside of Tuscany,
preterm delivery (<37 weeks of gestation) or low birth weight
(<2500 grams) newborn, or hospitalized in neonatal intensive
care. Enrollment was led by midwives in birth hospitals, who
were asked to invite every woman (without exclusion criteria)
that they supported in birth until the target was reached, after
which they were advised to stop. All 24 birth hospitals in
Tuscany participated in the recruitment. Each woman was asked
to complete six surveys, covering the period from delivery to
12 months later. These surveys were completed after discharge
and at 1, 3, 5, 6, and 12 months after childbirth. The follow-up
was therefore complete in March 2020.

The second model of longitudinal data collection, which has
been in continuous operation since March 2019, uses a census
sampling approach. All pregnant women residing in Tuscany
who withdrew their pregnancy booklet from afamily care center
were eligible, with women recruited continuously in these
facilities. All 117 family care centers, asthefirst contact point
inthe maternal care pathway, participated in the data collection.

https://medinform.jmir.org/2022/3/e25477

Jamieson Gilmore et d

Midwives enroll al consenting women on an ongoing basis,
utilizing the integration between the survey system and the
regional information system recording data for pregnancy
booklet delivery. Each woman is asked to respond to eight
surveys, with data collected at the following points: receipt of
the pregnancy booklet; in the second trimester of pregnancy;
third trimester of pregnancy; at expected childbirth; and at 1,
3, 6, and 12 months after childbirth. As of the end of 2019,
10,821 women were involved in the survey and answered the
first questionnaire.

All surveys are available in Italian and in the seven most
commonly spoken foreign languages in Tuscany: English,
French, Spanish, Albanian, Arabic, Romanian, and Chinese.

Both models are underpinned by a digitized process. First, the
approach is explained to expectant or new mothers, including
information about privacy and data uses. Women who consent
to join are enrolled in the system, after which surveys are
automatically administered according to the stage of the
maternity pathway. The questionnaires are personalized
according to the gestational period of pregnancy or age of the
newborn (only the latter for the cohort sampling model) and
include both PROM and PREM items. Each survey addresses
topicsthat are important for pregnant women and new mothers
(Figure 1). Unique links to the online surveys are shared by
email or SMS, to be filled in by women in atime and place of
their choosing using any web-enabled device. Up to three
reminders are sent for each survey. Responses are automatically
collated and hosted in a secure web platform. Results from the
cohort model are presented in aresearch report at the end of the
follow-up period, whereas the census model uses real-time
return of data to managers and professionals through a web
platform.
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Figure 1. Characteristics of the census and cohort sampling methods. The survey abbreviations in the cohort sampling model refer to the month at
which the survey was issued postbirth (ie, T3 in the cohort model wasissued at 3 months posthirth). The time points for the census model represent the
trimestersin pregnancy (gravidanzain Itaian, "g") and months postpartum ("p"). The pregnancy time points represent the trimesters (ie, T3g isthethird
trimester) and postbirth points represent months after birth, asin the cohort model (ie, T6p isissued 6 months postbirth). The estimated completion time
for each questionnaire is based on the upper and lower limits of items (depending on responses to screener questions) and the type of questions per
survey. PREM: patient-reported experience measure; PROM: patient-reported outcome measure; QoL : quality of life.

For this study, we included data for the cohort model from all
mothers recruited between September 2018 and March 2019
(3849 women completed the first questionnaire). All women
could have reached the final survey 12 months after enrollment
(although some may have dropped out earlier).

For the census sampling model, the data extracted al so covered
women who joined the data collection period sufficiently long
ago to have been ableto reach the survey issued 12 months after
joining the data collection (wave 6, T3p in Figure 1). The
information of women who joined the census sampling model
less than 12 months before data collection were extracted and
excluded from the analysis. The resultant time period of data
collection of the six waves from the census model was from
March 2019 to July 2020, with 3935 women included in the
study. Data were combined into a single pooled database.

Data Analysis

Response and attrition rates within each sample popul ation were
calculated with reference to the total number of women enrolled
from delivery, in the case of the cohort sampling model, and
from the first midwife appointment (delivery of the pregnancy
booklet), in the case of the census sampling model. The total
period of recruitment and data collection for the cohort model
wasincluded. Enrollment rateswere calculated for both models,
using the numbers of enrolled, responding, and total eligible
women.

Our methods for interrogating survey attrition rates for women
who elected to join the data coll ection model were based on the
framework proposed by Hochheimer et al [19] for evaluating
attrition in web-administered surveys. This includes several
steps: visualizing attrition using bar charts and survival-type
curves, investigation using generalized linear mixed models

https://medinform.jmir.org/2022/3/e25477
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(GLMMs); and further analysis using survival analysis such as
Kaplan-Meier curves, log-rank test, and Cox proportional
hazards. Each step provides an additional level of granularity,
which can be tailored as appropriate to the study circumstance
[19]. Wefollowed all steps except for the GLMM investigating
sequential questions, since wewereinterested in comparing the
overall survival in the two models and the factors that are
explanatory of survival, rather than determining the significance
of changes between sequential questions (in this case, survey
waves).

Survival analysis was performed in line with the methodol ogy
described above along with processes that were additionally
considered appropriate (rather than discrete-time modeling
approaches) for our data due to the unequally spaced survey
waves [20]. Survival was defined as completion of al eligible
survey waves. We created a new entry in the pooled database
indicating the failure point for individuals dropping out of the
data collection before completion. In thisway, the failure event
was defined as the occasion in which an individual could have
responded to asurvey but did not (rather than the last survey to
which they did respond). Respondents who completed al
eligible survey waves were considered censored. Women in the
census model who had an abortion were excluded from analyses.
The total population for survival analysis, comprising women
from both data collection models, was 7784 individuals with
38,656 observations.

The regression model was built through sequential univariate
testing of variables and testing for interaction terms, followed
by testing the resulting full model. For categorical variables,
the log-rank test of equality was used, with Cox proportional
hazard regression used for age (the only continuous variable).
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The final multivariate model was built using Cox proportional
hazards. Covariatesincluded in thefinal model were age, foreign
status (dummy variable), education level (scored from 1-3, with
1=lessthan high school, 2=high school diploma, and 3=college
graduate), employment status (dummy variable), relationship
status (dummy variable), and whether the woman had previously
had a child (nulliparous, dummy variable).

Qualitative Comparison

Comparative analysis of the strengths and challenges of each
model was performed, informed by theory and by discussions
with project stakeholders to reflect their perspectives of the
usefulness of thetwo longitudinal data collection models. These
aspects are summarized according to methodological factors,
managerial factors, and evaluation factors.

Cost Comparison

Comparative cost analysiswas performed to illustrate the effect
of time and number of cohort samples on relative
cost-effectiveness, using available program cost data and
estimations based on records. Only cost data were used, with
no inclusion of benefits from each model, which were
considered too diverse for robust quantification. Cost volume
breakeven analysis is a common managerial tool to make
comparisons between equipment or program alternatives [21];
using this approach, we compared the alternative models to
identify the point at which they are similar in terms of simple
costs.

Costs were separated according to fixed costs (the basic
investment required to establish and implement data collection)
and variable costs (those associated with each new group of
women, covering al survey waves they will pass through). In
reality, there are no separate groups of women for the census
model, since recruitment is continuous; for the purposes of cost
comparison, we identified the variable costs based on the
number of women included in this study.

For the research team, the costs are incurred through survey
development and testing, online survey building, user testing,
implementation monitoring, design of the web platform, report
building, and coordination. For health professionals, the costs
areincurred through providing information to/inviting patients;
enrolling patients, including dataentry; monitoring results; and
training in recruitment. For technology and infrastructure, costs
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are incurred through application programming interface
connection devel opment, maintenance of the survey platform,
and maintaining the web platfform to present data
Communication costs are incurred through provision of
information to women and SM S invitations to women.

Statistical analysis was performed using Stata 15 and financial
analysis was performed using Microsoft Excel.

Ethics Approval

The data collection was carried out within systematic surveys
developed to monitor women's experiences, outcomes, and
satisfaction with the Tuscan maternity pathways. As such,
informed consent was not required, in linewith the 2011 Italian
guidelines on processing personal data to perform customer
satisfaction surveys in the healthcare sector [22].

Results

Quantitative Results

A summary of the demographic characteristics for the two
population groupsisprovided in Multimedia Appendix 1. Table
1 summarizes the main statistics for the survey responses.

As shown in Table 1, in the cohort model, 39% of women
participated in thefirst survey wave, with 34% still participating
inthefinal survey wave. Responseratesfor thismodel gradually
reduced at each survey wave, reaching 87% after 1 year of
enrollment. In the census model, 50% of women initialy
participated, falling to 23% in the final wave. Response rates
reduced to 45% after 1 year in the model.

The participation rate represents the proportion of women
completing survey waves out of the total eligible population.
The eligible population for the cohort sample model is all
women who gave birth in the relevant time period, according
to hospital administrative data, irrespective of whether they
joined the survey or not. For the census model, the eligible
population is all women who received the pregnancy booklet
and entered the maternal care pathway, irrespective of whether
they joined the survey or not. The responseratesin both models
indicate the proportion of women responding to a survey who
were successfully enrolled in the data collection model,
completing thefirst survey (Table 1).
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Statistic Cohort model Census model
Participation
Total eligible women, N 9827 7826
Effective participation rate for first wave, n (%) 3849 (39.17) 3935 (50.28)
Effective participation rate for last survey wave, n (%) 3346 (34.05) 1788 (22.85)
Responserate, n (%)2
TO/TOg 3849 (100.00) 3935 (100.00)
TUT2g 3706 (96.28) 3038 (77.20)
T3/T3g 3633 (94.39) 2463 (62.59)
T5/TOp 3500 (90.93) 2325 (59.09)
T6/T1p 3477 (90.34) 1807 (45.92)
T12/T3p 3346 (86.93) 1788 (45.44)

For the cohort model TO-T12 represent the time from delivery (0) and the months (1, 5, 6, and 12) posthirth. For the census model, TOg, T2g, and T3g
represent the month (0, 2, and 3, respectively) of gestation, and TOp, T1p, and T3p represent the month (0, 1, and 3, respectively) postpartum. Also see

Figure 1.

Regression Analysis of Survival Function

Univariate testing of variables indicated that all variables were
relevant for further evaluation. No interaction terms were
significant.

Testing the assumption of proportional hazards indicated that
the impact of the data collection model was not proportional;
the final regression model was thus stratified according to the
data collection model. All other covariates followed the
assumption of proportional hazards.

Stratification by Survey Type

As indicated in Table 2, all variables except having foreign
citizenship were negatively associated with afailure event (not
completing all survey waves). Increasing age showed a small
reduction in the hazard ratio (HR) per year. Each education

Table 2. Cox proportional hazards and multivariate hazard ratios.

level had a reduction in hazard compared to the lowest level.
Being employed compared with not employed and being in a
relationship compared with being single were associated with
alower propensity to drop out. Women who previously had a
child had a lower HR than women in their first pregnancy. It
was not possible or appropriate to obtain a single value for the
HR survey type on survival, since this changes over time.

Asshowninthe Kaplan-Meier plotsfor thetwo models (Figure
2), plots of the survival functions (not shown), and the
descriptive statistics, the two data collection models showed
different reductions in responses over time. The census
collection model showed a large early drop in responses,
followed by a less steep, but broadly steady, reduction over
time, whereas the cohort model showed small, steady early
reductions in responses, followed by a period of very limited
reduction.

Variable Hazard ratio (SE) 95% ClI P vaue
Age 0.98 (0.00) 0.98-0.99 .001
Foreign 1.88(0.11) 1.67-2.12 <.001
Education level
High school diploma 0.77 (0.05) 0.68-0.88 <.001
Graduate 0.61 (0.04) 0.53-0.70 <.001
Employed 0.87 (0.05) 0.79-0.97 01
In arelationship 0.84 (0.07) 0.70-0.99 .04
Nulliparous 0.86 (0.04) 0.79-0.95 .002
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Figure 2. Kaplan-Meier curves of the two survey models.
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Kaplan-Meier survival estimates for cohort and census data collection models
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Qualitative Results

There were some common features of the modelsfound, arising
from the shared digital administration. These models can be
used to collect and manage large volumes of patient-reported
data. Such models also enable high responserates, asillustrated
in the quantitative results. Additionally, both models are
characterized by a comparatively high initial investment
followed by low ongoing costs. Both models require analytical
resources to derive insight from the data produced.

Digital administration also enablestargeted surveysto be shared
with expectant or new mothers according to their stage in the
pathway, and need not be delivered alongside a specific

https://medinform.jmir.org/2022/3/e25477

RenderX

intervention with ahealth care professional. Thisenablessurveys
to explore, in a timely manner, the aspects of experience or
outcomes that are most relevant to people, rather than those
based around institutions. Thislongitudinal designisuncommon
in business-as-usual data collection. Additionally, under these
models, both PROMs and PREMs can be collected separately
or together, providing amore halistic picture of the dimensions
of care than one data source in isolation.

There are also features of the two models that differ depending
on the administration method, which are summarized in Table
3, categorized according to the relevance to methodology,
management, and eval uation in the maternal pathway.
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Table 3. Summary of methodological, managerial, and evaluative factors in each survey collection model.

Factors

Cohort model

Census model

Methodological factors
Sample size

Representativeness of population

Survey timeliness

Bias

Collection burden

Response rate

PROMs? before/after birth

Managerial factors

Manageria insight

Heslth professional insights

Evaluative factors

Evaluation models

Evaluation periods

Analytical approaches

Medium to large sample size, predefined

Based on deliveriesin birth hospitals

Survey at birth requiresrecall of experiencesand
outcomes during pregnancy

Possible sampling bias: enrollment by health
professional s after birth may encourage selection
of mothers deemed to have had a more positive
birth experience

Need for staff training ahead of samples. Enroll-
ment only needed up to alimited period, but is
more time-consuming

Theinitial effective response rateis high, (al-
though lower than that of the census model), with
low attrition

Pelvic floor PROMs are not included asthereis
no ability to collect prebirth data

Data provide a snapshot of performance for a
certain period of time, enabling lessonsto be
learned for the following period

Data provide a snapshot of performance for a
certain period of time, enabling lessonsto be
learned for the following period

Enable multidimensional performance assessment

Data refer to a specific period of collection

Volume of data can be predetermined according
to analytical requirements. Large data sets are
possible, enabling advanced statistical models

Large, ever-growing sample size with ongoing recruit-
ment

Based on pregnancy at the district level, abletoin-
clude women from small areas and those who give
birth at home or in other settings

All surveysrelating to theimmediate preceding time
period

Potential selection bias, although earlier recruitment
of mothersreducestherisk of selection based around
those deemed to have had a positive birth experience.
Selection at first midwife appointment in pregnancy
isblind to later experiences and outcomes

Ongoing enrollment with less total time spent per
health professional. Training only needed for new
staff

Theinitial effective responserateisthe higher of the
two models, although drops faster than that in the
cohort model

Pelvic floor PROMs areincluded since baseline data
at the beginning of the pregnancy are collected

Resal-timedataat different levels of geography enable
targeted attention on areas where services need to
work better or be better joined up

Possibility to providereal-timeinformation to differ-
ent care professionals about the state of delivery of
carein their specific area, including highlighting
where there are poor experiences or outcomes that
professionals could address promptly through their
activities

Asinthe cohort model, and additionally enableinclu-
sion of patient-reported dataal ongside administrative
measures, with contemporaneous reporting periods
for both data sets

Can be used “live” or at any given point in time for
evaluating performance

Continuous collection enables additional analytical
approaches (eg, differencein differences) to measure
the impact of operationa changes

3PROM:: patient-reported outcome.

are€18,040 and €15,360. Thereisthereforeahigher initial cost
and lower recurrent costs for the census survey compared with
those of the cohort model. Projecting costsforward over several
years showed that the point at which the census model becomes
less costly overal is between years 7 and 8 (Figure 3).

Cost Comparison

Thefixed costsfor the cohort and census surveysare cal culated
at €33,000 and €52,300 (US $1=€0.81 as of December 31,
2020), respectively. Variable costs per group of enrolled women
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Figure 3. Cost comparison of census and cohort models.
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Discussion

Principal Results

We use mixed methods to evaluate the performance of two
models of data collection for the maternal care pathway, both
offering digital longitudinal collection of PROMs and PREMSs.
The models described, which are fully web-based with
longitudinal collection of surveys targeted according to
individuals' positions in the maternal pathway, are interesting
from the perspectives of performance management, information,
and implementation, and are also of international relevance.

The results of our analyses highlight that both models have
some shared benefits. It is established that web-based surveys
are cost-effective and provide the same measurement of
variables as other collection methods, as well as additional
benefits in completeness and data processing. A traditionally
observed weakness in web-based surveys compared to postal
surveysistheir lower response rates (notwithstanding a broader
trend of lower study participation across the board) [23-25].
This was not noted in the data collection models described in
this study, which showed participation rates at the same level
or higher than those of posta collection of maternal
patient-reported data, and can be considered to be high in general
termsfor survey-based research, particularly for online surveys
[17,24,26-28]. However, there remained a significant drop-off
in responses over multiple survey waves. Thiscould potentially
be further improved by shortening the surveys or implementing
other adjustments for user experience; further, more targeted
feedback should be sought from participating mothersto identify
the enablers and barriers to their continued participation in

https://medinform.jmir.org/2022/3/€25477
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multiple survey waves, particularly in the census moddl. Since
the sampl e population of mothersistypically fairly young, this
model of data collection likely avoids significant exclusion of
respondents due to low digital capability as a result of age.
However, as shown in the survival analysis, there remain
systematic biaseswith respect to other population characteristics.

Thefindingsfrom the multivariate regression showed that being
less highly educated, not in a relationship, and unemployed
wereall associated with lower responserates, inlinewith results
obtained over many years in research exploring the impact of
participant characteristics on response likelihood [25,29,30].
We also found that having a foreign nationality was associated
with a higher dropout risk. Although the data can be
risk-adjusted to account for these factors when comparing
different reporting areas or periods, it remains an unmet
challengeto increase the representation of these groupsin patient
surveys. There is a risk that maternal services are providing
poorer experiences and outcomes or are less responsive to the
voices of disadvantaged women in particular, and that thisis
heightened by lower representation of such women in patient
surveys.

Thenonproportional hazard functions of thetwo survey models
warrant further investigation to explore the extent to which the
changing HRs over time are influenced by the surveys in
question (ie, different surveys are differently acceptable and
accessible for respondents), stage of pregnancy, and initial
recruitment. One potential explanation is a greater selection
bias of women in the cohort model (either through unconscious
midwife selection or through self-selection, as previously
observed in pregnancy cohorts[31]), leading to reduced dropout
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ratesin later stages. Our results suggest that the census collection
model providesamore representative samplein the early survey
waves, which reduces over time. Thisis supported by the higher
initial participation rate in the census model (49.96%,
3935/7876), but with a lower final effective participation rate
(22.70%, 1788/7876) 12 months after enrollment and response
rate (45.44%, 1788/3935) after atotal of six survey waves. The
cohort model had a lower initial participation rate (39.17%,
3849/9827) and a remarkably low attrition rate, leading to an
effective participation rate of 34.05% (3346/9827) after six
survey waves and a response rate of 86.93% (3346/3849) 12
months after enrollment. The census model surveys are on
average longer than the cohort model surveys, which may
partially explain the higher attrition rates, although there was
no apparent relationship between survey length and attrition
within each model. These findings provide lessons for
researchers and professionals seeking to collect the views of
women in and around childbirth: the timing and mode of
recruitment matter. This suggeststhat studiesrecruiting women
exclusively around childbirth are subject to greater selection
bias than those recruiting women earlier in pregnancy. A helpful
development in reporting studies using data from new mothers
would be to note the effective response rates (as in this study,
with reference to the total population of women giving birth),
rather than simply those who responded once invited.

The previously observed lower response rates in web surveys
aretypically based on modelsthat include a postal element and
are not digital-only models (ie, individuas are contacted by
letter and then provided a web link to respond to the survey).
Such mixed models necessarily require an additional step by
survey respondents, rather than simply continuing to use the
device on which they received the survey link. It is possible
that some combination of the simpler, fully digital administration
method and the previous in-person enrollment can lead to
notably lower attrition rates (eg, 87% responserate at 12 months
after enrollment in the cohort model) than have been achieved
in other survey models.

From ahealth system performance intelligence perspective, the
overall approach is noteworthy. The longitudina PROM and
PREM data collection in both models is new or uncommon in
performance evaluation (typically such data may be collected
for specific studies or for limited clinical use). Additionally,
the delivery of different PREM and PROM surveys according
to patients stages in the pathway is a new development in
performance measurement, unlike other longitudinal models of
PROM collection where the same survey is given at multiple
time points. In this way, the information collected is more
relevant for assessment and improvement at each point. This
could offer new options for using user-reported data in
performance improvement, evaluations, and incentive models
such as value-based purchasing or as an adjunct to bundled
payments, to ensure the patient voiceis given appropriate weight
[32,33].

Strengths and Limitations

The application of survival analyses to survey waves is
interesting and elucidating. The use of survival anaysis to
explore attrition in surveys was proposed by Eysenbach [34],
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as fundamental to growing the “science of attrition,” and has
more recently been expounded upon in the context of web
surveys [19]. Much of the published literature focuses on the
methodol ogy of attrition analyses, with particular attention paid
to within-survey attrition [16]. Few studies have used survival
methods to explore attrition across multiple survey waves [35]
or have described the applied use of such methodologies to
inform management practice and implementation. This study
focused on the application of survival analysis to real-world
survey data collected in multiple waves. This longitudinal
experience and outcome data coll ection are pertinent and useful
for measuring performance along a pathway, and can provide
insightsfor managersand cliniciansaswell asresearchers. This
analysis thus informs both scholarship and practice in
determining the most appropriate data collection models for
different purposes.

Limitations of this study include that interpretation of statistical
resultsis not straightforward, partly due to the nonproportional
hazard functions of the two models so that asingle HR for each
model cannot be reported. Additionally, the nature of the
multiple-wave survey models means that some women may
have missed one or more survey waves without fully dropping
out of the data collection. The impact of thisis hard to capture.
Some women may disengage from maternity pathway services
after their initial encounter, resulting in an inaccurate population
denominator or less accurate measurement of experiences. Some
features of the surveysthemselves can al so affect response rates,
which would require further investigation to distinguish from
other model-dependent factors. Tuscan mothers were not
included as lay representatives in development of the
administration models (although they were involved through
their roles as health care professionals and researchers); their
involvement could provide further insights into the drivers of
attrition (eg, on the impact of survey content).

The two populations of expectant and new mothers are also
similar but not identical. These populations were recruited
concurrently, not simultaneously, in different settings, and by
different individuals (although by midwivesin both cases). The
demographic tablefor the two population groupsin Multimedia
Appendix 1 shows small but statistically significant differences,
as would be expected for a large sample size as in this study.
In particular, since the two data collection models commence
at very different points in the maternal care pathway, women
are exposed to different experiences and events at the sametime
postenrollment (ie, at 9 months), with one group giving birth
whilethe other is caring for a9-month-old child. Thiswill likely
result in different levels of willingness and ability to respond
to surveys. Consequently, it is not advisable to make simple
comparisons of response rates at the same time point
postenrollment; response rates are likely determined by some
interacting combination of time since enrollment, period in the
maternal care pathway, and demographic characteristics. For
example, itisnotablethat in the survey immediately postpartum,
4% of women in the cohort Ieft the data collection model (1
month after enrollment), whereas 22% of women in the census
|eft the collection (9 months after enrollment). In thefirst month
of the census survey, 23% of women dropped out. There was
no 9-month survey in the cohort model, but at 12 months only
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afurther 3% dropped out. These points support the observation
that both the timing and mode of recruitment matter. The
regression analysis controlled for population differences, but
did not consider other factors. As such, in interpreting the
results, it is necessary to consider the quantitative data
(descriptive dtatistics, survival analysis, and regression)
alongside the commentary about the stages in the pathway
addressed by the time points and surveys in the two models.

Regarding the other methodological factors, some results are
context-dependent. For example, costs are related to Italy and
to the maternity pathway, and variable costs for the census
model are imprecise. The qualitative benefits described are
derived from the team’s insights and relevant literature rather
than from afull stakeholder review; thus, some may have been
missed or inaccurately weighted.

Conclusions

Census collection has a wider set of potential benefits,
particularly relating to use of the data as a management tool or
for more granular performance evaluation. These benefits are
shared by other clinical areas that broadly adopt this model of
data collection [10]. However, the cost and effort are higher,
which may not be justified in some use cases. A census model
also hasahigher dropout rate over time, necessitating increased
methodological caution in later survey waves. The continuous

Jamieson Gilmore et d

collection model will be the more cost-effective approach in
simple termsif the cohort sample data are collected more than
seven times. Although the benefits were not quantified, it is
clear that to fully realize the benefits possible from census data,
professional and managerial action is required. This requires
support including data trandation, risk adjustment, and
subsequent development of insight. Such efforts have costs. It
is therefore probable that census data collection models are
more appropriate only in health systems with fairly significant
analytical capacity that are able to manage the data and support
insight development on an ongoing basis. For occasional
evauationsor for local areas starting to build their understanding
of the reality of experience and outcomes for pregnant women
and new mothers, a cohort sampling model may be more
cost-effective. Inthelonger term, two emerging trendsin health
carewill likely shift the balance toward the census model. First,
the increasing sophistication of real-time automated analytics
and decision-support tools for professionals will reduce the
analytical resources required for continuously collected
patient-reported data while simultaneously increasing their
utility. Second, performance evauation systems (and
reimbursement models) are likely to give greater precedenceto
mesasuresthat matter the most to service users; in such situations,
investment in systems akin to the census model will beapriority
for al health systems.
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Abstract

Background: Itishard to distinguish cerebral aneurysmsfrom overlapping vesselsin 2D digital subtraction angiography (DSA)
images due to these images' lack of spatial information.

Objective: Theamsof thisstudy wereto (1) construct adeep learning diagnostic system to improve the ability to detect posterior
communicating artery aneurysms on 2D DSA images and (2) validate the efficiency of the deep learning diagnostic system in
2D DSA aneurysm detection.

Methods: We proposed a 2-stage detection system. First, we established the region localization stage to automatically locate
specific detection regions of raw 2D DSA sequences. Second, in the intracranial aneurysm detection stage, we constructed a
bi-input+RetinaNet+convolutional long short-term memory (C-LSTM) framework to compare its performance for aneurysm
detection with that of 3 existing frameworks. Each of the frameworks had a5-fold cross-validation scheme. Thereceiver operating
characteristic curve, the area under the curve (AUC) value, mean average precision, sensitivity, specificity, and accuracy were
used to assess the abilities of different frameworks.

Results: A total of 255 patientswith posterior communicating artery aneurysmsand 20 patients without aneurysmswereincluded
inthisstudy. The best AUC values of the RetinaNet, RetinaNet+C-L STM, bi-input+RetinaNet, and bi-input+RetinaNet+C-LSTM
frameworks were 0.95, 0.96, 0.92, and 0.97, respectively. The mean sensitivities of the RetinaNet, RetinaNet+C-LSTM,
bi-input+RetinaNet, and bi-input+RetinaNet+C-LSTM frameworks and human experts were 89% (range 67.02%-98.43%), 88%
(range 65.76%-98.06%), 87% (range 64.53%-97.66%), 89% (range 67.02%0-98.43%), and 90% (range 68.30%-98.77%),
respectively. The mean specificities of the RetinaNet, RetinaNet+C-L STM, bi-input+RetinaNet, and bi-input+RetinaNet+C-LSTM
frameworks and human experts were 80% (range 56.34%-94.27%), 89% (range 67.02%-98.43%), 86% (range 63.31%-97.24%),
93% (range 72.30%-99.56%), and 90% (range 68.30%-98.77%), respectively. The mean accuracies of the RetinaNet,
RetinaNet+C-LSTM, bi-input+RetinaNet, and bi-input+RetinaNet+C-L STM frameworks and human expertswere 84.50% (range
69.57%6-93.97%), 88.50% (range 74.44%-96.39%), 86.50% (range 71.97%-95.22%), 91% (range 77.63%-97.72%), and 90%
(range 76.34%-97.21%), respectively.
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Conclusions:

Liao et d

According to our results, more spatial and temporal information can help improve the performance of the

frameworks. Therefore, the bi-input+RetinaNet+C-LSTM framework had the best performance when compared to that of the
other frameworks. Our study demonstrates that our system can assist physicians in detecting intracranial aneurysmson 2D DSA

images.

(JMIR Med Inform 2022;10(3):€28880) doi:10.2196/28880
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Introduction

The prevalence of cerebral aneurysmsin the general population
isapproximately 2% to 3% [1]. When an intracranial aneurysm
ruptures, it may bleed into the brain parenchyma, causing a
hemorrhage of the cerebral parenchyma, or, more commonly,
it bleedsinto the subarachnoid space and causes asubarachnoid
hemorrhage (SAH). An SAH is a catastrophic event with a
mortality rate of 25% to 50%. Nearly 50% of SAH survivors
have permanent disabilities; only approximately one-third of
patients with SAH have good prognoses [2,3]. Hence, it is
crucial to detect and treat aneurysms as early as possible. The
gold standard for diagnosing cerebral aneurysms is digital
subtraction angiography (DSA). The application of 3D DSA
has dramatically improved the diagnostic accuracy for
aneurysms. However, as many hospitals lack the technical and
reconstitution equipment for 3D DSA, especially inlow-income
countries, radiologists in these hospitals have to diagnose
cerebral aneurysms by using 2D DSA images. Unlike 3D
images, 2D DSA images lack spatial information, and it is
difficult for radiologists to distinguish aneurysms from
overlapping vessels in 2D DSA images. Therefore, the
assessment of these 2D DSA images is usually subjective and
may be influenced by the experience of radiologists.

In recent years, image recognition via deep learning for
diagnostic imaging has achieved good performance in various
medical fields, such as skin cancer, retinopathy, pneumonia,
and gastric cancer [4]. Deep learning represents anew machine
learning method that enables a machine to analyze various
training images, so that it can extract specific clinical features
[5]. Based on the cumulative clinical features, a machine can
prediagnose newly acquired clinical images.

A convolutional neural network (CNN) isatype of deep learning
model for processing data that have a grid pattern, such as
images. CNNs were inspired by the organization of the animal
visual cortex [6,7] and designed to automatically and adaptively
learn spatial hierarchies of characteristics from low- to
high-level pictures. CNNs have achieved good performancein
several medica fields, such as lesion detection [8] and
classification [9].

Convolutiona long short-term memory (C-LSTM) networks
[10] have advantages over feedforward neural networks, asthey
can discover the hidden structures of medical time signals.

https://medinform.jmir.org/2022/3/e28880

C-LSTM networks can perform pattern recognition analyses
on medical time series data and have obtained high accuracies
in the classification of medical signals[11,12].

Recent studies have used deep learning methods for detecting
cerebral aneurysmsin 2D DSA images, but these works have
some limitations. Podgor$ak et a [13] modified the Visua
Geometry  Group network—a  network used for
classification—into a network suitable for semantic
segmentation tasks for detecting aneurysms. The data set of
their study was composed of positive case data for aneurysms,
and its fal se-positive rate has not been evaluated. Jin et a [14]
used a bidirectional C-LSTM network to segment aneurysms;
although the network’s patient-level sensitivity was 97.7%, the
average number of false positives per sequence was as high as
3.77. Liao et a [15] used a C-LSTM network to extract time
information when detecting aneurysms but did not consider the
relationships among DSA images from different aspects of the
same patient. Duan et al [16] combined frontal and lateral DSA
images for detection but did not use the timing information of
the DSA sequence. This method requires an additional
false-positive correction algorithm for correcting the results.
Therefore, the existing deep learning—based aneurysm detection
methods still need to be improved.

To solve the aforementioned problems, we combined a CNN
for acquiring spatial information and a C-LSTM network for
learning temporal information to detect aneurysmsin 2D DSA
images.

Posterior communicating artery (PCoA) aneurysms are one of
the most common aneurysms encountered by neurosurgeons
and neurointerventional radiologists and are the second most
common aneurysmsoverall (25% of al aneurysms), representing
50% of all internal carotid artery (ICA) aneurysms|[17]. Hence,
to solve the problem of data deficiency, we focused on PCoA
aneurysms to (1) construct a deep learning diagnostic system
to improve the ability to detect PCoA aneurysms on 2D DSA
images and (2) validate the efficiency of the deep learning
diagnostic system in 2D DSA aneurysm detection.

This deep learning diagnostic system includes a region
localization stage (RLS) and an intracranial aneurysm detection
stage (IADS). The RLSisused to automatically locate a specific
detection area, and inthe IADS, the system conducts aneurysm
detection for the area images outputted in the RLS. The
cascading framework flowchart is shown in Figure 1.
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Figure 1. The flowchart of the deep learning diagnostic system. “Xit" represents the tth frame in the digital subtraction angiography sequence of the
ith patient. C-LSTM: convolutiona long short-term memory; FPN: feature pyramid network; IADS: intracranial aneurysm detection stage; ResNet:

residual deep neural network; RLS: region localization stage.

The main contributions of this paper can be summarized as
follows. First, the bi-input network framework of the IADS
increases the amount of information and then combines
spatial-temporal information through feature pyramid networks
(FPNs) [18], with aresidual deep neural network (ResNet) [19]
and bidirectional C-LSTM network acting as the backbone.
This greatly improves the accuracy and efficiency of aneurysm
detection. Second, our proposed method can achieve low
false-positive rates without the need for a false-positive
correction agorithm.

Methods

Ethics Approval

This retrospective study was approved (number 20220310005)
by the institutional review board of West China Hospital,
Sichuan University, Chengdu, China, with a waiver of written
informed consent.

Study Design

A total of 586 patients who underwent DSA examination and
had identified PCoA aneurysmsfrom January 2014 to December
2019 in West China Hospital were included in this study. All
of the PCoA aneurysms were double confirmed via 3D DSA.
The main inclusion criterion stipulated that patients were
diagnosed with PCoA aneurysms via DSA. The exclusion
criteria consisted of the following: (1) patients lacking lateral

https://medinform.jmir.org/2022/3/e28880

RenderX
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frontal DSA images, (2) patients with arteriovenous
malformations, arteriovenous fistulas, or moyamoya disease;
(3) patients with treated aneurysms; and (4) patients with
aneurysmsin other locations.

The obtained images were in DICOM format, which requires
alarge memory space. To decrease the computational load and
improve usability, we converted the images to PNG format in
model training and testing.

Two experienced radiol ogistsidentified 6 to 12 frameworksfor
2D DSA images, which provided sufficient visualization of the
PCoA region. Manual annotations were performed for the
identification of aneurysms, vessel overlaps, and PCoA regions.
To augment the training data, each image wasrotated randomly
between 0° and 359°. The data set was divided into thefollowing
three parts: the training set, validation set, and test set. The
training set was used to train the algorithm, the validation set
was used for model selection, and the test set was used for the
assessment of the final chosen model. To obtain areliable and
stable model, this study adopted 5-fold cross-validation, during
which the data set was divided into 5 parts; 4 parts were used
for training and 1 part was used for validation. The mean value
of the 5 results was used as the algorithm accuracy. The
advantage of cross-validation is that it can make full use of
limited data to find suitable model parameters and prevent
overfitting. Raw 2D DSA images usually have large resolutions.
Initially, the detection of intracranial aneurysms was based on
original 2D DSA images, and the large resol ution of the original
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2D DSA images resulted in extra time consumption and
interference. Specifically, researchers have attempted to avoid
large resol ution—rel ated problems by manually locating detection
areas requiring considerable amounts of work. In our case, we
used the RL Sto automatically locate specific detection regions
of raw 2D DSA sequences, as shown in Figure 2. This method
can be used to reduce the interference in aneurysm detection.
In theory, region localization can be performed to locate any
I CA region, but we could only provethefeasibility of using the
RL Sto identify PCoA regions dueto the limitations of the data
set. Asshown in Figure 2, this architecture usesaraw 2D DSA

Liao et d

seguence as input. The ResNet-50-based [19] FPN sends the
features extracted from each frame to anchor boxes [20] to
predict the PCoA region. The detector outputs 6n parameters
in which “6” represents the bounding box’s x-coordinate,
y-coordinate, width, height, classification label, and confidence
for classification and “n” refers to the n objects detected in the
RLS. The bounding box with the highest prediction confidence
was applied to other frameworks in the DSA sequence, and it
outputted the PCoA region sequence. Moreover, to connect with
the IADS, each frame of the output sequence was resized to
288x288 pixels during the RLS.

Figure 2. The network architecture of the RLS. “Conv fxf, c, /s’ representsa 2D convolutional layer with akernel size of fxf, ac number of channels,
and an s number of strides, which is defaulted to 1. “Pool fxf, /s” denotes the maximum pooling layer, which has afilter size of f and an s number of
strides. The “anchor” is used to predict the PCoA region, and “up-sampling” refers to nearest neighbor up-sampling with an up-sampling rate of 2.

PCoA: posterior communicating artery; RLS: region localization stage.
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ResNet wasthewinner of the 2015 ImageNet Large Scale Visual
Recognition Challenge for image classification [19]. It has
several advantages over traditional CNNs, as follows: (1) it
accelerates the training speed of deep networks; (2) instead of
widening the network, it increases the depth of the network,
resulting in fewer extraparameters; (3) theresidual block inside
ResNet uses jump connections to alleviate the problem of
gradient disappearance resulting from theincrease in the depth
of the deep neural network; and (4) it achieves higher accuracy
in network performance, especialy inimage classification [19].
Dueto the excellent performance of ResNet, it has been widely
used in various medical imaging tasks [21-23].

C-LSTM isavariant of long short-term memory (LSTM) that
has a convolution operation inside of the LSTM cell. Both
models are special kinds of recurrent neural networks that are
capable of learning long-term dependencies. Themain difference
between C-LSTM and LSTM isthe number of input dimensions.
Using LSTM to process image sequences with temporal
information requires converting 3D data to 2D data, which
inevitably resultsin theloss of information. C-LSTM networks
inherit the advantages of traditional LSTM networks and are
very suitablefor the analysis of spatiotemporal dataduetotheir
internal convolution structure. Therefore, many studies use
C-LSTM to process medical image sequences [11,12,24].
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Detecting objects at different scales, particularly small objects,
is challenging. FPNs combine low-resolution, semantically
strong featureswith high-resol ution, semantically weak features
via a top-down pathway and lateral connections. FPNs have
rich semantics at al levels and are built quickly from a
single-input image scale without sacrificing representational
power, speed, or memory [18].

Object detection algorithms have 2 classic structures—1-stage
and 2-stage algorithms. Compared to the 1-stage algorithm, the
2-stage agorithm has 1 more step for solving the problem of
class imbalance. Therefore, the 2-stage agorithm is more
time-consuming. Lin et a [25] constructed RetinaNet by
combining ResNet, FPNs, and fully convolutional networks
[26]. The RetinaNet algorithm solves the problem of class
imbalance by using the focal loss function instead of the
proposal extraction step, thereby greatly improving the detection
speed with high accuracy. Because of the excellent performance
of RetinaNet, it iswidely used in object detection tasksinvolving
medical images [27-29].

We compared the following three structures in the IADS: (1)
RetinaNet [25], which uses single-frame images as input; (2)
RetinaNet+C-LSTM [15], which is based on RetinaNet and
uses C-LSTM to extract bidirectional timeinformation and take
frontal or lateral DSA sequences as input; and (3)
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bi-input+RetinaNet [16], which combines frontal and lateral
DSA sequences together asinput.

As shown in Figure 3, the target sequence of the PCoA region
and its corresponding frontal or lateral sequence were
concatenated as a 6-channel image sequencein which thetarget
seguence occupies the first 3 channels. ResNet-50 extracted
individual spatial features from each 6-channel frame in the
input sequence. In total, 3 feature layers were selected for
temporal feature extraction by using bidirectional C-LSTM,
namely C3, C4, and C5, which had 512, 1024, and 2048

Liao et d

channels, respectively. It should be noted that the number of
channelsin the C-LSTM network was set as half of the input.
After extracting the temporal information, we concatenated the
features of the forward C-LSTM network and the reverse
C-LSTM network and sent them to the FPN for further
extraction. Anchor boxesidentified intracranial aneurysmsand
overlapping blood vessels based on the features extracted by
the FPN. To make the detection results more reliable, the
detector only outputted the predicted objects with a confidence
level of >0.6.

Figure 3. The network architecture of the IADS. “X';” represents the tth frame in the DSA sequence of the ith patient. “Conv: fxf, /s’ represents a
convolutional layer with akernel size of fxf and an s number of strides, where s is defaulted to 1. The channel of the convolutional layer defaults to
256. “C3,” “C4,” and “C5" represent the 3-layer features of ResNet-50. “ Up-sample” refers to nearest neighbor up-sampling with an up-sampling rate
of 2. The “anchor” denotes the anchor box, which uses the features to output the detection result. C-LSTM: convolutiona long short-term memory;
Conv 2D: 2D convolution; DSA: digital subtraction angiography; FPN: feature pyramid network; IADS: intracranial aneurysm detection stage; ResNet:

residua deep neural network.
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All models were trained and tested with a Keras [30] deep
learning framework on an NVIDIA GTX 1080Ti graphics
processing unit (11GB GDDR5X; NVIDIA Corporation). We
used the data in the training set to train the region localization
and intracrania aneurysm detection algorithms, and the initial
learning rate of each step in the training process was set to
3x10°° for the RLS and 1x10°* for the IADS. The Adam
optimization method [31] was adopted, and the learning rate
was dynamically adjusted with the training progress. If the
variation in the range of loss in 2 consecutive epochs was less
than 1x107, then the learning rate was reduced by a factor of
10. This method achieved the local optimum of the training
process.

X;

The loss function for object classification used focal loss [25].
This loss function reduced the weight of the large number of
simple negative samplesin training, thereby solving the problem
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of a serious imbalance in the ratio of positive to negative
samples in object detection tasks. The focal loss was defined

asfollows:
E

where “FL” denotes focal loss, “0” denotes the balanced
parameter used to bal ance the proportional inequality of positive
and negative samples, “y’ denotes the downweighted rate, “p”
represents prediction confidence, and “y {£1}" is the ground
truth class. When y was >0, the loss function reduced the loss
of easy-to-classify samples and thus focused more on difficult
and misclassified samples. Specifically, we used an a of .25
and ay of 2.0 in the training process.

X

Smooth L1 loss[25] was used astheloss function for bounding
box regression. Asacommonly used lossfunctionin regression
tasks, smooth L1 loss can limit the gradient value from the
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following two aspects to prevent training failure: (1) when the
difference between the predi cted value and the ground truth was
too large, the gradient value was not too large, and (2) when
the predicted value was very close to the ground truth, the
gradient value was small enough. Thisloss function was defined

asfollows:
@]
@]

where“SL” denotes smooth L1 loss, “t” denotes the bounding
box of the predicted object, “v” represents the bounding box of
the ground truth, and “ ¢” isthe weighted factor. A o of 3.0 was
used in the training process.

Statistical Analysis

Statistical analyseswere performed by using statistical software
(SPSS version 22.0; IBM Corporation). We used the 5-fold
cross-validation strategy with mean average precision (mAP)
values to assess the accuracy of intracranial aneurysm and
overlap classification. The bounding box regression task was
evauated based on the smooth L1 loss. A confusion matrix,
receiver operating characteristic (ROC) curves, and area under
the curve (AUC) values were used to assess the abilities of
different frameworks. For ROC curves, comparisons of AUC
values (with SEs and 95% Cls) were made by using a
nonparametric approach [32]. A total of 20 patients with PCoA
aneurysms (test set) and 20 patients without aneurysms were
used to evaluate the performance of each framework and the
human experts, who had 20 years of experience. True positives,
true negatives, false positives, and fal se negatives were used to
calculate sensitivity, specificity, and accuracy, which were
determined based on the optimal threshold from the Youden
index. The adjusted Wald method was used to determine the
95% Cls of the accuracy, sensitivity, and specificity valuesfrom
the contingency tables [33].

in which

Results

During the RLS, the system only needs to perform the simple
task of determining the valid coarse regions. The accuracy of
region localization for the test set was 100%, which proves that

https://medinform.jmir.org/2022/3/e28880
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this method accurately located the PCoA regions from the
original DSA images.

Of the 275 patients included in this study, 255 had PCoA
aneurysms, and 20 did not have aneurysms. A flowchart of the
enrolled patientsis shown in Figure 4.

The AUC values and the ROC curves of RetinaNet [25], Liao
et a [15], Duan et a [16], and the bi-input+RetinaNet+C-LSTM
framework are shownin Figure 5. Thefocal loss and the smooth
L1 loss aso showed that the aforementioned frameworks had
sufficient convergence (Figures 6 and 7). Compared to the
average AUC values of RetinaNet [25] (0.920), Liao et al [15]
(0.920) and Duan et al [16] (0.916), the
bi-input+RetinaNet+C-L STM framework had thelargest average
AUC value (0.936). The 5-fold cross-validation mAP values of
the aforementioned frameworks arelisted in Table 1. ThemAP
represents the average area under the precision-recall curves
that were drawn based on the results of aneurysm and blood
vessel overlap predictions.

The sensitivity, specificity, and accuracy results of RetinaNet
[25], Liao et a [15], Duan et al [16], the
bi-input+RetinaNet+C-LSTM  framework, and the human
experts with 20 years of experience are listed in Table 2.

Compared to the other frameworks results, the
bi-input+RetinaNet+C-LSTM  framework had the best
performance. The mean sensitivity, specificity, and accuracy
of the bi-input+RetinaNet+C-LSTM framework were 89%
(range 67.02%-98.43%), 93% (range 72.30%-99.56%), and
91% (range 77.63%-97.72%), respectively.

The confusion matrix of each framework is shown in Figure 8;
both the bi-input+RetinaNet+C-LSTM and RetinaNet
frameworks had the highest true-positive rate, but the
fase-positive rate of the bi-input+RetinaNet+C-LSTM
framework was much smaller than that of the other frameworks.
Therefore, the bi-input+RetinaNet+C-LSTM framework had
the best performance compared to that of the other frameworks.

The original images of the DSA sequence and their
corresponding results for the RLS and IADS are presented in
Figure 9, which shows the detection results for different sizes
of aneurysms. Most of the results had a confidence level of up
to 1.0. This proves that our proposed method performs well in
the detection of multiscale aneurysms.
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Figure 4. Flowchart of enrollment information for included patients. AVF: arteriovenous fistula; AVM: arteriovenous malformation; DSA: digital
subtraction angiography; PCoA: posterior communicating artery.

331 patients excluded:

164 patients lack
lateral or frontal DSA
images

67 patients combined
with AVM , AVF or
moyamoya disease

28 patients with
treated aneurysms

72 patients with
aneurysms in other
locations

586 patients with PCoA

] Excluded

Y

255 patients with PCoA
included in this research

20 patients without
aneurysms

—
st

Y

275 patients included in
this research

Figure5. The5-fold cross-validation results for the ROC curves and AUC values of the different frameworks. The results of different cross-validation
models are shown in different colors. A: RetinaNet [25]. B: Liao et a [15]. C: Duan et a [16]. D: Bi-input+RetinaNet+C-LSTM. The ROC curves of
fold 0 and fold 2 in graph C overlap, and the ROC curves of fold 1 and fold 4 in graph D overlap. AUC: area under the curve; C-LSTM: convolutional
long short-term memory; ROC: receiver operating characteristic.
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Figure 6. The 5-fold cross-validation results of the focal loss of each framework. Different color curvesindicate different cross-validation models. A:
RetinaNet [25]. B: Liao et a [15]. C: Duan et a [16]. D: Bi-input+RetinaNet+C-LSTM. C-LSTM: convolutional long short-term memory.
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Tablel. The mean average precision (MAP) values from the 5-fold cross-validation.
Frameworks Fold 1, mAP Fold 2, mMAP Fold 3, mMAP Fold 4, mAP Fold 5, mAP
RetinaNet [25] 0.4006 0.6553 0.5687 0.6941 0.7569
Lisoeta [15] 0.5082 0.6968 0.5852 0.6479 0.7681
Duan et a [16] 0.4982 0.7157 0.4666 0.7925 0.8294
Bi-input+RetinaNet+C-L STM2 0.4435 0.6523 0.5254 0.6506 0.7408

8C-LSTM: convolutional long short-term memory.

Table2. The performance of each framework.

Frameworks Sengitivity (%), mean (range) Specificity (%), mean (range) Accuracy (%), mean (range) Time cost (S)
RetinaNet [25] 89 (67.02-98.43) 80 (56.34-94.27) 84.50 (69.57-93.97) 0.24

Liao et al [15] 88 (65.76-98.06) 89 (67.02-98.43) 88.50 (74.44-96.39) 221

Duan et a [16] 87 (64.53-97.66) 86 (63.31-97.24) 86.50 (71.97-95.22) 0.33
Bi-input+RetinaNet+C-LSTM® 89 (67.02-98.43) 93 (72.30-99.56) 91 (77.63-97.72) 272

Human experts 90 (68.30-98.77) 90 (68.30-98.77) 90 (76.34-97.21) N/AP

8C-LSTM: convolutional long short-term memory.
ON/A: not applicable.

Figure 8. The results of the confusion matrix for each framework. The upper left corners represent true positives, the upper right corners represent
false negatives, the lower left corners represent false positives, and the lower right corners represent true negatives. A: RetinaNet [25]. B: Liao et a
[15]. C: Duan et a [16]. D: Bi-input+RetinaNet+C-LSTM. C-LSTM: convolutional long short-term memory; Diag+: diagnosed with tumor; Diag-:
diagnosed without tumor; Pred+: predicted tumor; Pred-: no predicted tumor.
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Figure9. A sample of the original images of the DSA sequence and their corresponding resultsin the RLS and IADS. A, D, and G represent the raw
DSA sequences, and B, E, and H represent the experimental results of the RLS. The results of the IADS are shown in C, F, and I. The red bounding
boxes denote the aneurysms, and the green bounding boxes represent the overlapping blood vessels. DSA: digital subtraction angiography; IADS:

intracranial aneurysm detection stage; RLS: region localization stage.
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Discussion

Principal Findings

We used the RLS to help decrease the computational load and
reduce the interference of unrelated tissues, such as bones and
small vessels. This step can reduce time consumption and help
neural networks focus on the PCoA region. Moreover, as the
2D DSA images may have had different scales, we used the
RL Sto standardize theimagesto the same scale. Intheclinica
diagnosis process, experienced neurosurgeons  and
neurointerventional radiologists observed the whole DSA
sequence and di stingui shed overlapping arteriesfrom aneurysms
based on the flow of contrast agents through blood vessels.
Inspired by this process, we introduced temporal information
processing, which has been widely used in text understanding,
to improve our diagnostic system. As classic time-processing
neural networks, such as LSTM networks, only focus on 1D
information, they inevitably result in information loss (ie, the
loss of spatial details) when a 2D image is flattened to 1D
information. To address this problem, we chose the C-LSTM
network, which is specifically designed for 3D data. C-LSTM
networks use 3D data as input to process 2D image sequences
combined with tempora information. Monodirectional
processing methods only alow later features to obtain
information from previously inputted images, which resultsin
the imbalance of information. As such, it is difficult to specify
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which frame might be more important for detection.
Bidirectional temporal information processing allows each frame
in DSA segquencesto combine both past and futureinformation,
and each frame can apply the same weight in the diagnosis
process. Although processing time information increases
detection times, accuracy is more important than speed when
it comes to medical imaging tasks. Even if the detection time
increases, the model can still complete the detection within 3
seconds, which is acceptable. Therefore, it was reasonable for
us to add a bidirectional C-LSTM network to process
information.

In the rea diagnosis process, physicians often combine the
frontal and lateral sequences to make decisions because some
aneurysms are difficult to identify inimagestaken from 1 angle.
Based on thisidea, we combined the frontal sequenceswiththe
lateral sequences together (bi-input) to increase the amount of
spatial information and further improve the performance of the
diagnostic system. According to the results of this study, the
bi-input+RetinaNet+C-LSTM  framework improved the
sensitivity to 89% and the specificity to 93%, and its accuracy
was the highest (91%) among al models. In addition, the
bi-input+RetinaNet+C-LSTM framework also had the highest
average AUC value and the best confusion matrix. Hence, the
bi-input+RetinaNet+C-LSTM  framework had the best
performance among all models, and its results were similar to
those of experienced human experts.
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We labeled some overlapping blood vessels that were easily
confused with aneurysms, which also indirectly reduced the
rate of false positives to some extent. However, adding the
overlap labels a so caused fluctuationsin the mAP values. The

Liao et d

the bi-input+RetinaNet+C-LSTM had the best performance
when compared to that of the other frameworks. Our study
demonstrated that our system can assist physiciansin detecting
intracranial aneurysms on 2D DSA images.

reason for this may have been that the physicians only labeled
aneurysms and some overlaps, such as the segment of the ICA
near the clinoid process. It was difficult to label all of the
overlaps, since our main task was to look for aneurysms, and
labeling overlaps requires considerable amounts of work. In our
framework’s predictions, some overlapping blood vesselswere
identified by the framework but may not have been marked,
and some overlaps were annotated but not detected, which
resulted in alarge fluctuation in mAP values.

Our experiment had some limitations. First, our data set is
comparatively small and only includes PCoA aneurysms. Inthe
future, wewill include cerebral aneurysmsin different locations.
Second, the cascading network framework isrelatively complex.
Therefore, an end-to-end network should be considered. In
future work, wewill attempt to find amethod that compensates
for the loss of information in the process of converting 2D
information to 1D information and use a transformer [34] to
process time information.

Conclusion

According to our results, more spatial and temporal information
can helpimprovethe performance of the frameworks. Therefore,
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Abstract

Background: Cardiovascular disease (CVD) risk among individuals with different BMI levels might depend on their metabolic
health. The extent to which metabolic health status and BM1 affect CV D risk, either directly or through amediator, in the Chinese
population remains unclear.

Objective: In this study, the Bayesian network (BN) perspective is adopted to characterize the multivariable probabilistic
connections between CVD risk and metabolic health and obesity status and identify potential factors that influence these
relationships among Chinese adults.

Methods: The study population comprised 6276 Chinese adults aged 30 to 74 years who participated in the China Health and
Nutrition Survey 2009. BMI was used to categorize participants as normal weight, overweight, or obese, and metabolic health
was defined by the Adult Treatment Panel-3 criteria. Participants were categorized into 6 phenotypes according to their metabolic
health and BMI categorization. The 10-year risk of CVD was determined using the Framingham Risk Score. BN modeling was
used to identify the network structure of the variables and compute the conditional probability of CVD risk for the different
metabolic obesity phenotypes with the given structure.

Results. Of 6276 participants, 64.67% (n=4059), 20.37% (n=1279), and 14.95% (n=938) had alow, moderate, and high 10-year
CVD risk. An averaged BN with a stable network structure was constructed by learning 300 bootstrapped networks from the
data. Using BN reasoning, the conditional probability of high CV D risk increased as age progressed. The conditional probability
of high CVD risk was 0.43% (95% CI 0.2%-0.87%) for the 30 to 40 years age group, 2.25% (95% CI 1.75%-2.88%) for the 40
to 50 years age group, 16.13% (95% Cl 14.86%-17.5%) for the 50 to 60 years age group, and 52.02% (95% CI 47.62%-56.38%)
for those aged =70 years. When metabolic health and BMI categories were instantiated to their different statuses, the conditional
probability of high CVD risk increased from 7.01% (95% CI 6.27%-7.83%) for participants who were metabolically healthy
normal weight to 10.47% (95% CI 7.63%-14.18%) for their metabolically healthy obese (MHO) counterparts and up to 21.74%
and 34.48% among participants who were metabolically unhealthy normal weight and metabolically unhealthy obese (MUO),
respectively. Sex was a significant modifier of the conditional probability distribution of metabolic obesity phenotypes and high
CVD risk, withaconditional probability of high CVD risk of only 2.02% and 22.7% among MHO and MUQO women, respectively,
compared with 21.92% and 48.21% for their male MHO and MUO counterparts, respectively.

Conclusions: BN modeling was applied to investigate the relationship between CVD risk and metabolic health and obesity
phenotypesin Chinese adults. The results suggest that both metabolic health and obesity status areimportant for CVD prevention;
closer attention should be paid to BMI and metabolic status changes over time.
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Introduction

Background

Cardiovascular disease (CVD) is becoming a leading cause of
mortality, disability, and rising health care costs worldwide
[1,2]. The worldwide prevalence of CVD doubled from 271
million in 1990 to 523 million in 2019 [1], and recent
epidemiological studiesindicate that CVD accounts for >40%
of deaths in the genera Chinese population [3]. Despite
significant efforts directed toward CV D prevention and control
at the individual level and public health level, there has still
been a clear increase in deaths because of CVD in China over
the past 2 decades, from 2.51 million in 1990 to 3.97 million
in 2016, as well as a doubled prevalence from 1990 to 2016
[2,3].

Obesity is recognized as the primary cause of many chronic
diseases. It isaso an established risk factor for CVDs, including
coronary disease [4], myocardial infarction [5], and ischemic
heart disease [ 6]. Previous cohort studies have reported a causal
relationship between obesity and increased risk of CVD
mortality [7]. Along with obesity, metabolic syndrome (MetS),
which is a cluster of interrelated metabolic abnormalities,
including increased blood pressure (BP), hyperglycemia, central
adiposity, insulin resistance, and dydipidemia, is another
well-established determinant of CVD and mortality [8].
However, there is heterogeneity in body fat distribution and
metabolic factors among individuals with obesity, and it has
been reported that a subgroup of people with obesity possesses
a favorable cardiometabolic profile; these individuals are
referred to as people who are metabolically healthy (MH) obese.
They may not be at increased risk of several health outcomes,
including CVD [9], and may even confer a protective effect on
all-cause mortality if accompanied by a healthy metabolism
[10]. Together, the findings of these studies highlight the need
to take metabolic health and obesity status into account in
CVD-related studies.

In general, any condition or disease that affects the heart, its
vessels, and the blood circulatory system [11] or is associated
with conditions such as chronic heart failure (HF), congenital
heart disease, rhythm disorders, and subclinical atherosclerosis
[12] can berelated to CVD. In addition to the main risk factors,
recently published studies have highlighted the important role
of other factors such asinfection, inflammatory conditions, and
chronic diseases in CVD development [13]. CVD is a
multicausal disease and presents aclear heterogeneity in terms
of prevalence and mortality among various subgroupsthat differ
in their demographic characteristics; therefore, sex, age,
smoking, high cholesterol, hypertension, and diabetes should
be taken into account in CVD studies [14], together with
metabolic health and BMI levels. Modeling multiple correlated
factors when assessing CVD risk can be computationally
challenging and requires new statistical approaches. Standard
regression modeling requires independence among covariates

https://medinform.jmir.org/2022/3/€33026

and cannot disentangl e the interrel ationships or interactions that
form complex networks of relationships. Bayesian networks
(BNs) are powerful probabilistic graphical models that enable
the description of conditional dependencies and reasoning
among a set of variables, permitting a comprehensive
investigation of interrelationships among multiple correlated
variables and identification of potential causality [15]. The
generated BN model can be used for dynamic qualitative and
quantitative reasoning, where the probability of all variables
changes by updating the state of one variable, revealing
inferences between the depicted variables [16]. Recently, BNs
have been extensively used in health science and epidemiol ogy,
particularly in CVD research in areas such as diagnosis, risk
assessment, and disease prediction [17-19]. To our knowledge,
few studies have examined the interrelationships between
metabolic health status, BMI, and CVD risk in conjunction with
demographic factors, biomarkers, and chronic health outcomes
in the Chinese population.

Objective

Thisstudy aimsto fill thisgap in knowledge by introducing BN
modeling and evaluating the multivariable probabilistic
connections among metabolic health, obesity, and CVD risk in
a population-level study of Chinese adults. In addition, this
study aims to identify factors that directly and indirectly
influence these relationships.

Methods

Study Population

The participants in this study were recruited from the China
Health and Nutrition Survey (CHNS), which is an ongoing
longitudinal survey designed to examine the effects of health
and nutrition at the population level. A detailed description of
the CHNS, such as the multistage sampling design and data
collection methods, has been provided el sawhere [20], and this
study uses a cohort that has been previously described [21].
Briefly, the participants included in this study were obtained
from the 2009 CHNS wave (N=11,929). The participants
voluntarily participated in health interviews and examinations,
answered the general sociodemographic questions, and
completed an in-depth health questionnaire. Datawere collected
viahousehold interviews.

Ethics Approval and Consent to Participate

The CHNS study was approved by the institutional review
committees of the University of North Carolinaat Chapel Hill,
the National Institute of Nutrition and Food Safety, Chinese
Centers for Disease Control and Prevention, the China—Japan
Friendship Hospitd , and the Ministry of Health (RO1-HD30880,
DK056350, and R01-HD38700). All participants provided
written informed consent. All methods were performed in
accordance with the relevant guidelines and regulations.
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Data Collection and M easurements

Face-to-face interviews were conducted by well-trained
personnel  using self-administered and standardized
guestionnaires. Theinterviewswere used to collect information
on participants’ demographic characteristics (age, sex, marital
status, and education level), behavioral factors (smoking status,
drinking status, and physical activity), medication use, and
self-reported family history.

All participants underwent a physical examination performed
by well-trained examiners, following standardized procedures.
Body weight and height were measured to the nearest 0.1 kg
and 0.1 cm, respectively, with the participants wearing light
clothing and no shoes. Waist circumference was measured to
the nearest 0.1 cm at the midpoint between the bottom of the
rib cage and the top of theiliac crest following exhalation. BMI
was calculated as weight (kg) divided by the square of height
(meters). Systolic BP (SBP) and diastolic BP (DBP) were
measured using a standardized mercury sphygmomanometer
on the participant’sright arm. BP measurementswere performed
in triplicate after 10 minutes of seated rest, and the mean of the
3 measurements was used in the analyses.

The participants were required to fast overnight before blood
collection. Fasting blood samples were obtained the following
morning using a standardized process and were then analyzed
in anational central clinical laboratory in Beijing. Plasma and
serum samples were frozen and stored at —86 °C for later
laboratory analyses. Serum levels of fasting plasma glucose
(FPG), total cholesterol (TC), low-density lipoprotein
cholesterol, high-density lipoprotein cholesterol (HDL-C),
triglyceride (TG), uric acid (UA), and other routine blood
biochemical indices were measured using a biochemical
autoanalyzer. Details of al laboratory analyses and
measurements can be found el sewhere [20]. Homeostasis model
assessment of insulin resistance (HOMA-IR) was calculated
using the following formula:

HOMA-IR=fasting insulin (microinternational units

per milliliter)xFPG (millimoles per liter)/22.5 (1)
Fasting serum was used to derive the serum creatinine
concentration (mg/dL). The estimated glomerular filtration rate
(eGFR) was calculated using the Chronic Kidney Disease
Epidemiology eguations combined with the serum creatinine
equation. The robust performance of serum creatinine—based
equations has been validated in the Chinese population [22].

In this study, according to the criteriarecommended by the US
Joint National Committee and Chinese guidelines [23,24],
hypertension was defined as an SBP 2140 mm Hg, aDBP =90
mm Hg, and/or the self-reported use of antihypertensive
medication. Diabetes was defined as FPG =7.0 mmol/L or
treatment for diabetes. On the basis of the National Cholesterol
Education Project guidelines[25], dydlipidemiawas defined as
low-density lipoprotein cholesterol >4.14 mmol/L, HDL-C
<1.036 mmol/L, and TGs =2.26 mmol/L. Hyperuricemia was
defined as serum UA >420 pmol/L in men and =360 umol/L in
women [26].
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Assessment of 10-Year Risk of CVD

The Framingham Risk Score (FRS) was used to estimate the
10-year probability of a CVD event (coronary heart disease,
cerebrovascular event, periphera artery disease, or HF). The
FRS was developed by D’Agostino et a [27] using a
sex-specific multivariable risk factor algorithm and has been
validated in American, Canadian, European, and Asian
populations [28-31], as well asin Chinese participants [32]. It
is used in primary care to assess overall cardiovascular risk
among participants who are asymptomatic at baseline and are
aged 30 to 74 years, providing clinicians with quantitative
information to aid in the targeted lowering of risk factors[33].
As per the conditions of the FRS algorithm, participants s aged
<30 years or >74 years, as well as those with incomplete data
with respect to the anthropometric measures and blood sampling,
were excluded. As aresult, atotal of 6276 individuals (2895,
46.13%) men and (3381, 53.87%) women were enrolled in this
study.

The raw FRS score was calculated for each participant based
on the individual’s sex, age, TC, smoking status, HDL-C, SBP
(treatment for hypertension and SBP value), and diabetes status,
together with their associated proper B coefficient value from
the proportional hazard regression [27]. The 10-year risk factor
was then derived as a percentage by gender. In addition, the
10-year CVD risk was categorized as low (FRS <10%),
moderate (10%-19%), or high (=20%) according to previous
recommendations [13,28].

Definitions of Obesity, Metabolic Health, and
M etabolic Obesity Phenotypes

Overweight and obesity were defined as BM1>24 kg/n? and
>28 kg/m?, respectively, using the criteria for Chinese adults
[34,35]. Each participant was then categorized into one of three
BMI groups: normal weight (BMI 18.5-23.9 kg/m?), overweight
(BMI 24.0-27.9 kg/m?), and obese (BMI =28.0 kg/m?).

The metabolic health status of each participant was defined
based on the Adult Treatment Panel-3 definition of MetS[36].
Participants who met >2 of the following four criteria were
considered metabolically unheathy (MU): (1) hypertension
(SBP/DBP =130/85 mm Hg or use of antihypertensive drugs),
(2) hypertriglyceridemia (TG =1.7 mmol/L or use of
lipid-lowering drugs), (3) hyperglycemia (FPG =5.6 mmol/L
or use of medications for diabetes), and (4) reduced HDL-C
(HDL-C <1.04 mmol/L for men and <1.3 mmol/L for women).
The waist circumference criterion was not used because of
collinearity with BMI.

The above definition was used together with the BMI categories
to classify the study participants into one of six following
metabolic obesity phenotypes: participants who are MH
participants with normal weight, participants who are MH and
overweight, participants who are MH and obese (MH normal
weight [MHNW], MH overweight [MHOW], and MH obese
[MHQ], respectively), participants who are MU with normal
weight, participants who are MU and overweight, and
participants who are MU and obese (MU norma weight
[MUNW], MU overweight [MUOW], and MU obese [MUO],
respectively).
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BN Modeling

A BN isaprobabilistic graphical model that represents a set of
random variables X ={ X;,...,X,;} asnodesand their conditional
dependencies as edges through a directed acyclic graph (DAG)
[16]. A BN can be fully specified by a pair (G, P), in which
G=(V, A) is a DAG comprising nodes (denoted by V) and
directed edges (denoted by A) and P is a joint probability
distribution. Specifically, if there is an edge from node X; to
node X;, X; is then termed the parent and X;, the child, and the
direction of the edge indicates a statistical dependence between
the corresponding variables. The joint distribution P can be
written as the product of the local conditional probability of
each node X;, given its parent variables in graph G, asfollows:

@

Pa(X;) are the parents of X; in the BN, and P(X) reflects the
properties of the BN.

The BN models were built and reviewed through an iterative
2-stage process, including a stepwise manual construction
process and a data-driven approach [37,38]. First, a manual
construction approach was used to explore different network
structures by including various sets of potential risk factors or
variables consecutively. The selection of the variable nodeswas
based on prior expert knowledge and a systematic review of the
literature, which has been shown to improve BN structure
learning processes and to avoid excessive complexity of the
network structure by the inclusion of too many nodes [39].
During this first stage, prior knowledge can be included in the
model asblacklist and whitelist arcs. Specifically, thedirections
between certain variables were restricted by using a layering
approach [40]. For instance, the variables metabolic health status
and BMI were alowed to be directed to FRS categories, and
this setting ensured that information was embedded in the
direction of causality for the effect of different obesity
phenotypes (whitelist), and the FRS categories were not
permitted to influence age (blacklist), as we were interested in
understanding the age-related pathways that explain 10-year
CVD risk as an outcome.

Second, adata-driven approach using different structure learning
algorithmswas adopted to further improve the BN. Onthebasis
of prespecified simulations and comparison among score-based,
constraint-based, and hybrid structure learning approaches, the
tabu-search algorithm [41] was used for graphical structure
learning along with the Bayesian information criterion score
[42] to achieve high quality of the network structure. The
stabilities of the arcs in the network were examined from 300
bootstrapped networks, and the arc strengths (between 0 and 1)
were estimated by averaging the probability of the arcs
presenting in these bootstrap-resampled network structures
[21,43]. Thefinal BN model was obtained by using the structure
and directions of arcs from the averaged network and was then
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further used to query the conditional probability distributions
(Bayesian reasoning) with a specific value or evidence provided.

Statistical Analyses

Continuous variables were presented as medians or meanswith
SD according to its assumption of normality from the
Kolmogorov—Smirnov test, and categorical variables were
presented as numerical variables with the corresponding
proportions as functions of metabolic health status and BMI.
Comparison of the different obesity phenotypeswas performed
using 1-way analysis of variance or the Kruskal-Wallis test for
continuous variables, where appropriate, or the chi-square test
for categorical variables. P values for trend were computed
using Pearson for continuous variables and the Mantel-Haenszel
chi-square test for categorical variables. All statistical analyses
were performed using R (version 3.2.2; R Foundation for
Statistical Computing) software[44], and P<.05 was considered
statistically significant. The bnlearn package in the R software
environment was used for BN modeling analysis[43], including
network structure learning, parameter estimation, network arc
stabilities, conditional probability queries in the finalized
network, and visualization. The data and code for full analysis
can be obtained by reasonable request from the corresponding
author.

Results

Characteristics of the Sample

The characteristics of the sample, stratified by BMI and
metabolic health status, are shown in Table 1. Among the 3881
participants without MetS, 2548 (65.65%) had a normal BMI,
and 198 (5.1%) had MHO. Among 2395 participants with MU
profiles, 955 (39.87%), 981 (40.96%), and 459 (19.16%) were
classified into the MUNW, MUOW, and MUO groups,
respectively. Within the same BMI levels, the MU groups more
commonly exhibited greater waist and hip circumference
measurements, along with elevated BP, TC, TG, and UA, and
lower levels of HDL-C than the MH groups. In particular,
glucose biomarkers, including FPG, HOMA-IR, and
Hemoglobin A;., were higher in the participants who were MU
than in their healthy counterparts (Table 1). The distributions
of age groups, sex, smoking, and alcohol drinking status also
differed among the 6 groups (P<.001, P=.002, P<.001, and
P=.01, respectively). Participants who were MHO were more
often women and were more commonly nonsmokers and
nondrinkers compared with their obese counterparts with MetS
(MUOQ), whereas a more unfavorable risk profile was seen in
the MUO group than in the MHO group. Among the 955
participantsinthe MUNW group, 419 (43.9%) had hypertension,
112 (11.7%) had diabetes, and 545 (57.1%) had dydlipidemia.
Among the 459 participants in the MUO group, the prevalence
of the abovementioned cardiometabolic disorders was 279
(60.8%), 74 (16.1%), and 338 (73.6%), respectively.
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Table 1. Characteristics of study sample based on combinations of BMI and metabolic health defined by Adult Treatment Panel-3 criteria (N=6276).

Characteristics MHNW2 MHOWP MHO® MUNWA MUOW® MUO' Pvalued P vauefor
(n=2548) (n=1135) (n=198) (n=955) (n=981) (n=459) trend”
Age (years), mean (SD)  49.53(11.21) 50.43 (10.66) 49.68 54.66 (10.77) 53.15(10.30) 52.36 <001 <001
(10.88) (10.68)
Sex (male), n (%) 1188 (46.6) 507 (44.7)  71(359)  432(452)  496(50.6)  201(438)  .002 59
Smoker, n (%) 859(337)  314(277)  37(187)  315(33) 341(348)  125(272) <001 .49
Alcohol drinker,n (%)  882(34.6)  398(35.1)  59(20.8)  290(30.4)  368(37.5)  144(3L4) .01 52
Weight (kg), mean (SD) ~ 55.72(6.83)  66.66(7.14)  76.08(9.27) 56.99(7.18) 67.73(7.82) 78.42(9.45) <001 <001
Height (cm), mean (SD) ~ 160.86 (8.12) 161.25(8.04) 160.10 160.70 (8.50) 161.83(8.57) 161.00 01 12
(8.92) (8:61)

BMI (kg/m?), mean (SD) 2148(144)  2558(1.10) 2959(151) 2200(140) 2579(112) 3018(192) <001 <001

Waist circumference(cm), 77.76(7.12) 87.30(6.82) 95.40(8.25) 80.70(7.43) 89.06(6.72) 98.27 (7.50) <.001 <.001

mean (SD)

Hip circumference (cm), 91.16 (5.47) 98.27(5.75)  105.01 92.16 (6.24) 9859 (5.39) 106.07 <.001 <.001

mean (SD) (6.14) (6.15)

HDL-C' (mmol/L), mean 158 (0.49) 1.46 (0.34) 147(0.34) 1.31(0.39) 1.20(0.33) 1.18(0.60) <.001 <.001

(SD)

LDL-C) (mmol/L), mean 293 (0.92) 3.16(0.84) 3.27(0.88) 3.01(1.07) 3.10(1.05) 3.13(1.23) <.001 <.001

(SD)

DBP* (mm Hg), mean 76.98(9.78)  80.54(10.45) 83.17(9.92) 84.06(11.11) 86.21(10.44) 89.75 <.001 <.001

(SD) (12.11)

SBP (mmHg), mean(SD)  118.08(1530) 12311(16.81) 127.00 130.66(18.46) 133.19(18.00) 137.72 <.001 <.001
(14.80) (20.37)

FPG™ (mmol/L), mean 494 (0.66) 5.04 (0.79) 513(0.94) 5.91(1.54) 5.92 (1.71) 6.11(1.67) <.001 <.001

(SD)

TC"(mmoliL), mean(sD) 471(091)  490(091)  500(0.92) 504(108)  521(104)  522(107) <001 <001

TGO (mmol/L), mean(SD) 109(065)  127(070)  125(051) 233(155)  282(210)  296(215) <001 <001

Urea(mmol/L), mean(SD) 5.43(1.63)  545(145)  5.33(119) 554(145)  565(148)  559(147) .001 <.001
Uric acid (umol/L), mean  276.75(82.64) 291.26(84.42) 292.03 325,58 358.75 362.59 <001  <.001
(SD) (75.75) (106.51) (131.02) (115.99)

HOMA-IR®, mean (SD)  238(315)  293(440)  343(274) 489(1137) 523(7.93) 626(658 <001 <001
hsCRPY. mean (SD) 181(524)  221(525)  2.77(440) 2.82(10.08) 294(566) 3.68(522) <001 <001

HbA 1/, mean (SD) 541(053) 554(0.53) 5.66(0.69) 5.67(0.94)  583(0.94)  6.05(1.02) <001 <001

Agegroups, n (%)

30-39 609(239)  225(19.8)  43(2L7)  102(107)  119(121)  63(14) <001 <001
40-49 738 (29) 349(30.7)  63(318)  220(23) 252(25.7)  139(302) <001 <001
50-59 700(27.5)  322(284)  52(263)  311(326)  346(353)  149(325) <001  <.001
60-69 390(153)  194(17.1)  33(167)  246(258)  212(216)  78(17) <001 <001
>70 111 (4.4) 45 (4) 7(35) 76 (8) 52 (5) 30(7) <001 <001
Hypertension, n (%) 379(149)  251(221)  70(354)  419(439)  511(521)  279(60.8) <001  <.001
Diabetes, n (%) 21(0.8) 10 (0.9) 3(15) 112(11.7)  110(112)  74(16) <001 <001
Dyslipidemia, n (%) 372(146)  234(206)  46(232)  545(57.1) 696 (71) 338(736) <001  <.001
Hyperuricemia, n (%) 170 (6.7) 119(105)  18(9.1) 187(19.6)  302(30.8) 156 (34) <001 <001

A HNW: metabolically healthy normal weight.
BMHOW: metabolically healthy overweight.
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°MHO: metabolically healthy obese.

dMUNW: metabolically unhealthy normal weight.

EMUOW: metabolically unhealthy overweight.

fMuo: metabolically unhealthy obese.

9The P value for overall comparison of the different obesity phenotypes.

Tian et a

P The P value for trend was computed from the Pearson test for continuous variables and the Mantel-Haenszel chi-square test for categorical variables.

'HDL-C: high-density lipoprotein cholesterol.

iLpL-C: low-density lipoprotein cholesterol.

KDBP: diastolic blood pressure.

'sBp; systolic blood pressure.

"MEPG: fasting plasma glucose.

"TC: total cholesteral.

OTG: triglyceride.

PHOMA-IR: homeostatic model assessment of insulin resistance.
%hsCRP: high-sensitivity C-reactive protein.

"HbA ;¢ hemoglobin A ;.

Distribution of FRS According to Obesity Phenotypes

The distribution of FRS according to metabolic health status
and BMI is shown in Table 2. In general, the FRS increased
with weight in both participants who were MH and participants
who were MU. The average FRS among participants who were
obese and with favorable metabolic profiles (MHO) was 7.54%
(SD 7.91%), whereas the risk score doubled (14.16%, SD
13.01%) among participants who were MUNW and further
increased to 15.98% (SD 14.42%) among participantswho were
MUO (Table 2).

With regard to FRS categories, among those withaMU profile,
the proportion of participants with a high 10-year CVD risk

ranged from 24% (229/955) in the MUNW group to 27.5%
(125/459) in the MUO group. In addition, approximately half
of al participants who were MU had alow 10-year CVD risk,
with proportions of 50.2% (497/955), 46.1% (452/981), and
45.8% (210/459) among the MUNW, MUOW, and MUO
groups, respectively. In contrast, among participants who were
MH, a considerably higher proportion had alow 10-year CVD
risk, and lower proportions had a high CVD risk regardless of
BMI levels: 79.3% (157/198) of participants who were MHO
had a low risk, whereas a high risk was only observed among
5.1% (10/198) of participantswho were MHO. A similar pattern
was noted in the MHNW and MHOW groups.

Table 2. Levelsof and distribution of the Framingham Risk Score (FRS) among each obesity phenotype.

MHOC (n=198) MUNWY(n=955) MUOWE(n=981) MUO' (n=450)

Distribution MHNW?2 (n=2548) MHOW® (n=1135)
FRSdistribution, mean (SD) 7.43 (8.39) 8.54 (9.42)
FRS categories, n (%)
Low 1930 (75.75) 831 (73.22)
Moderate 412 (16.17) 196 (17.27)
High 206 (8.08) 108 (9.52)

7.54(7.91) 1416 (13.01)  1563(1408) 1598 (14.42)
157 (79.3) 479 (50.2) 452 (46.1) 210 (45.8)
31(15.7) 247 (25.9) 270 (27.5) 123 (26.8)
10 (5.1) 229 (24) 259 (26.4) 126 (27.5)

A HNW: metabolically healthy normal weight.
bBMHOW: metabolically healthy overweight.
°MHO: metabolically healthy obese.

IMUNW: metabolically unhealthy normal weight.
EMUOW: metabolically unhealthy overweight.
"Muo: metabolically unhealthy obese.

BN Development

BN modeling was used to estimate the 10-year CV D risk among
various obesity phenotypes. By using a whitelist and blacklist
from prior expert knowledge, an averaged BN was constructed
by learning 300 bootstrapped networks from the dataand further
retaining the arcs with an appearing frequency of at least 50%,
as shown in Figure 1A. This BN model describes the
interrelationships between demographic factors, behavioral
factors, CVD risk factors, obesity phenotypes, and FRS

https://medinform.jmir.org/2022/3/€33026

categories, as well as the relationship between risk factors and
demographic covariates. All the directions of the arcs seem to
be well-established, and this could be attributed to the layering
approach (whitelist and blacklist), which implements certain
restrictions on the arc directions.

Then, a further examination was performed using the arc
strength criteriato simplify the complexity of the BN, with little
loss of information in the process. The final BN was obtained
with an arc strength threshold >0.85 (ie, arcs appear with a
frequency of at least 0.85 among the 300 bootstrapped
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networks), as depicted in Figure 1B (the direct comparison of
arcs between the averaged BN and simplified BN is shown in
Multimedia Appendix 1). All probability distributions are
represented in the nodes, and the probabilistic dependenciesare
indicated by direct edges connecting the nodes. The connections
between 10-year CVD risk, its risk factors, and obesity
phenotypes were established by a complex network structure
and assumed to be dependent, in which direct connections
among metabolic health status, BMI level, age, smoking status,
and CVD risk were identified (Figure 1B), together with an

Tian et a

indirect link between sex and 10-year CVD risk through
smoking status. In addition, metabolic health status and sex
were directly connected with 7 and 5 covariates, respectively,
indicating that they had the most children nodes, implying a
sex-specific relationship. Theinterrel ationships between various
CVD risk factors are al so presented in Figure 1B. For instance,
eGFR was related to sex and age; hypertension and
hyperuricemiawere both associated with metabolic health status
and sex; and TC was influenced by eGFR, dyslipidemia, and
metabolic health status.

Figure 1. Thedirected acyclic graph (DAG) underlying the Bayesian network learned from 10-year cardiovascular disease (CVD) risk, the covariates,
metabolic health, and obesity status. (A) Averaged DAG with strength of arcs >0.5; (B) simplified DAG derived from the averaged DAG after retaining
arcs with a strength >0.85. eGFR: estimated glomerular filtration rate; hsCRP: high-sensitivity C-reactive protein; LDL-C: low-density lipoprotein

cholesterol; TC: total cholesteral.

A: Averaged DAG

T m'
-

BN Reasoning

BN reasoning was performed to estimate the conditional
probabilities of the 10-year CVD risk, given various evidence
from the well-built BN model. Since age had a significant
modifying effect on the probability distribution of CVD, the
variation in the conditional probabilitieswas estimated through
the different age groups (Figure 2). The conditional probability
of high CVD risk increased as age progressed, with a greater
rise from 30 to 40 years (0.43%, 95% CI 0.2-0.87) to 40 to 50
years (2.25%, 95% CI 1.75-2.88) and then to 50 to 60 years
(16.13%, 95% CI 14.86-17.5). Furthermore, more than half of
the participants aged =70 years had a high CVD risk (52.02%,
95% Cl 47.62-56.38). A similar pattern was also observed for
moderate CVD risk among the different age groups, with a
steady increase in the conditional probability observed with
increasing age. In contrast, the probability of low CVD risk
decreased from 98% (95% Cl 97.24 to 98.55) for the 30 to 40
years age group to 58.05% (95% Cl 56.27 to 59.81) for the 50
to 60 years age group to only 14.92% (95% CI 12.04 to 18.34)
for those aged =70 years.

https://medinform.jmir.org/2022/3/€33026
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Hypertensmn

The probability distributions of CVD risk were updated when
providing evidence of BMI level and metabolic health status
from the BN model (Figure 3). Among the participants with
favorable metabolic health profiles, the conditional probability
of having moderate or high CVD risk ranged from 15.3% and
7.01%, respectively, for the participants with normal weight
(ie, MHNW) to 18.6% and 10.47%, respectively, for their obese
counterparts(ie, MHO). In contrast, within the same BMI levels,
the probabilities were 25.28% and 21.74%, respectively, for
participants who were norma weight with a MU status (ie,
MUNW) and further increased to 24.45% and 34.48%,
respectively, among participants who were MUO. In addition,
the conditional probabilities of low CVD risk exhibited a
substantial declinefrom 77.69% to 52.98% when the metabolic
health status of participants who were normal weight (ie,
MHNW) became unfavorable (MUNW).

Subgroup analyses were conducted by providing further
evidence of a sex factor in the BN model; these analyses are
summarized in Figure 4. In men, the conditional probabilities
of high CVD risk were nearly doubled among participants who
were MH, regardless of BMI level, with probabilities ranging
from 12.28% to 21.92% for men who were MHNW and MHO,
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respectively. This indicates that men who were MH had twice
the chance of high CV D risk when compared with their general
population counterparts within the same obesity phenotype.
Similarly, the men who were MU aso had an increased CVD
risk, where male participantswho were MUO were nearly 2-fold
more likely to have a high CVD risk than their MHO
counterparts, with aconditional probability up to 48.21% (95%
Cl 42.92 to 53.55), whereas these probabilities were raised by
a factor of >2.5 among men who were MUNW and MUOW
when compared with their MH counterparts within the same
BMI levels (MUNW vs MHNW: 32.18% vs 12.28%; MUOW
vs MHOW: 43.17% vs 15.4%).

Tian et a

In contrast, femal e participants with favorable metabolic health
profiles had substantially lower conditional probability estimates
of moderate and high CV D risk, irrespective of their BMI level,
with probabilities of only 10.61% and 2.02% in women who
were MHO. Similarly, only approximately one-fifth of the
women who were MUO (22.7%, 95% CI 18.83-27.11) and
one-tenth of the women who were MU and nonobese (13% for
women who were MUNW and 11.91% for women who were
MUOW) had a high risk of developing CVD, whereas women
who were MH (irrespective of obesity) were more than half as
likely to have alow CVD risk, with corresponding conditional
probabilities of 64.74% (95% Cl 61.43t0 67.92), 58.84% (95%
Cl 55.5t062.11), and 54.08% (95% CI 49.13-58-95) for women
who were MUNW, MUOW, and MUO, respectively.

Figure2. Conditional probabilities (in percentage) and 95% Cls of low, moderate, and high 10-year cardiovascular disease (CVD) risk in different age

groups in Chinese adults.
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Figure 3. Conditional probabilities (in percentage) and 95% Cls of low, moderate, and high 10-year cardiovascular disease (CVD) risk in different
obesity phenotypes. MHNW: metabolically healthy normal weight; MHO: metabolically healthy obese; MHOW: metabolically healthy overweight;
MUNW: metabolically unhealthy normal weight; MUO: metabolically unhealthy obese; MUOW: metabolically unhealthy overweight.
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Figure 4. Conditional probabilities (in percentage) and 95% Cls of low, moderate, and high 10-year cardiovascular disease (CVD) risk in different
obesity phenotypesby sex. MHNW: metabolically healthy normal weight; MHO: metabolically healthy obese; MHOW: metabolically healthy overweight;
MUNW: metabolically unhealthy normal weight; MUO: metabolically unhealthy obese; MUOW: metabolically unhealthy overweight.
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Discussion

Principal Findings

To the best of our knowledge, thisisthe first large-scale study
that has applied the BN modeling approach to investigate the
probabilistic relationship between different metabolic and
obesity phenotypes and the 10-year CV D risk in Chinese adullts.
Individuals who were MHO had an increased probability
(10.47%) of high CV D risk, and this probability doubled among
participants who were MUNW and tripled for participants who
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MUNW - 13 (10.87-15.46)
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MuUo L] 227 (18.83-27.11)
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were MUO. Furthermore, an important gap in conditional
probabilities was found between the two sexes within each
obesity phenotype, suggesting a prominent modifying effect of
sex on this relationship. The proposed DAG structure in the
network represents arelevant step in understanding the complex
interrelationships between the variables investigated and
provides a self-descriptive and contextualized picture of these
complex interrel ationships in the Chinese population.

Compared with previous studies, this work offers a more
comprehensive picture that simultaneously describes the
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complex interrelationships between metabolic healthy or
unhealthy phenotypes and 10-year CVD risk across BMI
categories, aswell astherelationshipsamong CV D-related risk
factors. Although several prospective cohort studies have
focused on exploring the specific associations between CVD
risk and metabolic health statusand BMI categories[14,45-47],
or the dynamic risk in the transition from one phenotype to
another [48-50], thiswork aimed to provide agenera framework
to understand the multiple association processes that can emerge
from the complex interrelationships between these factors. In
fact, compared with standard studies, the greatest advantage
and strength of thisBN methodological approach isthe graphical
clarification and visualization of the most probable pathways
in these relationships from a multi-dependent perspective,
without affecting the interpretability of the network. Another
advantage of BN modeling isthat owing to the Markov blanket
theory, complex models can be divided into a collection of
simpler models that are mathematically tractable and
computationally simpler. For instance, according to our BN
reasoning model (Figure 1B), when a participant who was MH
and normal weight became obese, the probability of developing
a high 10-year CVD level increased from 7.01% to 10.47%,
and this probability was tripled if the participant remained
norma weight but had any =2 components of MetS.
Furthermore, the probability increases up to 34.48% when the
participant has bothaMU statusand is obese (ie, MUO; Figure
2). Moreover, remarkable heterogeneity in the associations
between obesity phenotypes and CVD risk in relation to
participant sex was observed. The conditional probability of
having a high CVD risk was 2.02% and 22.7% among women
who were MHO and MUO, respectively, whereas it rose to as
high as 21.92% and 48.21% among men with the corresponding
obesity phenotypes. Therefore, BN modeling enabled us to
achieve an integrated view of CVD risk among the various
obesity phenotypes in the context of other risk factors. It also
allows for systematic reasoning in the diagnostic process with
easy interpretability.

Comparison With Prior Work

Many studies haveinvestigated the associations between obesity
phenotypesand CV D outcomes, including myocardial infarction
[51], HF [45,52], coronary heart disease [45,53], atrial
fibrillation [54], and cerebrovascular disease [45]. This study
confirmsan elevated risk of CVD in people classifiedasMHOW
or MHO when compared with their counterparts who are of
normal weight and are MH. Thisisin linewith previous studies
in Asian [50,55], European [46], and American populations
[56]. In the Danish prospective Inter99 study, Hansen et al [47]
found that men who were MHO had a 3-fold increased risk of
incident CVD compared with their MHNW counterparts, and
a similar and significant augmentation of CVD risk was aso
observed in men who were MU, with a 2.2-fold increased risk
in menwho were MUNW and an approximately 3-fold increase
in men who were MUOW and MUO, respectively, during the
10-year follow-up. In contrast, theincreased risk among women
who were MH was not significant, irrespective of BMI level,
when compared with their MHNW counterparts. In fact, an
inverted U-shaped relationship was observed between women
who were MU and CVD risk across the BMI levels, and a
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significant 2.3-fold increased risk was only observed among
women who were MUOW compared with women who were
MHNW [47]. The Nurses' Health Study, which included 90,257
American women aged 30 to 55 years without CVD or cancer
history [56], indicated that women with either higher BMI levels
or MU status were at a significantly increased risk compared
with their MHNW counterparts after a follow-up of 30 years.
In addition, women who were MH had a substantially lower
risk of CV D than women with pre-existing metabolic conditions
acrossall BMI groups. Consistently, the Whitehall 2 study also
found that, compared with the MHNW phenotype, the risk of
incident CVD was significantly elevated in the 5 other
phenotypes during a median follow-up of 17.4 years, with
adjusted hazard ratios (HRs) of 1.95 for MHO and 2.44 for
MUO. Similarly, the participants who were MU had a higher
risk than their MH counterparts, irrespective of BMI levels, by
afactor of 2 for the nonobese BMI level and 1.2 for the obese
BMI level [46]. Similarly, the findings from several Chinese
prospective cohort studies, with either short- or long-term
follow-ups [48,57,58], are consistent with those obtained in
Western populations. The largest prospective cohort study, the
China Kadoorie Biobank study, which comprised 458,246
Chinese participants without any history of CVD or cancer,
found that after 10 years of follow-up, individuals who were
baseline MHO had an 8% higher risk of developing CVD
compared with their MHNW counterparts, and the risk for
individuals who were MU was significantly higher across all
BMI categories by afactor of 1.6 [48]. Of note, a very recent
meta-analysis of 23 prospective cohort studies and 4,492,723
participants confirmed an elevated risk of CVD in individuals
classified as MHOW or MHO when compared with their
MHNW counterparts by afactor of 1.34 and 1.5, respectively.
This increased risk remained statistically significant among
individual swho were MHOW or MHO when defining metabolic
health status with a strict definition (ie, having no metabolic
risk factors) [14]. This indicates the potential nonexistence of
the MHOW or MHO concept. Another important observation,
as described in the meta-analyses by Kramer et al [59], Fan et
al [60], Eckel et a [61], Zheng et a [62], Ortegaet a [63], and
others, is that the high risk of CVD associated with MHO
appearsto be sustained over along-term follow-up (=15 years).
Several mechanisms could explain the potential association
between MHO and therisk of CVD. Individuaswhowere MHO
or MHOW may have higher odds of subclinical CVD and
diabetes, which increases their likelihood of developing CVD
in the future [64].

Smoking status and age have well-known causal effects on
long-term CVD risk [65-67]. The current results suggest that
smoking status and age are directly associated with 10-year
CVD risk and seem to mediate the effect of sex and other
variables included in our BN model. To the best of our
knowledge, few studies have focused on sex-specific differences
in the relationship between obesity phenotypes and CVD risk,
although sex is a very important factor [68,69]. In this, men
who were obese had an elevated probability of high 10-year
CVD risk when compared with their female peers, irrespective
of metabolic health status. Although there are some
discrepanciesin theway that obesity and metabolic health status
have been defined, the current findings of sex-specific
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differences are consistent with other large prospective studies
in Chinese, European, and US samples[47,48,70]. For instance,
Danish men who were MHO and MUO had a3.1- and 2.7-fold
increased CV D risk compared with their MHNW counterparts,
whereasthisincreased risk wasonly by afactor of 1.8 in women
within the same comparison of phenotypes[47]. Similarly, the
ChinaKadoorie Biobank study found that men had a1.09 times
higher risk of CV D subtypeswhen compared with women within
the MHO phenotype and a 1.3 times higher increased risk within
the MUO phenotype [48]. This finding was also supported by
a recent pooled analysis of prospective cohort studies, which
revealed that men who were MHO had a 1.26 times increased
risk compared with women who were MHO (HR: 2.15vs 1.71)
[14].

The present results are a so in agreement with those of previous
cohort studies that described the progression of CVD risk with
aging. The ChinaKadoorie Biobank study demonstrated aclear
age-specific pattern in CVD risk, irrespective of obesity
phenotypes[48]. A steady risein CV D risk was noted from age
30 to 49 yearsto 50 to 59 years, and this risk was substantially
increased for individuals aged =60 years within each obesity
phenotype. Individuals who were MUO aged 70 to 79 years
had the highest risk of developing CVD eventsamong all obesity
phenotypes, with a 13.86-fold higher risk when taking
individuals with MHNW at age 30 to 49 years as the reference
group. Similarly, this risk was higher among participants who
were MHNW aged >70 years compared with their counterparts
aged 30 to 49 years. The current BN model applied to a
population-based Chinese cohort showed a concave-shaped
progression in the conditional probabilities for high CVD risk
through the different age intervals together with a stronger
increasing rate in the conditional probability after the age of 50
years (Figure 2). Clearly, the use of such BN modeling with
respect to prior knowledge could provide quantitative
descriptions of direct links between CVD and its related risk
factorsby intuitive reasoning. Moreimportantly, such modeling
issuited to exploring indirect links through mediators and testing
novel hypotheses by simulation.

The CVD risk in individuals who are MU with normal weight
remains underinvestigated. A large pan-European prospective
study of 8 European countries found that after a median
follow-up of 12.2 years [53], the presence of metabolic
abnormalities was associated with an increased risk of CHD at
all levels of adiposity; more precisely, the MUNW phenotype
had twicetherisk of CHD compared with their MH counterparts.
This finding is supported by recent data from the Women’s
Health Initiative Study [70] and a Korean prospective study
[54]. Interestingly, several studies have demonstrated that the
CVD risk in individuals who are MU is markedly higher than
that of their MH counterparts across all BMI categories [53].
Similarly, when using the MHO group as a reference, the MU
nonobese group was found to be at increased risk of atrial
fibrillation, although this difference was not statistically
significant [54]. The current results are in agreement with
previous studies and contribute to the evidence indicating that
individuals who are MUNW are at considerably higher CVD
risk compared with their peerswho are MHO, regardless of sex,
and it seems reasonable to suggest that individuals who are
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overweight or obese without metabolic abnormalities are at
intermediate CVD risk, at alevel between individuals who are
healthy normal weight and individuals who are MU [53].

Another potential explanation for thesefindings may be related
to the transient status of MHO during long-term follow-up.
Indeed, several recent studies have considered and identified
CVD risk according to the concurrent transition of metabolic
health and weight status during different follow-up periods
[49,50,56]. In one study, the recovery of MH status among
individuals who were baseine MUNO was significantly
associated with a decreased risk of CVD outcomes, whereas
the transition from an MH status to an unhealthy status among
theindividual swho were baseline MUNO wasrelated to adverse
CVD outcomes [50]. These findings were also confirmed by
Bae et al [49] using a nationally representative cohort study of
205,394 middle-aged Korean men and women who were
followed up for 6 years. Interestingly, among the initial
participants who were MHO, those who became MUNO had a
1.41-fold higher CVD risk compared with those who remained
MHO. Together, this evidence strongly suggests a greater role
of MetS than obesity in CVD risk, with longer exposure to a
MU status leading to a much higher vascular risk [48].
Moreover, another nationwide population-based cohort study
revealed that transition to the MUNO phenotype was associ ated
with an 80% higher HR for HF among individuals who were
MHO at baseline during a short-term follow-up (3.7 years).
Conversely, individuals who transitioned from MHO to MH
nonobese had a lower HR for HF than those who remained in
the MHO category [52]. This could imply that restoration from
an obese state to a nonobese state while maintaining metabolic
health may have a protective effect against incident HF.
However, as emphasized by Gao et al [48] in the largest Asian
cohort study to date on the transitions between various obesity
phenotypes over alonger follow-up, long-term maintenance of
metabolic health is difficult for individuals of any BMI level,
including individuals who are overweight and normal weight;
therefore, more attention should be paid to maintaining
metabolic health regardliess of body weight. In addition, there
should beaclinical focuson the treatment of metabolic disorders
for CVD risk prevention. Similarly, efforts should be made to
prevent the conversion of MHO to MUO and the development
of MetS and subsequent CVD caused by obesity [71,72].

Limitations

There are several limitations to this study and the newly
identified networks that should be noted. First, despite the
longitudinal design of the CHNS survey, this study analyzed
observationa and cross-sectiona data; the directions between
nodes or variables only represent probability dependencies, not
causal relationships. Further cohort studies combined with
various aspects of professional knowledge are warranted to
establish and clarify causality [ 73]. In addition, the sample only
comprised Chinese participants; thus, the generalizability of
these results to a wider population should be undertaken with
caution. In addition, physical activity and fitness were lacking
in the proposed BN modeling, although these 2 factors may be
more important than weight in assessing CVD risk, as
emphasized by Lavie et a [74]. In fact, the information on
physical activity and fitnesswas not exhaustively provided from
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the CHNS data; thus, they were not included in this study for
minimizing the potential bias but will be well-considered in
further studies.

Nevertheless, the notable strengths and contributions of this
study should be mentioned. For example, the popul ation-based
design, large sample size, and rigorous data collection quality
guarantee reasonable statistical power and robust probabilistic
relationships. Second, the BN modeling approach offers
compelling application prospects in general medicine. BN is
not only useful for handling a large number of variables with
or without prior knowledge of the interactions or
interdependencies between them [38] but also provides an
appealing visual presentation and quantitative reasoning that
can be used to explore the interrel ationshi ps among these factors
and test novel hypotheses.

Tian et a

Conclusions

The BN modeling approach was applied to investigate the
relationships between different CV D risk factorsand metabolic
health and obesity status using Chinese popul ation-based survey
data. Network modeling is useful for integrating expert
knowledge and observational data, allowing easy identification
of probabilistic dependencies and conditional independencies
between variables through graphical representation. This study
provides evidencethat increased CV D risk progresses depending
on the varying magnitude of metabolic abnormalitiesand BMI.
Furthermore, several potential modifying factorswereidentified,
including sex, that may affect previous probabilistic
interrelationships. Owing to the multifactorial nature of CVD,
these empirical findings using the BN approach are of special
interest, both from atheoretical and practical point of view, and

may helpin refining appropriate target populations and relevant
risk factors for managing future CVD risk.
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Thedirected acyclic (DAG) graph underlying the Bayesian network learned from 10-year cardiovascular disease risk, covariates,
metabolic health, and obesity status. (A) Averaged DAG with arcs >0.5; (B) simplified DAG derived from the averaged DAG
after retaining arcs with a strength >0.85.
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Abstract

Background: Millions of people have limited access to speciaty care. The problem is exacerbated by ineffective specialty
visits due to incomplete prereferral workup, leading to delays in diagnosis and treatment. Existing processes to guide prereferral
diagnostic workup are labor-intensive (ie, building a consensus guideline between primary care doctors and specidists) and
require the availability of the specialists (ie, electronic consultation).

Objective: Using pediatric endocrinology as an example, we develop a recommender algorithm to anticipate patients' initial
workup needs at the time of specialty referral and compare it to a reference benchmark using the most common workup orders.
We also evaluate the clinical appropriateness of the algorithm recommendations.

Methods: Electronic health record datawere extracted from 3424 pediatric patients with new outpatient endocrinology referrals
at an academic institution from 2015 to 2020. Using item co-occurrence statistics, we predicted the initial workup orders that
would be entered by specialists and assessed the recommender’s performance in a holdout data set based on what the specialists
actually ordered. We surveyed endocrinol ogists to assess the clinical appropriateness of the predicted orders and to understand
the initial workup process.

Results: Specialists (n=12) indicated that <50% of new patient referrals arrive with completeinitial workup for common referral
reasons. The algorithm achieved an area under the receiver operating characteristic curve of 0.95 (95% Cl 0.95-0.96). Compared
to a reference benchmark using the most common orders, precision and recall improved from 37% to 48% (P<.001) and from
27% to 39% (P<.001) for the top 4 recommendations, respectively. The top 4 recommendations generated for common referral
conditions (abnormal thyroid studies, obesity, amenorrhea) were considered clinically appropriate the majority of the time by
specialists surveyed and practice guidelines reviewed.

Conclusions: An item association—based recommender algorithm can predict appropriate specialists’ workup orders with high
discriminatory accuracy. This could support future clinical decision support toolsto increase effectiveness and accessto specialty
referrals. Our study demonstrates important first steps toward a data-driven paradigm for outpatient specialty consultation with
atier of automated recommendations that proactively enable initial workup that would otherwise be delayed by awaiting an
in-person visit.

(IMIR Med Inform 2022;10(3):€30104) doi:10.2196/30104
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Introduction

Background

There is a fundamental and growing gap between the supply
and demand of medical expertise, as reflected in the projected
shortage of 100,000 physicians by 2030 [1]. The problem is
particularly acute for specialty care [2-6], for which over 25
million people in the United States have deficient access [7].
Wait times for in-person specialty visits commonly extend
weeks to months after referrals are made [5]. Adding to this
problem, essential initial workup is often not completed [8,9],
resulting in ineffective visits when the specialists do not have
sufficient information to make a definitive diagnosis and
treatment recommendations by the time of their first in-person
visit. Such inefficiency could lead to care delay, missed
opportunity to provide access to more patients, and
dissatisfaction of patients and families.

Ideally, referring providers could directly communicate with
specialists for their preconsultation advice on an initial
recommended clinical workup. However, datashow that primary
care providers are only able to communicate with speciaists
half of the time when referring patients [10]. Alternatively,
primary care providers and specialists can collaboratively
develop guidelines for initial workup [11], but this requires
substantial manual effort to produce and maintain up-to-date
content as new evidence arises and practice changes over time.
Asynchronous el ectronic consults or synchronoustelemedicine
consults are emerging approaches for referring providers to
solicit specialists’ opinions on the need of referral and initial
workup [12-16], with potential advantages of streamlining the
referral process and empowering primary care providers.
However, such consults remain limited in availability, as they
still require a human consultant to review and respond to each
request [17,18].

A more data-driven approach could boost the capacity of the
health system by making initial speciaty clinic visits more
effective and by sparing the time required by specidists to
communicate initial workup needs. Prior studies have shown
the efficacy of dtatistical approaches, including association rules,
Bayesian networks, logistic regression, and deep neura
networks, for generating clinical order recommendations. The
focus of these studies, however, has been primarily in the acute
care settings such as inpatient hospitalization and emergency
room visits [19-26].

Our am is to develop a data-driven paradigm for outpatient
speciaty consultation with atier of automated recommendations
that proactively enable initial workup that would otherwise be

https://medinform.jmir.org/2022/3/€30104

delayed by awaiting an in-person visit. Taking advantage of
electronic health records that contain thousands of specialist
referral visits, we propose a data-driven algorithm inspired by
Amazon's “customers who bought A also bought B” [27] to
anticipate initial specialty evaluations at the time of referral
based on how specialists cared for similar patients in the past.
In this study, we chose pediatric endocrinology as a use case
because laboratory evaluation is often required to inform
specialist treatment recommendations [28-30].

Objective

Using specialty referrals to pediatric endocrinology as an
example, we devel oped arecommender algorithm to anticipate
initial workup needs for a variety of endocrine conditions. We
compared the performance of the algorithm to a reference
benchmark based upon the most common workup orders. We
evaluated the need to complete initial workup and the clinical
appropriateness of the algorithm recommendations by surveying
specialists.

Methods

Recommender Algorithm Development

Deidentified structured electronic health record data from
outpatient clinic visits at Stanford Children’s Health were
extracted from the Stanford Medicine Research Data Repository
using the Observational Medical Outcomes Partnership (OMOP)
common datamodel [31]. Weinclude patients younger than 18
years with a pediatric endocrine referral order from any
Stanford-affiliated clinic and a subsequent pediatric endocrine
visit within 6 months. Between 2015 and 2020, 3424 patients
met criteria, whose data yielded >1,150,000 instances of 8263
distinct clinical items.

We used OM OP common datamaodel conceptsto define distinct
clinical items, including 2966 conditions, 2423 measurements
(eg, lab results), 1187 procedures (eg, diagnostic imaging), and
1687 medications. Numeric laboratory resultswere categorized
as“normal,” “high,” or “low” based upon reference ranges. We
excluded clinical itemsthat occurred in fewer than 10 patients.

Based on thetiming of pediatric endocrinology referral, we split
the patient cohort into a training set (referrals from 2015 to
2019: n=2842 patients) and a test set (referral in 2020: n=582
patients). In the training set, we calculated the co-occurrence
statistics of pairs of clinical items to build an item association
matrix (Figure 1). We counted duplicate items only once per
patient to allow natural interpretation of patient prevalence and
diagnostic measures.
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Figure 1. Algorithm training and construction of the item co-occurrence matrix.
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The recommender algorithm is queried with apatient’s clinical
items (diagnosis, labs, medications, etc) associated with the
primary care encounter when the endocrinereferral was placed.
In addition, we included clinical items associated with the
patient in the 6 months prior to the primary care encounter.

Using these clinica items (Ag,..., Ag), the recommender
algorithm retrieves scores that resemble posttest probability
from the co-occurrence association matrix for all possible target
items at the subsequent endocrine visits. We limited the target
items to laboratory and imaging orders to focus on diagnostic
workup recommendations. For each query item (A), target items
(B) are ranked by estimated posttest probability P(B|A), or
positive predictive value (PPV), defined as the number of
patientswho have query item A followed by target item B (Nag)
divided by the number of patients with query item A (N,).

@

If a patient has q query items, q separate ranked lists are
generated. To aggregate these results, we estimate total
pseudo-counts using the following equation that sums across

every i-th query item:
E

W, isaweighting factor for the query item. There are several
waysone can model W, For instance, one can penalize common
guery items by the following expression:

@

Another method, inspired by a weighting strategy using item
clustering based on genres[32], isto weigh aquery item based
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on its relevance to the endocrine referral cohort by using a
relative risk term:

W,=RR,
Where:

@

The numerator is the prevalence of item A in our endocrine
cohort (Nendocrine IS the total number of patientsin our endocrine
referral cohort, of which N, patients have clinical item A). The
denominator isthe prevalence of item A outside of theendocrine
cohort in all outpatient clinics (Noyy is the total number of

pediatric patientsin all outpatient clinics, of which El patients
have item A).

Using 10-fold cross-validation in our training set, we eval uated
these two strategies to model W, individualy and in

combination (E). We selected the W, that gave the best

prediction performance in the training data and subsequently
used it in the test set.

The code can be accessed via GitHub [33].

Evaluation Using Electronic Health Record Test Set
Data

To evaluate the performance of the recommender algorithm in
the test set (Figure 2), we compared the recommended list of
orders with the actual workup orders patients received at their
first endocrine visit. We calculated the precision (PPV) and
recal (sengitivity) for thetop 4 recommendations, and performed
the receiver operating characteristics analysis. We chose the
top 4 recommendati ons because 4 isthe mean number of workup
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orders at thefirst endocrine visit. We calculated 95% Clsusing

Figure 2. Algorithm evaluation using the test set.
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Evaluation Using Expert Surveys

To further understand whether the recommendations would be
as clinically appropriate as the initial workup ordered by
referring providers, we conducted a survey of all pediatric
endocrinologistsat Stanford Children’s Health on three common
referral reasons (abnormal thyroid studies, obesity, and
amenorrhed). The survey was approved by the Institutional
Review Board at Stanford University. Survey invitations were
sent viaemailsin July 2020, and survey questionsand informed
consent were included in the supplemental material. For
abnormal thyroid studies, we generated two lists of the top
recommended workup orders—one queried with high thyroid
stimulating hormone (TSH; an abnormal lab result suggesting
hypothyroidism) and the other queried with low TSH (an
abnormal lab result suggesting hyperthyroidism). For obesity

and amenorrhea, we generated a list of the top recommended
orders using the diagnosis as a single query item (Figure 3).
Subsequently, we asked the endocrinol ogiststo select the orders
from the recommended lists that they considered clinically
appropriate as initial workup for the corresponding condition.
Other than the referral reasons, the endocrinologists received
no other information related to the patients. Weinstructed them
to define appropriate workup as workup that gives sufficient
information for the endocrinologists to make concrete
recommendations at the clinic visits. In addition, for each of
the three conditions, we asked them how often initial workup
is completed in their practice and how helpful it is if initial
workup iscompleted prior to the first specialty visit. Lastly, we
reviewed published literature and consensus guidelines
[28,30,35-37] as external validation to assess whether the
recommended orders represent a reasonable workup.

Figure 3. Evaluation of algorithm output by practicing endocrinologists. TSH: thyroid stimulating hormone.
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Results

Evaluation Using Electronic Health Record Test Set
Data
Table 1 compares the performance of the recommender

algorithm with areference benchmark using the most common
ordersin our endocrine referral cohort (endocrine prevalence).

Ipetal

The recommender algorithm had the best performance with an
areaunder the receiver operating characteristic curve (AUC) of
0.95 (95% Cl 0.95-0.96). Comparing with the reference
benchmark, precision improved from 37% to 48% (P<.001),
and recall improved from 27% to 39% (P<.001). The

recommender algorithm isbased on aweighting factor, E, that
resulted inthe best cross-validation performancein our training
data (Multimedia Appendix 1, Table S1).

Table1l. Recommender algorithm performancein thetest set. Precision and recall were calculated at k=4, given that 4 isthe average number of workup

orders.
Recommender? Endocrine preva ence” Outpatient prevalence® Random®?
Precision® (%; 95% Cl) 48 (45-52) 37 (34-40) 10(8-12) 2(2-9
Recall’ (%; 95% Cl) 39 (36-42) 27 (24-29) 5(4-6) 2(1-3

AUCY (95% CI) 0.95 (0.95-0.96)

0.88 (0.87-0.89)

0.64 (0.62-0.66) 0.49 (0.47-0.5)

3Recommender: ranking workup orders using the recommender algorithm.

bEndocrine prevalence: ranking workup orders using the percentage of patients who had the orders in the endocrine referral cohort (E) training set.

®Outpatient prevalence: ranking workup orders using the percentage of patients who had the orders among all outpatients (@ ).

dRandom: random ranking of workup orders.

Precision: positive predictive value (proportion of predictions that were correct).

"Recall: sensitivity (proportion of correct items that were predicted).
9AUC: areaunder the receiver operating characteristic curve.

Evaluation Using Expert Surveys

Of 14 pediatric endocrinologists at Stanford Children’s Health,
12 (86%) responded to our survey on three common referral
reasons (abnormal thyroid studies, obesity, and amenorrhea).
Table 2 shows less than half of the patients coming to the
specialty clinics with appropriate initial workup as estimated
by the pediatric endocrinologists for each of the three referral
reasons (each endocrinologist provided a value between 0%
and 100%). The endocrinologists considered it as moderately

to very helpful to have the initial workup completed prior to
speciaty visits (Table 2).

Table 3 shows the top recommendations based on the
recommender algorithm using asingle query item as mentioned
in Figure 3. Each recommended workup order has a
corresponding survey result showing the percentage of
endocrinologistswho considered the order clinically appropriate
as the initial workup. Overall, the mgjority of the specidists
considered the top four recommendations clinically appropriate
in each of thelists.

Table2. Estimated percentages of patientswithinitial workup completed before specialty visits and mean Likert scale score of how helpful (5: extremely
helpful; 1: not helpful at al) it isto have initial workup completed before specialty visits.

Vaue, mean (SD)

Estimated percentages of patientswith initial workup completed before specialty visits (%)

Abnormal thyroid studies
Obesity

Amenorrhea

49 (21)
45 (20)
37 (18)

Likert scale score of how helpful it isto haveinitial workup completed before specialty visits

Abnormal thyroid studies
Obesity

Amenorrhea

42(08)
3.3(0.9)
41(08)
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Table 3. Top recommendationsfor patientsreferred for high thyroid stimulating hormone (TSH; commonly due to hypothyroidism), low TSH (commonly
due to hypothyroidism), obesity, and amenorrhea.

Orders PPV3(%) Relativeratio® Endocrineprevalence® (%) Outpatient prevalence” (%) Percent of endocrinologist
considered appropriate
High TSH®
TsH' 60.9 1.0 61.7 17.1 92
Free thyroxing 60.3 12 56.8 75 100
Thyroglobulin antibody’ 417 37 128 05 92
Thyroperoxidase antibody’ 391 3.2 137 10 92
Vitamin D level 9.3 0.3 314 8.1 0
Serum cortisol 8.6 0.7 113 0.7 0
Low TSHY
TsHD 61.5 1.0 61.7 17.1 75
Free thyroxing” 57.7 1.0 56.8 75 100
Thyroglobulin antibody” ~ 50.0 4.0 128 05 67
Thyroperoxidase anti bodyh 46.2 34 137 10 58
Total tri-iodothyroni ne’ 42.3 161 30 0.7 92
Comprehensive metabolic  26.9 0.5 53.8 231 8
panel
Obesity'
Hemoglobin Alcj 40.2 19 225 125 100
TSH 28.0 0.4 61.7 17.1 75
Free thyroxine 25.6 0.4 56.8 75 42
Comprehensive metabolic  25.6 0.5 53.8 231 92
panel!
Lipid panel 25.0 14 18.3 12.9 100
Vitamin D level 20.7 0.6 314 8.1 42
Amenorrhea¥
Prolactin' 41.4 48 8.9 0.4 92
Luteinizing hormoné' 37.9 22 175 09 100
Follicle stimulating hor- 345 21 16.5 17 100
mone
Estradiol 27.6 4.7 6.1 0.4 100
17 Hydroxy-progesterone  24.1 25 9.7 0.2 100
Dehydroepi-androsterone  17.2 22 8.0 04 92
sulfate

3ppV: positive predictive value.
bRelative ratio: the ratio of the probability of the order given the query item to the probability of the order given the lack of the query item.

®Endocrine prevalence: the percentage of patients who had the orders in the endocrine referral cohort (IE).

dOutpati ent prevalence: the percentage of patients who had the orders among all outpatients (‘E ).

®The top four orders are considered clinically appropriate by almost all of the endocrinologists and are recommended based on published guidelines.
Thefifth and sixth recommended items have relatively low PPV.

fRecommended based on guidelines[36].
9Here, the top five orders are considered clinically appropriate by most endocrinologists and published guidelines.
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PRecommended based on guidelines[37].

Ipetal

iHemoglobin A1, lipid panel, and comprehensive metabolic panel are considered clinically appropriate both by the endocrinologists and published

guidelines.
JRecommended based on guidelines [35].

KThe top six orders are considered clinically appropriate by almost all of the endocrinologists. The top three are also recommended based on published

literature.
|Recommended based on published literature [30].

Discussion

Significance

Using pediatric endocrinology as an example, we devel oped
and evaluated a recommender agorithm to anticipate initial
workup needs at the time of specialty referral. The algorithm
can predict appropriate specialist’s workup orders with high
discriminatory accuracy with an AUC>0.9. Our survey shows
that, among the three common referral reasons, less than half
of the patients typically have appropriate initial workup prior
totheir initial specialist visit. Most specialists agreethat having
initial workup completed prior to thefirst clinic visit is helpful
and that our algorithm recommendations for the three referral
conditionsare clinically appropriate. This supportsthe potential
utility of a data-driven recommender algorithm for referring
providers. Although weillustrated 3 common referral conditions
in this study, the algorithmic approach is general, and it could
be broadly applied to other referral reasons or other specialties,
with the benefit of personalization based on individual patient
patterns of clinical items, including the combination of multiple
conditions.

Although thisalgorithm is not suitable for full automation given
the level of precision and recall, such an algorithm could serve
asaclinical decision support tool [38-41] by displaying relevant
clinical orders for referring providers to make the referral
process more effective. One can imagine coupling this clinical
decision support tool with electronic consultation so that
specialists can quickly confirm the workup orders in the
recommended list, thus augmenting the efficiency of the
specidistsand increasing their capacity to care for more patients.
Advantages of an algorithmic decision support tool compared
to building consensus guidelines among specialists [11,42]
include scalability to answer unlimited queries on demand,
maintainability through automated statistical learning,
adaptability to respond to evolving clinical practices[43], and
personalizability of individual suggestionswith greater accuracy
than manually authored checklists [43-45].

Different from our prior recommender algorithm for the
inpatient setting [19], we applied a weighting factor to each
query item based on its relevance to a speciaty and itsinverse
frequency. The motivation is that inpatient clinical items are
often related to acute reasons of hospitalization, while outpatient
clinical items vary in scope, ranging from health maintenance
or chronic disease management to treatment of urgent care
issues. We show that differentially weighting query items
significantly improves the performance of the recommender
agorithm in both precision and recall. This makes intuitive
sense because common clinical items seen in primary care
clinics that are irrelevant to endocrinology likely provide less
predictive power. A similar weighting scheme could be applied

https://medinform.jmir.org/2022/3/€30104

to other recommender algorithms when the clinical use caseis
specialty specific.

The association rule mining methods shown here are relatively
simple to implement with interpretable results and associated
statistics. Other approaches including Bayesian networks [21]
and deep machine learning [46] are computationally more
complex with lessinterpretable results. Although future research
should compare these different methods, our focus primarily is
to demonstrate the applicability of a data-driven approach in
workup recommendations for specialty referral.

Although we ranked the recommended workup items based on
PPV as shown in Table 3, we have aso provided alternative
metrics such as relative ratio, which could be used to look for
less common but more specific or “interesting” itemsfor agiven
guery. For instance, in Table 3, total tri-iodothyronine had a
relative ratio of 16.1, suggesting this is highly specific for
patients with low TSH (indicating hyperthyroidism). In
comparison, free thyroxine ranks higher based on its PPV but
has a relative ratio of 1.0, suggesting this is not specific for
patientswith low TSH. Indeed, we observed freethyroxine also
appeared in the list of recommendations for patients with high
TSH (Table 3).

For a crowdsourcing clinical decision support solution like
recommender agorithms, a typica concern is that
recommendations drawn from common practices do not
necessarily imply clinical appropriateness. To address this
concern, we solicited specialist opinions on the algorithm
outputs. Overall, the mgority of thetop recommendationswere
considered clinically appropriate as initial workup by the
specialists. We a so performed external validation by reviewing
relevant guidelines, which revealed general agreement with the
speciaists assessments.

Limitations

Limitations in this study include that the algorithm was
developed at asingleinstitution, requiring future work to expand
to other ingtitutions to evaluate generalizability. However, the
algorithmic framework is general, as we used a common data
model with data schema and features that were not institution
specific. Second, in recommender systems such as ours, there
is a well-known cold start problem when there is a lack of
clinical items. Our algorithm starts with a generic “best seller
list” by using the cohort item prevalence, but the algorithm
could rapidly bootstrap itself with even just a couple of clinical
items such as diagnosis codes or laboratory results to
dynamically converge on recommendations specific to the
patient scenario. Third, our cohort definition relied on referral
orders placed in the electronic health records, potentially failing
to capture patients who were referred to specialty clinics by
other means (eg, fax or phone communication). Additionally,
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structured datain the el ectronic health records such as diagnosis
codes or problem lists are often optimized for billing purpose
and may be incomplete. Future research should investigate
whether using unstructured text and leveraging natural language
processing in clinical notes could further optimize the algorithm
performance[47]. Fourth, our survey resultsarelimited to three
common referral conditions; further validation on other less
common clinical conditions with more specialists from other
institutions are needed. Future work should also include a
prospective study to assessthe effectiveness of the recommender
algorithm in the specialty referral workflow. Lastly, this study
did not include an analysis on the potential cost benefits of this
recommender algorithm. Future research should compare the

Ipetal

cost of additional visits dueto incomplete workup with the cost
of unnecessary labs if ordered based on agorithm
recommendations.

Conclusion

Anitem association-based recommender algorithm can predict
appropriate specialist’sworkup orderswith high discriminatory
accuracy. This could support future clinical decision support
toolsto increase effectiveness and access to specialty referrals.
Our study demonstrates important first steps toward a
data-driven paradigm for outpatient specialty consultation with
atier of automated recommendations that proactively enable
initial workup that would otherwise be delayed by awaiting an

in-person visit.
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Abstract

Background: High flow nasal cannula (HFNC) provides noninvasive respiratory support for children who are critically ill who
may tolerate it more readily than other noninvasive ventilation (NI1V) techniques such as bilevel positive airway pressure and
continuous positive airway pressure. Moreover, HFNC may preclude the need for mechanical ventilation (intubation). Neverthel ess,
NIV or intubation may ultimately be necessary for certain patients. Timely prediction of HFNC failure can provide an indication
for increasing respiratory support.

Objective: Theaim of this study isto develop and compare machine learning (ML) models to predict HFNC failure.

Methods: A retrospective study was conducted using the Virtual Pediatric Intensive Care Unit database of electronic medical
records of patients admitted to a tertiary pediatric intensive care unit between January 2010 and February 2020. Patients aged
<19 years, without apnea, and receiving HFNC treatment were included. A long short-term memory (LSTM) model using 517
variables (vital signs, laboratory data, and other clinical parameters) was trained to generate a continuous prediction of HFNC
failure, defined as escalation to NIV or intubation within 24 hours of HFNC initiation. For comparison, 7 other models were
trained: alogistic regression (LR) using the same 517 variables, another LR using only 14 variables, and 5 additional L STM-based
models using the same 517 variables as the first LSTM model and incorporating additional ML techniques (transfer learning,
input perseveration, and ensembling). Performance was assessed using the area under the receiver operating characteristic
(AUROC) curve at various times following HFNC initiation. The sensitivity, specificity, and positive and negative predictive
values of predictions at 2 hours after HFNC initiation were also evaluated. These metrics were also computed for a cohort with
primarily respiratory diagnoses.

Results: A total of 834 HFNC trials (455 [54.6%)] training, 173 [20.7%)] validation, and 206 [24.7%] test) met the inclusion
criteria, of which 175 (21%; training: 103/455, 22.6%; validation: 30/173, 17.3%,; test: 42/206, 20.4%) escalated to NIV or
intubation. The LSTM modelstrained with transfer |earning generally performed better than the LR models, with the best LSTM
model achieving an AUROC of 0.78 versus 0.66 for the 14-variable LR and 0.71 for the 517-variable LR 2 hours after initiation.
All models except for the 14-variable LR achieved higher AUROCS in the respiratory cohort than in the general intensive care
unit population.

Conclusions: ML models trained using electronic medical record data were able to identify children at risk of HFNC failure
within 24 hours of initiation. LSTM modelsthat incorporated transfer learning, input data perseveration, and ensembling showed
improved performance compared with the LR and standard LSTM models.

(IMIR Med Inform 2022;10(3):€31760) doi:10.2196/31760

KEYWORDS
high flow nasal cannula; HFNC failure; predictive model; deep learning; transfer learning; LSTM; RNN; input data perseveration
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Introduction

Background

Theuse of high flow nasal cannula(HFNC) respiratory support
inchildrenin critical care, emergency departments, and general
wards has increased in recent years [1-8]. HFNC provides an
aternative to other noninvasive ventilation (NI1V) techniques
and endotracheal intubation, has fewer associated risks and
complications, and is well-tolerated by children [3,5,6,8].
Nevertheless, many patients require escalation to ahigher level
of respiratory support [3,8]. Importantly, for those who require
escalation, recent research indicates better clinical outcomes
for patients who were escalated to higher levels of respiratory
support earlier: lower hospital and intensive care unit (ICU)
mortality rates, higher extubation success rate, higher
ventilator-free days, and lower hospital and ICU lengths of stay
[9,20]. These findings suggest that early identification of
children in whom HFNC will not be successful could allow
more timely institutions of advanced respiratory support and
decrease morbidity and mortality.

Goals

This study aims to develop amodel to make reliable, real-time
predictions of achild’'sresponse to HFNC. Such amodel could
help clinicians differentiate three groups: (1) children likely to
do well on HFNC alone, (2) children likely to need a higher
level of support, and (3) children whose HFNC response is
unclear. Differentiating these 3 groups would help clinicians
resolve the dilemma of appropriate N1V while not unduly and
potentially harmfully prolonging it. The last group may benefit
from the closest and most frequent monitoring. The second
group, athough still monitored frequently, could be escalated
by cliniciansto a higher level of support earlier. A further goal
is to compare different algorithms, from logistic regressions
(LRs) to long short-term memory (LSTM)-based recurrent
neural networks, for predicting HFNC response. Other
techniques, such as transfer learning (TL), input data
perseveration, and ensembling, are also explored and eval uated
for their impact on performance when used with LSTMs.

Related Prior Work

The authors are unaware of any studies developing a predictive
model of HFNC failure, athough afew studies have investigated

Textbox 1. Useful definitions.
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risk factors for escalation from HFNC to a higher level of
respiratory support. Guillot et al [11] found that high pCO,
(partial pressure of carbon dioxide) was arisk factor for HFNC
failurein children with bronchialitis. Er et al [12] reported that
respiratory acidosis, low initial oxygen saturation and SF
(oxygen saturation [SpO,] divided by the fraction of inspired
oxygen [FiO2]) ratio, and SF ratio <195 during the first few
hours were associated with unresponsiveness to HFNC in
children with severe bacterial pneumonia in a pediatric
emergency department. In a small study of children with
bacterial pneumonia, Yurtseven and Saz [13] saw higher failure
ratesin those with higher respiratory rates. Kelley et al [8] found
that a high respiratory rate, high initial venous pCO,, and apH
<7.3 were associated with failure of HFNC.

Methods

Data Sources

Datafor thisstudy came from deidentified clinical observations
collected in electronic medica records (EMRs; Cerner) of
children admitted to the pediatric intensive care unit (PICU) of
Children’s Hospital Los Angeles (CHLA) between January
2010 and February 2020. An episode represents a single
admission and a contiguous stay in the PICU. Patients may have
>1 episode. EMR data for an episode included irregularly,
sparsely, and asynchronously charted physiological
measurements (eg, heart rate and blood pressure), laboratory
results (eg, creatinine and glucose level), drugs (eg, epinephrine
and furosemide), and interventions (eg, intubation, bilevel
positive airway pressure [BiPAP], or HFNC). Data previously
collected for Virtual Pediatric Services, LLC participation [14],
including diagnoses, gender, race, and disposition at discharge,
were linked with the EMR data before deidentification.

Ethics Exemption

The CHLA ingtitutional review board reviewed the study
protocol and waived the requirement for consent and
institutional review board approval.

Definitions

For ease of reference, Textbox 1 lists the terminologies and
definitions used throughout the sections which follow.

Terms and definitions

. Episode: Anindividual child’s single, contiguous stay in the pediatric intensive care unit, spanning the time between admission and discharge

«  Highflow nasal cannula (HFNC) initiation: The start of HFNC treatment for a child not currently on HFNC

o  HFNC period: The 24 hours following an HFNC initiation where the child was not on HFNC support at any time during the preceding 24 hours
o HFNC trid: An episode or subset of an episode (starting with admission) where only the very last HFNC period is designated as the training

target; it may include previous HFNC initiations

In an episodewhere HFNC isinitiated only once, thereisexactly
1 HFNC period and 1 HFNC trial. Episodes can have multiple
HFNC initiations. In such cases, a single episode may have
multiple HFNC periods, and each has an associated HFNC trial.
Notethat not all HFNC initiations have a corresponding HFNC

https://medinform.jmir.org/2022/3/€31760

period. For instance, if a child started on HFNC for the first
time during an episode, then this marked the start of the HFNC
period. If HFNC was withdrawn 2 hours later, and the child
again received HFNC an hour after that, then this new HFNC
initiation did not mark the start of a new HFNC period as the
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original HFNC period had not yet ended. In contrast, if this
second HFNC initiation took place >24 hours after the first
HFNC was stopped, then this second initiation marked the start
of anew HFNC period as it was initiated after the first HFNC
period had already ended. Finally, at least 30 minutes was
required between any de-escalation (step-down) from NIV or
intubation before the start of the HFNC period. This rule was
necessary as patients on ahigher level of support may be stepped

Pappy et

down to HFNC to assess their ability to breathe on their own.
If such breathing trials fail, which is not an uncommon
occurrence, these patients immediately escalate back to
mechanical ventilation or NIV, technically becoming HFNC
failures but were, in fact, extubation failures and are not
representative of the escalation scenarios of interest in this study.
Figure 1 illustrates these terminologies.

Figure 1. Illustration of HFNC scenarios, definitions, and outcomes. HFNC: high flow nasal cannula; ICU: intensive care unit; NIV: noninvasive

ventilation.
HFNC trial 2
HFNC trial 1
HFNC period 1: success (y=0) HFNC period 2: failure (y=1)
Al A
i 24 hours : C( 24 hours :
NIver | 00000000000 e e
intubation |7
Escalation of
HFNC (e O, support
Lesser or no  Time
0, support t t 1 t 1 - me
De-cscalation of HFNC HFNC HFNC HFNC
ICU O, support initiation  initiation  initiation initiation

admission

Data I nclusions and Exclusions

Only episodes in which HFNC was used were included.
Episodes of patients aged =19 years at admission were excluded,
as were episodes associated with sleep apnea. Any episode that
ended <24 hours into an HFNC period where the patient next
went to the operating room was aso excluded. Episodes with
ado not intubate or do not resuscitate order were al so excluded.

Target Outcome

For each HFNC tria, the target of interest was escalation to a
higher level of support (BiPAP, noninvasive mechanical
ventilation, and intubation) within the 24-hour window (HFNC

period) after HFNC initiation. Each HFNC trial was labeled
either afailure (if there was an escalation within the associated
HFNC period) or a success (if there was no such escalation
within the associated HFNC period).

When a patient was discharged from the PICU within 24 hours
of HFNC initiation, the target label was determined by the
patient’s disposition at discharge (Textbox 2). Episodes with
the dispositions operating room, another hospital’s ICU, or
another ICU in current hospital were excluded as the outcome
was ambiguous. HFNC trials associated with a favorable
disposition (general carefloor, home, or step-down unit) during
the HFNC period were labeled as success.

Textbox 2. Target outcome mappings for high flow nasal cannula periods cut short by patient discharge.

Target outcome mapping and episode disposition
Success

o  Genera carefloor

« Home

«  Step-down unit or intermediate care unit

Censored
o Operating room
«  Another hospital’s intensive care unit

«  Another intensive care unit in current hospital

https://medinform.jmir.org/2022/3/€31760

RenderX

IMIR Med Inform 2022 | vol. 10 | iss. 3 [€31760 | p.247
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

The HFNC definitions and outcomes, combined with the
exclusion criteria, resulted in 834 HFNC trials that were
randomly divided into training, validation, and hold-out test
sets. All HENC trials of an individual patient were assigned in
only one of these 3 setsto prevent leakage and bias during model
evaluations. No additional stratifications were applied.

Labeling Time Series Data for Model Training and
Assessment

Recall that the task is to predict HFNC failure (escalation of
care) for each HFNC trial. Data processing starts at the

Pappy et

beginning of the HFNC trial, with a model trained to output a
prediction each time a new measurement becomes available.
Figure 2 illustrates how the time series data of each HFNC trial
were labeled for this process. All prediction times during the
HFNC period were labeled as either 1 (failure) or O (success).
Predictions at times before the HFNC period were labeled NaN
(Not a Number) to exclude the predictions from error metrics
during model training and performance evaluations.

Figure2. Illustration of labeling time series datafor predicting HFNC escalation. HFNC: high nasal flow cannula; NaN: Not aNumber; PICU: pediatric

intensive care unit.

HFNC ftrial

A

~
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)

Minimum of
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Y v J o v
No contribution to Predict only on this data
total error (loss)
Escalated or died in window: Label=1
Did not escalate: Label=0
PICU HFNC

admit time initiation time

Data Preprocessing

Overview

Each episode’s time series data were converted into a matrix.
Rows contain the measurements (recorded or imputed) of al
variablesat 1 time point, and columns contain values of asingle
variable at different times. The steps of this conversion are
described in detail in a previous work [15] and comprise the
aggregation and normalization of observed measurements,
followed by the imputation of missing data. A brief description
is provided in the following sections.

Aggregation and Normalization

Where medically appropriate, values of the same variable
obtained using independent measurement methods were
aggregated into a single feature. For example, invasive and
noninvasive systolic blood pressure measurements were grouped
into a single variable representing the systolic blood pressure
[16]. Any drug or intervention administered in <1% of patient
episodesin the training set was excluded. This aggregation and
exclusion processresulted in alist of 516 distinct demographic,
physiological, laboratory, and therapy variables available as
model inputs (see Tables S1 to $4 in Multimedia Appendices
1-4 for the full list; variable acronyms appear in Table S5 in
Multimedia Appendix 5). Measurements considered

https://medinform.jmir.org/2022/3/€31760

24 hours later, HFNC fail time,
or PICU discharge time

incompatible with human life werefiltered out using established
minimum and maximum acceptabl e values (eg, heart rates >400
beats per minute). Physiological variables and laboratory
measurements were transformed to have 0 mean and unit
variance using the means and SDs derived from thetraining set.
Administered patient therapies were scaled to the interval [0,1]
using clinically defined upper limits. No variables were
normalized by age as patient age was one of the inputs.
Diagnoses were only used for descriptive analyses and not as
model input features.

I mputation

EMR measurements were sparsely, asynchronously, and
irregularly charted, with time between measurements ranging
from 1 minute to several hours. At any time where at least one
variable had a recorded value, the missing values for other
unrecorded variables were imputed. The imputation process
depended on the type of variable. Missing measurements for a
drug or an intervention variable were set to 0, indicating the
absence of treatment. When physiological observations or
laboratory measurements were avail able, they were propagated
forward until another measurement was recorded. This choice
reflectstheclinical practice and isbased on the observation that
measurements are recorded more frequently when the patient
is unstable and less frequently when the patient appears stable
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[17]. If aphysiological or laboratory variable had no recorded
value throughout the entire episode, the mean from the training
set popul ation was used.

I nput Per severation

Asdescribed inthe study by Ledbetter et a [18], LSTMsexhibit
predictive lag, wherein the model failsto react quickly to new
clinical information. A previous study [18] demonstrated that
an LSTM trained with input data perseveration (ie, theinput is
replicated k times) responds with more pronounced changesin
predictions when new measurements become available while
maintaining overall performance relative to a standard LSTM.
As timely model responsiveness to acute clinical events is
critical in determining the necessity of escalating support, input
data perseveration was assessed as a training augmentation
technique.

https://medinform.jmir.org/2022/3/€31760
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Transfer Learning

TL isatechnique of applying insights (eg, datarepresentations)
that were previously learned from one problem to anew, related
task [19-22]. It can be particularly beneficial when onetask has
significantly more training data than the other. As the number
of children on HFNC is significantly smaller than the number
of ICU episodes in the CHLA PICU data set, TL techniques
were considered to generate initial data representations and
facilitate training of the HFNC prediction models. L STM-based
recurrent neural networks using the same input variables as
those for the HFNC task were trained on >9000 CHLA PICU
episodes to predict ICU mortality [23]. The first layer of one
of these mortality models was then used as the first layer of
some of the L STM-based HFNC prediction modelsin Textbox
3.
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Textbox 3. Details of the 8 models considered.

Pappy et

14-variablelogistic regression (L R-14)

Regularizer: 7.50x 1071
Regularization: elasticnet (ratio=0.5)

517-variablelogistic regression (L R-517)

Regularizer: 1.15x10™3
Regularization: elasticnet (ratio=0.2)

Long short-term memory (LSTM)
Layers: 3

Number of hidden units: (128,256,128)
Batch size: 12

Initia learning rate: 9.6e-4
Patience: 10

Reducerate: 0.9

Number of rate reductions: 8

Loss function: binary cross-entropy
Optimizer: rmsprop

Dropout: 0.35

Recurrent dropout: 0.2

Regularizer: 1e-4

Output activation: sigmoid

LSTM with 3-timesinput perseveration (L STM+3xPers)
SameasLSTM

LSTM with transfer learning (TL; LSTM+TL)
Same asLSTM

Transfer weights: first hidden layer only

LSTM with 3-timesinput perseveration and TL (LSTM+3xPers+TL)
Same asLSTM

Transfer weights: first hidden layer only

Simple ensemble of LSTM+3xPers+TL (Simple-en-L STM +3xPers+TL)
SameasLSTM

Transfer weights: first hidden layer only

Multi-ensemble of LSTM+3xPers+TL (Multi-EN-L STM+3xPers+TL)
Same asLSTM

Transfer weights: first hidden layer only

Model and hyperparameters (alist of the 14 variables used as model inputs appearsin Table S6 of Multimedia Appendix 6)

Ensembling

Ensemble methods combine multiple algorithms to achieve a
higher predictive performance than each component could obtain
[24]. The predictions from each component are averaged to

https://medinform.jmir.org/2022/3/€31760
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yield asinglefinal prediction. Here, different seed values were
used to generate multiple L STM-based models, with each seed
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weights for a particular model. Different seed values led to
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mortality models used for TL and train the final LSTM models
on HFNC-specific data. Owing to the relatively small size of
the cohort available to develop the HFNC prediction moddl, it
was hypothesized that training models with different seeds
would result in high variance and low bias models that may be
decorrelated. Ensembling provides a method to average the
results across decorrelated models to reduce variance but
maintain alow bias.

HFNC Models

A total of 8 modelswere developed: a 14-variable LR (LR-14)
using variables previously identified as risk factors for HFNC
failure [8,11-13], a 517-variable LR (LR-517), a standard
LSTM, an LSTM with input perseveration (LSTM+3xPers,
where 3 indicates the number of replications described in the
study by Ledbetter et al [18]), an LSTM with TL (LSTM+TL),
an LSTM with both input perseveration and TL
(LSTM+3xPers+TL), asimple ensemble of LSTMswith input
perseveration and TL (Simple-EN-LSTM+3xPers+TL), and an
ensembl e of ensembles of LSTMswith input perseveration and
TL (Multi-EN-LSTM+3xPers+TL). All modelsweretrained to
generate a prediction every time new measurements became
available within the HFNC period.

https://medinform.jmir.org/2022/3/€31760
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Textbox 3 describes the parameters of all the models. Each
model was developed on the training set to maximize the
average of the validation set area under the receiver operating
characteristic (AUROC) curves measured hourly from 0 to 14
hours into the HFNC period. This window was selected to
prioritize the most clinically impactful period.

Figure 3illustrates how the ensemble models were formed. An
LSTM mortality model wastrained (seed A), and its first layer
was used asthefirst layer (TL weights) of a3-layer LSTM with
input perseveration. Layers 2 and 3 of this model were trained
on the HFNC data 5 times (seeds 1-5), resulting in 5 dlightly
different HFNC models whose predictions were averaged to
generatethe Simple-EN-L STM+3xPers+TL model predictions.
This process was repeated 4 times to generate an ensemble of
ensemblesmodel: 4 LSTM mortality modelsweretrained (seeds
A-D), each providing adifferent set of TL weights. For each of
these 4 sets of TL weights, 5 different seeds were used to train
with the HFNC data, resulting in 20 models whose predictions
were averaged together to (generate the
Multi-EN-LSTM+3xPers+TL model predictions.
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Figure 3. Forming the (A) simple ensemble and (B) multi-ensemble models. HFNC: high flow nasal cannula; LSTM: long short-term memory; TL:

transfer learning.

Mortality model
Seed A: TL weights

Seed 1 for
HFNC LSTM
layers 2 and 3

Seed 2 for
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Y

Average of predictions

(B) Multi-EN-LSTM+3xPers+TL

M odel Perfor mance Assessment

Model performance was assessed on the test set by evaluating
the AUROC of predictions every 30 minuteswithin the 24-hour
HFNC period. AUROC performance for the subset of patients
with respiratory diagnoses was a so compared every 30 minutes
within the 24-hour HFNC period. In therolling cohort AUROC
computations, failures or successes that had already occurred
before the time of evaluation were excluded. For example, any
HFNC failures or successes that took place <4.5 hoursinto the
HFNC period were not considered in computing the 5-hour
AUROC. Including these in the 5-hour AUROC calculation
would artificially boost the result. This was followed for al
time points of interest. Therefore, the number of HFNC failures
and successes in the test set steadily decreased from 0 to 24
hours in the HFNC period. The fixed cohort AUROC and area
under the precision—recall curve in the first 15 hours were also
computed, wherein only those who were on HFNC for at |east
15 hours were included to ensure a constant cohort (and,
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RenderX

consequently, a constant incidence rate of HFNC failures) at
each evaluation point.

In addition, receiver operating characteristic (ROC) curves,
sensitivities, specificities, positive predictive values (PPVs),
and negative predictive values (NPV's) of predictions 2 hours
after HFNC initiation were generated to evaluate model
performance early in the HFNC period, on both the entire test
set cohort and the respiratory subcohort.

Results

Cohort Characteristics

Table 1 describes the demographics and characteristics of the
data, whereas Figure 4 shows the histogram (in cyan) and
cumulative density (orange) for the time to HFNC failure for
the entire data set. Approximately 50% (87/175) of failures
occurred within 7.6 hours, and 80% (140/175) occurred within
14.1 hours.
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Table 1. Demographics and characteristics of the data partitions (N=834).

Characteristic Training set Validation set Test set (n=206) Overall (n=834)
(n=455) (n=173)
Patients, n 341 138 158 637
Episodes, n 381 151 183 715
HFNC?trials died, n (%) 21(4.6) 10(5.8) 7(34) 38 (4.6)
HFNC trials failed, n (%) 103 (22.6) 30(17.3) 42 (20.4) 175 (21)
HFNC trials female, n (%) 200 (44) 70 (40.5) 90 (43.7) 360 (43.2)
HFNC trials with respiratory primary diagnosis, n (%) 333(73.2) 115 (66.5) 141 (68.4) 589 (70.6)
PRISMP 3 score
Values, mean (SD) 4.4(5.3) 3.6 (5.0) 4.0 (5.0) 42(5.2)
Values, median (IQR) 3(0-7) 2(0-5) 2(0-6) 3(0-6)
Age (years)
Values, mean (SD) 3.3(4.6) 3.1(45) 2.8(3.7) 3.1 (4.4)
Values, median (IQR) 1.2(0.4-3.4) 1.2(0.5-3.1) 1.2(0.5-3.8) 1.2 (0.4-3.5)
Agegroup (years), n (%)
0-1 205 (45.1) 78 (45.1) 96 (46.6) 379 (45.4)
1-5 164 (36) 63 (36.4) 77 (37.4) 304 (36.5)
5-10 31(6.8) 12 (6.9) 17 (8.3) 60 (7.2)
10-19 55 (12.1) 20 (11.6) 16 (7.8) 91 (10.9)

3HFNC: high flow nasal cannula
bPRISM: pediatric risk of mortality.

Figure 4. Distribution of time to HFNC failure. HFNC: high flow nasal cannula.
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. HFNC trials in the test set. Table S7 in Multimedia Appendix
A_UROC AcrosstheFirst 24 Hogrs 7 showsthenumber of remaining HFNC trialsin the test cohort
Figure 5 shows the 8 models’ rolling cohort AUROCSs in &t various evaluation times. Table S8 in Multimedia Appendix
30-minute increments within the 24-hour HENC period of al 8 presents the test set AUROC values associated with Figure 5
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at several times of interest in the first 12 hours of the HFNC  shown in Figures S10 and S11 in Multimedia Appendices 10
period. Table SO in Multimedia Appendix 9 presents the and 11. Both the rolling and fixed cohort AUROCSs generally
corresponding AUROC:s in the respiratory cohort. The fixed increased over time.

cohort AUROCs and areas under the precision—recall curve are

Figure 5. Areaunder the receiver operating characteristics (AUROCS) of model predictions at different times on hold-out test set. AUC: area under
the receiver operating characteristic curve; HFNC: high flow nasal cannula; LR: logistic regression; LSTM: long short-term memory; TL: transfer
learning.

1.0y
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0.8{

AUROC

AUC reported every 30 minutes

0 S 10 15 20 25
Time since HFNC initiation (hours)

into the HFNC period, whereas Figure 7 presents the same

Two-Hour ROC and AUROC metrics corresponding to the respiratory cohort.

Figure 6 presents the test set 2-hour ROC curves and AUROC
for the 8 models, showing predictive performance just 2 hours
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Figure 6. Receiver operating characteristic curves and area under the receiver operating characteristic (AUROC) curves of 2-hour predictions on the
entire test set. LR: logistic regression; LSTM: long short-term memory; TL: transfer learning.

1.0
0.8
)]
-:E
~ 0.6
[4)]
2
-
[%)]
Q
[
Q |
v 0.4
=
—— LR-14, AUROC=0.66
— LR-517, AUROC=0.71
0.2 —— LSTM, AUROC=0.68
—— LSTM+3xPers, AUROC=0.73
" LSTM+TL, AUROC=0.73
] LSTM+3xPers+TL, AUROC=0.75
—— S-EN-LSTM+3xPers+TL, AUROC=0.75
0.0 4 ~——— M-EN-LSTM+3xPers+TL, AUROC=0.78

0.0 0.2 0.4 0.6 0.8 1.0
False positive rate

Figure 7. Receiver operating characteristic curves and area under the receiver operating characteristic (AUROC) curves of 2-hour predictions on high
flow nasal cannula trials whose primary diagnosis is respiratory: all models. LR: logistic regression; LSTM: long short-term memory; TL: transfer

learning.
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Positive Predictive Value and Negative Predictive
Value

Table 2 shows the specificity, PPV, and NPV for the 2-hour
predictions of the Multi-EN-LSTM+3xPers+TL model that
correspond to different values of sensitivity. These metrics
provide a more intuitive understanding of performance in a
deployment scenario. At the 2-hour mark, 204 HFNC periods

Pappy et

remained (40 [19.6%)] failures and 164 [80.4%)] successes);
setting the operating point at 25% sensitivity correctly identified
10 of the HFNC failures (PPV=67%) and 159 of the nonfailures
(NPV=84%). Among the correctly identified HFNC failures,
the time to failure (at the 2-hour mark) ranged from a few
minutes to 19 hours (median=2.6 hours). Tables S12 to S14 in
Multimedia Appendices 12-14 show a comparison of these
metrics across al models.

Table 2. Specificity, PPV,2and N pvP corresponding to various sensitivity values of the 2-hour predictions of the Multi-EN-LSTM+3xPers+TL model.

Sensitivity Specificity PPV NPV
0.10 0.982 0.571 0.817
0.20 0.970 0.615 0.832
0.25 0.970 0.667 0.841
0.30 0.927 0.500 0.844
0.40 0.848 0.390 0.853
0.50 0.835 0.426 0.873
0.60 0.793 0.414 0.890
0.70 0.793 0.452 0.915
0.80 0.762 0.451 0.940
0.90 0.463 0.290 0.950
0.95 0.207 0.226 0.944
1.00 0.049 0.204 1.000

3PPV positive predictive value.
NPV negative predictive value.

Discussion

Principal Findings

The ability to predict a child's response to HFNC reliably and
inreal time could help guideclinical differentiation among three
groups: (1) children most likely to do well on HFNC alone, (2)
children most likely to need a higher level of support, and (3)
children whose likely HFNC outcome is unclear and who may
require additional observation. Patientsidentified from thefirst
group may require less clinical intervention and free up scarce
ICU resources. Identifying children in the second group may
enable cliniciansto intervene morerapidly and provide adequate
support to prevent decompensation. Owing to clinical
uncertainty, children in the third group may benefit from more
careful and frequent observation with the continuous prediction
of thelikelihood of failure.

The granular longitudinal data captured from children in the
| CU presentsatremendous amount of information availablefor
learning and developing tools to help differentiate children’s
responses to numerous ICU interventions such as HFNC,
including ventilation, extracorporeal membrane oxygenation,
and dialysis. Deep learning models, especially those with
sequential processing capabilities such as LSTMs, have the
potential to use rich time-dependent data in ways that more
traditional machine learning models (eg, LR) cannot; however,
LSTMs may require sizable training data to construct
generalizable models. The results from this study showed this

https://medinform.jmir.org/2022/3/€31760

to bethe case: astandard, 3-layer LSTM was generally theworst
performing model on the hold-out test set.

TL was incorporated to address the issue of training LSTMs
with insufficient data. The models with TL had the advantage
of learning representations from >9000 PICU episodes, whereas
the models without TL learned from >600 HFNC trials
(approximately 500 episodes). The results demonstrate
considerable gains from using TL and are consistent with the
theory [14]. Figure 5, Figure S10, and Table S8, in particular,
highlight the significant and time-independent performance
increase delivered by TL in the LSTM models.

Input perseveration by itself (LSTM+3xPers) provided a
performance boost relative to the standard LSTM, especially
in thefirst 12 hours of the HFNC period in respiratory patients
(Table S9, Multimedia Appendix 9). When combined with TL
(LSTM+3xPerst+TL), it continued to provide additional,
athough dight, gains. Asdemonstrated in the study by Ledbetter
et a [18], LSTMs can exhibit a predictive lag phenomenon,
wherein they fail to react rapidly to new data reflecting sudden
clinical events and changes in patient status. In the context of
HFNC use and decisions about whether to escalate a child to
higher levels of support, this predictive lag may be deleterious
in atime-constrained environment such as the PICU.

Finally, the ensemble models (Simple-EN-LSTM+3xPers+TL
and Multi-EN-L STM+3xPers+TL ) were built to address another
consequence of limited training datac the relatively high
variability of any one particular realization of the model. This
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is abyproduct of randomly chosen initialization seeds used to
initialize LSTM weights and biases and for random dropout
techniques used for regularization purposes. The ensemble
methods provided a consistently higher performance on the
hold-out test set than the nonensemble models. The ensemble
models provided a slight performance boost over just asingle
LSTM+3xPerstTL  model.  Not  surprisingly, the
multiensembling of multiple models (both of those used to
generate TL weights and those used to generate HFNC
predictions)  provided the best overal model
(Multi-EN-LSTM+3xPers+TL).

Regardless of the model, the performance generally increased
over time (Figure 5 and Figure S10). This is not surprising as
the lead time (the interval between the times of prediction and
outcome) decreases [25].

Model performance in patients with respiratory diagnosesis of
interest as the pathophysiology of respiratory illness is
particularly amenable to HFNC therapy [1-4]. Approximately
70% of HFNC initiation in this cohort were in patients with
respiratory illnesses. Table S8 shows that all models except
LR-14 generally performed better in the respiratory group over
time. Figure 7 shows that the best performing models in the
overall cohort—those that incorporated TL—performed even
better in the respiratory group after 2 hours of observation,
demonstrating the TL models potential clinical impact.

The 2-hour mark after HFNC initiation is an important clinical
decision point as a child has had adequate time to adapt to
HFNC, and the effects of treatment can be assessed. This
motivated the additional analyses of 2-hour predictions shown
in Figure 6 and Figure 7 (ROC curves) and Table 2 (sensitivity,
specificity, PPV, and NPV at various decision thresholds). The
Multi-EN-LSTM+3xPers+TL model had the highest AUROC.
In this model’s ROC curve for the entire cohort, 2 operating
points are of particular interest: the first corresponds to 95%
sensitivity (20% specificity), and the second corresponds to
25% sensitivity (97% specificity, 67% PPV, and 84% NPV).

Pappy et

The first point can be used to identify children most likely to
do well in HFENC (group 1), whereas the second can identify
those most likely to fail HFNC (group 2). Successfully
identifying 20% of group 1 can reduce the observational burden,
whereas identifying 25% of group 2 could lead clinicians to
intervene earlier with an escalation to a higher level of O,
support, potentially improving outcomes for these children
[9,10]. This system could potentially enable intervention 2 to
3 hours earlier in those most likely to fail HFNC. Children for
whom the model predictions fall between the 2 thresholds are
in the third group: those whose HFNC outcome is unclear and
who may benefit from more frequent observations.

Limitations

This study had severa limitations. First, it was based on a
single-center retrospective cohort. Second, the target definition
considered only the first 24 hours following HFNC initiation.
Further work can refine the target to consider the subsequent
24 hours, regardless of how long the patient has aready been
on HFNC.

Finaly, this study is limited by the exclusion of children
experiencing apnea, making the predictive model’ s applicability
to such children unclear. Although lessthanideal, thisexclusion
was deemed necessary as it is difficult to determine whether
escalation to BiPAP in these children is because of clinical
necessity (ie, true escalation) or prophylactic caution (to guard
against sleep apnea).

Conclusions

This study demonstrated the feasibility of applying advanced
machine learning methodology to a complex and challenging
clinical situation. Thiswork demonstrated that clinically relevant
models can be trained to predict the risk of escalation from
HFNC within 24 hours of initiation of therapy and could be
obtained by using an LSTM with the application of TL and
input perseveration to boost AUROC performance.
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Demographic variables and vital observations used as input variables for long short-term memory models. See Table S5 for

acronym expansions.
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Multimedia Appendix 2

Laboratory and echocardiogram measurements used as input variables for long short-term memory models. See Table S5 for

acronym expansions.
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Multimedia Appendix 3
Drugs used as input variables for long short-term memory models. See Table S5 for acronym expansions.
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Multimedia Appendix 4
Interventions used as input variables for long short-term memory models. See Table S5 for acronym expansions.
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Multimedia Appendix 5
Acronyms and abbreviations used in Tables S1 to $4.
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Multimedia Appendix 6
List of the input variables used in the 14-variable logistic regression model.
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Multimedia Appendix 7
Number of high flow nasal cannulatrials remaining at various evaluation points.
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Multimedia Appendix 8
Test set area under the receiver operating characteristics (AUROCS) curve of the 8 models considered at various time points
following high flow nasal cannulainitiation. The highest AUROC in a column isin bold font.
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Multimedia Appendix 9

Test set area under the receiver operating characteristics (AUROCS) curve of the 8 models considered at various time points
following high flow nasal cannulainitiation for children with arespiratory diagnosis. The highest AUROC in acolumnisin bold
font.

[DOCX File, 10 KB - medinform_v10i3e31760_app9.docx ]

Multimedia Appendix 10

Area under the receiver operating characteristics (AUROCS) curve of model predictions over the first 15 hours for a fixed set of
patients with at least 15 hours of data on high flow nasal cannula on the holdout test set.
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Multimedia Appendix 11

Area under the precision recall curves (AUPRCs) of model predictions over the first 15 hours for a fixed set of patients with at
least 15 hours of data on high flow nasal cannula on the holdout test set.
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Multimedia Appendix 12

Sensitivity versus specificity of the 2-hour predictionsin the entire test set. The highest specificity aong each row (fixed sensitivity)
isin bold.
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Multimedia Appendix 13

Sensitivity versus positive predictive value of the 2-hour predictions in the entire test set. The highest positive predictive value
along each row (fixed sensitivity) isin bold.
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Multimedia Appendix 14
Sensitivity versus negative predictive value of the 2-hour predictions in the entire test.
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BiPAP: bilevel positive airway pressure
CHLA: Children's Hospital Los Angeles
EMR: electronic medical record
HFNC: high flow nasal cannula

I CU: intensive care unit

LR: logistic regression

LR-14: 14-variable logistic regression
LR-517: 517-variable logistic regression
L STM: long short-term memory

ML: machine learning

NIV: noninvasive ventilation

NPV: negative predictive value

PICU: pediatric intensive care unit

PPV: positive predictive value

ROC: receiver operating characteristic
TL: transfer learning

Pappy et

Edited by C Lovis, J Hefner; submitted 02.07.21; peer-reviewed by SShah, N Maglaveras, H Li; commentsto author 16.09.21; revised
version received 10.12.21; accepted 03.01.22; published 03.03.22.

Please cite as.
Pappy G, Aczon M, Wetzel R, Ledbetter D

Predicting High Flow Nasal Cannula Failure in an Intensive Care Unit Using a Recurrent Neural Network With Transfer Learning
and Input Data Perseveration: Retrospective Analysis

JMIR Med Inform 2022;10(3):€31760

URL: https://medinform.jmir.org/2022/3/e31760
doi:10.2196/31760

PMID: 35238792

©George Pappy, Médlissa Aczon, Randall Wetzel, David Ledbetter. Originally published in JMIR Medical Informatics
(https://medinform.jmir.org), 03.03.2022. This is an open-access article distributed under the terms of the Creative Commons
Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work, first published in IMIR Medical Informatics, is properly cited. The complete
bibliographic information, alink to the original publication on https.//medinform.jmir.org/, as well as this copyright and license
information must be included.

https://medinform.jmir.org/2022/3/€31760

RenderX

JMIR Med Inform 2022 | vol. 10 | iss. 3 |€31760 | p.260
(page number not for citation purposes)


https://medinform.jmir.org/2022/3/e31760
http://dx.doi.org/10.2196/31760
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35238792&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Choi et d

Original Paper

Predicting Long-term Survival After Allogeneic Hematopoietic Cell
Transplantation in Patients With Hematologic Malignancies:
Machine Learning—Based Model Development and Validation

Eun-Ji Choi®", MD, PhD; Tae Joon Jun®’, PhD; Han-Seung Park®, MD; Jung-Hee Lee!, MD, PhD; Kyoo-Hyung Lee',
MD, PhD; Young-Hak Kim®, MD, PhD; Young-Shin Lee', MSN, PhD; Young-Ah Kang*, MSN: Mijin Jeon', MSN:
Hyeran Kang*, MSN; Jimin Woo', MSN; Je-Hwan Lee', MD, PhD

lDepartment of Hematology, Asan Medica Center, University of Ulsan College of Medicine, Seoul, Republic of Korea

2Big Data Research Center, Asan Institute for Life Sciences, Asan Medical Center, Seoul, Republic of Korea

SDivision of Cardiology, Asan Medical Center, University of Ulsan College of Medicine, Seoul, Republic of Korea
"these authors contributed equally

Corresponding Author:
Je-Hwan Lee, MD, PhD
Department of Hematology
Asan Medical Center
University of Ulsan College of Medicine
88, Olympic-ro 43-gil
Songpa-gu

Seoul, 05505

Republic of Korea

Phone: 82 3010 3218

Fax: 82 3010 6961

Email: jhlee3@amc.seoul .kr

Abstract

Background: Scoring systems devel oped for predicting survival after allogeneic hematopoietic cell transplantation (HCT) show
suboptimal prediction power, and various factors affect posttransplantation outcomes.

Objective: A prediction model using a machine learning—based algorithm can be an aternative for concurrently applying
multiple variables and can reduce potential biases. In this regard, the aim of this study is to establish and validate a machine
learning—based predictive model for survival after allogeneic HCT in patients with hematol ogic malignancies.

Methods: Data from 1470 patients with hematol ogic malignancies who underwent allogeneic HCT between December 1993
and June 2020 at Asan Medical Center, Seoul, South Korea, were retrospectively analyzed. Using the gradient boosting machine
algorithm, we evaluated a model predicting the 5-year posttransplantation survival through 10-fold cross-validation.

Results. The prediction model showed good performance with a mean area under the receiver operating characteristic curve of
0.788 (SD 0.03). Furthermore, we devel oped arisk score predicting probabilities of posttransplantation survival in 294 randomly
selected patients, and an agreement between the estimated predicted and observed risks of overall death, nonrelapse mortality,
and relapse incidence was observed according to the risk score. Additionally, the calculated score demonstrated the possibility
of predicting survival according to the different transplantation-related factors, with the visualization of the importance of each
variable.

Conclusions: We devel oped a machine learning—based model for predicting long-term survival after allogeneic HCT in patients
with hematologic malignancies. Our model provides a method for making decisions regarding patient and donor candidates or
selecting transplantation-related resources, such as conditioning regimens.

(JMIR Med Inform 2022;10(3):€32313) doi:10.2196/32313

KEYWORDS
machine learning; hematopoietic cell transplantation; hematologic malignancies; prediction; survival; stem cell; transplant;
malignancy; model; outcome; algorithm; bias; validation
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Introduction

Background

Allogeneic hematopoietic cell transplantation (HCT) is a
potentially curative therapeutic option for patients with
hematologic malignancies, which has been widely used. The
increasing use of allogeneic HCT is attributable to multiple
factors, including improved alternative donor availability,
reduced-intensity conditioning regimens, advances in the
prevention of transplantation-related toxicities, and an
improvement in genera supportive care. Despite these advances,
allogeneic HCT remains associated with considerably high rates
of complications, treatment-related mortality, and relapse [1].
To predict transplantation outcomes more accurately before
making decisions regarding transplant eligibility, several
prognostic scoring systems for survival after allogeneic HCT
have been developed. These scores include the HCT-specific
comorbidity index, the European Group for Blood and Marrow
Transplantation (EBMT) risk score, and the Pretransplant
Assessment of Mortality score, among others [2-5]. Most
prognostic scoring systems were developed using parametric
statistical methodologies, such as Cox proportional hazards
models, for predicting the likelihood of survival for HCT
recipients. The scoring systems' variables mainly include
recipient factors, such asage, comorbidities, performance status,
time from diagnosis to HCT, and disease status. Furthermore,
several donor factors are considered in the EBMT risk score,
including donor type (human leukocyte antigen [HLA]: identical
sibling or matched unrelated), sex match, and cytomegal ovirus
serostatus. However, the reported accuracy of these prediction
models is suboptimal, where the area under the receiver
operating characteristic (ROC) curve (AUC) ranges between
0.6and 0.7 [6].

Recently, attempts to predict transplantation-related outcomes
more accurately have been made in various clinical settings
regarding early mortality [7], graft-versus-host disease (GVHD)
[8], or relapse using deep learning—based prediction models[9].
The Acute Leukemia (AL)-EBMT score was developed using
adatamining—based approach to predict 100-day mortality after
allogeneic HCT [7]. Another study of a machine learning
algorithm predicting the incidence of acute GVHD using
Japanese registry data has demonstrated that the calculated
scoreswere associated with clear stratification of acute GVHD,
whereas lower scores were associated with alow incidence of
acute GVHD [8]. In one study, amachine learning—based model
was developed to predict the 1-year relapserate after allogeneic
HCT in patients with AL [9]. Although the patient population,
endpoints, and criteria for variable selection were different
between studies, the performances were similar and seemed
dightly better than the previously reported transplantation
outcome prediction scores.

The survival following alogeneic HCT, however, can vary
depending on multiple variables, such as disease relapse and
transplantation-related complications, including GVHD,
engraftment failure, or infection, which can lead to increased
nonrelapse mortality (NRM). Furthermore, these HCT
complications are associated with several variables, including

https://medinform.jmir.org/2022/3/€32313

Choi et d

donor-related or recipient-related factors, donor-recipient
relationship, and conditioning, among others.

Objective

We hypothesized that the selection of variables using amachine
learning—based approach and the establishment of a prediction
model by applying those variableswill improve the performance
of the model and avoid unexpected biases. Additionaly, we
assumed that the established prediction algorithm will help
choose better transplantation-related factors or donors to
improve post-HCT outcomes. In this study, we developed a
model for predicting the long-term survival of patients with
hematologic malignancies after alogeneic HCT based on
selected variables using a machine learning algorithm, and we
validated the model’s accuracy in a validation set. Then, we
implemented an algorithm to select more appropriate
transplantation-rel ated factors using the established prediction
model.

Methods

Patient Population and Study Outcomes

Data on 1470 adult patients (=15 years old) with hematologic
malignancies who underwent allogeneic HCT between
December 1993 and December 2015 at Asan Medical Center,
Seoul, South Korea, were obtained for developing the machine
learning—based prediction model. To predict long-term survival
after allogeneic HCT, we included patients who survived more
than 5 years and who died within 5 years after transplantation.
As the data cutoff date was December 2020, we only included
patientswho underwent allogeneic HCT before December 2015
to ensure that the follow-up duration of each patient could be
at least 5 years. Then, 229 variables, including recipient and
donor characteristics, disease features, HLA types, graft
information, administered medicationsfor conditioning, GVHD
prophylaxis, supportive care, and other laboratory data, were
collected for analysis.

The primary objective of the study was to predict the 5-year
overal survival (OS) after allogeneic HCT, and the secondary
objectivesinclude determining the NRM, cumul ative incidence
of relapse (CIR), and 100-day OS. All censored data were
calculated from the date of the transplantation.

Ethics Approval

The Ingtitutional Review Board of Asan Medical Center
approved the protocols of this study (2021-1003), which was
conducted according to the 2008 Declaration of Helsinki.

Selection of a Predicting Model

The patients were classified into two groups, those who survived
more than 5 years and those who died within 5 years. In the
learning process, the former group was labeled 0 and the latter
was labeled 1. Therefore, the closer the predicted value to 1,
the higher the probability of death within 5 years. The
aforementioned predictive factors were classified into
categorical or noncategorical variablesand used for developing
5 prediction models. The performance for predicting survival
after allogeneic HCT was tested using the following 5 machine
learning algorithms:; gradient boosting machine (GBM), random
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forest, deep neural network, logistic regression, and adaptive
boosting (AdaBoost). Each al gorithm wastested using the same
training set which was randomly divided (1176/1470, 79.59%
of the total number of patients in the training set). The AUCs
of the algorithms are shown in Multimedia Appendix 1. Of the
5 algorithms, GBM showed the highest AUC (0.75) compared
with random forest (0.74), deep neural network (0.65), logistic
regression (0.70), and AdaBoost (0.72). Therefore, the selection
of relevant variables and the development of the final model
were performed using GBM. GBM is an ensemble method that
combines several weak classifiers, such as trees. The goal of
GBM istofocus and place the weights on incorrectly predicted
results through gradient descent [10]. While GBM is training,
the initial tree trains the data set and assigns weights to
incorrectly predicted recordswith errors, and the next tree from
the same model learns the weighted data set and repeats the
process of assigning weights.

Explainable Individualized Survival Prediction

We provided an explainable individualized survival prediction
using Shapley values to quantify the probability of surviving
for each patient by predicting the OS after allogeneic HCT. A
Shapley value is calculated as the average change according to
the presence or absence of a single feature over all possible
combinations of features [11]. Given a survival prediction
model, f(x), we can compute the Shapley values using the

following equation:
E

where n is the total number of features, and the sum extends
over al subsets Sof N not containing featurei. In arecent study,
a unified framework called Shapley Additive Explanations
(SHAP) wasreleased for explainable machine learning models
using Shapley values[10]. In thisstudy, the survival model also
provides a description of patient-specific survival prediction
using SHAP.
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Other Statistical Analyses

Categorical variables were compared using the chi-square test
or Fisher exact test, and continuous variables were compared
using the Mann-Whitney U-test or Student t test, as appropriate.
The OS was calculated using the Kaplan-Meier method, and
the resulting survival curves were compared using the log-rank
test. NRM and CIR were evaluated using acumulative incidence
function regarding competing risks and compared using the
method of Gray in R, version 3.6.3 (R Foundation for Statistical
Computing). All statistical analyseswere conducted using SPSS,
version 24 (IBM Corp), and graphs were generated using
GraphPad Prism, version 9.1.2 (GraphPad Software Inc). In all
analyses, P valuesweretwo-tailed, and those lessthan .05 were
used to denote statistical significance.

Results

Patient and Donor Char acteristics

The characteristics of the patients and donors included in the
study are shown in Table 1. Between December 2009 and
December 2015, 1470 patients underwent allogeneic HCT for
hematologic malignancies, including acute myeloid leukemia
(n=783), acute lymphoblastic leukemia (ALL; n=306),
myelodysplastic syndrome (MDS; n=188), chronic myeloid
leukemia (n=92), non-Hodgkin/Hodgkin lymphoma (n=56),
BCR-ABL 1negative myeloproliferative neoplasm (MPN;
n=16), MDS/MPN (n=6), and multiple myeloma (n=13).
Approximately two-thirds of the patients (n=995) received
peripheral blood asagraft source, and one patient who received
cord blood as a graft source was included. Reduced-intensity
conditioning and myel oabl ative conditioning were used in 934
(63.5%) and 536 (36.5%) of the 1470 patients, respectively.
Antithymocyte globulin was used in 903 (61.4%) of the 1470
patients as GVHD prophylaxis.

During the median follow-up duration of 8 years (95% ClI
7.8-8.3 years), the estimated 5-year OS of all patients was
46.2%. The 2-year incidence of NRM and CIR was 17.7% and
33.3%, respectively.
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Table 1. Patient and donor characteristics.

Variable Value
Patients, N 1470
Interval between diagnosis to HCTin months, median (95% Cl) 5.7 (0-268)

Recipient sex, n (%)
Male 833 (56.7)
Female 637 (43.3)

Donor sex, n (%)

Male 977 (66.5)

Female 493 (33.5)
Recipient age in years, median (range) 41 (15-75)
Donor age in years, median (range) 34 (0-70)

Donor-recipient sex, n (%)

Maleto mae 551 (37.5)
Female to male 280 (19)

Maleto female 424 (28.8)
Femaleto femae 213(14.5)

Recipient disease, n (%)

AMLP 783 (66.9)
MDSS 188 (16.1)
ALLY 306 (26.2)
Lymphoma 56 (4.8)
MMe 13(1.2)
cmLf 92 (7.9)
MPNY 16 (1.4)
MDS-MPN 16 (1.4)
HCT-CI" score, median (range) 3(0-9)

Diseaserisk, n (%)

Standard risk! 830 (56.5)

High risk 640 (43.5)
Donor type, n (%)

Matched sibling 591 (40.2)

Unrelated 387 (26.4)

Haploidentical familial 491 (33.4)

Cord blood 1(0.1)
Graft source, n (%)

Bone marrow 472 (32.1)

Peripheral blood 997 (67.8)

Cord blood 1(0.1)
Conditioning intensity, n (%)

Myeloablative 536 (36.5)

Reduced intensity 934 (63.5)
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Variable Value
Treated with antithymocyte globulin to prevent GVHD!, n (%) 903 (61.4)

3HCT: hematopoietic cell transplantation.

BAML: acute myeloid leukemia.

°MDS: myelodysplastic syndrome.

9ALL: acute lymphoblastic leukemia.

EMM: multiple myeloma.

feML: chronic myeloid leukemia

9MPN: myeloproliferative neoplasm.

PHcT-Cl: hematopoietic cell transplantation—specific comorbidity index.

"The standard-risk group isdefined asfollows: patients with acute leukemiain thefirst remission (except by salvage chemotherapy), CML inthe chronic
phase, drug-sensitive lymphoma/MM, or MDS with bone marrow blasts <5% at HCT.

IGVHD: graft-versus-host disease.

Development of the Prediction M odel

After deciding on GBM as the prediction agorithm, the
variables used for model development were selected using the
recursive feature elimination (RFE) method. RFE is one of the
widely used feature selection methods that provide a rank to
each variable according to feature importance in predicting the

target variable and help select a minimum specified number of
variables showing good performance in a model [12]. Using
the RFE agorithm, we selected 45 relevant variables for
developing the prediction model (see Multimedia Appendix 2
and Textbox 1). In the case of HLA type, each adlele of
recipients and donors was regarded as an independent variable.

Textbox 1. Selected variables for the prediction model. AML: acute myeloid leukemia. WBC: white blood cell. HLA: human leukocyte antigen. RBC:
red blood cell. CMV: cytomegalovirus. HCT-CI: hematopoietic cell transplantation—specific comorbidity index. * The standard-risk group is defined
asfollows: patientswith acute leukemiain thefirst remission (except by salvage chemotherapy), CML in the chronic phase, drug-sensitivelymphoma/MM,

or MDS with bone marrow blasts <5% at HCT.

Variables

« Diagnosis and disease (eg, AML first complete remission)
o  Diseaserisk*

« WBC count at diagnosis

«  Extramedullary disease at diagnosis

o  Extramedullary disease at HCT

. Karyotypeat diagnosis

o Karyotypeat HCT

« CMV serostatus of recipient

o CMV serostatus of donor

«  Hepatic score of HCT-CI

«  Tota score of HCT-CI

«  Conditioning regimen

«  Donor type

« Recipient HLA type: A, B, C, DR, and DQ
« Donor HLA type: A, B, C, DR, and DQ

« RBCtransfusion before HCT

« Platelet transfusion before HCT

Final Performance of the Prediction M odel

The performance of the prediction model using GBM and
selected variablesin 294 patientsis depicted in Figure 1A. The
AUC and prediction accuracy of the final model were 0.788
and 0.712, respectively. Figure 1B showsacalibration plot with

https://medinform.jmir.org/2022/3/€32313

the Brier score of the model demonstrating agreement between
the estimated predicted risk and observed risk of death in the
validation cohort. The agorithm was trained and evaluated
using 10-fold cross-validation in thetotal patient cohort, where
the predictive power of the model demonstrated a generalized
performance with a similar accuracy.
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Figure 1. Thefina performance of the prediction model. Panel A shows the area under the receiver operating characteristic curve. Panel B shows the
calibration plot.
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False Positive Rate

Because we classified patients who died within 5 years as 1,
the closer the predicted val ue of the GBM model to 1, the higher
therisk of death. The optimal threshold for determining whether
the risk score is positive or negative is calculated using the
Youden J dtatistic along with the ROC curve. From the
prediction model, the threshold is 0.5533, and if the risk score
isgreater than that, the model estimates that the patient will die
within 5 years. The predicting probability of the risk score of

Mean Predicted Probability

each patient was tested in a randomly selected patient cohort,
which corresponds to 20% of all patients (294/1470) to reduce
the probable bias from choosing one of 10 produced models.
Figure 2A shows the estimated post-transplantation OS of the
patients according to the risk score, which was equally divided
by the absolute score values. The estimated 5-year OS was
70.3% in the low-risk group, 42.6% in the intermediate-risk
group, and 14.9% in the high-risk group (P<.001).

Figure 2. Different post-transplantation outcomes of the patients of validation set according to the prediction score (A) Overall surviva (B) relapse

(C) non-relapse mortality.
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Prediction of NRM and Relapse

To assess whether the risk score can aso predict NRM and
relapse after HCT, we analyzed the incidence of NRM and
relapse using 3 risk groups. High-risk scores were significantly
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associated with both higher CIR (P<.001) and higher NRM
(P=.02) (Figure 2B and 2C). The estimated 2-year CIR was
11.3% in the low-risk group, 22.4% in the intermediate-risk
group, and 53.1% in the high-risk group. The 2-year NRM was
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9.3% in the low-risk group, 17.3% in the intermediate-risk
group, and 25% in the high-risk group.

Application of the Algorithm for Donor Selection

We assumed that the prediction score for each patient can be
applied in selecting the most appropriate donor when there are
multiple donor candidates. For example, the prediction score
can help physicians select the donor between a younger
HLA-haploidentical individual and an older matched sibling.
To verify this, we calculated the scores using Shapley values
through which theimportance of each variable can be visualized
using a specific value. We simulated a real case of a patient

Choi et d

with ALL in the first CR who has the following 2 donor
candidates: one is a 48-year-old HLA-haploidentical familial
female individua, and the other is a 43-year-old
locus-mismatched unrelated male individual. A total of 2
prediction scores were cal culated using data derived from each
donor showing different values (Figure 3). Among the variables,
the pretransplantation disease status appeared to be the most
important factor in calculating each score. According to our
prediction model, the donor in Figure 3B (unrelated donor)
could be preferred because the score is lower than the donor in
Figure 3A (haploidentical donor).

Figure 3. Survival difference of the patients of validation set according to the prediction score.
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Discussion

Principal Findings

Long-term survival after allogeneic HCT in patients with
hematologic malignancies is affected by multiple factors but
mainly dependson diseaserelapse and NRM. Multiplevariables,
including disease status, genetic risk, conditioning regimen,
comorbidities, degree of HLA matching, and patient and donor
ages, are associated with disease relapse, GVHD, engraftment,
or treatment-related toxicities, and these outcomes are closely
and mutually related to survival after transplantation. However,
traditional statistical methods are unsuitable for analysis
considering the interactions between variables or their
differences according to the specific values of each factor, such
as the relationship between the HLA alléele of the patient and
donor. In this regard, prediction models based on machine
learning algorithms can be an effective alternative for predicting
posttransplantation outcomes and can provide guidance for
selecting appropriate patients, donors, or resources [13].

We developed a prediction model and risk score using GBM
and sel ected variabl es based on machine learning for long-term
survival after allogeneic HCT. Our model demonstrated an AUC
of 0.788, which showed better performance in predicting
posttranspl antation outcomes than previously reported machine
learning—based models. Shouval et a [7] have reported the
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AL-EBMT model predicting 100-day mortality after allogeneic
HCT showing an AUC of 0.701, which was significantly better
than that of the EBMT score (AUC, 0.646). A study on Japanese
individuals who underwent HCT has developed a machine
learning—based prediction agorithm of acute GVHD, and the
AUC of the model was 0.62 [8]. Another prediction agorithm
developed by Fuse et a [9] has shown an AUC of 0.667 for
predicting relapse within 1 year after transplantation. Most
models were developed by applying the alternating decision
tree algorithm, and the variables were selected by researchers.
In this study, the model was devel oped using variables derived
from the GBM algorithm and using the RFE method, instead
of using preselected variables based on the opinion of the
researchers or conventional statistical analysis. Through RFE,
we extracted the minimum required features where the
performance of the predicting model does not deteriorate. This
is an important difference from the existing literature that
applied machine learning algorithms using clinically selected
variables. In contrast, we first built a full model using all
possible variables and then gradually removed features that had
little effect on survival prediction. Those differences might
contribute to the higher AUC of our prediction model by
reducing biases in selecting variables and augmenting possible
correlations between each factor. Interestingly, the selected
variablesfor our prediction model includeeach HLA aleletype
of recipients and donors. Because we used the raw values of
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each HLA dllele of both recipients and donors rather than
calculating the degree of mismatch, direction of mismatch, or
allele types, our approach integrated the interactions between
alleles affecting survival.

To apply the prediction model to patients planning for allogeneic
HCT in practice, a specific tool for comparing the expected
outcomes according to multiple different factors is required.
We provided a prediction score to quantify the probability of
survival, which showed good concordance of the observed and
estimated survival after HCT. Additionally, SHAP visualizes
the importance of each factor (Figure 3), which alows for the
prioritization of more appropriate transplantation-related
resources. The most remarkable aspect of our model isthat the
importance of each factor can be quantified and visualized so
that physicians can use the al gorithm when planning allogeneic
HCT to select factors, such as donor or conditioning regimen,
that are expected to achieve better survival.

Thelimitations of thisstudy includetherelatively small number
of patients used for establishing the algorithm-based prediction
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model. Although the model showed consistency using 10-fold
cross-validation in the validation cohort, alarger patient cohort
is considered more helpful in verifying the performance of the
algorithm. Further external validation using datafrom agreater
number of patientsiswarranted. Second, the retrospective nature
of the study may have resulted in selection and measurement
biases. However, we included all patients with hematologic
malignancies who underwent allogeneic HCT during a certain
period of timeto reflect real-world practice.

Conclusions

Here, we present a machine learning—based agorithm and
prediction score for quantifying the probability of long-term
survival after allogeneic HCT in patients with hematologic
malignancies. The prediction score showed amoderate negative
correlation with long-term survival, NRM, and relapse after
transplantation. Our prediction model provides a personalized
method for selecting more appropriate transplantation-related
factors and patient or donor candidates for allogeneic HCT.
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Multimedia Appendix 1

The AUC of each tested algorithm. cb, CatBoost; rf, random forest; fnn, feedforward neural network; log, logistic regression;

ada, AdaBoost.
[PNG File, 92 KB - medinform_v10i3e32313 appl.png ]

Multimedia Appendix 2

Recursive feature elimination showing the AUC (area under the curve) according to the number of selected features.
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Abstract

Background: Web-based computerized adaptive testing (CAT) implementation of the skin cancer (SC) risk scale could
substantially reduce participant burden without compromising measurement precision. However, the CAT of SC classification
has not been reported in academics thus far.

Objective: We aim to build a CAT-based model using machine learning to develop an app for automatic classification of SC
to help patients assess therisk at an early stage.

Methods: We extracted data from a population-based Australian cohort study of SC risk (N=43,794) using the Rasch simulation
scheme. All 30 feature items were calibrated using the Rasch partial credit model. A total of 1000 cases following a normal
distribution (mean 0, SD 1) based on the item and threshold difficulties were simulated using three techniques of machine
learning—naive Bayes, k-nearest neighbors, and logistic regression—to compare the model accuracy in training and testing data
setswith a proportion of 70:30, where the former was used to predict the latter. We calcul ated the sensitivity, specificity, receiver
operating characteristic curve (area under the curve [AUC]), and Cls along with the accuracy and precision across the proposed
models for comparison. An app that classifies the SC risk of the respondent was devel oped.

Results: We observed that the 30-item k-nearest neighbors model yielded higher AUC values of 99% and 91% for the 700
training and 300 testing cases, respectively, than its 2 counterparts using the hold-out validation but had lower AUC values of
85% (95% Cl 83%-87%) in the k-fold cross-validation and that an app that predicts SC classification for patientswas successfully
developed and demonstrated in this study.

Conclusions: The 30-item SC prediction model, combined with the Rasch web-based CAT, is recommended for classifying
SCin patients. An app we developed to help patients self-assess SC risk at an early stageis required for application in the future.

(IMIR Med I nform 2022;10(3):€33006) doi:10.2196/33006

KEYWORDS

skin cancer assessment; computerized adaptive testing; naive Bayes; k-nearest neighbors; logistic regression; Rasch partial credit
model; receiver operating characteristic curve; mobile phone
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Introduction

Background

Skin cancer (SC) is the most common malignant neoplasm
occurring in White populations, and it is mainly divided into
(1) malignant melanoma (MM) and (2) nonmelanoma SCs
(NMSCs), which include squamous cell carcinoma and basal
cell carcinoma as the major subtypes. The global incidence of
MM and NMSCs is well-established and on the rise. In
Australia, SC accounts for most newly diagnosed cancers each

year, with age-standardized incidence ratesfor MM of 65.3x107°

and 1878x10™° for NMSCs [1,2]. There are >434,000 people
inapopulation of only 23 million who treat keratinocyte cancer
each year in Australia[2], causing a substantial socioeconomic
burden and impact on public health services.

There are severa well-recognized risk factors that increase the
potential for the development of SC and have been reported in
previousliterature, such asUV radiation, genetic susceptibility,
smoking, ionizing radiation, and the use of photosensitizing
drugs [3]. Among the aforementioned risk factors, excessive
UV radiation exposure remains the major causative risk factor
for SC[4]. Therefore, itiscrucial to modify personal behaviors
to reduce direct and excessive sun exposure, such as avoiding
long-term sunbathing or the use of indoor tanning devices,
appropriately applying sunscreens, using sun-protective cloth
garments, and staying in the shade.

Requirement for Prediction M odel in Classification of
SC

In practice, it isdifficult to provide people with their individual
risk of SC [1]. Given the lack of clear recommendations for
organized SC screening, physical exploration, clinical history
of lesion changes, and correlated family SC history continueto
be key for detecting skin neoplasms. Assuming that a person
has attributes that highly correlate with the underlying
architecture of the skin, the potential risk of SC can be assessed
through questions (ie, questionnaire items); for example,
underlying pigmentation traitsinclude hair color, eye color, the
propensity to freckle and sunburn, skin phenotypes, and some
personal behavior factors such as tanning attitudes and sunbed
use. Accordingly, it is feasible to construct a unidimensional
scale to measure these attributes using the responses to the
unidimensional items and further calculate an overall SC risk
score using an assessment tool (eg, web-based computerized
adaptive testing [CAT] administrations[1]) or even classify the
SCrisk for patientsin clinical settings.

Predicting SC Risk and Classifying the SC Possibility
Statistical validity is based on the correlations among item
measures (or scores) on a questionnaire and people’'s
unobservable true status (eg, melanoma status—deemed latent
traits that cannot be directly detectable in the real world) [5].
The Rasch model [6] isamathematical modeling approach that
has been used to assess how well the items measure the
underlying latent traits [7-13], which are based on a
unidimensional scale when the data fit the Rasch model’s
expectation (ie, al items can be added to a summation score)
[10,13]. Nonetheless, no SC classifications that use machine

https://medinform.jmir.org/2022/3/e33006
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learning to predict SC risk have been illustrated and
demonstrated in the literature. We are motivated to develop a
prediction model for classifying SCin adultswho are potentially
at risk.

CAT Assessment and Limitation in SC Classification

CAT isatailored measure based on item response theory (IRT)
[14,15] that can better align with each examinee's ability level
[10,13,16]. The computer follows an I RT-based algorithm, and
the difficulty of the next selected item depends mainly on all
previously answered items. As such, each patient needs to
answer the fewest possible items by dynamically selecting
appropriate testing items, resulting in less respondent burden
without compromising measurement precision and thereby
making it possible to individualize each participant’s assessment
[1,10,13].

The limitation of CAT applied to machine learning is the
missing responses (ie, unanswered items) in the data
Fortunately, generating the expected responses to endorse the
answers in CAT has been resolved to overcome the drawback
of not having al the items answered in CAT (ie, using the
expected value to fill in the missing data, as done in previous
studies [13,17,18]). As such, convolutional neural networks
(CNNs) [19,20] combined with the expected responses to
classify the groups of individual bullying levels [13] are
applicable. Thus, we are interested in applying the expected
responses to CAT to (1) reduce participant burden with more
accurate outcomes[1,10,13,16] and (2) predict SC classification
in patients.

Web-Based Assessment Using Smartphones

With the advent of the era of digital technology, the
advancement and maturation of mobile health and health
communication technology have been rapidly increasing [21].
To date, smartphone apps for classifying SC using CAT-based
machine learning for patientsin health care settings are lacking
when searching for publications in the PubMed library using
the keywords skin and cancer AND computerized adaptive
testing AND CAT AND machine learning as of December 5,
2021. It is not only the complexity of the CAT procedure with
multimedia illustrations embedded into a web-based module
but also the difficulty of the model’s parametersthat need to be
transformed into the probability of classification types when
SCisassessed on theweb. A web-based CAT app incorporating
machine learning and SC could provide patients with a better
understanding of the SC classification and prediction of SC at
risk before a serious SC problem occurs.

Study Aims

Theaimsof thisstudy areto (1) compare the prediction accuracy
of SC between machine learning models in SC classification
and (2) build a CAT-based SC assessment using machine
learning to develop an app for automatic classification of SC
to help patients assess SC risk at an early stage.
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Methods

Data Source

On the basis of a previous study [1,22], we extracted datafrom
a population-based Australian cohort study of SC risk
(N=43,794) by simulating Rasch data [23], including 1000
virtual patients across 30 feature variables defined in the
previous study [1] (Multimedia Appendix 1).

All data used in this study were simulated and extracted from
the previous article [1]. Given that this study design uses
simulation data, ethical approval was not required according to
the Taiwan Ministry of Health and Welfare regulations.

Characteristics of the Simulated Data

The Original Survey Data

Theoriginal datawereretrieved from the baseline questionnaire
in the QSkin Sun and Health study [22]. A population-based
cohort study of 43,794 men and women aged 40 to 69 years

https://medinform.jmir.org/2022/3/e33006
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was randomly sampled from the population of Queensland,
Audtralia [1], to obtain a calibration data set (two-thirds;
29,314/43,794, 66.94%) and a validation data set (one-third;
14,480/43,794, 33.06%). In the calibration data set, 24.61%
(7213/29,314) of participants had a history of SC, and 75.39%
(22,101/29,314) of participants did not.

The Study Simulation Data

For simplification, the 30-item difficulties calibrated in the
previous study [1] (Table 1) using the Rasch partial credit model
[24] were applied to yield 1000 virtual casesfollowing anormal
distribution (mean 0, SD 1; seethedemonstrationin Multimedia
Appendix 1 with an MP4 video). The suggested cutoff point
was set at 0.88 logits [1] to determine the 2 groups of cancer
and noncancer in the simulation data. As such, the data with
1000 people x 30 itemsand 1 label (ie, 1 and 0 for melanoma
status defined as cancer and honcancer groups) were appliedin
this study with the following 2 sections (ie, 3 models and 3
tasks).
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Table 1. Overall and threshold difficultiesin logit (log odds) across the 30 items.

Number Variable Overall difficulty Threshold difficulty
Stepl Step2 Step3 Step 4

1 Gender (mae as 1 and female as 0) 0.16 000 a2 NA - NA

2 Skin color on areas never exposed to the sun? -2.32 -246 078 168 N/A

3 Your behavior in the strong sun for 30 minutes at noon? -0.17 -151 041 1.10 N/A

4 Your behavior outdoors in the sun without protecting your skin? -0.49 -085 -042 127 N/A

5 What color are your eyes? -0.11 -0.04 0.60 155 -2.11

6 What was your natural hair color at the age of 21 years? 0.48 0.70 -0.83 -1.30 143

7 How many freckles were on your face at the age of 21 years? 0.72 -0.37 0.01 0.36 N/A

8 How many moles did you have on your skin at the age of 21 years? 0.76 -145 053 092 N/A

9 How many times in your whole life have you used sunbeds? 1.27 135 030 -075 -0.69

10 How many separate skin cancers have you ever had excised from your skin? 0.98 045 -136 130 -0.39

11 How many separate sunspots or skin cancers have you ever had frozen or burnt  0.53 -0.05 0.49 -022 -011
off on your skin?

12 Have | been told that | have melanoma? 0.99 0.99 N/A N/A N/A

13 Will you get melanoma at some point in the future? 0.26 -114 -0.82 114 082

14 How many times were you sunburned so badly that you were sore for at least 2  0.58 -141 037 0.11 0.36
days or your skin peeled as a child?

15 How many times were you sunburned so badly that you were sorefor at least 2  0.17 -240 035 027 0.74
days or your skin peeled in your teenage years?

16 How many times were you sunburned so badly that you were sore for at least 2  0.58 -1.83 0.59 0.10 0.46
days or your skin peeled in adulthood?

17 How many hours did you spend outdoors and in the sun from Monday to Friday 0.29 -004 044 -039 N/A
in the past year?

18 How many hours did you spend outdoors and in the sun from Monday to Friday -0.51 -065 024 041 N/A
at the age of 10 to 19 years?

19 How many hours did you spend outdoors and in the sun from Monday to Friday -0.15 -0.46 041 0.05 N/A
at the age of 20 to 29 years?

20 How many hours did you spend outdoors and in the sun from Monday to Friday 0.04 -0.29 042 -0.13 N/A
at the age of 30 to 39 years?

21 How many hours did you spend outdoors and in the sun during Saturday and ~ -0.14 -042 023 019 N/A
Sunday in the past year?

22 How many hours did you spend outdoors and in the sun during Saturday and ~ -0.94 -046 0.21 0.26 N/A
Sunday at the age of 10 to 19 years?

23 How many hours did you spend outdoors and in the sun during Saturday and ~ -0.72 -060 018 043 N/A
Sunday at the age of 20 to 29 years?

24 How many hours did you spend outdoors and in the sun during Saturday and ~ -0.45 -056 0.19 0.37 N/A
Sunday at the age of 30 to 39 years?

25 Routinely apply sunscreen to my face -0.46 0.00 N/A N/A N/A

26 Routinely apply sunscreen to my hands and forearms -1.80 0.00 N/A N/A N/A

27 Routinely apply sunscreen to other parts of my body -2.56 0.00 N/A N/A N/A

28 Routinely apply sunscreen going out in the sun: no -0.36 0.00 N/A N/A N/A

29 Whether applying sunscreen outside in the sun? -0.31 -090 -0.16 1.06 N/A

30 How often have you been outside in the sun in the past year? 0.45 -0.77 -0.08 0.85 N/A

31 Melanoma status (Iabel as cancer and noncancer group) N/A N/A N/A N/A N/A

3N/A: not applicable.
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The 3 Moddsof Machine Learning Used in Microsoft
Excel

The 3 Models Applied in This Study

Three models of machine learning—naive Bayes (NB) [25],
k-nearest neighbors (KNN) [26], and logistic regression (LR)
[27-31]—were applied to compare the model accuracy of
classifying SCinthe 1000x30 rectangle dataset. The 2 training
(70%) and testing (30%) sets (ie, the hold-out validation) were
separated to examine the model’s accuracy with a proportion
of 70:30, where the former was used to predict the latter.

We calculated the sensitivity, specificity, receiver operating
characteristic curve (areaunder the curve [AUC]), and Clsalong
with the accuracy and precision across the 3 aforementioned
models for comparison. In addition, k-fold cross-validation was
performed for the 3 model s using the Weka software (University
of Waikato) [32]. If the Weka Explorer (graphical user interface)
and the Classify tab are selected, we can find it by looking for
the Choose button under the Classify tab. Once we navigate
through the folders, the 3 classifiers are used (ie, NB
classifiers— Bayes— NB; instance-based learner [IBK]
classifiers— lazy - IBk; and classifiers— functions- logistic).
For instance, once we select IBk for the KNN classifier, we
click on the box immediately to the right of the button. This
will open up alarge number of options. If we then click on the
button More in the Options window, we will see all the options
explained. We can do this for all the classifiers to obtain
additional information (eg, NB, logistic, or more; see the
demonstration using an MP4 video in Multimedia Appendix
2). Meanwhile, moreinformation about the 3 modelsis provided
in Multimedia Appendix 3.

Calculation of Model Accuracy

After the parameters in the selected model are estimated, the
accuracy of a model in the training and testing sets can be
obtained through the following equations [33,34]:

The accuracy was determined by observing the higher
sensitivity, specificity, precision, accuracy, and AUC in the
models. The definitions are as follows:

True positive (TP) = the number of predicted cancers
to the true SCs (1)

True negative (TN) = the number of predicted
non-SCs to the true noncancers (2)

False positive (FP) = the number of noncancers—the
number of TN (3)

False negative (FN) = the number of cancers — the
number of TP (4)

Sensitivity = TP rate = TP/(TP + FN) (5)
Specificity = TN rate= TN/(TN + FP) (6)

Precision = positive predictive value = TP/(TP + FP)
(1

Accuracy = (TP + TN)/N (8)
N=TP+TN+FP+FN (9)

AUC = (1 - specificity) x sensitivity/2 + (sensitivity
+ 1) x specificity/2 (10)

https://medinform.jmir.org/2022/3/e33006
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SE for AUC = V(AUC x [1—AUC]/N) (11)
95% Cl = AUC + 1.96 x SE for AUC (12)

Similarly, the confusion matrix can be made when the true
conditions (ie, SC and non-SC) and the predictions (ie, positive
and negative) are known in the predicted training set (or the
testing data set) matched to the label (ie, 1 and O as cancer and
noncancer groups) in the training set. Other indicators in
equations (1) to (12) can be obtained accordingly.

It is worth noting that we made the model residual with the
average values in the 2 groups (ie, average [range in the group
of SC] + average [range in the group of non-SC]) to overcome
the imbalance class data. As such, the AUC for sensitivity and
specificity could be balanced in reports [35]. Details about the
setting formula are provided in the Microsoft Excel modulein
Multimedia Appendix 1.

The 3 Tasks

Feature Variables Shown on a Forest Plot (Task 1)

The 30 variables [1] were shown on a forest plot [36-38] via
thefollowing steps: standardize each variable based on the mean
(0) and SD (1) and compare the standardized mean difference
on aforest plot [39].

The chi-square test was conducted to eval uate the heterogeneity
between variables. Forest plots (Cl plots) were drawn to display
the effect estimates and their Cls for each indicator.

Comparing the Accuraciesin Models (Task 2)

We calculated the sensitivity, specificity, AUC, and Cls along
with the accuracy and precision across the proposed modelsin
comparison using equations (1) to (12). Both AUCs in the
training and testing sets were compared to assess the model
accuracy and stability [34,35].

SC Risk and Classification (Task 3)

TheRasch Modd and theFirst-Order Derivativein Calculus
In the Rasch model, the probability can be expressed asfollows:

]
(13)

where 6 is the person’s ability, and o is the item difficulty for
person nand itemi, respectively. The processes of the first-order
derivative on B are described below:

]
(14)

The Newton-Raphson Iteration Method

The Newton-Raphson iteration method, one of the essential
iteration techniques for parameter estimation, has been
frequently mentioned in the methodology literature [40-43] and
popularly used in practice with the Rasch model [44,45].

A revised estimated measure, 6,, + 1, is obtained from the
previous measure of 6,,, and the adjustment by the residual and
the summed variance (defined by f'[6,,— 8] acrossall answered
itemsin equation 15):
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@]
(15
The CAT SE is defined by the following equation:

@
(16)

The next selected item is determined by the maximum
information (variance = f'[8,, — &]) of theitem in all answered
items shown in the following equation:

Information, = f'(8,, — &;) (17)

Yang et a

CAT Stop Criterion

The CAT termination is set at the CAT SE smaller than the SE
of measurement (SEM) [1,46].

SEM = SD V(1 -Red) (18)
Rel isthe Cronbach a of the questionnaire. Therefore, if there

is a test (or questionnaire) with an SD of 1.0 logits and a
Cronbach a of .78[1], the SEM would be 0.469 (1 x V[1-.78]).

If CAT is terminated, the responses to unanswered items are
filled in with their expected values using equation (13) when
the final measure is known. The SC classification is then
performed (Figure 1).

Figure 1. SC—CAT process and SC classification using machine learning. CAT: computerized adaptive testing; SC: skin cancer.

Administer CAT items

(All item difficulties have been known)

9=0
— > A.Theitem

selected and |

answered

-

G. SC classification

D. The next item
with maximum
information

F. Prediction
model

TheFit Statistics of the Mean Square Error

The Rasch fit statistics of mean square errors (MNSQs),
including infit and outfit [40,41], are shown on the SC CAT to
represent the extent of the deviation from the expectation of the
Rasch model for the examinee's responses.

Infit MNSQ =

@
(19)
Outfit MNSQ =

@
(20)
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where O,; is the observed response for person n on itemi, and
E,; is the corresponding expected value in equation (13). The
variance isreferred to in equations (14) and (17).

Again, another way to judge a person’s responses depends on
the Z score (denoted by Z) in equation (21). According to the
Rasch model, these accumulated Z? values ought to follow a
chi-square distribution with 1 degree of freedom (denoted by
df) for each Z* value minus the degree of freedom necessary to
estimate the person measure 6, [47]. Any sum of Z?, when
divided by its df, should follow the mean square distribution in
equation (22). This can conveniently be evaluated as the t

statistic, which has approximately a unit normal distribution
(ie, N[0,1]) [46], shown in equation (23).
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The Skin Cancer—Computerized Adaptive Testing Algorithm

Wright [48] suggests a simpler algorithm for classroom use,
classification, and performance tracking in a low-stakes
environment. Thisalgorithmis easy to implement and could be
successfully used at the end of each learning module to keep
track of the persons' responses in the process [46]. Figure 1
shows the core steps of skin cancer—computerized adaptive
testing (SC—CAT) needed for practical adaptive testing using
the Rasch mode!:

1 Start with apatient at an initial © (SC score in logit) of O.

2. Find arandomized item from theitem poll viathe SC-CAT.

3. Respond to the item with difficulty and the corresponding
threshold & (difficulty; label A in Figure 1).

4. Cadlculate the provisiona 0 in equation (15) based on the
known item difficulties (label B).

5. Examine whether the CAT stop criterion (ie, SEM=0.469)
isreached in equations (16) and (18) (label C).

6. Select the next item in equation (17) if the SC-CAT
continues (label D).

7. Returnto Step 3.

8. Fill in the expected values of the unanswered items via
equation (13) when the SC-CAT stops based on the final
estimated O (label E).

https://medinform.jmir.org/2022/3/e33006
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9. Perform the prediction model (Iabel F).
10. Obtain the classification (ie, SC or non-SC; label G).

The App Developed in This Study

An app for the detection of SC in adults was designed and
developed. A 30-item self-assessment app using mobile phones
was designed to predict and classify SC using machinelearning
and model parameters. The model parameters were embedded
in the computer module.

The results of the classification (ie, SC+ and SC-) instantly
appear on smartphones. A visual representation displaying the
classification effect is plotted using 2 curves (ie, one from the
bottom left to the top right corner denotes the success [SC+]
feature, and another from the top left to the bottom right isthe
failure [SC] attribute). The visual dashboard with binary (ie,
SC+ and SC-) category curves is shown on Google Maps.

Statistical Tools and Data Analysis

MedCalc 9.5.0.0 for Windows (MedCalc Software) was used
to calculate the sensitivity, specificity, and the corresponding
AUC using LR when the observed labels (ie, O for SC—and 1
for SC+) and the predicted probabilities (ie, the continuous
variable in equation 13) were applied.

Author-made modules in Microsoft Excel were applied to
compute the model prediction indicators expressed in equations
(1) to (12). The three proposed models—NB, KNN, and
LR—were performed using Microsoft Excel and Weka [32]
(Multimedia Appendix 1 and 2). The web-based CAT was
programmed using the classic active server pages.

The study flowchart (shown in Figure 2) comprises two parts:
one is from the previous study [1] and another includes 3
models. A total of 3 tasks are elaborated in this study. The
abstract video is provided in Multimedia Appendix 1 aswell.
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Figure 2. Two major parts are in the study flowchart (in the upper and bottom panels), and three tasks are in the bottom panel. AUC: area under the
curve; KNN: k-nearest neighbors; MNSQ: mean square error; SC: skin cancer; HO: hold out validation.
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Ethics Approval and Consent to Participate

Not applicable. All data were simulated and extracted from a
previous study [1].

Availability of Data and Materials

All data used in this study are available in the Multimedia
Appendices.
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LR: logistic regression

Results

Task 1: Feature Variables Demonstrated on a Forest
Plot

The 30 variables are presented in a forest plot (Figure 3). We
can see that all green boxes are on the right side beyond the
mean standardized mean difference (0), indicating that the
variables are eligible (P<.05) for discriminating the melanoma
status (ie, SC and non-SC groups).
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Figure 3. Using the forest plot to display feature variables on smartphones [49] or clicking the QR Code. SMD: standardized mean difference.

SMD
Variable Estimate  95%Cl 0 n Z P value Weight (%)
1. Gender 7 0.79 (0.66-0.92) ] 1000 1196 .go1 36
2. Skin color on areas never exposed to the sun? 0.37 (0.25-0.50) [ 1000 587 <001 Fy
3. Your behavior in the strong sun for 30 minutes at noon ? 1.33(1.19-1.47) a2 1000 13'92 <.001 32
4. Your behavior outdoors in the sun without protecting skin ? 1.06 (0.92-1.19) o 1000 15'55 <001 34
5. What color are your eyes? 2.55(2.38-2.71) @ 1000 29776 <001 22
6. What was your natural hair color at the age of 21 years? 1.89 (1.74-2.04) a 1000 4. <001 27
7. How many freckles were on your face at the age of 21 years? 1.02 (0.89-1.15 ) jo00 2468 y "
; : ( ) <001 35
8. How many moles did you have on your skin at the age of 21 years? 0.99 {0.86-1.12' =} 1000 15.08
it 3 ( ) <001 35
9. How many times in your whele life have you used sunbeds ? 0.36 (0.23-0.49) a 1000 1471 000 38
10.How many separate skin cancers have you ever had excised from your skin? 0.96 (0.83-1.09) =] 1000 565 'ml 3.5
11.How many separate sunspots or skin cancers have you ever had frozen or burnt off on your skin? 1.41 (1.27-1.55) a 1000 14.25 :-001 3‘]
12 Have | been told that I have melanoma? 0.69 (0.56-0.82) a 1000 19.77 -DD!. 37
13.Will you get melanoma at some point in the future? 1:44 (1‘30-1‘58) a loo0 1048 :'001 A
14.How many times were you sunburned so badly that you were sore for at least 2 days or your skin peeled as a child? 126 “‘13_1'401 [} 1000 20.14 -Oﬂl 33
15.How many times were you sunburned so badly that you were sore for at least 2 days or your skin peeled in teenage year? 1.66 (1‘52-1‘81) | 1000 18.05 "001 2'9
16.How many times were you sunburmed so badly that you were sore for at least 2 days or your skin peeled in adulthood? 128 (1‘14_1‘42) a 1000 20"“} s 23
17.How many hours did you spent cutdoors and in the sun each day from Monday to Friday in the past year? 1'4? 133 1'51 [=] 1000 16‘55 ‘-gi 3-]
18.How many hours did you spent outdeors and in the sun each day from Monday to Friday at the age of 10 to 19 years? 14 (1.33-1.61) [ ] 000 2 ‘88 <.001 31
19.How many hours did you spent cutdoors and in the sun each day from Monday to Friday at the age of 20 to 29 years? 1.14 (1.00-1.27) a 1000 1. <001 3‘0
20.How many hours did you spent outdeors and in the sun each day from Monday to Friday at the age of 30 to 39 years? 1.60(1.46-1.75) a 1000 2348 <.001 28
21.How many hours did you spent outdoors and in the sun during Saturday and Sunday in the past year? 1.76(1.62-1.91) a 100 1985 <001 E
22.How many hours did you spent outdoors and in the sun during Saturday and Sunday at the age of 10 to 19 years? 1.42(1.28-1.56) a looo 1213 <001 :
23.How many hours did you spent outdoors and in the sun during Saturday and Sunday at the age of 20 to 29 years? 0.81 (0.68-0.94) ] 14.02 <.001 36
24.How many hours did you spent outdoors and in the sun during Saturday and Sunday at the age of 30 to 39 years? 0.94 (0.81-1.08) a 1000 3555 <001 3.5
25.Routinely apply sunscreen to my face? 1.18(1.04-1.31) ™ 1000 G557 <001 g-;
26.Routinely apply sunscreen to my hands or forearms? 0.82 (0.69-0.95) a 1000 719 <.001 -
27.Routinely apply sunscreen to other parts of my body? 0.47 (0.34-0.59) o 1000 547 <001 38
28.Routinely apply sunscreen going out in the sun: no? 0.35(0.23-0.48) a 1000 1032 <.001 39
29.Whether applying sunscreen outside in the sun? 0.68 (0.55-0.81) 1000 17'94 <.001 37
30.Hew often have you been outside in the sun in the past year? 1.25(1.12-1.39) a 000 oo o 33
1.47 (1.33-1.61) L] 1000 5 <.001 31
Overall 1.09 (1.07-1.22) < 1000 8653 <001 100
Q index=1358.3, df=29, p <.001
12=97.86 Tau=0.22 Negative toward SC  Positive toward SC

@ Overalleffect [ Variable effect =

SC=Skin cancer

. . . values of 99% and 91% for the 700 training and 300 testing
Task 2 (.Zomparlng theACCUI‘?.CI?S Betwegn Models cases, respectively, far beyond the other 2 models (ie, NB and
A comparison of the model accuraciesisshownin Teble2. We  |R; Table 3). However, if k-fold cross-validation is performed,

can see that al AUCs are >0.80 in models across the training  the 30-item KNN model yieldslower AUC values of 85% (95%
and testing sets. The 30-item KNN model yielded higher AUC  C| 83%-87%), shown in Table 4.

Table 2. Comparison of model accuracy and stability using simulation data (hold-out validation).

Study model Training cass  Accuracy =0.80 (training sets) Stability 20.70 (testing sets)
egtesting cas-
es, N

Sengtivity  Specificity Precison Accuracy pyca Senditivity Specificity Precision Accuracy AUC

Naive Bayes 700/300 0.92 0.89 0.82 0.90 090 0.79 0.98 0.97 0.91 0.89
KNNP 700/300 0.98 0.99 0.98 0.99 099 083 0.99 0.99 0.93 0.91
LR 700/300 0.82 0.91 0.84 0.88 087 0.70 0.92 0.85 0.84 0.81

8AUC: area under the curve.
BKNIN: k-nearest nei ghbors.
°LR: logistic regression.

Table 3. Comparison of model accuracy and stability using simulation data (95% Cl's of the area under the curve [AUC] for hold-out validation)®.

Study model Accuracy =0.80 (training sets) Stability =0.70 (testing sets)
Training cases, N AUC (95% Cl)  Significant difference Testing cases, N AUC (95% Cl)  Significant difference
Naive Bayes(1) 700 0.90(0.88-0.92) 1,2 300 0.89(0.85-093) _b
KNNE (2) 700 0.99(0.98-1.00) 1,3 300 091(0.88-0.94) 3
LRY (3) 700 0.87(0.85-0.89) 1,2 300 0.81(0.77-0.85) 2

#The computation of the 95% Cl for the AUC is referred to in equations (10) to (12).
PData not available.

®KNN: k-nearest neighbors.

AR logistic regression.
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Table 4. Comparison of model accuracy and stability using simulation data (k-fold cross-validation).

Study model Training cases/testing cases, N Accuracy =0.80 (training sets) Stability 20.70 (testing sets)
Sensitivity  Specificity Precision Accuracy ayc® AUC (95% Cl) Significant
difference
NaiveBayes(1) 700/300 0.93 0.92 0.87 92.40 098  0.98(0.97-0.99) 2
KNNP (2) 700/300 0.87 0.90 0.84 89.20 0.85  0.85(0.83-0.87) 1,2
LR®(3) 700/300 0.90 0.90 0.90 92.40 098  0.98(0.97-0.98) 2

BAUC: area under the curve.
K NN: k-nearest nei ghbors.
°LR: logistic regression.

Task 3: Developing an App for SC Classification

A screenshot obtained from a mobile phone used to respond to
the questions is shown in Figure 4, the CAT process is shown
in Figure 5, and the assessment results are shown in Figure 6.
In this example, we can see that the item-by-item CAT process

isdisplayed in Figure 5, and the patient has a high probability
(0.88) of developing SC, as shown in Figure 6.

Readersareinvited to scan the QR codein Figure4 and practice
the web-based CAT on their own. The CAT process is shown
in Figure 5. The assessment of the calibration plot is shown in
Figure 6.

Figure 4. Snapshot of skin cancer assessment on smartphones from the web-based CAT model [50] or clicking the QR Code.

A. Snapshot

Skin Cancer Scale for Australian only @

P 005/005 = o)

When you were 21 years of age, how many FRECKLES on

your face did you have at the end of summer?

| had no freckles

We devel oped the CAT-based app for classifying SC in adults.
The CAT process was demonstrated item by item and is shown
in the 3 panels of Figure 5. Person 6 is the provisional ability
(eg, the third column in the top panel of Figure 5 or the blue
line in the middle panel of Figure 5) estimated by the CAT
module (equation 15).

The SEs (equation 16) are along the orange line in the middle
panel of Figure 5 (or the dotted linesin the top panel of Figure
5). We can see that the more items responded to by a patient,
the smaller the SEs will be. The SE was generated by the
formula 1/V(Zinformation[i]) (equation 17), where i refers to
the CAT items responded to by a patient.

In addition, the item difficulties (shown in Table 1) are along
the green line in the middle panel of Figure 5. The residua is
derived from the difference (observed — expected; bottom panel
of Figure 5). The Z score (i) along the brown line is computed
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using equation (21), which equalsthe squared variance (i) shown
in the bottom panel of Figure 5.

CAT will stop if the residua value is <0.05. The correlation
coefficient between the CAT estimated measures and the step
seriesnumbersusing thelast 5 estimated 6 values was computed.
A flatter 6 trend indicates a higher probability of a person’s
measure converging to the final estimation.

It is worth noting that a person’s MNSQs (ie, infit and outfit at
the top of the middle panel in Figure 5) are generated by the
formulain equations (19) and (20). If the value of the ouitfit is
>2.0[51], the person’sresponse pattern is significantly aberrant
beyond the model’s expectation. In the example shown in the
middle panel of Figure 5, we can see that the patient’s response
pattern with outfit MNSQ (0.52, less than the cutoff point of

2.0) and the t statistic (~0.95 = [In(0.585) + 0.585 — 1] x |2,
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