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Abstract

Background: In most cases, the abstracts of articlesin the medical domain are publicly available. Although these are accessible
by everyone, they are hard to comprehend for a wider audience due to the complex medical vocabulary. Thus, simplifying these
complex abstractsis essential to make medical research accessible to the general public.

Objective: This study aimsto develop a deep learning—based text simplification (TS) approach that converts complex medical
text into a simpler version while maintaining the quality of the generated text.

Methods: A TS approach using reinforcement learning and transformer—based language models was developed. Relevance
reward, Flesch-Kincaid reward, and lexical simplicity reward were optimized to help simplify jargon-dense complex medical
paragraphs to their simpler versions while retaining the quality of the text. The model was trained using 3568 complex-simple
medical paragraphs and evaluated on 480 paragraphs viathe help of automated metrics and human annotation.

Results. The proposed method outperformed previous baselines on Flesch-Kincaid scores (11.84) and achieved comparable
performance with other baselines when measured using ROUGE-1 (0.39), ROUGE-2 (0.11), and SARI scores (0.40). Manual
evaluation showed that percentage agreement between human annotators was more than 70% when factors such as fluency,
coherence, and adequacy were considered.

Conclusions: A unique medical TS approach is successfully developed that leverages reinforcement learning and accurately
simplifies complex medical paragraphs, thereby increasing their readability. The proposed TS approach can be applied to
automatically generate simplified text for complex medical text data, which would enhance the accessibility of biomedical research
to awider audience.

(JMIR Med Inform 2022;10(11):€38095) doi: 10.2196/38095
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information is publicly available, it often has complex medical
terminology, making it difficult for the general public to
understand. One way to address this problem is by converting
) ) . . ) the complex medical text into a simpler language that can be
Research from the field of biomedicine contains essential || qerstood by a wider audience. Although manua text
information about new cIinicaI_triaIs on topics related to NeW  gmplification (TS) isoneway to address the problem, it cannot
drugs and treatments for a variety of diseases. Although this 1o oqedtothe rapidly expanding body of biomedical literature.

Introduction

Background
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Therefore, there is a need for the development of natural
language processing approachesthat can automatically perform
TS

Related Studies

TS Approaches

Initial research in the field of TS focused on lexical
simplification (LS) [1,2]. An LS system typicaly involves
replacing complex words with their simpler aternatives using
lexical databases, such as the Paraphrase Database [3],
WordNet [4], or using language models, such as bidirectional
encoder representations fromtransformers (BERT) [5]. Recent
research defines TS as a sequence-to-sequence (seg2seq) task
and has approached it by leveraging model architectures from
other seq2seq tasks such as machine trandation and text
summarization [6-8]. Nisioi et al [9] proposed aneural seq2seq
model, which used long short-term memories (LSTMs) for
automatic TS. It was trained on simple-complex sentence pairs
and showed through human evaluations that the TS
system—generated outputs ultimately preserved meaning and
were grammatically correct [9]. Afzal et a [10] incorporated
LSTMs to create a quality-aware text summarization system
for medica data. Zhang and Lapata [11] developed an
LSTM-based neural encoder-decoder TS model and trained it
using reinforcement learning (RL) to directly optimize SARI
[12] scores along with a few other rewards. SARI is awidely
used metric for automatic evaluation of TS.

With the recent progressin natural language processing research,
LSTM-based models were outperformed by transformer
[13]-based language models [13-16]. Transformers follow an
encoder-decoder structure with both the encoder and decoder
made up of L identical layers. Each layer consists of 2 sublayers,
one being a feed-forward layer and the other a multihead
attention layer. Transformer-based language models, such as
BART [14], generative pretraining transformer (GPT) [15], and
text-to-text-transfer-transformer [16], have achieved strong
performance on natural language generation tasks such as text
summarization and machine trandation.

Building on the success of transformer-based language models,
recently Martin et al [17] introduced multilingual unsupervised
sentence simplification (MUSS) [17], a BART [14]-based
language model, which achieved state-of-the-art performance
on TS benchmarks by training on paraphrases mined from
CCNet [18] corpus. Zhao et al [19] proposed a semisupervised
approach that incorporated the back-trandation architecture
along with denoising autoencodersfor the purpose of automatic
TS. Unsupervised TSis also an active area of research but has
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been primarily limited to LS. However, in arecent study, Surya
et al [20] proposed an unsupervised approach to perform TS at
both the lexical and syntactic levels. In general, research in the
field of TS has been focused mostly on sentence-level
simplification. However, Sun et a [21] proposed a
document-level data set (D-wikipedia) and baseline models to
perform document-level simplification. Similarly, Devarg et
al [8] proposed aBART [14]-based model that wastrained using
unlikelihood loss for the purpose of paragraph-level medical
TS. Although their training regime penalizes the terms
considered “jargon” and increasesthe readability, the generated
text has lower quality and diversity [8]. Thus, the lack of
document- or paragraph-level simplification makes this an
important work in the advancement of the field.

TS Data Sets

Themajority of TSresearch uses data extracted from Wikipedia
and news articles [11,22,23]. These data sets are paired
sentence-level data sets (ie, for each complex sentence, thereis
a corresponding simple sentence). TS systems have heavily
relied on sentence-level data sets, extracted from regular and
simple English Wikipedia, such as WikiLarge [11], because
they are publicly available. It was later shown by Xu [24] that
there areissueswith dataquality for the data sets extracted from
Wikipedia. They proposed the Newsela corpus, which was
created by educators who rewrote news articles for different
school-grade levels. Automatic sentence alignment methods
[25] were used on the Newselacorpusto create asentence-level
TS data set. Despite the advancements in research on
sentence-level simplification, there is a need for TS systems
that can simplify text at a paragraph level.

Recent work hasfocused on the construction of document-level
simplification datasets[17,21,26]. Sun et al [21] constructed a
document-level data set, called D-Wikipedia, by aligning the
English Wikipedia and Simple English Wikipedia spanning
143,546 article pairs. Although there are many data sets
available for sentence-level TS, data sets for domain-specific
paragraph-level TS arelacking. Inthefield of medical TS, Van
den Bercken et a [27] constructed a sentencelevel
simplification data set using sentence alignment methods.
Recently, Devargj et al [8] proposed the first paragraph-level
medical simplification dataset, containing 4459 simple-complex
pairs of text, and this is the data set used for the analysis and
baselinetraining inthisstudy. A snippet of acomplex paragraph
and itssimplified version from the data set proposed by Devargj
et a [8] isshownin Figure 1. The data set is open sourced and
publicly available [28].
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Figure 1. Complex medica paragraph and the corresponding simple medical paragraph from the dataset.

COMPLEX MEDICAL PARAGRAPH

Two studies enrolled preterm infants with respiratory distress. Amato (1988)
allocated infants to L-thyroxine 50 pg/dose at 1 and at 24 hours or no
treatment. Amato (1989) allocated infants to L-triiodothyronine 50 pg/day
in two divided doses for two days or no treatment. Both studies had
methodological concerns including quasi-random methods of patient
allocation, no blinding of treatment or measurement and substantial post
allocation losses. Neither study reported any significant benefits in neonatal
morbidity or mortality from use of thyroid hormones. Meta-analysis of two
studies (80 infants) found no significant difference in mortality to discharge
(typical RR 1.00, 95% CI 0.47, 2.14). Amato 1988 reported no significant
difference in use of mechanical ventilation (RR 0.64, 95% CI 0.38, 1.09).
No significant effects were found in use of mechanical ventilation, duration
of mechanical ventilation, air leak, CLD at 28 days in survivors, patent
ductus arteriosus, intraventricular haemorrhage or necrotising enterocolitis.
Neurodevelopment was not reported. There is no evidence from controlled
clinical trials that postnatal thyroid hormone treatment reduces the severity
of respiratory distress syndrome, neonatal morbidity or mortality in preterm
infants with respiratory distress syndrome.

SIMPLE MEDICAL PARAGRAPH

This review found two small trials that compared the use of thyroid
hormones to no treatment in infants with breathing problems in the first
hours after birth. No benefit was found from use of these hormones on
severity of breathing problems or complications that occurred as a result of]
these breathing problems. The effect on longer term development was not
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reported.

TS Evaluation

The evaluation of TS usually fallsinto 2 categories: automatic
evaluations and manual (ie, human) eval uations. Because of the
subjective nature of TS, it has been suggested that the best
approach is to perform manual evaluations, based on criteria
such as fluency, meaning preservation, and simplicity [20].
Automatic evaluation metrics most commonly used include
readability indices such as Flesch-Kincaid Reading Ease [29],
Flesch-Kincaid Grade Level (FKGL) [29], Automated
Readability Index (ARI), Coleman-Liau index, and metrics for
natural language generation taskssuch as SARI [12] and BLEU
[30].

Readability indices are used to assign a grade level to text
signifyingitssimplicity. All thereadability indices are calculated
using some combination of word weighting, syllable, letter, or
word counts, and are shown to measure somelevel of simplicity.
Automatic evaluation metrics, such as BLEU [30] and SARI
[12], are widely used in TS research, with SARI [12] having
specifically been devel oped for TStasks. SARI iscomputed by
comparing the generated simplifications with both the source
and target references. It computes an average of F;-scorefor 3
n-gramoverlap operations: additions, keeps, and deletions. Both
BLEU [30] and SARI [12] are n-gram—based metrics, which
may fail to capture the semantics of the generated text.
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Objective

The aim of this study is to develop an automatic TS approach
that is capable of simplifying medical text data at a paragraph
level, with the goal of providing greater accessibility of
biomedical research. This paper uses RL-based training to
directly optimize 2 properties of simplified text: relevance and
simplicity. Relevance is defined as simplified text that retains
sdlient and semantic information from the original article.
Smplicity isdefined as simplified text that is easy to understand
and lexically simple. These 2 properties are optimized using
TS-specific rewards, resulting in a system that outperforms
previous baselines on Flesch-Kincaid scores. Extensive human
evaluations are conducted with the help of domain experts to
judge the quality of the generated text.

The remainder of the paper is organized as follows: The
“Methods’ section provides details on the data set, the training
procedure, and the proposed model, and describes how
automatic and human evaluations were conducted to analyze
the outputs generated by the proposed model (TESLEA). The
“Results” section provides a brief description of the baseline
models and the results obtained by conducting automatic and
manual evaluation of the generated text. Finaly under the
“Discussion” section, we highlight the limitations, future work,
and draw conclusions.
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Methods

Model Objective

Given acomplex medical paragraph, the goal of thiswork isto
generate asimplified paragraph that is concise and capturesthe
salient information expressed in the complex text. To accomplish
this, an RL-based simplification model is proposed, which
optimizes multiple rewards during training, and is tuned using
aparagraph-level medical TS data set.

Data Set

The Cochrane Database of Scientific Reviews is a health care
database with information on a wide range of clinical topics.
Each review includes a plain language summary (PLS) written
by the authorswho follow guidelinesto structure the summaries.
PL Ss are supposed to be clear, understandable, and accessible,
especialy for a general audience not familiar with the field of
medicine. PL Ssare highly heterogeneousin nature, and are not
paired (ie, for every complex sentence there may not be a
corresponding simpler version). However, Devargj et a [8] used
the Cochrane Database of Scientific Reviews data to produce
apaired data set, which has 4459 pairs of complex-simple text,
with each text containing less than 1024 tokens so that it can
be fed into the BART [14] model for the purpose of TS. The
pioneering data set developed by Devarg et a [8] is used in
this study for training the modelsand is publicly available[28].

TESLEA: TSUsing RL

Model and Rewards

The TS solution proposed for the task of simplifying complex
medical text uses an RL-based simplification model, which
optimizes multiple rewards (relevance reward, Flesch-Kincaid
Grade rewards, and lexical simplicity rewards) to achieve a
more complete and concise simplification. The following
subsections introduce the computation of these rewards, along
with the training procedure.

Relevance Reward

Relevance reward measures how well the semantics of thetarget
text is captured in its simplified version. Thisis calculated by
computing the cosine similarity between the target text
embedding (E;) and the generated text embedding (Eg).
BioSentVec [31], atext embedding model trained on medical
documents, is used to generate the text embeddings. The steps
to calculate the relevance score are depicted in Algorithm 1.

Algorithm 1: Relevance reward
Input: T: Target text, G: Generated text, M: Embedding Model
Qutput: R.ysine @ Relevance Reward
Variables: Er : Target sentence embedding, E¢ @ Generated sentence
embedding
1 Function RelevanceReward (T ,G,M)
/* Compute sentence embedding for Target sentence. */
2 Ey + ComputeEmbedding(T, M)
/* Compute sentence embedding for generated sentence. */
3 E¢g + ComputeEmbedding(G , M)

/* Compute Cosine Similarty. */
Fr Eg
4| Beosine < TE-fEGT
5 return Repsine
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The RelevanceReward function takes 3 arguments as input,
namely, target text (T), generated text (G), and the embedding
model (M). The function ComputeEmbedding takes the input
text and embedding model (M) as input and generates the
relevant text embedding. Finally, cosine similarity between
generated text embedding (Eg) and target text embedding (Er)

is calculated to get the reward (Algorithm 1, line 4).

Flesch-Kincaid Grade Reward

FKGL refers to the grade level that must be attained to
comprehend the presented information. A higher FKGL score
indicates that the text is more complex, and a lower score
indicates that the text is smpler. The FKGL for a text (S) is
calculated using equation 1 [29]:

FKGL(S) =0.38 x (total words/total sentences) + 1.8
x (total syllableg/total words) — (15.59) (1)

The FKGL reward (Rejes) 1S designed to reduce the complexity
of generated text and is calculated as presented in Algorithm 2.

Algorithm 2: Flesch kincaid reward
Input: T: Target text, G: Generated text
Output: Rjiesen: Flesch Kincaid Reward
Variables: r(T): Target text flesch kincaid grade level, r(G): gencerated
text flesch kincaid grade level.
1 Function FleschKincaidReward(7.G)
7(T) + FKGLScore(T)
7(G) < FKGLScore(G)
R_flesch “— (7(T) - ’I(G))/f'(T)
return Ryjcsch

@R N

In Algorithm 2, the function FleschKincaidReward takes 2
arguments as inputs, namely, generated text (G) and target text
(T). The FKGLScorefunction cal culatesthe FK GL for the given
text. Once the FKGL for T and G is caculated, the
Flesch-Kincaid reward (Rgen) iS calculated as the relative
difference between r(T) and r(G) (Algorithm 2, line 4), where
r(T) and r(G) denote the FK GL of thetarget and generated text.

Lexical Simplicity Reward

Lexical simplicity isused to measure whether the wordsin the
generated text (G) are simpler than the words in the source text
(S). Laban et a [26] proposed a lexical simplicity reward that
usesthe correlation between word difficulty and word frequency
[32]. Asword frequency follows zipf law, Laban et al [26] used
it to design the reward function, which involves cal cul ating zipf
frequency of newly inserted words, that is, Z(G —S), and deleted
words, that is, Z(S—G). Thelexical simplicity reward isdefined
inthe sameway as proposed by Laban et al [26] and isdescribed
in Algorithm 3. The analysis of the data set proposed by Devargj
et al [8] reveded that 87% of simple and complex pairs have a
value of AZ(S G) = 0.4, where AZ(S, G) =Z(G-9 —Z(S-G)
is the difference between the zipf frequency of inserted words
and deleted words, with the value of lexical reward (Rgca)
scaled between 0 and 1.

In Algorithm 3, LexicalSmplicityReward requires the source
text (S and the generated text (G) as the inputs. Functions
ZIPFInserted [25] and ZIPFDeleted [25] calculate the zipf
frequency of newly inserted words and the deleted words.
Finally, thelexical reward (Rgcq) 1S calculated and normalized,
asdescribed in line 5.
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Algorithm 3: Lexical simplicity reward

Input: S: Source Text, G: Generated Text

Output: Rjezicar: Lexical Simplicity Reward

Variables: Z(G — S): Zipf frequncy of inserted words, Z(S — G) : Zipf
frequncy of deleted words, AZ(S, G) : Difference between
Zipf frequency of inserted and Zipf frequency of deleted

words
1 Function LexicalSimplicityReward(S,G)
/* Compute Zipf frequency of inserted words. */
2 Z(G — S) < ZIPFInserted(G,S)
/* Compute Zipf frequency of deleted words. */

Z(S — G) < ZIPFDeleted(G,S)
AZ(S,G)+ Z(G-8S)-Z(S-G)
Rievicar < 1 — %?701

return Rjezical

= S N

Training Procedure and Baseline M odel

Pretrained BART

The baseline language model used in this study for performing
simplification was BART [14], which is a transformer based
encoder-decoder model that was pretrained using a denoising
objective function. The decoder part of the modd is
autoregressive in nature, making it more suitable for
sentence-generation tasks. Furthermore, the BART model
achieves strong performance on natural language generation
tasks such as summari zation, which was demonstrated on X Sum
[33] and CNN/Daily Mail [34] data sets. In this case, aversion
of BART fine-tuned on XSUM [33] data set is being used.

Language Model Fine-tuning

Transformer-based language models are pretrained on a large
corpus of text and later fine-tuned on a downstream task by
minimizing the maximum likelihood loss (Lml) function [3].
Consider a paired data set C, where each instance consists of a
source sentence containing n tokens x = {xy,...,X,} and target
sequence containing m tokens y = {yj,...,yn}, then the Lml
function is given in equation 2 with the computation described
in Algorithm 4.

m

Lml= - Z logpy(yely<t. x)

t=1

)

where 0 represents the model parameters and y., denotes
preceding tokens before the position t [35].

Algorithm 4: Mle update
Input: D: Dictionary, §: Language Model
Output: Lml: Maximum Likelihood Loss
Variables: logits: Output of the model
1 Function MLEUpdate (¢,D)
/* FORWARD function returns the output of the model. */
2 logits + FORWARD(6, D)
/* Calculating maximum likelihood loss using logits and D

*/
3 Lml < MLELoss(logits, D)
4 return Linl

However, the results obtained by minimizing Lml are not always
optimal. Thereare 2 main reasonsfor the degradation of resuilts.
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Thefirstiscalled “exposure bias’ [36], which occurs when the
model expects gold-standard data at each step of training, but
does not receive appropriate supervision during testing, resulting
in an accumulation of errors during prediction. The second is
called “representation collapse” [37], which is adegradation of
the pretrained language model representations during
fine-tuning. Ranzato et a [36] avoided the problem of exposure
bias by directly optimizing the specific discrete metric instead
of minimizing the Lml with the help of an RL-based algorithm
caled REINFORCE [38]. A variant of REINFORCE [38] called
Self-Critical Sequence Training [39] was used in this study to
directly optimize certain rewards specifically designed for TS;
moreinformation onthisis provided in thefollowing subsection.

Sdf-critical Sequence Training

TS can be formulated as an RL problem, where the “agent”
(language model) interacts with the environment to take “ action”
(next word prediction) based on alearned “policy” (pg) defined
by model parameters 6while observing some rewards (R). In
thiswork, BART [14] was used as the language model, and the
REINFORCE [38] algorithm was used to learn an optimal policy
that maximizes rewards. Specifically, REINFORCE was used
with a baseline to stabilize the training procedure using an
objective function (Lpg) with abaseline reward b (equation 3):

n

Lpg=—(r(y") = b) > _logps(y1y}. - ¥;_1. S)
i=1 (3)

where pg(y;*...) denotes the probability of the ith word
conditioned on apreviously generated sampled sequence by the

model; r(y®) denotes the reward computed for a sentence
generated using sampling; denotes the source sentence, and n
isthe length of the generated sentence. Rewards are computed
asaweighted sum of therelevance reward (Ryogine)» Rejesen: @nd

lexical simplicity reward (Reica; Figure 2) and are given by:
T{yﬁ) =a R('(Jsm:'f +6- R_firf.s‘rh + 0 Rﬂfa.r-ir:u..’ ‘4)

where a, 3, and d are the weights associated with the rewards,
respectively.

To approximate the baseline reward, Self-Critical Sequence
Training [39] was used. The baseline was calculated by
computing reward val uesfor a sentence that has been generated
using greedy decoding r(y*) by the current model and its
computation is described in Algorithm 5. The loss function is
defined in equation 5:

Lpg = —(r(y") = r(u") Y logpa (413, - -+ ¥i-1, S) 5)
i=1 5

wherey* denotesthe sentence generated using greedy decoding.
More details on greedy decoding are described in Multimedia
Appendix 1 (see also [8,14,17,25,26,39-42]).
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Figure 2. Compute Rewards function calculates a weighted sum of three rewards: Fkgl Reward, Lexical Simplicity Reward, Relevance Reward.

Sentences

Fkgl reward

Lexical reward

Relevance reward

) 4

Weighted sum of
rewards

Algorithm 5: Self critical update
Input: D: Dictionary, M: Language Model
Output: Lpg : Policy Gradient Loss
Variables: y*: Sampled Sentence, y*: Greedy Sentence , n: length of
gencrated sequence, 7(y*) @ Reward for greedy sentence,
r{y*) : Reward for sampled sentence
Function SelfCriticalUpdate(f#,D)

/* Generate sentence using multinomial Sampling. */
y® + GenerateSampleSentence(M, D)

/* Generate sentence using Greedy Decoding. */
y* < GenerateGreedySentence(M, D)

/* Compute reward for greedy sentence. */
r(y*) « ComputeRewards(y*, D)

/* Compute reward for sampled sentence. */
r(y*) + ComputeRewards(y*®, D)

Lpg = (r(y*) — (y*)) 21—y logpe(yi 1y, - vi_1)

return Lpg

Intuitively, by minimizing the loss described in equation 5, the
likelihood of choosing the samples sequence (y®) is promoted
if the reward obtained for sampled sequence, r(y®), is greater
than the reward obtained for the baseline rewards, that is, the
samples that return higher reward than r(y*). The samples that
obtain alower reward are subsequently suppressed. The model
istrained using a combination of Lml and policy gradient loss
similar to [43]. The overall lossis given asfollows:

L=yLpg + (1 -y)Lml (6)
wherey is a scaling factor that can be tuned.

Summary of the Training Process

Overdll, the training procedure follows a 2-step approach. As
the pretrained BART [14] was not trained on the medical
domain—related text, it was first finetuned on the
document-level paired data set [8] by minimizing the Lml
(maximum likelihood estimation [MLE]; equation 2). In the

https://medinform.jmir.org/2022/11/e€38095

RenderX

second part, the fine-tuned BART model was trained further
using RL. The RL procedure of TESLEA involves 2 steps: (1)
the RL step and (2) the MLE optimization step, which are both
shown in Figure 3 and further described in Algorithm 6. The
given simple-complex text pairs are converted to tokens as
required by the BART model. In the MLE step, these tokens
are used to compute logits from the model, and then finally
MLE loss is computed. In the RL step, the model generates
simplified text using 2 decoding strategies: (1) greedy decoding
and (2) multinomial sampling. Rewards are computed as
weighted sums (Figure 3) for sentences generated using both
the decoding strategies. Theserewards are then used to calculate
the loss for the RL step. Finally, a weighted sum of losses is
computed that is used to estimate the gradients and update model
parameters. All the hyperparameter settings used are included
in Multimedia Appendix 2 (see also [8,12,29,33,34,44-47]).

Algorithm 6: Training of simplification system
Input: D,q; ¢ Paired Datasct, N: Iterations, v : weight, M: Language
Model, My: Finetuned Language Model on paired
Dataset(Dpair)
Output: M: Language Model

1 M« M;
2 fori=1t N do
3 for batch € Dpyi do
4 D + TOKENIZE(batch)
/* Calculate maximum likelihood loss. */
5 Lml + MLEUpdatce(M, D)
/* Calculate policy gradient loss. */
6 Lpg « SelfCriticalUpdate(M,D)
/* Weighted sum of losses. */
7 L=~ -Lpg+(1—~)-Lml
8 Update model pararmeters with L
9 end
10 end

return Language Model 6
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Figure 3. Reinforcement learning—based training procedure for TESLEA. MLE: maximum likelihood estimation; RL: reinforcement learning.
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Automatic Metrics

Two readability indices were used to perform automatic
evaluations of the generated text, namely, FKGL and Automatic
Readahility Indices (ARIS). The SARI scoreisastandard metric
for TS. The F-1 versions of ROUGE-1 and ROUGE-2 [44]
scores were a so reported. Readers can find more detail s about
these metricsin Multimedia Appendix 2. To measurethe quality
of the generated text, the criteria proposed by Yuan et al [45]
were used, which are mentioned in the “Automatic Evaluation
Metrics’ section in Multimedia Appendix 2. The criteria
proposed by Yuan et a [45] can be automatically computed
using a language model—based metric called “BARTScore.”
Further details on how to use BART Score to measure the quality
of the generated text are al o mentioned in Multimedia Appendix
2.
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Human Evaluations

In this study, 3-domain expertsjudge the quality of the generated
text based on the factors mentioned in the previous section. The
evaluators rate the text on a Likert scale from 1 to 5. First,
simplified test data were generated using TESLEA, and then
51 generated paragraphs were randomly selected, creating 3
subsets containing 17 paragraphs each. Every evaluator was
presented with 2 subsets, that is, a total of 34 complex-simple
TESLEA-generated paragraphs. The evaluationswere conducted
via Google Forms, and the human annotators were asked to
measure the quality of simplification for informativeness
(INFO), fluency (FLU), coherence (COH), factuality (FAC),
and adequacy (ADE) (Figure 4). All the data collected were
stored in CSV filesfor statistical analysis.
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Figure4. A sample question seen by the human annotator.

Complex Medical Paragraph

A total of 38 studies involving 7843 children were included.
Following educational intervention delivered to children, their
parents or both, there was a significantly reduced risk of
subsequent emergency department visits (RR 0.73, 95% CI 0.65 to
0.81, N = 3008) and hospital admissions (RR 0.79, 95% CI 0.69 to
0.92, N = 4019) compared with control. There were also fewer
unscheduled doctor visits (RR 0.68, 95% CI 0.57 to 0.81, N =
1009). Very few data were available for other outcomes (FEVI,
PEF, rescue medication use, quality of life or symptoms) and there
was no statistically significant difference between education and
control. Asthma education aimed at children and their carers who
present to the emergency department for acute exacerbations can
result in lower risk of future emergency department presentation
and hospital admission. There remains uncertainty as to the long-
term effect of education on other markers of asthma morbidity
such as quality of life, symptoms and lung function. It remains
unclear as to what type, duration and intensity of educational
packages are the most effective in reducing acute care utilisation.
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Results

Overview

This section consists of 3 subsections, namely, (1) Baseline
Models, (2) Automatic Evaluations, and (3) Human Evaluations.
The first section highlights the baseline models used for
comparison and analysis. The second section discusses the
results obtained by performing automatic evaluations of the

https://medinform.jmir.org/2022/11/e€38095

XSL-FO

RenderX

Phatak et &l

Generated Simple Medical Paragraph

This review of studies found that education aimed at children and
their carers reduces the need for future emergency department
visits for acute exacerbations in children aged four to 16 years who
suffer an asthma attack. Although education programmes have
been effective at reducing the emergency department visit, there is
uncertainty as to whether education programmes can have a long-
term impact on other markers of asthma morbidity, such as quality
of life, symptoms and breathing patterns.

Rate the Generated text on a scale to | to 5 considering the Informativeness
. No relevant information is retained in generated text
. Partial relevant information is retained in generated text

. Significant relevant information is retained in generated text
. All relevant information is retained in generated text

Rate the Generated text on a scale to | to 5 considering the Fluency
Fluency is lost in the generated text
. Fluency is partially lost in the generated text

. Fluency is partially maintained in the generated text.
Fluency is maintained in the generated text.

Rate the Generated text on a scale to | to 5 considering the Coherence
Coherence is lost in the generated text.
Coherence is partially lost in the generated text.

. Coherence is partially maintained in the generated text.
Coherence is maintained in the generated text.

Rate the Generated text on a scale to | to 5 considering the Factuality
Factuality is lost in the generated text
Factuality is partially lost in the generated text.

Factuality is partially maintained in the generated text.
Factuality is maintained in the generated text.

Rate the Generated text on a scale to | to 5 considering the Adequacy.
Adequacy is lost in the generated text
Adequacy is partially lost in the generated text

Adequacy is partially maintained in the generated text
Adequacy is maintained in the generated text.

model. Thethird and final section discusses the results obtained
from human assessments and analyzes the rel ationship between
human annotations and automatic metrics.

Baseline Models

TESLEA is compared with other strong baseline models and
their details are discussed below:

+  BART-Finetuned: BART-Fine-tuned is a BART-large
model fine-tuned using an Lml on the data set proposed by

JMIR Med Inform 2022 | vol. 10 | iss. 11 | €38095 | p. 8
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Devarg et a [8]. Studies have shown that large pretrained
models often perform competitively when fine-tuned for
downstream tasks, thus making this a strong competitor.
BART-UL: Devarg et a [8] aso proposed BART-UL for
paragraph-level medical TS. Itisthefirst model to perform
paragraph-level medical TS and has achieved strong results
on automated metrics. BART-UL was trained using an
unlikelihood objective function that penalizes the model
for generating technical words (ie, complex words). Further
details on thetraining procedure of BART-UL are described
in Multimedia Appendix 1.

MUSS: MUSS [17] is a BART-based language model that
was trained by mining paraphrases from the CCNet corpus
[18]. MUSSwastrained on adataset consisting of 1 million
paraphrases, helping it achieve a strong SARI score.
Although MUSS is trained on a sentence-level data set, it
still serves as a strong baseline for comparison. Further
details on the training procedure for MUSS are discussed
in Multimedia Appendix 1

Keep it Simple (KIS): Laban et a [26] proposed an
unsupervised approach for paragraph-level TS. KIS is
trained using RL and usesthe GPT-2 model as a backbone.
KIS has shown strong performance on SARI scores beating
many supervised and unsupervised TS approaches.

Phatak et &l

Additional details on the training procedure for KIS are
described in Multimedia Appendix 1.

«  PEGASUS models: PEGASUS is a transformer-based
encoder-decoder model that has achieved state-of-the-art
results on many text-summarization data sets. It was
specifically designed for the task of text summarization. In
our analysis, we used 2 variants of PEGASUS models,
namely, (1) PEGASUS-large, the large variant of Pegasus
model, and (2) PEGA SUS-pubmed-large, the large variant
of the PEGASUS model that was pretrained on a PubMed
dataset. Both the PEGA SUS model swerefine-tuned using
Lml on the data set proposed by Devargj et a [8]. For more
information regarding the PEGASUS model, the readers
are suggested to refer to [46].

The models described above are the only ones available for
medical TS as of June 2022.

Results of Automatic Metrics

The metrics used for automatic evaluation are FKGL, ARI,
ROUGE-1, ROUGE-2, SARI, and BARTScore. The mean
readability indices scores (ie, FKGL and ARI) obtained by
various models are reported in Table 1. ROUGE-1, ROUGE-2,
and SARI scores are reported in Table 2 and BARTScore is
reported in Table 3.

Table 1. Flesch-Kincaid Grade Level and Automatic Readability Index for the generated text.?

Text Flesch-Kincaid Grade Level Automatic Readability Index
Baseline
Technical abstracts 14.42 15.58
Gold-standard references 1311 15.08
Model generated
BART-Fine-tuned 13.45 15.32
BART-UL 11.97 1373
TESLEA 11.84P 13.82
MUSSS 14.29 17.29
Keep it Simple 14.15 17.05
PEGASUS large 14.53 17.55
PEGA SUS-pubmed-large 16.35 19.8

8TESLEA significantly reduces FK GL and ARI scores when compared with plain language summaries.
bBest score.
MUSS: multilingual unsupervised sentence simplification.
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Table2. ROUGE-1, ROUGE-2, and SARI scores for the generated text.?

Phatak et &l

Model ROUGE-1 ROUGE-2 SARI
BART-Fine-tuned 0.40 0.11 0.39
BART-UL 0.38 0.14 0.40P
TESLEA 0.39 0.11 0.4
MUSSS 0.23 0.03 0.34
Keep it Smple 0.23 0.03 0.32
PEGASUS-large 0.44° 0.18P 0.40°
PEGASUS-pubmed-large 0.42 0.16 0.40°

3TESLEA achieves similar performance to other models. Higher scores of ROUGE-1, ROUGE-2, and SARI are desirable.

bBest performance.
MUSS: multilingual unsupervised sentence simplification.

Table 3. Faithfulness Score and F-score for the generated text by the models.?

Models Faithfulness Score F-score
BART-Fine-tuned 0.137 0.078
BART-UL 0.242 0.061
TESLEA 0.366" 0.097°
MUSSS 0.031 0.029
Keep it Smple 0.030 0.028
PEGASUS-large 0.197 0.073
PEGASUS-pubmed-large 0.29 0.063

3Higher scores of Faithfulness and F-score are desirable.
bHighest score.
®MUSS: multilingual unsupervised sentence simplification.

Readability Indices, ROUGE, and SARI Scores

The readability indices scores reported in Table 1 suggest that
the FKGL scores obtained by TESLEA are better (ie, alower
score) when compared with the FKGL scores obtained by
comparing technical abstracts (ie, complex medical paragraphs
available in the data set) with the gold-standard references (ie,
simple medical paragraphs corresponding to the complex
medical paragraphs). Moreover, TESLEA achieves the lowest
FKGL score (11.84) when compared with baseline models,
indicating significant improvement inthe TS. Theresults suggest
that (1) BART-based transformer models are capable of
performing simplification at the paragraph level such that the
outputs are at areduced reading level (FKGL) when compared
with technical abstracts, gold-standard references, and baseline
models. (2) The proposed method to optimize TS-specific
rewards allows the generation of text with greater readability
than even the gold-standard references, as indicated by the
FKGL scoresin Table 1. The reduction in FKGL scores can be
explained by the fact that FK GL was apart of areward (Rejess)

that was directly being optimized.

In addition, we report the SARI [12] and ROUGE scores [44]
asshownin Table 2. SARI is astandard automatic metric used

https://medinform.jmir.org/2022/11/e€38095

in sentence-level TS tasks. The ROUGE score is another
standard metric in text summarization tasks. The results show
that TESLEA matches the performance of baseline models on
both ROUGE and SARI scores. Although there are no clear
patterns when ROUGE and SARI scores are considered, there
are differencesin the quality of text generated by these models
and these are explained in the “Text Quality Measure’
subsection.

Text Quality Measure

There has been significant progress in designing automatic
metrics that are able to capture linguistic quality of the text
generated by language models. One such metric that is able to
measure the quality of generated text is BARTScore [45].
BARTScore has shown strong correlation with human
assessments on various tasks ranging from machine trandation
to text summarization. BART Score has 4 different metrics (ie,
Faithfulness Score, Precision, Recall, F-score), which can be
used to measure different qualities of generated text. Further
details on how to use BART Score are mentioned in Multimedia
Appendix 2.

According to the analysis conducted by Yuan et a [45],
Faithfulness Score measures 3 aspects of generated text via
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COH, FLU, and FAC. The F-score measures 2 aspects of
generated text (INFO and ADE). In our analysis, we use these
2 variants of BART Score to measure COH, FLU, FAC, INFO,
and ADE. TESLEA achieves the highest values (Table 3) of
Faithfulness Score (0.366) and F-score (0.097), indicating that
the rewards designed for the purpose of TS not only help the
model in generating ssimplified text but also on some level
preserve the quality of generated text. The F-scores of all the
models are relatively poor (ie, scores closer to 1 are desirable).
One of the reasons for low F-scores could be the introduction
of misinformation or hallucinations in the generated text, a
common problem for language models, which could be
addressed by adapting training strategies that focus on INFO
viathe help of rewards or objective functions.

For qualitative analysiswe randomly sel ected 50 sentencesfrom
the test data and cal cul ated the average number of tokens based
on BART model vocabulary. For the readability measure, we
calculated the FKGL scores of these generated texts and noted
any textua inconsistencies such asmisinformation. Theanalysis
reveal ed that the text generated by most model swas significantly
smaler than the gold-standard references (Table 4).
Furthermore, TESLEA- and BART-UL—generated texts were
significantly shorter compared with other baseline models and
TESLEA had the lowest FKGL score among all the models as
depicted in Table 4.

From a qualitative point of view, the sentences generated by
most baseline models involve significant duplication of text
from the origina complex medical paragraph. The outputs

Phatak et &

generated by the KIS model wereincomplete and appear “noisy”
in nature. One of the reasons for the noise generation could be
because of unstable training due to lack of a huge corpus of
domain-specific data. BART-UL—generated paragraphs are
simplified as indicated by the FKGL and ARI scores, but they
areextractivein nature (ie, the model learnsto select simplified
sentences from the origina medical paragraph and combines
them to form a simplification). PEGASUS-pubmed-
large—generated paragraphs are also extractive in nature and
similar to BART-UL—generated paragraphs, but it was observed
that they were grammatically inconsistent. In contrast to baseline
models, the text generated by TESLEA was concise,
semantically relevant, and simple, without involving any medical
domain—related complex vocabulary. Figure 5 showsan example
of text generated by all the models, with blue text indicating
the copied text.

In addition to the duplicated text, the models also induced
misinformation in the generated text. The most common form
of induced misinformation observed was “The evidence is
current up to [date],” as shown in Figure 6. This text error
occurred due to the structure of the data (ie, PLS contains
statements related to this research, but these statements were
not in the original text; thus, the model attempted to add these
statements to the generated text although it is not factually
correct). Thus considerabl e attention should be paid to including
FAC measures in the training regime of these models. For a
more complete assessment of the quality of simplification,
human evaluation was conducted using domain experts for the
text generated by TESLEA.

Table 4. Average number of tokens and average Flesch-Kincaid Grade Level scores for selected samples.

Model

Number of tokens Flesch-Kincaid Grade Level

Technical abstracts

Gold-standard references

TESLEA

BART-UL

Keep it Smple

Multilingual unsupervised sentence simplification
PEGASUS-large

PEGASUS-pubmed-large

498.11 14.37
269.74 12.77
131.37 12.34
145.08 12.66
187.59 13.78
193.07 13.86
272.04 13.93
150.00 15.09
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Figure5. Comparison of Text Generated by all the models. The highlighted blue text indicates copying. Cl: Confidence Interval; FEV: Force Expiratory
Volume; N: Population size; PEV: Peak Expiratory Flow; RR: Respiratory Rate.

COMPLEX MEDICAL PARAGRAPH

A total of 38 studies involving 7843 children were included. Following educational intervention delivered to children,
their parents or both, there was a significantly reduced risk of subsequent emergency department visits (RR 0.73, 95%
CI 0.65 to 0.81, N = 3008) and hospital admissions (RR 0.79, 95% CI 0.69 to 0.92, N = 4019) compared with control.
There were also fewer unscheduled doctor visits (RR 0.68, 95% CI 0.57 to 0.81, N = 1009). Very few data were
available for other outcomes (FEV1, PEF, rescue medication use, quality of life or symptoms) and there was no
statistically significant difference between education and control. Asthma education aimed at children and their carers
who present to the emergency department for acute exacerbations can result in lower risk of future emergency
department presentation and hospital admission. There remains uncertainty as to the long-term effect of education on
other markers of asthma morbidity such as quality of life, symptoms and lung function. It remains unclear as to what
type, duration and intensity of educational packages are the most effective in reducing acute care utilisation.
BART-FINETUNED GENERATED PARAGRAPH

A total of 38 studies involving 7843 children were included in this review. Following educational intervention delivered
to children, their parents or both, there was a significantly reduced risk of subsequent emergency department visits (RR
0.73, 95% CI 0.65 to 0.81, N = 3008) and hospital admissions compared with control. There were also fewer
unscheduled doctor visits. There remains uncertainty as to the long-term effect of education on other markers of asthma
morbidity such as quality of life, symptoms and lung function.

KIS GENERATED PARAGRAPH

A total of 38 studies involving 7843 children were included. Following educational intervention, parents or both, there
was a significant reduction in the risk of emergency department visits for children who had experienced trouble at
school. RR 0.73, the most common estimate of the risk of emergency department visits, was also found to be associated
with asthma symptoms (RR 0.65, 95% CI 0.65 to 0.81, N = 3008).

PL GENERATED PARAGRAPH

This review of 38 studies involving 7843 children found that asthma education delivered to children, their parents or
both, can reduce the risk of future emergency department visits and hospital admissions. There were also fewer
unscheduled doctor visits. Very few data were available for other outcomes (FEV 1, PEF, rescue medication use, quality
of life or symptoms) and there was no statistically significant difference between education and control. Asthma
education aimed at children and their carers who present to the emergency department for acute exacerbations can result
in lower risk of future emergency department presentation and hospital admission. There remains uncertainty as to the
long-term effect of education on other markers of asthma morbidity such as quality of life, symptoms and lung function.
It remains unclear as to what type, duration and intensity of educational packages are the most effective in reducing
acute care utilisation.

PPL GENERATED PARAGRAPH

e review found that education aimed at children and their carers who present to the emergency department for acute
xacerbations can result in a lower risk of future emergency department visits and hospital admission. We remains
ncertain as to the long-term effect of education on other markers of asthma morbidity such as quality of life, symptoms
nd lung function.

MUSS GENERATED PARAGRAPH

A total of 38 studies involving 7843 children were included. Following educational intervention delivered to children,
their parents or both, there was a significantly reduced risk of subsequent emergency department visits (RR 0.73, 95%
CI 0.65 to 0.81, N = 3008) and hospital admissions (RR 0.79, 95% CI 0.69 to 0.92, N = 4019). There were also fewer
unscheduled doctor visits (RR 0.68, 95% CI 0.57 to 0.81, N = 1009). There was no statistically significant difference
between education and control. Asthma education aimed at children and their carers who present to the emergency
department for acute exacerbations can result in lower risk of future emergency department presentation and hospital
admission. It remains unclear as to what type, duration and intensity of educational packages are the most effective in
reducing acute care utilisation.

BART-UL GENERATED PARAGRAPH

This systematic review identified 38 studies involving 7843 children. These studies found that asthma education aimed
at children and their carers who present to the emergency department for acute exacerbations can result in lower risk of
future emergency department presentation and hospital admission. However, there is uncertainty as to what type,
duration and intensity of educational packages are the most effective in reducing acute care utilisation. There remains
uncertainty about the long-term effect of education on other markers of asthma morbidity such as quality of life,
symptoms and lung function.

TESLEA GENERATED PARAGRAPH

This review of studies found that education aimed at children and their carers reduces the need for future emergency
department visits for acute exacerbations in children who suffer an asthma attack. Although education programmes have
been effective at reducing the emergency department visits, there is uncertainty as to whether education programmes
can have a long-term impact on other markers of asthma morbidity, such as quality of life, symptoms and breathing
patterns.
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Figure6. Example of misinformation found in Generated text. CIDSL: Corneliade Lange syndrome; IVIg: Intravenousimmune globulin; MS: Multiple

Sclerosis; PE: plasma exchange.

Generated Text

Twelve trials including a total of 1211 trials were included in
this review. Seven trials compared IVIg with PE and compared
it with PE. The evidence is current up to July 2013. These trials
were from all over the world and include people with CIDSL
and MS and include people with and without MS from all
walks of life. The findings of this review suggest that, in severe
cases of MS, [VIg, given within two weeks of onset of the
disease, hastens recovery as much as PE therapy.

Human Evaluations

For this research, 3 domain experts assessed the quality of
generated text, based on factors of INFO, FLU, COH, FAC,
and ADE, as proposed by Yuan et a [45], which are discussed
in Multimedia Appendix 2. To measure interrater reliability,
the percentage agreement between the annotatorsis calcul ated,
and the results are shown in Table 5. The average percentage
agreement for the factors of FLU, COH, FAC, and ADE isthe
highest, indicating that annotators agree among their eval uations.

Theaverage Likert score for each factor isalso reported by each
rater (Table 6). From the data mentioned in Table 6, the raters

Table 5. Average percentage interrater agreement.

think that the COH and FLU have the highest quality, with the
ADE, FAC, and INFO also rated reasonably high.

To further assess whether results obtained by automated metrics
truly signify an improvement in the quality of generated text
by TESLEA, the Spearman rank correlation coefficient was
calculated between human ratings and the automatic metrics
for all 51 generated paragraphs (text), with the results shown
in Table 7. The BARTScore has the highest correlation with
human ratings for FLU, FAC, COH, and ADE compared with
other metrics. A few text samples along with their human
annotations and automated metric scores are shown in
Multimedia Appendix 3 and Figure 7.

Interrater agreement Informativeness, %  Fluency, % Factuality, % Coherence, %  Adequacy, %
Al%and AP 82.35 82.35 82.35 70.59 82.35
Al and AZC 70.59 58.82 7059 70.59 70.59
A3and A2 52.94 70.59 74.51 7451 64.71
Average (% agreement) 68.63 70.59 7451 7451 72.55

8A1: annotator 1.

BA2: annotator 2.

A3: annotator 3.

Table 6. Average Likert score by each rater for informativeness, fluency, factuality, coherence, and adequacy.
Rater Informativeness Fluency Factuality Coherence Adequacy
Al 3.82 412 391 3.97 3.76
A2 3.50 4.97 3.59 4.82 3.68
A3 4.06 3.94 3.85 3.94 3.85
Average Likert score 3.79 4.34 3.78 4.24 3.76

Table 7. Spearman rank correlation coefficient between automatic metrics and human ratings for the text generated by TESLEA.

Metric Informativeness Fluency Factuality Coherence Adequacy

ROUGE-1 018 -0.04 -0.01 -0.05 0.06

ROUGE-2 0.08 -0.01 -0.05 -0.04 0.05

SARI 0.09 -0.66 -0.13 -0.01 0.01

BARTScore 0.08 0322 0.38% 0.22% 0.07%
Best result.
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Figure 7. Samples of Complex, Simple (Gold) and generated medical paragraphs along with automated metrics and Human annotations.

Complex Medical Paragraph

A total of 38 studies involving 7843 children were included. Following
educational intervention delivered to children, their parents or both, there
was a significantly reduced risk of subsequent emergency department
visits (RR 0.73, 95% CI 0.65 to 0.81, N = 3008) and hospital ad, i

Simple Medical Paragraph

(RR 0.79, 95% CI 0.69 to 0.92, N = 4019) compared with control. There
were also fewer unscheduled doctor visits (RR 0.68, 95% CI 0.57 to 0.81,
N = 1009). Very few data were available for other outcomes (FEV1, PEF,
rescue medication use, quality of life or symptoms) and there was no
statistically significant difference between education and control. Asthma
education aimed at children and their carers who present to the emergency
department for acute exacerbations can result in lower I'Ibk of future
emergency department presentation and hospital ad i There

Generated Medical Paragraph

This review of studies found that e

T.hl's m\"c‘f .?t,‘smd'cs t‘out_1d i i i education aimed at children and their ROUGE 1:0.32
aimed at and their carers reduces, ROUGE 2: 0.04
i mbedfor fitire lemergency departmeat carers reduces the need for future SARI:37.20
Nisits for acute exacerbations in children) CTSTECTICY department visits for acute
Leed four to 16 vears who suffer an exacerbations in children aged four to
a:hm atiack )'A"hm gh education 16 years who suffer an asthma attack.
ﬁommmcs ha-ve been effective at Although education programmes have

R N .. | been effective at reducing the
20 U7 G iy CRpETecil) Vil emergency department visit, there is HUMAN ANNOTATIONS:

thel‘e Iﬂ uncertainty as to  whether

remains uncertainty as to the long-term effect of education on other
markers of asthma morbidity such as quality of life, symptoms and lung
function. It remains unclear as to what type, duration and intensity of
educational packages are the most effective in reducing acute care
utilisation.

Complex Medical Paragraph

The two methods of skin closure for cagsarean that have been most often
compared are non-absorbable staples and absorbable subcutaneous
sutures, Compared with absorbable subcutaneous sutures, non-absorbable
staples are associated with similar incidences of wound inf Other
important secondary outcomes, such as wound complications, were also
similar between the groups in women with Pfannenstiel incisions.
However, it is important to note, that for both of these outcomes (wound
infection and wound complication), staples may have a differential effect
depending on the type of skin incision, i.e., Pfannenstiel or vertical.
Compared with absorbable subcutaneous sutures, non-absorbable staples

gl can have a long-

uncertainty as to whether education

programmes can have a long-term Auency: §
term |rnpat,l on other markers of asthma impact on other markers of asthma Cohersnce:5
morbidity, such as quality of life, o : : Factuality: §

morbidity, such as quality of life, Adequacy: §

symptoms and breathing patterns.

Simple Medical Paragraph

We identified 19 randomized controlled
trials and included 11, but only eight
contributed data. The most commonly
studied methods of skin closure were non-
absorbable  staples  compared  with

are associated with an increased risk of skin and therefi
reclosure. However, skin separation was variably defined across trials, :md
most staples were removed before four days postpartum. There is
currently no conclusive evidence about how the skin should be closed
after caesarean section. Staples are associated with similar outcomes in
terms of wound infection, pain and cosmesis compared with sutures, and
these two are the most commonly studied methods for skin closure after
caesarean section. If staples are removed on day three, there is an
increased incidence of skin separation and the need for reclosure
compared with absorbable sutures.

symptoms and breathing patterns.

Generated Medical Paragraph

The two methods of skin closure for
caesarian section that have been most
often compared are non absorbed
staples and absorbable sutures (sutures

HUMAN ANNOTATIONS

Informativeness: 4

" can therefore be considered Fuency: 3
faibs ble_subcutg.naoqs .sulums' Stap]a_:s absorbable). The review found that Coherence: 4
were associated with similar outcomes in Factuality: 4
) = = . staples and sutures were both Adequacy: 4
terms of wound infection, pain and v o
: associated with similar rates of wound
appearance compared with sutures. Non- fectonil (wonndiinteclicaand
absorbable %taplcs had an mcmased mk of e N ) -
Lkin i, complications due to wound healing).
. The only difference was that staples
Skin separation was dcfnod dlﬂe-renlly A
across trials and removal of staples varied il s s
ap) than sutures and, in the past, were AUTOMATIC METRICS
from about day three to day seven = : i L
stoperatively. There is not enough associated with more painful reclining. ROUGE 1:0.10
postope ¥ EMOUEN  roking the staples out of the cut made e

evidence from the included studies to say
which method of closing the caesarean
skin incision is superior. Too few trials
compared different kinds of sutures. The
use of prophylactic antibiotics to reduce
mt‘ccncn was not reported in most trials.

at the caesarcan section reduces the
chance of skin reopening, but the risk
of skin separation is increased if the
staples are removed before the skin has
completely healed.

Complex Medical Paragraph

Twenty-three trials involving ?24 pcup]c were included. There is L‘vuimyct,
supporting the use of s (i ment rate

44%, 95 CI 28 1o 59%), oral PUVA {lmpm\cmenl rate difference 44%, ')5
CI 26 to 62%). However, a combination of PUVA and retinoids is better
than the individual treatments. The use of topical steroid under
hydrocolloid occlusion is beneficial. It would also appear that low dose
ciclosporin, tetracycline antibiotics and Grenz Ray Therapy may be useful
in treating PPP. Colchicine has a lot of side effects and it is unclear if it is
effective and neither was topical PUVA (rate difference of 0.00, 95% CI

-0.04 to +0.04). There is no evidence to suggest that short-term

Simple Medical Paragraph

with hydroxycarbamide (hydroxyurea) is effective.
interventions were reported to produce "improvement” in PPP. There is,
however, no standardised hod for ing response to
reductions in pustule counts or other empirical semi-quantitative scoring
systems may be of little relevance to the patient. This review has shown
that the ideal treatment for PPP remains elusive and that the

Generated Medical Paragraph

study design and reporting need to be improved to inform patients and
those treating them of the relative merits of the many treatments available
1o them.

Discussion

somewhat unreliable.

[The review of trials found that several ::n‘;::g t::r; :;::II: 'm%":"iv?;\: AUTOMATIC METRICS
. . TG U o . ptoms _ of found that many different treatments ROUGE 1:0.33
chronic palmoplantar pustulosis, although S e — - Juce ROUGE 2:0.10
no treatment was shown to suppress the . P?., % P of S e
wrfd'm.’" campletelyOraliretingid u'.'cm.w chmnlc palmoplantar pustulosm{PPP}
(acitretin} appears to be helpful at relieving The main probl
: : : z problem with this extensive
symptoms, particularly if combined with o
. Cicl i etracycli |- ) Tt )
Manv di VA iG] e R e poor quality and had
any different ics can also p some relief, =" - - e e
5 some serious flaws in their methods. It HUMAN ANNOTATIONS
el sty i ety | is not known what causes PPP and
and  helpful. Asyctthul, g ideal lrt:utmcnl n-1any different Ireatmenté S wiﬂ;ﬁ'lﬂ
T ney:
o ilable. There is currently no aRacs:
though oral retmmd.s, parllcularly when . . Factuality: 3
jards of ] e standardised method for assessing Adequacy: 2
kadiation {PUW\), may help response, so  findings may be

this study, a TS approach was devel oped that can automatically
simplify complex medical paragraphs while maintaining the

Principal Findings

The most up-to-date research about biomedicine is often
inaccessible to the general public due to the domain-specific
medical terminology. A way to address this problem is by
creating a system that converts complex medical information
into a simpler form, thus making it accessible to everyone. In

https://medinform.jmir.org/2022/11/e€38095
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quality of the generated text. The proposed approach trains the
transformer-based BART model to optimize rewards specific
for TS, resulting in increased simplicity. The BART model is
trained using the proposed RL method to optimize certain
rewards that help generate simpler text while maintaining the
quality of generated text. Asaresult, thetrained model generates
simplified text that reduces the complexity of the original text
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by 2-grade points, when measured using the FKGL [29]. From
the results obtained, it can be concluded that TESLEA is
effective in generating simpler text compared with technical
abstracts, the gold-standard references (ie, simple medical
paragraphs corresponding to complex medical paragraphs), and
the baseline models. Although previous work [8] developed
baseline modelsfor thistask, to the best of our knowledge, this
isthefirst time RL is being applied to the field of medical TS.
Moreover, previous studies failed to analyze the quality of the
generated text, which this study measures via the factors of
FLU, FAC, COH, ADE, and INFO. Manual evaluations of
TESL EA-generated text were conducted with the hel p of domain
experts using the aforesaid factors and further research was
conducted to analyze which automatic metrics agree with
manual annotations using the Spearman rank correlation
coefficient. The analysis revealed that BART Score [45] best
correl ateswith the human annotati ons when eval uated for atext
generated by TESLEA, indicating that TESLEA learns to
generate semantically relevant and fluent text, which conveys
the essential information mentioned in the complex medical
paragraph. These results suggest that (1) TESLEA can perform
TS of medical paragraphs such that outputs are simple and
maintain the quality, (2) the rewards optimized by TESLEA
help the model capture syntactic and semantic information,
increasing the FLU and COH of outputs, aswitnessed when the
outputs are evaluated by BART Score and human annotators.

Limitations and Future Work

Although this research is a significant contribution to the
literature on medical TS, the proposed approach does have a

Acknowledgments
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few limitations, addressing which can result in even better
outputs. TESLEA can generate simpler versions of the text, but
in some instances, it induces misinformation, resulting in
reduced FAC and INFO of the generated text. Therefore, there
isaneed to design rewards that consider the FAC and INFO of
the generated text. We also plan to conduct extensive human
evaluations on a large scale for the text generated by various
models (eg, KIS, BART-UL) using domain experts (ie,
physicians and medical students).

Transformer-based language models are sensitive to the
pretraining regime, so a possible next step is to pretrain a
language model on domain-specific raw data sets such as
PubMed [40], which will help develop domain-specific
vocabulary for the model. Including these strategies may help
in increasing the simplicity of the generated text.

Conclusion

The interest in and need for TS in the medica domain are of
growing interest as the quantity of data is continuously
increasing. Automated systems, such as the one proposed in
this paper, can dramatically increase accessibility to information
for the general public. Thiswork not only provides atechnical
solution for automated TS, but also lays out and addresses the
challenges of eval uating the outputs of such systems, which can
be highly subjective. It is the authors sincere hope that this
work allows other researchers to build on and improve the
quality of similar effort.
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