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Abstract

Background: Wearable technology has the potential to improve cardiovascular health monitoring by using machine learning.
Such technology enables remote health monitoring and allows for the diagnosis and prevention of cardiovascular diseases. In
addition to the detection of cardiovascular disease, it can exclude this diagnosis in symptomatic patients, thereby preventing
unnecessary hospital visits. In addition, early warning systems can aid cardiologists in timely treatment and prevention.

Objective: This study aims to systematically assess the literature on detecting and predicting outcomes of patients with
cardiovascular diseases by using machine learning with data obtained from wearables to gain insights into the current state,
challenges, and limitations of this technology.

Methods: We searched PubMed, Scopus, and IEEE Xplore on September 26, 2020, with no restrictions on the publication date
and by using keywords such as “wearables,” “machine learning,” and “cardiovascular disease.” Methodologies were categorized
and analyzed according to machine learning–based technology readiness levels (TRLs), which score studies on their potential to
be deployed in an operational setting from 1 to 9 (most ready).

Results: After the removal of duplicates, application of exclusion criteria, and full-text screening, 55 eligible studies were
included in the analysis, covering a variety of cardiovascular diseases. We assessed the quality of the included studies and found
that none of the studies were integrated into a health care system (TRL<6), prospective phase 2 and phase 3 trials were absent
(TRL<7 and 8), and group cross-validation was rarely used. These issues limited these studies’ ability to demonstrate the
effectiveness of their methodologies. Furthermore, there seemed to be no agreement on the sample size needed to train these
studies’ models, the size of the observation window used to make predictions, how long participants should be observed, and the
type of machine learning model that is suitable for predicting cardiovascular outcomes.

Conclusions: Although current studies show the potential of wearables to monitor cardiovascular events, their deployment as
a diagnostic or prognostic cardiovascular clinical tool is hampered by the lack of a realistic data set and proper systematic and
prospective evaluation.

(JMIR Med Inform 2022;10(1):e29434)   doi:10.2196/29434
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Introduction

Background
The use of diagnostic modalities in cardiovascular disease is
often limited to hospital visits. As a result, the clinical value
may be limited by the short observation period. This is especially
problematic for cardiovascular problems that do not manifest
constantly, such as paroxysmal arrhythmias, heart failure, or
even chest discomfort that may not be present during the hospital
visit. Advancements in eHealth, especially in wearable
technology, such as electrocardiograms (ECGs) [1] and
photoplethysmograms (PPGs) [2], and subsequent signal
processing by machine learning have enabled new opportunities
for remote monitoring in the outpatient setting.

Continuous monitoring over long periods has shown to be
effective [3,4]. For example, remote monitoring of patients with
cardiac diseases, using pacemakers or implantable cardioverter
defibrillators and patients with heart failure have improved
patient care [5]. However, current sensors used in health care,
such as Holter devices, are limited to a maximum of 14 days
(but typically endure 24 hours) of continuous monitoring,
limiting the use of these devices. Overcoming this could enable
early warning systems for acute events such as cardiac arrest
and could capture subtle cardiovascular exacerbation or
rehabilitation that manifests over a much longer time because
of, for example, changes in lifestyle or intervention.

Although widely used, currently 24-hour ECG or blood pressure
monitoring devices are cumbersome to wear and impose a
burden on patients in a longitudinal setting. Rechargeable,
easy-to-wear sensors, such as smartwatches, are becoming an
interesting alternative as they contain sensors with a potentially
unlimited observation period with minimal burden to the patient
for a fraction of the costs. However, the signals that these
wearables measure, such as the PPG-derived heart rate, activity,
and skin temperature, are not clinically informative enough for
clinical decision-making by a cardiologist. With current
developments in artificial intelligence (AI), a powerful solution
is expected from machine learning algorithms that can learn the
relationship between the wearable sensor signals and a
cardiovascular outcome in a (fully) data-driven manner.

Another great benefit of automatic cardiovascular diagnostics
and prognostics by machine learning is minimizing inter- and
intraobserver variability, which is a major problem in the
subjective interpretation of clinical and diagnostic information
by human cardiologists. Interobserver disagreement [6,7]
because of, for example, differences in experience or
specialization and intraobserver disagreement because of stress
or fatigue [8], can be minimized. Variations in clinical practice
may lead to medical errors, whereas automatic systems are not
(or less) susceptible to such factors. Another possibility is to
exclude patients who experience symptoms such as chest pain,
which are not caused by cardiovascular disease. Automatic
exclusion of these patients can reduce unnecessary visits to a

cardiologist; relieving the cardiologist, thereby increasing the
capacity of cardiovascular care; and directing patients to the
proper specialist quicker.

Because of these promises, the field of research on diagnosing
cardiovascular events from wearable data is very active and
many machine learning solutions are being presented to
automatically detect cardiovascular events. Various reviews
have been presented to categorize the developed machine
learning tools. A study by Krittanawong et al [9] shows that a
plethora of wearable devices are researched for a variety of
cardiovascular outcomes and discusses a paradigm for remote
cardiovascular monitoring consisting of sensors, machine
learning diagnosis, data infrastructure, and ethics. They conclude
that especially the latter two aspects have several unaddressed
challenges. An overview of wearable devices on the market is
provided by Bayoumy et al [10]. The study reports their
frequency of use in (cardiovascular) trials and Food and Drug
Administration status. As reported by Giebel and Gissel [11],
most mobile health devices for atrial fibrillation detection are
not Food and Drug Administration approved and therefore
cannot be used in cardiovascular monitoring systems.

Objectives
Although many machine learning tools have been proposed and
studies have shown good performance, they do not seem to have
been implemented in operational and functional health care
systems. Therefore, we decided to systematically review the
machine learning tools to detect cardiovascular events from
wearable data from the perspective of their technology readiness
level (TRL), that is, how far these proposed tools are in realizing
an operational system and what factor is impeding them to get
there. The TRL paradigm originates from the National
Aeronautics and Space Administration and is a way to assess
the maturity level of a particular technology used in space travel
by giving solutions a score from 1 to 9 in increasing order of
readiness, from basic technology research (score 1) to launch
operations (score 9) [12].

Interestingly, 2 studies tailor the TRL framework for medical
machine learning. A study by Komorowski [13] proposes a TRL
for supervised, unsupervised, and reinforcement learning
problems and describes criteria to reach TRLs 3, 4, 6, and 7. A
description of the 9 TRLs for medical machine learning in
intensive care medicine, including examples, is proposed by
Fleuren et al [14]. We review the wearable-based cardiovascular
machine learning solutions following the framework by Fleuren
et al [14] adjusted for remote medicine. We identify aspects in
the studies and systematically assign these to TRLs and group
some of the TRLs together in a taxonomy to help interpret their
relevance (Figure 1). We address the overuse of benchmark
data sets, considerations on data acquisition related to the
environment and type of sensor, integration in a health care
system, construction of the machine learning model, and
subsequent model validations.
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Figure 1. Taxonomy of the eligible studies. TRLs are based on the proposed descriptions for machine learning for medical devices proposed by Fleuren
et al [14]. The studies were categorized according to the relevance of their content to these descriptions (aspects within boxes) and were grouped and
assigned to the different TRLs (below and above boxes). TRL: technology readiness level.

By assessing current methods by their technological readiness,
we show that the current methodologies are promising but that
deployment is severely hampered by the lack of realistic data
sets and proper systematic and prospective evaluation. To arrive
at a readiness that is operational at the health care system level,
these bottlenecks need to be resolved.

Methods

Screening
The systematic review was performed by following the PRISMA
(Preferred Reporting Items for Systematic Reviews and

Meta-Analyses) guidelines [15], as shown in Figure 2. We
followed the patient or population, intervention, comparison,
and outcomes framework for our research question, which was
as follows: “In patients with cardiovascular disease, using
machine learning with data from wearables, what methods and
accompanying limitations are used, to deploy this technology
to detect and predict cardiovascular disease in standard
healthcare?”

Figure 2. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram for the systematic review.

Study Inclusion
Search queries were performed on September 26, 2020, in the
electronic databases Scopus, PubMed, and IEEE Xplore. Only
peer-reviewed journals were considered. Studies were eligible
for inclusion if data were acquired from wearables, a machine
learning method was used, and had the goal to detect or predict
cardiovascular disease (see Multimedia Appendix 1 for used

queries). The following exclusion criteria were used: opinion
or perspective, letter, review, study protocol, or conference
paper; studies not in English; and studies in which only
simulated data were used. The eligibility assessment was
performed by the first author, ANJ. First, the title and abstract
of each study were assessed for relevance based on the inclusion
and exclusion criteria. The full texts of the remaining studies
were then read and again subjected to the selection criteria. The
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second author, DT, verified this by reading a subsample of the
selection.

TRL and Taxonomy
From the eligible studies through discussions with all authors,
the first author, ANJ, identified some general overarching
evaluation aspects that the studies had in common and assigned
these studies to a taxonomy (Multimedia Appendix 2 [16-70]).
These aspects were related to one or more TRLs, as defined by
Fleuren et al [14]. Accordingly, the eligible studies were
assigned to the taxonomy and different TRLs (Figure 1). The
TRL framework states that studies that use only a benchmark
data set as a data source do not progress further than level 3.
Furthermore, the framework originally grouped levels 3 and 4
together. We split these levels and assigned studies using their
own acquired data without an external validation set from a
different study level 4. Next, we assigned studies that use an
external validation set from a different study to level 5; although,
according to Fleuren et al [14], level 5 further requires that the
acquired data set is realistic. However, we interpreted the
independently acquired data representative of data recorded
during the deployment of the machine learning system as
realistic. Therefore, we differentiated levels 3, 4, and 5 mostly
on the data sets being used for model deployment and related
these levels to the data sets taxonomy. As level 5 mainly focuses
on realistic data sets we also assigned practical aspects of the
wearables to this TRL. Here, we differentiated the following
three aspects: (1) which modality is being measured by the
wearable and where on the body it is placed; (2) under which
conditions data are measured, such as in the wild or in controlled
environments; and (3) for how long data are recorded, that is,
the temporal aspect of the acquired data. Level 6 required
integrating the machine learning model into a health care system.
Therefore, the device in which the model was integrated into
was assigned to this level. Finally, levels 7 and 8 required
demonstrating the model as a cardiovascular tool. Therefore,
the model effectiveness and validation aspects were assigned
to these levels. Levels 1, 2, and 9 were disregarded here because
none of the papers fit into these categories.

Results

Article Identification
A total of 578 records were retrieved from electronic databases.
After the removal of duplicates, 70.8% (409/578) of records

remained. One was externally included as it fulfilled the
inclusion criteria but was missed by the search query because
it did not explicitly mention the term machine learning. As
shown in Figure 1, these were further narrowed down during
title or abstract screening, resulting in 23.9% (138/578) of
records. Finally, after full-text reading, 9.5% (55/578) of records
remained to be covered in this study.

We related each of the studies to different TRLs for machine
learning methods (Methods) according to an identified taxonomy
of different evaluation criteria that relate to these TRLs (Figure
1; Methods). The TRL framework states that studies that use
only a benchmark data set do not progress further than level 3.

Study Characteristics
The key characteristics of the eligible studies are summarized
in Multimedia Appendix 2. Notably, of the 55 studies, 27 (49%)
exclusively used benchmark data sets, which were all defined
as benchmark studies. Furthermore, of the 55 included studies,
6 (11%) were published before 2018 and the remaining 49 (89%)
were published thereafter. In the following sections, the study
characteristics are described more closely based on the
taxonomy.

Activity and Environment (Level 5)
For studies that did not use benchmark data sets, they reported
the data acquired either in a controlled environment (hospital
or research laboratory) or in a free-living environment, where
participants were remotely observed performing their natural
daily routines. The latter is also known as in-the-wild.
Furthermore, the activities of the participants can be divided
into sedentary or active during data acquisition. To capture these
two related aspects, we assigned studies on an axis representing
a controlled environment and sedentary activity on one side and
in-the-wild measurement of active participants on the other side
of the axis (Figure 3). Interestingly, only 5 [16-20] studies
mapped to the active, free-living situation that complied with
the requirement of realistic data acquisition for these aspects
that map to TRL5. Thus, only one-tenth of the studies used the
potential of wearables to be used for remote, longitudinal
monitoring.

Figure 3. Studies ordered based on participant activity and acquisition environment. The leftmost scenario indicates highly controlled acquisition with
sedentary participants. The opposite is described by the rightmost scenario where participants are monitored in an active, free-living situation. Controlled
environment includes hospitals or laboratories. Free-living participants are monitored during their daily routines.
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Placement and Modality (Level 5)
Realistic data acquisition requires continuous monitoring.
Practically, the wearable should therefore not burden the
participant when wearing. This burden depended mostly on the
placement of the sensor on the body. In addition, the placement
also restricted the type of biometric signals that could be
measured, which was referred to as the modality. We categorized
studies based on the placement and modality for the
nonbenchmark studies jointly (Figure 4). The sensor placements
for cardiovascular monitoring that results in the least burden
for the patient, and thus would be the best candidates to acquire
a realistic data set, were the wrist and finger. Less than half

(N=13) of the studies were reported with such placements, of
which 8 (62%) studies acquired one modality: 3 (23%) studies
acquired wrist-based ECGs [18,21,22], 2 (15%) studies acquired
wrist-based PPGs [17,23], and 3 (23%) studies acquired
finger-based PPGs [24,30,37]. Of the 13 studies, the remaining
5 (39%) studies acquired wrist-based multimodal data: 4 (31%)
studies acquired PPGs and accelerometer data [19,20,29,47]
and 1 (8%) study acquired both ECGs and PPGs [25]. Thus,
the wrist and finger severely limited the additional modalities
that were measured (usually only acceleration), although
wearables were shown to be able to measure increasing number
of modalities [10].

Figure 4. Placement and modalities of wearable sensors: light blue, placement of sensors; blue, modalities used. Others: head, near-infrared spectroscopy;
chest, seismocardiography or gyrocardiography. Overlapping blocks represent multiple placements or modalities used. ECG: electrocardiogram; GSR:
galvanic skin response; PPG: photoplethysmogram; SIT: skin impedance and temperature.

Temporal Aspects (Levels 5, 7, and 8)
Besides the requirement of a realistic data set in level 5, levels
7 and 8 required phase 2 and phase 3 studies, respectively. In
the context of drug testing, this requires an investigation of the
effective, but safe, drug dosage. Analogously, for wearable
machine learning, this translated to the time a participant must
be exposed to a machine learning model before a cardiovascular
outcome could be accurately detected or predicted. Therefore,
a realistic deployment setting is dependent on the length of time
participants are observed. As it is further essential to characterize
the data for reproducibility and the description under which
circumstances a model is valid, we decided to outline the
temporal aspect of the acquired wearable data in more detail.
We recognized the following four levels of time aspects: (1)
study duration, (2) observation period, (3) recording duration,
and (4) input window size (Figure 5). Within the study duration,
patients were included and observed for a certain period—the

observation period. The lengths of these periods had an impact
on the realistic deployment of a system. For example, Quer et
al [71] used wrist-worn Fitbit devices to show that resting heart
rate within individuals had a significant seasonal trend in
longitudinal data. Therefore, a model constructed using data
from a certain period might not be valid for another period. It
was therefore important to consider how long the participants
were observed to ensure this seasonal effect was incorporated
in the model. Within the observation period, the wearable
recorded a time series. Theoretically, this could be as long as
the observation period itself. However, patients could interrupt
the measurements for several reasons (eg, to charge the device
and low compliance rate). We denoted the duration of a
continuously measured part of the time series as the recording
duration. Finally, the records were further segmented into
windows, from which features were generated or which were
used as raw inputs to a machine learning model. We referred
to the duration of these windows as the input window size (I).
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Figure 5. Venn diagram of reported temporal aspects described in the studies. The S, O, R, and I are represented in the legend. I: input window size;
O: observation period; R: recording duration; S: study duration.

We assessed the temporal aspects of all the nonbenchmark
studies (Figure 5). One study did not report any aspects [26]
and was omitted from the Figure 5. Another study used multiple
fixed input window sizes to incorporate different timescales of
the data [19]. Overall, most studies did not report all the aspects
and were thus not comprehensive about their data characteristics.
In almost all studies, the recording rate and input window size
were reported, whereas the study and observation periods were
mentioned in about half of the studies. For a realistic data set,
required for level 5 and progression to level 7 or 8, the
observation period and recording duration were specifically
important, as we found in 12 studies. Three studies used an
observation period of 24 hours [23,32,64]; one for a week [17],
one for 2 weeks [27], and one for 90 days [16]. Overall, 2 studies
implied an observation period of months but did not explicitly
report it [19,20]. One considered recordings of at least eight
hours [19] and one reported an average recording duration of
11.3 hours [20]. Finally, only one [27] fully used the potential
of wearables and reported a (near-) continuous recording
duration.

Cardiovascular Outcomes (All Levels)
Although the required observation period and recording duration
to detect or predict a cardiovascular outcome is still an open

and active research topic, these periods will be different for
different outcomes. Therefore, we inventoried which
(combinations of) cardiovascular outcomes were considered in
which studies (Figure 6). Interestingly, the control group was
defined differently in each study. Only half of the nonbenchmark
studies included a (normal) sinus rhythm class as control and
could therefore exclude the presence of cardiovascular disease
in participants. From these, 8 studies [17,21-23,28-31] used
data from healthy individuals to represent normal sinus rhythm.
The remaining 6 studies [32-37] derived normal sinus rhythm
data from patients with arrhythmia (such as paroxysmal atrial
fibrillation) or were unclear about the control group. Three
studies had cardiovascular (disease) prevention as the target.
One of these described this as a cardiovascular risk assessment
where the predicted classes were healthy, precaution, and critical
status [28]. Another study predicted vascular age and 10-year
cardiovascular disease risk [34]. The third assigned a
cardiorespiratory fitness score [27]. Notably, only the first 2
studies constructed a prognostic model. Two other prognostic
models forecast cardiac arrest and heart failure exacerbation by
forecasting rehospitalization after heart failure admission
[16,21].
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Figure 6. Studies categorized according to the type of cardiovascular outcomes predicted by the models. AA: atrial arrhythmia; C: control; CAD:
coronary artery disease; CP: cardiovascular prevention; HF: heart failure; SR: sinus rhythm; VA: ventricular arrhythmia; VHD: valvular heart disease.

Bottleneck TRL5
Although many cardiovascular outcomes were investigated with
wearables, the promising studies that have reached level 5 were
all focused on atrial arrhythmia using wrist-based PPGs.
However, their temporal properties were often inconclusive, as
they were not reported. Moreover, to progress to level 6, a model

should be functional within a health care system (even if it was
merely used observationally). None of the studies progressed
to this level. An overview of the level 5 models, including the
modalities that they are based on, is given in Table 1. Although
none of the methodologies progressed to level 6, we decided to
prospectively evaluate the studies to investigate the progression
of the current state.

Table 1. Studies fulfilling requirements for technology readiness level 5.

IcRbOaModalityOutcomesStudy

25 secondsNRe1 weekPPGdSinus rhythm, atrial arrhythmiaTorres-Soto and Ashley
[17]

2 minutesNRNRECGfAtrial arrhythmia, ventricular arrhythmiaBashar et al [18]

5 seconds, 30 sec-
onds, 5 minutes, and
30 minutes

>8 hours a dayNRPPG, accelerometergAtrial arrhythmia, controlTison et al [19]

1 hour11.3 hours a dayNRPPG, accelerometerAtrial arrhythmia, controlWasserlauf et al [20]

aO: observation period.
bR: recording duration.
cI: input window size.
dPPG: photoplethysmogram.
eNR: not reported.
fECG: electrocardiogram.
gSensor-provided heart rate and step counter data.

Processing Device (Level 6)
Integration in a health care system could be carried out on
different devices. These studies demonstrated their models on
either a computer (eg, a server), smartphone, or embedded
device (Table 2). Only the latter two enabled real-time
cardiovascular monitoring locally on the patient side, required

for real-time detection and prevention of acute cardiovascular
disease, as real-time information exchange to an external system
would require high battery consumption and was therefore not
feasible. Smartphones were used in both benchmark [38-40]
and nonbenchmark [21,30,31,35] studies. Embedded devices,
however, had only been demonstrated in benchmark studies
[41-44].
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Table 2. Processing device of trained models used in studies.

Benchmarks excluded, nBenchmarks included, nProcessing device

2444Computer

47Smartphone

04Embedded device

Feature Extraction Methods (Levels 7 and 8)
Levels 7 and 8 of the TRL assessed the model effectiveness
through phases 2 and 3 clinical trials. We translated that to what
features from the observed modalities were being used to
construct the models. A significant number of studies used ECG
as a modality and used different information from fiducial points
[72] to extract features (Figure 7). In many studies, samples
were selected before and after the R-peak. For example, the RR
interval is the time interval between 2 adjacent R-peaks. Some
studies also used techniques to locate other fiducial points and
used the time interval between them as features [45]. Together,
we denoted these types of features as waveform information

features. Next to the specific ECG features, more general
features could be derived, such as statistical features (eg, heart
rate [variability] derived from 10 RR intervals) or spectral
features obtained through techniques such as the Fourier
transform. Raw data could also be used as features upon which
a neural network can be used to automatically learn informative
features [46]. Next to the features based on the sensed signal,
demographic information could be used to provide more context
[28,47]. Benchmark studies mostly use raw features (using the
same data set) and were, therefore, excluded from this study.
However, it is noteworthy that 2 of these used more advanced
methods, namely, compressed learning [48] combined with
dynamic time warping [49].

Figure 7. Features used in the studies. D: demographic; O: others; R: raw; SP: spectral; ST: statistical; WI: waveform information.

The most commonly used features were raw features (studies:
9/28, 32.1%). This was followed by waveform information and
statistical features. In all, 2 studies also included demographic
metadata from participants [28,47]. One study used hemoglobin
parameters [26], which we represented in the others group in
Figure 7. Interestingly, 1 study included timestamps [19]. From
the 11 studies that used multimodal data (Figure 4), 6 (55%)
studies extract features for each modality were separately
extracted. Of the 11 studies, the remaining 5 (46%) studies
exploited the covariance among the modalities in feature
extraction, although 1 (9%) study did not elaborate on the exact

method [16]. For example, of the 15 studies, 1 (9%) study
computed the time between an R-peak in the ECG and the
closest following peak in the PPG [34]. Of the 5 studies, 2 (40%)
studies concatenated windows of the different modalities and
then extracted the features [20,50] and 1 (20%) study
concatenated windows whereafter a convolutional layer in a
neural network is used to automatically extract features from
the concatenated data [19].
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Model Construction Methods (Levels 7 and 8)
Another aspect that defines the model effectiveness relates to
the type of models being constructed, which we categorized
across both the benchmark and nonbenchmark studies (Table
3). Most of the studies used a neural network, and most of them
were nonsequential (eg, convolutional and multilayer
perceptron). A noteworthy type is the spiking neural network
[51,52], which is designed to be energy efficient and suitable
for real-time cardiovascular monitoring in an embedded device.
Although sequential models were specifically designed for
sequence or time series, these types of models were used much

less. Some studies had combined sequential and nonsequential
neural network architectures [17,19,32,42,46,53]. After the
neural networks, most of the models were classical machine
learning methods, including linear models: support vector
machines; decision trees; and similarity-based models, such as
k-nearest neighbor classifiers. Furthermore, ensemble methods
had been used that combined multiple simpler models to
construct a more complex model [22,28,44,50,54-56]. Finally,
2 studies used models that explicitly exploit the hierarchical
structure of medical time series data: a hierarchical Bayesian
model [27] and a Multiple-Instance Learning via Embedded
instance Selection model [23].

Table 3. Types of machine learning models used in the studies.

Number of times usedModel type

30Nonsequential

20Classical

9Ensemble

6Sequential neural network

5Nonsequential + sequential neural network

2Hierarchical

Validation (Levels 7 and 8)
The effectiveness of a model was heavily influenced by the
number of samples with which the model had been trained. In
phase 2 and phase 3 studies, a priori power analyses were
performed to estimate the required sample size per group or
class to observe an effect. It was empirically shown by Quintana
[73] that for heart rate variability studies, an effect size of 0.25,
0.5, and 0.9 corresponded to a low, medium, and high effect,
respectively. The corresponding sample sizes were 233, 61, and
21 for 80% statistical power and 312, 82, and 28 for a 90%
statistical power. We considered nonbenchmark studies with a
sufficient sample size per group or class, from which 9 studies
remained. From the remaining 9 studies, a power of 90% was
reached with small [19,20,24] and large [16,30,37,47] effect
sizes, and 2 studies [29,32] achieved 80% power with a large
effect size.

This showed that studies generally choose a train sample size
(per group or class) that is too small to find a significant effect
based on a priori power analysis.

In contrast to a priori power analysis, the purpose of model
validation is to retrospectively analyze the performance of the
model on data it has not seen before, that is, to assess the
generalization error of the model. The included studies chose
from 2 validation schemes: cross-validation and holdout [74]
(Figure 8), although 5 studies [16,20,28,64,65] did not report
the validation method. When splitting data into training and
testing, one needed to ensure nonoverlapping grouping and
stratification of the data (Figure 8). With nonoverlapping
grouping [75], one ensured that the same group of data did not
appear in both the training and test sets, for example, avoiding
that data from the same participant was in both the training and
test set, albeit the samples might be from different periods. With

stratification, one ensured that both the training samples and
the test samples exhibit a similar proportion of samples for an
arbitrary variable. For example, it was important to keep the
proportion of men and women consistent or to ensure that the
proportion of sensor samples representing normal rhythm and
arrhythmia is equal. For progressing to TRL 7, 4 studies used
leave-one-subject-out group cross-validation [18,23,27,45] and
4 other types of group cross-validation [29,30,37,44]. Ideally,
a stratified group cross-validation is used, but none of the studies
used this. In addition to validation strategies, it is important to
use replication data, that is, completely independently acquired
d a t a ,  w h i c h  w a s  o n l y  d o n e  i n  1 1
[17,18,21,24,25,31,33,35,36,40,70] studies.

It is important to realize that data sets could suffer from highly
imbalanced classes. An example is when there are proportionally
more samples representing sinus rhythm than atrial fibrillation.
In this case, the model may be biased to focus more on correctly
classifying sinus rhythm, as this contributed more to higher
overall classification performance. However, this led to poor
characterization of cardiovascular disease, as the corresponding
samples would be misclassified more often than sinus rhythm.
In all, 6 studies [32,41,59-62] mitigated this by (randomly)
up-sampling the minority class. A total of 4 studies [22,29,48,52]
used the synthetic minority oversampling technique [76].

Finally, it is noteworthy that some studies [41-43,45,49,51,63]
constructed a semi–patient-specific model. This could be
beneficial, as there were large differences in heart rate data
among individuals [71]. This was done by training only a small
number of samples from the target patient together with data
from other patients. The test set consisted of the remainder of
the target patient’s samples, which caused overlapping grouping
between the training and test sets.
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Figure 8. Venn diagram of validation methods used in the studies. CV: cross-validation; G: grouping; H: holdout; S: stratification.

Discussion

Principal Findings
We have shown that machine learning–based technologies that
detect cardiovascular outcomes using wearables, bottleneck at
TRL5, most dominantly on the requirement of proper realistic
data acquisition. To progress to the next level of technology
readiness, models need to become operational (either
interventional or observational) in a health care system. A study
by Komorowski [13] supports these observations and defines
the lack of testing or deployment in clinical practice as an
information bottleneck, which often occurs in medical machine
learning. Moreover, half of the eligible studies used a benchmark
data set (27/55, 49%), and the most common data set [77] was
used 18 times. We argue that overusing a data set can introduce
bias and overfitting, effectively making such a data set useless,
thereby increasing the need for realistic data sets even more.

The usefulness of wearable cardiovascular diagnostics lies in
free-living and active situations because the low burden for
wearing them and the 24/7 monitoring abilities. Placement of
the sensor on the wrist does fit these criteria best. Moreover,
commercial-grade smartwatches can measure multimodal data
with low battery consumption. This makes these types of sensors
promising to use wearable technology for cardiovascular
diagnostics. However, most studies do not fully demonstrate
this potential. Moreover, very few prognostic models have been
proposed so that cardiovascular disease prevention using
wearable machine learning is, in fact, not (yet) well researched.

Although most studies include detailed baseline characteristics
of the study population, it is worrisome that the data were not
described with a similar level of consistency, structure, and
detail. For example, some studies (explicitly or implicitly) have
reported acquiring continuous wearable data, but participants

do need to take off the device for charging or otherwise have a
low compliance rate. These studies then fail to report these
details; thus, it is unknown how continuous the data, that is, the
length of the recording duration, actually is. We believe that,
analogous to the baseline characteristics, data characteristics
should be reported in detail to predict how a model will
generalize when deployed in a particular setting and
environment.

The segmentation of the time series data in the windows was
performed with a fixed window size in all studies. None of the
studies have considered a variable-length or adaptive window
size. Furthermore, no previous physiological knowledge has
been used to determine informative timescales. For example,
the exercise-recovery curve (usually obtained from an exercise
tolerance test) is often used to quantify cardiovascular
characteristics during activity. This describes a participant’s
ability to adaptively increase the heart rate during exercise and
recover it back to a resting level after exercise. Studies that had
access to accelerometer data did not look at similar timescale
events. To this end, we believe that identifying informative
timescales within the time series and incorporating this in the
model can be valuable to detect cardiovascular diseases.

Remarkably, studies primarily prefer nonsequential neural
networks over sequential ones, although the latter is designed
for time series data. Similarly, the hierarchical structure of the
data has rarely been exploited in the published models. We
advocate that much more emphasis should be on the exploration
of these models, although this also requires larger data sets as
these methods are data hungry.

Although some studies make use of a healthy control group,
most do not include a group with no arrhythmia, sinus rhythm,
or a similar group, although diagnosing a participant having no
arrhythmia at all is just as, or even more powerful, than detecting
a specific heart problem. From a machine learning point of view,
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this can be seen as a one-class classification (outlier detection)
problem: instead of predicting a diverse set of clinical outcomes,
the focus of these models lies in modeling the normal class as
good as possible and consider deviating data as abnormal. Thus,
this would be an interesting avenue to explore. In general, it is
important to have clearly defined data annotations. For example,
some studies have annotated sinus rhythm events in patients
with arrhythmia. One might question whether this is similar to
annotated sinus rhythm events for nonarrhythmic individuals
and whether a machine learning–based approach might fail by
mixing these annotations.

We have shown that studies use a training sample size that is
too small according to a priori power analysis. Sample size
determination in machine learning [78] is focused on posthoc
methods, such as learning curves [79]. Prehoc methods, such
as power analysis, are difficult in machine learning, as there are
many factors that influence the effect size of the model.
Furthermore, we have discussed different validation schemes
that can be used. An important observation is that a significant
number of studies do not validate their model using a
nonoverlapping grouping strategy. We believe that validation
based on nonoverlapping grouping is crucial for cardiovascular
machine learning and any medical machine learning validation
in general. Without, experiments will simply suggest
performances that are too optimistic.

We have shown that only a few papers used multimodal data
and even less considered features across modalities. In our view,
this is a missed opportunity; there is valuable information to be
extracted when combining features from different modalities.
An example is the correlation between heart rate and activity.
When the heart rate changes abruptly without activity, this can
indicate an interesting segment for a model to detect heart
problems. As another example, 1 study used timestamps as
features that can provide information about seasonality in
longitudinal data. This could be used to inspect (change in)
circadian rhythm as a biomarker for cardiovascular disease.
Interestingly, ECG morphology is well researched and used as
a feature. However, no analogous decomposition of PPG signals
is used in the studies. Therefore, we advocate a similar
exploration of the PPG signals.

Finally, we argue that in addition to the technical shortcomings
discussed, societal factors (under the umbrella term ethical or
socially responsible AI) must also be addressed [80]. From the
patients’ point of view, there are concerns regarding reliability,
privacy, and especially fairness and AI bias of the system [81].
Our findings of the lack of realistic data and the imbalance in
data link to the latter, as it introduces sampling bias [82], for

example. A study by Parikh et al [83] refers to this as a statistical
bias and argues that, especially in the medical field, there can
also be social biases that are caused by inequity of patients’
access to health care (technology) or a combination of both, for
example, missing data in certain subgroups. Efforts should be
made to remove bias in data (before exposing to an AI model)
[80] and in the model itself. This referred to as debiasing
[80,82,84].

From the physicians’point of view, the performance of machine
learning models is potentially reaching that of health care
professionals’ point of view [85,86], which brings
techno-dystopic fear of rivalry between AI and human experts.
The study by Di Ieva [87] offers an alternative view by stating
that this fear can be overcome by considering the success of
multidisciplinary teams in modern medicine and that in line
with that paradigm, AI is an assisting expert in that team, rather
than a competitor.

As a final note, we would like to emphasize that we did not
fully perform a quality assessment of the risk of bias in the
clinical data acquisition of the studies. Instead, we used the TRL
to capture these risks from a machine learning perspective and
describe these limitations throughout. To this end, studies with
low methodological quality did not achieve a higher TRL. In
addition, we did not consider conference papers as journal
papers are more comprehensive and elaborate in general.
However, in the field of machine learning, conferences are used
to publish completed research (not limited to an abstract as in
other fields). Therefore, we might have missed new
developments from conference papers that have been described
in detail, yet not fully scrutinized as in journal papers.

Conclusions
TRL has enabled us to perform a structured assessment of the
(required) progression of machine learning–based wearable
technology for deployment in an operational setting. We
discussed that the promise is mainly achieved by acquiring
longitudinal data from participants in a free-living environment,
which is made possible because of low–energy-consuming
sensors that are easy to wear. However, we have also observed
that none of the studies detect or predict cardiovascular
outcomes on realistic data, which limits TRL of this technology.
In addition, we identified many other aspects that hamper
deployment progression, which need to be addressed before the
promise of using wearable technology for cardiovascular disease
detection and prevention becomes reality. On the other hand,
of the 55 included studies, 6 (11%) were published before 2018
and the remaining 49 (89%) after. Therefore, we expect a large
increase in research popularity in the coming years.
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Abstract

Background: Blockchain technology is a part of Industry 4.0’s new Internet of Things applications: decentralized systems,
distributed ledgers, and immutable and cryptographically secure technology. This technology entails a series of transaction lists
with identical copies shared and retained by different groups or parties. One field where blockchain technology has tremendous
potential is health care, due to the more patient-centric approach to the health care system as well as blockchain’s ability to connect
disparate systems and increase the accuracy of electronic health records.

Objective: The aim of this study was to systematically review studies on the use of blockchain technology in health care and
to analyze the characteristics of the studies that have implemented blockchain technology.

Methods: This study used a systematic review methodology to find literature related to the implementation aspect of blockchain
technology in health care. Relevant papers were searched for using PubMed, SpringerLink, IEEE Xplore, Embase, Scopus, and
EBSCOhost. A quality assessment of literature was performed on the 22 selected papers by assessing their trustworthiness and
relevance.

Results: After full screening, 22 papers were included. A table of evidence was constructed, and the results of the selected
papers were interpreted. The results of scoring for measuring the quality of the publications were obtained and interpreted. Out
of 22 papers, a total of 3 (14%) high-quality papers, 9 (41%) moderate-quality papers, and 10 (45%) low-quality papers were
identified.

Conclusions: Blockchain technology was found to be useful in real health care environments, including for the management
of electronic medical records, biomedical research and education, remote patient monitoring, pharmaceutical supply chains, health
insurance claims, health data analytics, and other potential areas. The main reasons for the implementation of blockchain technology
in the health care sector were identified as data integrity, access control, data logging, data versioning, and nonrepudiation. The
findings could help the scientific community to understand the implementation aspect of blockchain technology. The results from
this study help in recognizing the accessibility and use of blockchain technology in the health care sector.
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Introduction

Health informatics (HI) is an extension of medical informatics
that concentrates on the clinical sector and implementation of
technology in the distribution of health care [1]. Changes in
both technology and health care are leading to the evolution of
health care informatics. With current technology, HI provides
fundamental, indivisible knowledge bases to health professionals
and health care organizations to provide patients with a better
quality of care services [2]. Acquiring and recording medical
and patient information, liaising with health care professionals,
choosing an appropriate diagnostic method, elucidating
laboratory findings, and gathering clinical research information
are known as information processing and communication in the
health care sector [3].

Electronic health record (EHR) systems and hospital information
systems (HISs) are widely used across the world. However, the
current HISs are mainly cloud based, are stored by one particular
data contractor, and have several disadvantages, such as a lack
of sufficient security measures. This has led to innumerable
breaches of data, as well as issues of data validity and data
sharing, which have left patients exposed to economic threats
and possible social stigma. Centralized data or information is
an appealing target for cyberattacks, and issues arise due to
establishing a persistent view of the patient data across a
network [4].

Taking these issues into consideration, an improved tamperproof
and hackproof database management system is much needed
to replace the current system that has been used for the past
several decades. The new innovative system should have better
data security and be able to integrate with other information
technology (IT) systems, such as finance and admission systems.
When blockchain technology was introduced in 2008, it largely
fulfilled all of these criteria, alongside its versatility for
applications in banking and finance.

Blockchain is a decentralized database that maintains an
uninterrupted, growing list of data records that are established
by the nodes involved. The information is recorded in a public
ledger that includes data from every completed transaction [5].
Along with this, blockchain is also a sort of dispersed ledger of
cryptographically chained blocks where value-exchanged
transactions are consecutively aggregated. Blockchain also
exhibits properties such as decentralization, security, anonymity,
and data integrity with the absence of a mediator to control
agreement and inalterability [6]. The information in blockchain
is transparent and tamperproof due to the continuous series of
blocks, which contain information and data [7].

Blockchain is a decentralized database that is not owned by
anybody and is simultaneously owned by everybody, as the
contents are available to all parties involved. For example, with
Bitcoin, since all transactions are processed by users via a
particular pseudonym, the information contained in the

blockchain is completely anonymous [8]. This revolutionary
system has indeed overcome some of the limitations faced by
the existing system. Nevertheless, further exploration in terms
of implementation and practicality is much needed and will be
discussed in the following sections [9].

This study aimed to systematically review studies on the use of
blockchain technology in health care. We also analyzed the
characteristics of the studies that have implemented blockchain
technology. This study will be impactful in helping the scientific
community to understand the use aspect of blockchain
technology based on the findings of completed studies. The
results from this study will help to identify the accessibility as
well as the implementation of blockchain technology in the
health care sector.

Methods

Study Design
The methodology used in this research was a systematic review,
modeled on a recent systematic review about blockchain
reported by Böhme et al [7].

Data Sources and Search Strategy
A search was conducted for scientific papers on the research
topics. All papers that were relevant for these topics were
gathered by using a search protocol that was developed for each
scientific database. Possible keywords were tested, and
appropriate terms were chosen for the search string. The Medical
Subject Headings (MeSH) database was used to derive keywords
and search term combinations. PubMed, SpringerLink, IEEE
Xplore, Scopus, Embase, and EBSCOhost databases were chosen
to search for all the relevant literature. The search strings were
constructed in accordance with the research domains and
research questions and are listed in Multimedia Appendix 1.

Online digital libraries were used to search for relevant papers
from January 2008 to September 2019. The year 2008 was
chosen as the beginning of the range for this research study
because the first published application of blockchain technology
(ie, Bitcoin) was introduced in that year, so no
blockchain-related studies were conducted before 2008. In this
systematic review, the search query was purposely made broad,
in order to identify many papers related to the research question.
However, when “Bitcoin” was used as a search term, a large
number of papers were identified, but the papers were mainly
about economic applications rather than applications in the
health care sector.

Because the aim of this research was based on finding and
mapping the papers related to blockchain technology in the
health care sector, “Bitcoin” was dropped as a search term. By
using “blockchain” and “health care” as search terms, the
majority of Bitcoin-related papers with a technical perspective
on blockchain were still included. A manual search was carried
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out for papers that were published at workshops, at conferences,
in journals, and at symposiums.

Study Selection

Screening of Relevant Papers
The next step in the process was screening relevant papers,
wherein the papers that had been found during the previous step
were assessed for actual relevance. The screening process started
with all of the publications gathered from online digital libraries.
A process inspired by Yli-Huumo et al [10] was used to screen
for relevant papers. Applicable quotes from the search were
entered into, and sorted with the aid of, EndNote X8.0
(Clarivate), which was used to remove duplicate papers.
Duplicate references across databases and references that were
not appropriate for the study were eliminated from the literature
search reference lists. The remaining duplicates were deleted
manually.

The iterative approach for title, abstract, and full-text searches
was used, and the results were exported to Microsoft Excel
2013. The titles and abstracts of the searched papers were
screened first to determine the relevance or appropriateness for
this systematic review. At this stage, studies that were clearly
not about the use of blockchain technology in health care were
excluded. The titles and abstracts were screened by two
reviewers based on the inclusion and exclusion criteria.

Inclusion and Exclusion Criteria
The papers that had passed the previous screening phase were
screened based on their abstract. In addition, the following
specific inclusion and exclusion criteria were used to screen
each paper:

1. Inclusion criteria:
a. Original research study.
b. Study in English.
c. Publication on blockchain technology in the health care

sector.
d. Publication including sufficient explanation of the

research findings.

2. Exclusion criteria:
a. Papers without full-text availability.
b. Papers for which English was not the main language.
c. Papers that had some other focus instead of the use of

blockchain in the health care sector.
d. Papers that were duplicates.
e. Search results that were editorials, prefaces, paper

summaries, summaries of tutorials, interviews, news
items, correspondences, discussions, comments,
readers’ letters, workshops, panels, and poster sessions.

f. Publications indicating ideas, magazine publications,
and discussion papers.

Abstract Screening Based on Keywords
Screening based on keywords, as defined by Dyba and Dingsøyr
[11], was done in two steps. In the first step, identifiable
keywords and concepts from the abstracts were analyzed that
reflected the contribution of the papers. Developing a greater

level of understanding based on these keywords was the second
step in this keywording process.

The keywords were used to cluster and form categories. All the
selected papers were read after the categories had been clustered.
The categories were updated after reading each paper, or if the
paper revealed something new, then a new category was created.
This step resulted in clustered categories being formed from all
the relevant papers based on this research topic. Papers with
poor, misleading, or lost abstracts were excluded due to
irrelevant information.

After the title-, abstract-, and keyword-screening process, each
remaining paper underwent full-text screening based on the
same eligibility criteria. Two reviewers resolved discrepancies
through discussion, and no adjudication by a third reviewer was
required.

Data Gathering and Data Extraction
A template was designed to collect the information required to
address the research question. Basic metadata about the
publication were collected, such as author name and country,
year of publication, source type, and type of publisher.

To categorize the 22 selected papers, further data were extracted.
Each full paper was read to extract the keywords or outcomes
related to our research question; these were then sorted into the
identified categories, as follows:

1. Use cases of blockchain technology in health care that
indicate the specific health care area, such as electronic
medical records (EMRs), biomedical research and
education, remote patient monitoring, drug or
pharmaceutical supply chains, health insurance claims,
health data analytics, or other areas.

2. Reasons for using blockchain technology in health care,
such as data integrity, access control, logging, data
versioning, and nonrepudiation.

Literature Quality Assessment
An assessment of literature quality was performed. All of the
final 22 publications were independently reviewed and scored
by two reviewers. The assessment tool for blockchain-related
studies proposed by Petersen et al [12] was used to critically
appraise and summarize evidence in the searched papers.

In accordance with Hölbl et al [13], the quality of the papers
was assessed using the criteria defined in Table 1.

This tool was used to assess the trustworthiness, relevance, and
results of the published papers. These led to the decision of
which papers were believable and useful and could be used for
the research. A three-tier scale was used to rank the quality of
all four questions. A value of 0 (“barely” or “no”) was assigned
when the criterion was addressed very poorly or not at all, a
value of 1 (“partially”) was assigned when a criterion was
partially addressed, and a value of 2 (“satisfactorily” or “yes”)
was assigned when the reviewer felt that the publication had
successfully satisfied the criterion.

Two reviewers assessed each query from question 1 (Q1) to
question 4 (Q4), which resulted in a minimum of 0 points to a
maximum of 4 points per query. The minimum score for the
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sum of responses to question 2 (Q2), question 3 (Q3), and Q4
was 0 points, and the maximum score was 12 points. The score
of the response to Q1 was converted to 40% of the total value,
and the total summed score of responses to Q2, Q3, and Q4 was
converted to 60% of the total value, with Q2, Q3, and Q4 each
contributing 20% of the total points.

So, the overall score was the sum of responses to Q1 to Q4,
which is presented as a percentage to enhance readability and
comprehension. An explanation of scoring of responses to
queries Q1 to Q4 is given in Table 1.

To find the percentage score of the response to Q1, the following
equation applies:

To find the percentage score for the sum of responses to Q2 to
Q4, the following equation applies:

The overall score is represented by the following equation:
Overall score = Percentage score of response to Q1 (%) +
Percentage score of sum of responses to Q2 to Q4 (%) [13].

From the calculation, the publications that have an overall score
of 90% and above are high-quality papers. An overall score
between 80% and 89% indicates a moderate-quality paper, and
low-quality papers are represented by an overall score of 79%
or less.

Table 1. Parameters for measuring quality of the publications [13].

Responses (scores)Quality assessment queryQuestion (Q)

“barely” (0), “partially” (1), or “satisfactorily” (2)Is the publication relevant to blockchain?Q1

“no” (0), “partially” (1), or “yes” (2)Does the publication include and define research objectives adequately?Q2

“no” (0), “partially” (1), or “yes” (2)Are limitations and challenges well defined?Q3

“no” (0), “partially” (1), or “yes” (2)Is the proposed contribution well described?Q4

Data Availability
All data have been reported in this manuscript.

Results

Study Selection
A total of 271 papers were initially retrieved as a result of
implementation of the search protocol that was designed for
searching the selected scientific databases. Of the 271 papers,
34 (12.5%) were from PubMed, 52 (19.2%) were from
SpringerLink, 40 (14.8%) were from IEEE Xplore, 56 (20.7%)
were from Embase, 45 (16.6%) were from Scopus, and 44
(16.2%) were from EBSCOhost. Then, the first screening was
done based on the titles of the retrieved papers. All of the paper
titles were examined independently by one reviewer based on
the inclusion and exclusion criteria, which led to the selection
of 175 papers. In the first screening, a total of 52 papers were
excluded because they were not related to the research topic
(eg, some excluded papers discussed the business perspective
of Bitcoin rather than the use of blockchain technology in the
health care sector). Meanwhile, 25 papers related to other
scientific areas, such as mathematics and chemistry, were
excluded from the first screening, as the term “blockchain” had
other meanings apart from the technology used in computer
science and IT. Through a manual search and using references
from the included papers, an additional 10 papers were collected.

After the selection of 185 papers from the first screening, 87
duplicate papers were removed using Endnote X8. This resulted
in 98 papers, which underwent further screening based on
abstracts where, in some cases, the introduction and conclusion
of the full text were analyzed. The abstracts of all the selected
papers were read by two reviewers. Some of the papers were
removed because the abstracts indicated no relevance to the
research topic. The unclear or grey-area abstracts or papers were
moved to the next screening step for more in-depth analysis.

A total of 35 papers were identified for full-paper analysis,
which was the last stage of paper selection for this systematic
review. Each paper was read in full, independently, and assessed
for eligibility using the inclusion and exclusion criteria. This
resulted in the selection of 22 primary papers. Of the 35 papers
identified for full-text analysis, 3 (9%) were dropped because
they focused on the economic perspective of Bitcoin and not
the health care setting. Of the 35 papers, 5 (14%) were removed
as they only described blockchain and how it works, without
discussing any actual blockchain implementation in a real health
care environment. Furthermore, 3 out of 35 (9%) papers
identified as review papers and 2 (6%) papers identified as
proposal papers were removed. Figure 1 shows the results of
the search strategy. The list of 22 selected primary papers and
the extracted data items are included in Table 2 [14-35]. The
PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) checklist for this research study on the use
of blockchain technology in the health care sector is included
in Multimedia Appendix 2.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart of the search strategy.
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Table 2. Information extracted and collected from the selected papers.

TechnologyUsability and reasons for using blockchainUse cases and fieldsLocationStudy first
author, year

Description
Simplified classi-
ficationDescriptionApplication area

EthereumEnabling of clinical trials data
management; functions allow

Data integrityDevelopment of a system
that uses a web-based in-

Biomedical re-
search and educa-

Kingston, Cana-
da

Maslove,
2018 [14]

patients to grant researchersterface to allow users totion (ie, clinical tri-
als) access to their data and allow

researchers to submit queries
run trial-related smart
contracts on an Ethereum
network for data that are stored off-

chain

EthereumImprovement of the uptake and
acceptance of medical informat-

Access controlA system that uses smart
contract–based Ethereum

Electronic medical
record (EMR)

The Nether-
lands

Cunning-
ham, 2017
[18] ics platforms where patients

directly control medical data in
an open and secure manner

blockchain technology to
operate in a verifiably
secure, trustless, and
openly auditable environ-
ment

EthereumImprovement of data transparen-
cy in clinical trials and im-

Data integrity
and logging

A system that uses smart
contracts, which enhance
the trust in the data and

Biomedical re-
search and educa-
tion (ie, clinical tri-
als)

London, the
United King-
dom

Nugent,
2016 [29]

mutable records of trial history,
which act as trusted administra-
tors; tamper-resistant character-

clinical trials; this re-
duces patient risk and fi-

istics of blockchain prevent allnancial strain in health
forms of manipulation; mainlycare by allowing better-
used for complex clinical trial
management

informed decisions to be
made by medical profes-
sionals

N/AaAll consent-related data on the
blockchain enhance security,

Nonrepudiation,
logging, and data
versioning

A system with time-
stamping of each pa-
tient’s consent using
blockchain technology in

Biomedical re-
search and educa-
tion (ie, clinical tri-
als)

Paris, FranceBenchoufi,
2017 [15]

reliability, and transparency
and could be a consistent step
toward reproducibilitya securely unfalsifiable

and transparent way

Hyperledger
Fabric

Establishment of accessibility
and transparency of data with-
out the third party by incorpo-

Data integrityDevelopment of a smart-
phone app with
blockchain technology to

Remote patient
monitoring (ie,
mobile health
[mHealth])

Tokyo, JapanIchikawa,
2017 [16]

rating blockchain technology
into mHealth; blockchain also

provide an mHealth sys-
tem for cognitive behav-

serves as a tamperproof system
for mHealth

ioral therapy for insom-
nia

NEMImprovement in privacy and
diabetes data management,

Access control
and data integrity

Development of a plat-
form using the New
Economy Movement

EMR (ie, health
care data)

Aalborg, Den-
mark

Cichosz,
2018 [25]

where patients have access to
control and share their own data(NEM) multi-signature

blockchain contracts to
access data management,
sharing, and encryption

N/APatients will have overall con-
trol over their data; Med-

Data integrityDevelopment of a pa-
tient-centric health care

EMRThe United
States

Omar, 2019
[26]

iBchain increases patients’ in-data management system
terest in EMRs or electronicusing blockchain technol-
health records and enhancesogy as storage, which en-

hances privacy accountability, integrity,
pseudonymity, security, and
privacy
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TechnologyUsability and reasons for using blockchainUse cases and fieldsLocationStudy first
author, year

Description
Simplified classi-
ficationDescriptionApplication area

Hyperledger
Fabric

Improvement of personal health
data collection, sharing, valida-
tion, protection, and integrity
and health care collaboration;
this system ensures the scalabil-
ity and efficiency of the data
process by handling a large data
set at low latency

Data integrity,
access control,
and logging

Development of an
mHealth care system for
personal health data col-
lection, sharing, and col-
laboration between indi-
viduals, health care
providers, and insurance
companies, and its imple-
mentation in a distributed
and trustless way

Remote patient
monitoring

Norfolk, Eng-
land

Liang, 2017
[30]

EthereumImprovement of retrieved data
integrity, nonrepudiation, and
biomedical evidence data ver-
sioning

Data integrity
and data version-
ing

Presentation and testing
of the use of smart digital
contracts by a
blockchain-based nota-
rization service to seal a
biomedical database
query using a real
blockchain infrastructure

Biomedical re-
search and educa-
tion (ie, database
queries)

The Nether-
lands

Kleinaki,
2018 [28]

EthereumThis system can be evaluated
automatically, and the stored
data are tamperproof with
Ethereum, which can be used
at a low cost

LoggingImplementation of sensor
devices using blockchain
technology to enhance
data immutability and
public accessibility of
temperature records

Pharmaceutical
supply chain (ie,
ambient tempera-
ture)

Zurich, Switzer-
land

Bocek, 2017
[32]

Hyperledger
Fabric

While consuming low computa-
tional power, it enhances tam-
perproof, fair, and democratic
maintenance of the ledger

Data integrityDevelopment of a system
with raw blockchain with
Hyperledger Fabric by
DLA

EMRÉvora, PortugalMendes,
2018 [22]

EthereumPreservation of important data
in perpetuity and verification
of data originality; illegal oper-
ation of the data is detected,
and the user is notified on time

Data integrityDevelopment of a novel
blockchain-based data
preservation system
based on the real-world
blockchain-based plat-
form, and its implementa-
tion for medical data

EMR (ie, health
record)

Beijing, ChinaLi, 2018 [20]

EthereumThe system becomes more
convenient and adaptable in its
management of authentication,
confidentiality, accountability,
and data sharing

Logging and ac-
cess control

Development of a decen-
tralized record manage-
ment system using
blockchain technology to
handle EMRs

EMR (ie, health
record)

The United
States

Azaria, 2016
[17]

EthereumThe system provides decentral-
ization and tamper resistance;
this gives users high credibility
and record-nodes, which help
users verify publicly verifiable
data

Data integrity
and logging

Development of a
blockchain-based medi-
cal insurance storage
system, MIStore; this
helps insurance compa-
nies obtain patients’
medical spending
records, which are al-
ways confidential

Health insurance
claims

Beijing, ChinaZhou, 2018
[33]

EthereumThe clinical research institute
can be guaranteed that it is ac-
quiring useful and original data;
until an agreement is reached,
the individual can keep person-
al data private

Data integrity
and access con-
trol

Presentation of a digital
health application en-
abling clinical trials re-
cruitment using Internet
of Things data; using
Ethereum, a proof of
concept was implement-
ed, and the application’s
performance was studied
in a real-world evaluation

Biomedical re-
search and educa-
tion (ie, clinical tri-
als)

Rome, ItalyAngeletti,
2017 [27]
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TechnologyUsability and reasons for using blockchainUse cases and fieldsLocationStudy first
author, year

Description
Simplified classi-
ficationDescriptionApplication area

EthereumThe system aids in data storage
for millions of patients, and
analysis was performed in real
time, which promotes an evi-
dence-based medicine system
with privacy and security con-
cerns

Access controlImplementation of a new
health care paradigm

(SMEADb) to aid diabet-
ic patients via develop-
ment of an end-to-end
secured system; imple-
mentation of a
blockchain-based disrup-
tive technology to facili-
tate cryptographic securi-
ty and formalized data
access through smart
contracts

Remote patient
monitoring

Chennai, IndiaSaravanan,
2017 [31]

EthereumImprovement of security, trust,
and scalable data sharing,
which is important for collabo-
rative clinical decision-making;
also results in greater data
readability

Access control
and data integrity

Development of a system
to support collaborative
clinical decision-making
via a remote tumor board
case study

EMR (ie, health
record)

The United
States

Zhang, 2018
[24]

N/APatients can easily access the
EMRs of different hospitals;
data sharing via blockchain
helps the hospital get a full his-
tory of patients’medical history
before consultations are carried
out

Access controlDevelopment of a
blockchain-based infor-
mation management sys-
tem, MedBlock, to han-
dle patients’ information;
this allows for efficient
EMR access and re-
trieval, exhibiting high
information security

EMR (ie, health
record)

ChinaFan, 2018
[19]

N/AThe EMRs cannot be modified
arbitrarily, which leads to re-
duced medical data leakage;
security analysis shows that this
system is a secure and effective
way to realize data sharing for
EMRs

Access controlImplementation of
blockchain-based priva-
cy-preserving data shar-
ing for EMRs

EMRChinaLiu, 2018
[21]

N/AThe system ensures data trans-
parency, privacy, confidentiali-
ty, and verification of data

Access controlEnsuring secrecy of digi-
tal signatures and authen-
tication by using keyless
signature infrastructure
in the system

EMRLondon, the
United King-
dom

Nagasubra-
manian,
2018 [23]

N/AEnhancement of medical data
safety, extension of the base of
clinical data collection, and
creation of an effective shared
health infrastructure

Data integrityImplementation of a de-
centralized system with
blockchain technology
that protects the confiden-
tiality of medical data;
patients receive a person-
al data monitoring tool,
allowing them to partici-
pate in accelerating med-
ical analytics

Health care data
analytics

UkraineKotsiuba,
2018 [34]

EthereumAids in achieving all the com-
plex needs of P6 (participatory,
personalized, proactive, preven-
tive, predictive, and precision)
medicine and decreases disease
burden

Access control
and data integrity

Implementation of an
Ethereum-based Proof of
Disease consensus proto-
col to enhance the accura-
cy of transactions and
eliminate medical errors

OthersThe United
States

Talukder,
2018 [35]

aN/A: not applicable: the technology was not reported in this paper.
bSMEAD: Secured Mobile-Enabled Assisting Device for Diabetics.
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Publication Year, Publication Type, and Geographical
Distribution
All the selected papers were published since 2016. This indicates
that blockchain technology in health care settings is very new.
It is noted that from the 22 selected papers, the majority (n=12,
55%) were published in 2018, 7 (32%) papers were published
in 2017, 2 (9%) papers were published in 2016, and 1 (5%)
paper was published in 2019.

The locations (ie, countries) of the institutions of the authors of
the selected primary papers were used to distinguish the
geographical distribution of the research community members
who were involved in the research. If a paper had authors from
different countries, the country of the corresponding author was
used. It is noted that the authors, universities, and companies
in the United States and China were leading, having 4 (18%)
papers each. This was followed by the United Kingdom with 3
(14%) papers and the Netherlands with 2 (9%) papers. The rest
of the countries, namely Ukraine, India, Italy, Portugal,
Switzerland, Denmark, Japan, France, and Canada, contributed
1 (5%) paper each. This geographical distribution of the 22
selected papers indicates that blockchain technology in the
health care sector has gathered research interest around the
world.

The channels where the papers were published determined the
publication type. The two publication types included in this
systematic review were conferences and journals. The majority
(n=15, 68%) of the 22 selected primary papers were published
in journals, while 7 (32%) were published as conference
proceedings.

The 22 selected primary papers were studied, and the data or
keywords related to this systematic review’s question were
extracted. A classification scheme was constructed based on
the iterative identification of data, charting keywords extracted
from the selected papers. The papers were then sorted into
identified categories.

Each of the selected primary papers addressed one or more
different aspects of the use cases of blockchain technology in
the health care sector. Therefore, the identified use cases were
used to further classify the selected papers. Out of 22 selected
papers, 10 (45%) addressed the application of blockchain in the
management of EMRs, 5 (23%) addressed the use of blockchain
technology in biomedical research and education, and 3 (14%)
demonstrated the use of blockchain technology in remote patient
monitoring. The remaining papers addressed the use of
blockchain technology in drug or pharmaceutical supply chains
(n=1, 5%), health insurance claims (n=1, 5%), health data
analytics (n=1, 5%), and other applications (n=1, 5%).

In the selected primary papers, blockchain was implemented in
the real health care environment to address several information
security components. The use of blockchain technology or the
main reason it was implemented in health care was classified.

From this data, it was noted that each of the selected primary
papers addressed one or more reasons, out of a total of 34
reasons or benefits, for using blockchain technology in health
care. Most papers addressed the application of blockchain in
health care for data integrity (14/34, 41%). The next largest
purpose of blockchain application was access control, which
contributed 11 out of 34 (32%) reasons in the papers.
Meanwhile, data logging was addressed 6 (18%) times, data
versioning was addressed 2 (6%) times, and nonrepudiation
was addressed 1 (3%) time.

The setting of the studies, specifically the type of hospital used
for the implementation of blockchain technology, was analyzed
among the 22 selected papers. Only 3 out of 22 (14%) papers
gave the name of hospital where the study was carried out.
Maslove et al [14] implemented a blockchain-based smart
contract at Kingston General Hospital, Canada, to study how
blockchain technology could be used in clinical trial data
management, which could enhance data integrity. Another study
on clinical trials data management was conducted by Benchoufi
et al [15] at Hospital Hôtel Dieu, Paris, France, which looked
at whether the implementation of blockchain could enhance the
transparency and traceability of clinical trial consent, thereby
benefitting both patients and researchers. Ichikawa et al [16]
conducted their study at the Institute of Neuropsychiatry, Seiwa
Hospital, Tokyo, Japan, using blockchain technology to
implement a tamper-resistant mobile health (mHealth) system,
which could enhance both data transparency and accessibility
without the involvement of a third party.

Information regarding the blockchain platform that was used
was gathered from the 22 selected papers. Ethereum was the
most commonly used blockchain platform (n=12, 55%),
followed by Hyperledger Fabric (n=3, 14%), while the least
used platform was the New Economy Movement (NEM)
blockchain platform (n=1, 5%). The rest of the studies did not
state which blockchain platform was used.

Literature Quality Analysis
The final and crucial part of this systematic review involved
reviewers scoring the 22 papers to evaluate their quality and
the relevance of the blockchain usage. The scoring results are
shown in Table 3 [14-35]. These show a greater quality of
average overall scores among 15 journal papers (mean score
81.0%, SD 5.8%) compared to 7 conference papers (mean score
77.1%, SD 5.9%). Out of the 22 papers, 3 (14%) high-quality
papers, 9 (41%) moderate-quality papers, and 10 (45%)
low-quality papers were identified. It is noted that no published
conference papers from January to September 2019 were found
or included in this study.

The 2 (9%) papers published in 2016 each had a relatively high
average overall score. In 2017, the average overall score of the
papers was 80%, which was slightly lower than that of 2016.
This dropped to 78% in 2018 and rose again to 80% in 2019.
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Table 3. Summary of scores for measuring quality of the publications.

Quality of paperbOverall score for
Q1-Q4 (%), mean
(SD)

Sum of
scores for
Q2-Q4

Points per question (Q)aType of publicationStudy first author, year

Q4Q3Q2Q1

High90.0 (0.5)104334JournalMaslove, 2018 [14]

Moderate80.0 (0.7)83234JournalBenchoufi, 2017 [15]

Moderate85.0 (0.8)93244Conference proceedingIchikawa, 2017 [16]

Moderate80.0 (0.7)83234JournalAzaria, 2016 [17]

Moderate85.0 (0.8)94234JournalCunningham, 2017 [18]

Low75.0 (1.1)73134JournalFan, 2018 [19]

Moderate85.0 (0.8)94234Conference proceedingLi, 2018 [20]

Low75.0 (0.8)72234JournalLiu, 2018 [21]

Low75.0 (1.1)73134JournalMendes, 2018 [22]

Moderate80.0 (0.7)83234JournalNagasubramanian, 2018 [23]

Low75.0 (1.1)73134JournalZhang, 2018 [24]

Moderate85.0 (0.8)93244JournalCichosz, 2018 [25]

Low75.0 (1.1)73134Conference proceedingOmar, 2019 [26]

High90.0 (0.9)104244JournalAngeletti, 2017 [27]

Low75.0 (1.1)73134JournalKleinaki, 2018 [28]

High90.0 (0.9)104244JournalNugent, 2016 [29]

Low75.0 (1.1)73134Conference proceedingLiang, 2017 [30]

Low75.0 (1.1)73134JournalSaravanan, 2017 [31]

Moderate85.0 (1.3)94144JournalBocek, 2017 [32]

Moderate80.0 (1.2)83144Conference proceedingZhou, 2018 [33]

Low70.0 (1.1)62134Conference proceedingKotsiuba, 2018 [34]

Low70.0 (1.5)63034Conference proceedingTalukder, 2018 [35]

aTwo reviewers assessed each query from Q1 to Q4, based on a 5-point ordinal scale ranging from 0 to 4, where 0 indicates the lowest level (criterion
was addressed very poorly or not at all) and 4 indicates the highest level (criterion was exceptional).
bAn overall score of ≥90% indicates a high-quality paper; an overall score of 80%-89% indicates a moderate-quality paper; an overall score ≤79%
indicates a low-quality paper.

Discussion

Identified Themes
The identified themes are summarized in Figure 2.
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Figure 2. The uses of blockchain technology in the health care sector.

The Use of Blockchain Technology in Real Health Care
Environments
The results from this systematic review show that the majority
of the research regarding blockchain technology in health care
environments was focused on the management of EMRs,
followed by biomedical research and education, remote patient
monitoring, pharmaceutical supply chains, health insurance
claims, health data analytics, and other potential areas.

Electronic Medical Records
Out of 22 selected papers, 10 (45%) concentrated on the
management of EMRs. EMRs, similar to EHRs or personal
health records, involve electronic modeling, storage, and
management of patients’ personal, medical, or health-related
data. Traditionally, different systems have been used to store
patients’ records separately across different service providers,
where the service providers have control over the records, which
may limit data sharing with other health care stakeholders.

The application of blockchain in the management of EHRs will
make data sharing among health care stakeholders easier, more
transparent, and more trustworthy, and patients will have control
over their own data. This is because the characteristics of
blockchain technology, such as decentralization, immutability,
data provenance, reliability, robustness, smart contracts, security,
and privacy, make it suitable for the management and storage
of patient EHRs [18].

Azaria et al [17] presented MedRec, which is a project from the
MIT (Massachusetts Institute of Technology) Media Lab and
Beth Israel Deaconess Medical Center that uses a
blockchain-based platform to give patients access to their own
data through some access permissions built into the blockchain.
The patient may decide to grant access to their EHRs to any
third party, which may reduce their paperwork, given that
patients normally have to carry a bundle of papers with them
when they seek out different health care providers for

consultation. With blockchain technology, regardless of the
time and institution, health care providers can easily gain access
to all of a patient’s medical data. Patients become more
committed to their own health care because they are directly
involved in the management of their health records through
blockchain technology.

The second application that would integrate EMRs is
blockchain-based privacy-preserving data sharing (BPDS),
which was developed by Liu et al [21]. This uses the Ethereum
blockchain platform, which reduces the risk of medical data
leakage and secures data sharing in health care.

Fan et al [19] developed MedBlock, a blockchain-based
information management system that is implemented in health
care to enhance efficiency and secure electronic medical data
sharing using blockchain. Another blockchain-based EMR is
FHIRChain [24], which encapsulates the Health Level Seven
Fast Healthcare Interoperability Resources (FHIR) standard for
shared clinical data. Zhang et al [24] used blockchain technology
via the FHIRChain-based decentralized app to share clinical
data that focused on health care record management and digital
health identities to verify participants for remote cancer care in
a case study of collaborative decision-making [24]. Cichosz et
al [25] proposed NEM multi-signature blockchain contracts to
be used for the management and sharing of medical data of
diabetes patients, which aimed to achieve access control and
data privacy.

Li et al [20] presented a medical data preservation system based
on the real-world blockchain platform Ethereum, which provides
a trustworthy storage solution to ensure the primitiveness and
verifiability of stored data. Mendes et al [22] presented a Smart
Ambient Assisted Living environment, which uses blockchain
technology to enhance data privacy and cognitive security in
the health care sector. As noted above, out of the 22 included
papers, 3 (14%) were high-quality papers, 9 (41%) were
moderate-quality papers, and 10 (45%) were low-quality papers.
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Therefore, the conclusions made are convincing based on the
high or moderate quality of a high percentage of papers.

Biomedical Research and Education: Clinical Research
A total of 23% (5/22) of the selected papers in this study
indicated that blockchain could be applied in biomedical
research and education fields. Blockchain technology has been
used extensively in biomedical research and education to
preserve data privacy, integrity, sharing, record sharing, and
record keeping, especially in clinical trials [23]. Nugent et al
[29] presented blockchain smart contracts that prevent
falsification of data and underreporting of unwanted results of
clinical research, which enhances trust in the data and clinical
trials.

Angeletti et al [27] proposed a proof-of-concept implementation
of consent traceability in clinical trials using Ethereum to secure
and ensure unfalsifiable data. Every piece of data or consent
included in the blockchain system is time-stamped and publicly
transparent. This is achieved through cryptographic validation.
All plans, consent, protocols, and possible outcomes can be
stored on blockchain even before the inception of clinical trials,
which prevents any corruption and undesirable study results.

Kleinaki et al [28] presented a blockchain-based notarization
service that uses smart contracts to seal biomedical database
queries and the respective results, which ensures data
transparency. Maslove et al [14] proposed BlockTrial, a
web-based interface system that allow users to run trial-related
smart contracts on the Ethereum network in clinical data
management, thereby enhancing the reliability and transparency
of complex data in clinical trials. The tamperproof characteristics
of blockchain prevents the manipulation of data in clinical trials.

Remote Patient Monitoring
Remote patient monitoring was another blockchain use case in
the health care sector. Generally, remote patient monitoring
includes the gathering of biomedical data from the body and
mobile devices to enable the monitoring of patient status
remotely outside of traditional health care environments, such
as hospitals.

Liang et al [30] presented a Hyperledger-based implementation
of blockchain in mHealth that enables data collection and
sharing between health care stakeholders, ensuring both data
transparency and accessibility. Saravanan et al [31] proposed
an end-to-end secured system, a new health care paradigm (ie,
Secured Mobile-Enabled Assisting Device for Diabetics),
through smart contracts to facilitate cryptographic security and
formalized data access in which to monitor diabetes patients.
The author stated that blockchain was engaged in a
mobile-enabled assisting device that was developed to monitor
diabetes patients. Ichikawa et al [16] presented a tamper-resistant
mHealth system using blockchain technology where a mobile
device is used to gather EMRs, which are then sent to the
blockchain-based Hyperledger Fabric network to ensure secure
management of the data.

Cichosz et al [25] proposed NEM multi-signature blockchain
contracts for assisting diabetes patients in monitoring and
transmitting their vital parameters or data by sensor device to

a blockchain-based platform where the data are collected, stored,
and analyzed. In emergency cases, such as abnormal blood
glucose levels or missing dosages, an alert via a social network,
such as Facebook or WhatsApp, will be sent to the care provider.
The data can be communicated continuously by using mobile
devices as a gateway with blockchain technology, which could
save patients from any untoward consequences.

Drug or Pharmaceutical Supply Chains
Drug or pharmaceutical supply chains are one of the use cases
of blockchain technology in the health care sector, particularly
health-related supply chain management. Drug or
pharmaceutical supply chains involve the introduction of new
drugs into the market, ensuring the safety and validity of medical
products sold to end customers [32]. Blockchain has been
applied in this field to allocate a safe and secure platform and
to address the most common problems faced in the
pharmaceutical industry, such as delivery of substandard or
counterfeit medication, which may have a negative impact on
patients.

In this systematic review, only 1 paper out of 22 (5%) presented
the implementation of a blockchain-based application for
pharmaceutical supply chain management. Bocek et al [32]
presented a real-world demonstration and evaluation of
blockchain technology in the pharmaceutical supply chain,
where ambient temperature sensors with blockchain technology
were used to record temperatures at which drugs were stored
and transported; such temperature measurements were
immutably kept in a public blockchain for transparent inspection,
which could also decrease the operational cost in a
pharmaceutical supply chain.

Health Insurance Claims
Health insurance is necessary for everyone to get affordable
medical treatment. Blockchain’s characteristics, such as
immutability, decentralization, transparency, and auditability
of records, can benefit the process of health insurance claims
in the health care sector. Nevertheless, only 1 paper from the
22 (5%) selected primary papers focused on this application.
Zhou et al [33] developed a blockchain-based medical insurance
storage system that is displayed using the Ethereum blockchain
platform. The medical insurance data of a patient can be
encrypted and immutably stored on blockchain, which enhances
credibility and eliminates the involvement of third parties in
the management of patients’ health insurance [33].

Health Data Analytics
Only 1 paper out of 22 (5%) presented the use of blockchain
technology in health data analytics. Blockchain in collaboration
with other emerging technologies, such as deep- and
transfer-learning techniques, was used to identify predictive
analytics of health care data. Kotsiuba et al [34] stated that
blockchain provides a unique opportunity to overcome the
problems related to the analysis and security of medical data.
Using blockchain technology, a decentralized health data
ecosystem was presented that protected medical data
confidentiality, produced an effective shared health
infrastructure, and increased the basis of clinical data collection.
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Other Functionalities
Of the 22 selected primary papers, 1 (5%) study by Talukder et
al [35] included the relevant research perspective but could not
be classified under any of the identified uses of blockchain.
This study presented a blockchain consensus protocol that
provides accurate medical decisions and reduces the disease
burden by using Ethereum, based on the proof-of-disease
consensus protocol. All functionalities of health data
interoperability, including EMRs, patient health records, and
health information exchange databases, can be achieved by this
system.

Reasons for the Application of Blockchain Technology
in the Current Health Care System

Overview
The main reasons (N=34) for the application or implementation
of blockchain technology in the health care sector in this study’s
selected papers were identified and categorized into the
following groups: data integrity (n=14, 41%), access control
(n=11, 32%), data logging (n=6, 18%), data versioning (n=2,
6%), and nonrepudiation (n=1, 3%).

Data Integrity
Data integrity is defined as the accuracy and consistency of the
data or information stored in a system, which acts as an
important component of information security. Data integrity
was achieved by using blockchain technology in the health care
sector. Li et al [20] implemented the blockchain-based platform
Ethereum to maintain the originality and variability of stored
data in the system while preserving user privacy. The lifelong
maintenance of data in blockchain was achieved with the
proof-of-primitiveness data concept, and the system can validate
the data where it is identical to the original data. The data can
be restored and verified through blockchain if it has been
damaged.

Kotsiuba et al [34] also presented a decentralized health data
system using blockchain that secures the collection and
confidentially of medical or clinical data. In the study by Zhang
et al [24], data integrity was enhanced by using an
FHIRChain-based decentralized app, which used blockchain
technology and digital health identities in remote cancer care
to validate the participants in a case study of clinical data
sharing. With the application of public key cryptography, this
decentralized app improves the trust of participants and enables
the users to share specific and structured pieces of information,
rather than an entire document. Thereby, it increases the
readability of data and flexibility of sharing options.

Cichosz et al [25] implemented a blockchain-based platform to
enhance the management and sharing of diabetes data in an easy
and secure way, which can be achieved by a decentralization
of blockchain. According to a study by Omar et al [26], the
integrity, security, privacy, and accountability of data in health
care are achieved through a privacy-preserving platform using
blockchain technology. To ensure encryption of patient data
and pseudonymity, a cryptographic function was used. The
decentralization of data enabled by the peer-to-peer network in

blockchain technology helps to reduce cyberattacks and preserve
the health care data set.

The proof-of-concept implementation of patient-facing and
researcher-facing systems using blockchain technology to
enhance data integrity was demonstrated by Maslove et al [14]
and Angeletti et al [27]. Maslove et al [14] demonstrated that
the proof-of-concept implementation using blockchain
technology in clinical trials secures original personal data, and
this data would not be shared publicly before an agreement is
reached. In regard to the use of blockchain technology in clinical
trials, the clinical research institute can also guarantee that the
data obtained are authentic and useful.

Angeletti et al [27] stated that the integrity of the data collected
in clinical trials was enhanced by the application of blockchain
technology, specifically blockchain-based smart contracts, which
act as the foundation to promote trust throughout clinical
research. The proof-of-concept implementation in clinical
research enhances the interaction of researchers and patients.

Blockchain in digital health technologies has also been
particularly used in mHealth, which includes remote patient
monitoring to ensure the safe and precise preservation of medical
information to improve data integrity. Ichikawa et al [16]
concluded from their study that the usage of blockchain
technology in mHealth improves data transparency and
accessibility without the involvement of third parties, due to
the tamperproof and decentralized characteristics of blockchain
technology.

Access Control
According to Azaria et al [17], access control is defined as an
individual having full authority in deciding who can access their
medical data, as well as when and how much of their own
medical data can be accessed using blockchain technology.
Access control may lead to patients’ direct involvement in
controlling their own medical data usage. The distributed ledger,
which is one of the characteristics of blockchain technology,
ensures efficient access and retrieval of EMRs [18].

Fan et al [19] used a proof of concept with an application
programming interface using blockchain technology, which
allows a permission system where each patient is able to view,
control, and specify who can access their records.

A study by Cunningham and Ainsworth [18] found that the
EMRs that included a patient’s full medical history from many
different hospitals could be easily accessed by the patient using
a blockchain-based information management system, which
enhances the outcome of treatment by avoiding the segregation
of medical data from different hospitals. An access protocol
was implemented that prevented unauthorized users from
obtaining any sensitive data or information.

For access control and the preservation of data, Fan et al [19]
used the blockchain-based platform concept with NEM
multi-signature blockchain contracts, which ensured privacy
control of health data. With this concept, patients are in control
of their own data and have the power to decide who can access
their personal data. For instance, an older adult patient could
share access of their medical data with their adult child.
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According to Cichosz et al [25], patients were able to access
their own medical data through smart blockchain contracts,
which may lead to secure data sharing. Through BPDS, which
consists of data access permission implemented by Liu et al
[21], patients have full control over their medical records or
data, without jeopardizing their privacy. Furthermore, a user
can use patient data with permission from the patient. The owner
of the data in blockchain is capable of revoking his or her access
permission, in case of a violation of access rules.

According to Liu et al [21], health records that are centrally
stored are more vulnerable to cyberattacks. Therefore,
Nagasubramanian et al [23] presented a keyless signature
infrastructure (KSI) blockchain technology for securing EHRs
that ensures authentication and integrity of health records. In a
KSI blockchain system, the signed data are stored and can be
operated without a network connection, and no third parties are
required to preserve data in this system.

Data access by health care professionals can be achieved through
smart contracts of blockchain technology with cryptographic
security. Using blockchain technology, Saravanan et al [31]
implemented a mobile-based secure health care system that can
predict a patient’s diabetes status in real time. In case of
emergency, the doctor can access a patient’s health record and
prescribe them with a suitable medication dosage using this
technology system. This blockchain system is used to store data
related to health care and securely connect with third parties.

Data Logging
Data logging is defined as an operation of gathering and storing
information over a period of time. It allows tracking of all types
of interactions, such as storage, access, or modification of data,
files, or applications in a system. Data logging can be achieved
by the application of blockchain technology in the health care
sector.

In clinical trials, Nugent et al [29] demonstrated blockchain
technology using an Ethereum smart contract to enhance the
trustworthiness, reliability, and transparency of data
management. The cryptographic and tamperproof characteristics
of blockchain prevent all forms of manipulation and enhance
the data logging of complex clinical trial data management, so
more informed decisions can be made by medical professionals.
An mHealth care system using blockchain technology was
implemented by Liang et al [30] that ensured gathering, sharing,
and collaboration of data between the health care providers and
individuals in a secure way.

Bocek et al [32] stated in their study that the application of
blockchain technology in pharmaceutical supply chain
management ensures data logging. They demonstrated the use
of an Internet of Things sensor device (modum.io AG) that uses
blockchain technology to ensure the verification of compliance
with quality control temperature requirements. This device was
used to monitor and store the temperature of products, enhance
data immutability, and facilitate public accessibility of
temperature records of pharmaceutical products, especially
during transportation. Data provenance was ensured using
blockchain technology that can prove the origin of products in
a supply chain.

Zhou et al [33] stated that blockchain technology acts as a
tamperproof and decentralized technology to record data, which
enhances users’ trust in a health insurance system, especially
with the implementation of a blockchain-based medical
insurance storage system. For instance, the data about each
patient’s spending was stored and secured in the blockchain by
the hospital, which helped the insurance company obtain
information about the total amount of spending by the patient;
however, third parties, including the insurance company, cannot
modify or delete the data and do not have the authority to access
a patient’s personal medical data.

Data Versioning
Data versioning is defined as saving new copies of the data
when any modification is made to the existing data. This helps
to keep track of the data and ensure easy retrieval of any specific
version of the respective stored data in a system. Kleinaki et al
[28] implemented a blockchain-based notarization service that
uses smart digital contracts to secure data in the biomedical
research sector. A study by Mendes et al [22] showed that after
the retrieval process, retrieved data cannot be modified, which
ensures the integrity and nonrepudiation of the data. Using
blockchain technology, data versioning was achieved where
medical evidence of different versions of data retrieved from a
biomedical database were securely stored and saved, along with
content that is continually updated. In this study, this was mostly
used for decision support in the health care sector.

Nonrepudiation
Nonrepudiation guarantees the validity of data in a particular
health care system, which cannot not be denied by anyone and
ensures the originality and integrity of data. A study by Angeletti
et al [27] used blockchain technology to collect, store, and track
clinical trial consent in a secure, unfalsifiable, and publicly
verifiable way; this consent was originally time-stamped with
the application of proof of concept, leading to the nonrepudiation
of data. The authentication system ensures that the clinical trial
consent is accessible and transparent for patients, while traceable
for stakeholders. A single document in open format was used
and accounted for the whole time-stamped consent collection
process. This document cannot be corrupted and is considered
a robust proof of data.

Study Limitations
One limitation of this systematic review study was that there
were no published studies on the safety of blockchain technology
in health care, so the safety aspect of blockchain technology
cannot be reviewed. In addition, there were few papers published
on the negative aspects of implementation of blockchain
technology in health care. Most studies only published the
positive aspects, which may have led to bias.

Future Directions
Blockchain technology is still a new technology that has not
been widely implemented in the health care sector. This study
can be a guide for future research, implementation, and
evaluation of blockchain technology in this sector. More
research should be carried out regarding the implementation of
blockchain technology in real health care environments for
better understanding, characterization, and evaluation.
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Researchers should also focus on carrying out research on the
safety of implementing blockchain technology in health care.

Conclusions
This systematic review has presented an overview of the use
and characteristics of blockchain technology in the health care
sector. The findings show that blockchain technology research
and application in the health care sector is still in its infancy
but growing rapidly. Blockchain technology has started to
develop from cryptocurrencies, such as Bitcoin, into various

general-purpose technologies in many industries, including
health care. According to the selected papers in this study,
EMRs, biomedical research and education, remote patient
monitoring, drug or pharmaceutical supply chains, health
insurance claims, and health data analytics are the most common
uses of blockchain technology in health care. The main reasons
for the application of blockchain technology are to enhance data
integrity, access control, logging, data versioning, and
nonrepudiation of patient health records or other health
information in health care settings.
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Abstract

Background: Disease prevention is a central aspect of primary care practice and is comprised of primary (eg, vaccinations),
secondary (eg, screenings), tertiary (eg, chronic condition monitoring), and quaternary (eg, prevention of overmedicalization)
levels. Despite rapid digital transformation of primary care practices, digital health interventions (DHIs) in preventive care have
yet to be systematically evaluated.

Objective: This review aimed to identify and describe the scope and use of current DHIs for preventive care in primary care
settings.

Methods: A scoping review to identify literature published from 2014 to 2020 was conducted across multiple databases using
keywords and Medical Subject Headings terms covering primary care professionals, prevention and care management, and digital
health. A subgroup analysis identified relevant studies conducted in US primary care settings, excluding DHIs that use the
electronic health record (EHR) as a retrospective data capture tool. Technology descriptions, outcomes (eg, health care performance
and implementation science), and study quality as per Oxford levels of evidence were abstracted.

Results: The search yielded 5274 citations, of which 1060 full-text articles were identified. Following a subgroup analysis, 241
articles met the inclusion criteria. Studies primarily examined DHIs among health information technologies, including EHRs
(166/241, 68.9%), clinical decision support (88/241, 36.5%), telehealth (88/241, 36.5%), and multiple technologies (154/241,
63.9%). DHIs were predominantly used for tertiary prevention (131/241, 54.4%). Of the core primary care functions,
comprehensiveness was addressed most frequently (213/241, 88.4%). DHI users were providers (205/241, 85.1%), patients
(111/241, 46.1%), or multiple types (89/241, 36.9%). Reported outcomes were primarily clinical (179/241, 70.1%), and statistically
significant improvements were common (192/241, 79.7%). Results were summarized across the following 5 topics for the most
novel/distinct DHIs: population-centered, patient-centered, care access expansion, panel-centered (dashboarding), and
application-driven DHIs. The quality of the included studies was moderate to low.

Conclusions: Preventive DHIs in primary care settings demonstrated meaningful improvements in both clinical and nonclinical
outcomes, and across user types; however, adoption and implementation in the US were limited primarily to EHR platforms, and
users were mainly clinicians receiving alerts regarding care management for their patients. Evaluations of negative results, effects
on health disparities, and many other gaps remain to be explored.

(JMIR Med Inform 2022;10(1):e33518)   doi:10.2196/33518
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Introduction

The Institute of Medicine declared primary care to be “essential
health care” and the central feature of an effective health care
system [1]. Primary care has the potential to enhance quality,
reduce costs, and increase equity and access to care by providing
first contact and easy access to comprehensive, continuous, and
coordinated medical care for patients [2] and populations, as
articulated in the 4Cs framework by Dr Barbara Starfield [3].
Prevention of diseases and their complications ranks among
primary care’s most fundamental functions; when performed
effectively, primary care prevention can decrease mortality and
morbidity in both chronic and acute conditions [4]. Various
practitioners, including physicians, nurses, physician assistants,
and pharmacists, recognize its value, but preventive services
are often underutilized [5], despite guideline recommendations
provided by the US Preventive Services Task Force [6].

Many studies have investigated the sources of suboptimal
preventive health service delivery. Among the major barriers
to preventive care implementation by clinicians is time. Studies
have shown that 8.6 hours per working day are needed for a
clinician to fully satisfy the US Preventive Services Taskforce
preventive care recommendations for their patients [7]. A steady
growth in competing demands across the management of acute,
chronic, and preventive needs and an aging population with
increasing comorbidities make it nearly impossible for a
clinician to provide recommended preventive services without
support. Innovations in care delivery, such as the
patient-centered medical home [8], use of community health
workers [9], and integration of primary care with public health
[10], can help reduce this burden on clinicians, but with the
rapid evolution of information technology, digital health
interventions (DHIs) to address prevention are crucial.

DHIs are delivered via digital technologies to support a variety
of health system needs and are used both formally and
informally by providers, patients, and population stakeholders.
Examples of these technologies include mobile wireless health
devices (mobile health [mHealth]) using SMS or smartphone
apps, telehealth systems for remote clinical services, wireless
medical devices, software as a medical device (eg, clinical
decision support), medical imaging, health information
technology (HIT), and patient portals. Other digital health facets,
such as advanced data analytics and artificial intelligence (AI),
may be used as standalone interventions or integrated
components within digital technologies. Digital health
technologies may or may not be regulated by the US Food and
Drug Administration (FDA) or recognized by the World Health
Organization (WHO).

DHIs can support primary (eg, timely receipt of vaccinations),
secondary (eg, completion of indicated screenings), tertiary (eg,
routine monitoring of chronic conditions), and quaternary (eg,
prevention of overmedicalization) prevention. DHIs have
provided meaningful outcomes via the incorporation of care
management programs, disease registries, and behavioral change

interventions to improve medication adherence, promote weight
loss, support smoking and substance abuse cessation, and
enhance mental health [11]. Moreover, DHIs have been
effectively used to address racial, ethnic, and socioeconomic
health disparities [12]. In addition, the COVID-19 pandemic
has accelerated the adoption of DHIs, such as telehealth services,
and raised the possibility of longer-term incorporation of such
technologies by a primary care community that has traditionally
lagged hospital and acute care peers.

Although prior studies have examined the impact of individual
DHIs on preventive service receipt, no comprehensive review
of these modalities exists to date. A scoping review with a
subgroup analysis was conducted to understand how DHIs are
being used in US primary care settings to enhance and support
the delivery of preventive care.

Methods

Study Design
A scoping review was conducted in accordance with the
PRISMA-ScR (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses extension for Scoping Reviews)
guidelines [13] to identify studies that examined
patients/consumers, providers, and/or population stakeholders
in primary care settings (eg, limited to outpatient, ambulatory
care, and long-term care) that used at least one digital health
technology as an intervention for prevention (primary [eg, timely
receipt of vaccinations], secondary [eg, completion of indicated
screenings], tertiary [eg, routine monitoring of chronic
conditions], and quaternary [eg, prevention of
overmedicalization]) and reported beneficial outcomes on health,
health care performance, and implementation science. The
protocol is available upon request.

Search Strategy
Systematic search queries of MEDLINE via PubMed, Embase,
and the Cochrane Library were used to identify references
published or available online between January 1, 2014, and July
19, 2020 (Multimedia Appendices 1-7). Studies were limited
to primary designs or systematic reviews (with the same
inclusion criteria) published in English with abstracts. The
rationale for this search cutoff time frame was based upon a
high threshold of eligible providers achieving meaningful use
of certified electronic health record (EHR) technology, whereby
82.8% of office-based physicians had adopted any EHR [14].

Screening Process
To ensure screener alignment, dual review of 20% of
randomized titles and abstracts was followed by group resolution
of conflicts. All remaining titles and abstracts underwent single
review, and full-text articles were examined by 2 independent
reviewers for relevance against the inclusion/exclusion criteria
(Multimedia Appendix 8), with third-party adjudication provided
for any discrepancies in eligibility. Results were tracked in
DistillerSR (Evidence Partners).
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The eligible population criteria included studies that examined
patients/consumers, providers (both licensed and unlicensed),
and/or population stakeholders (eg, payers, employers,
communities, health systems, and the government) in outpatient
care, ambulatory care, and long-term settings of primary care.
Interventions had to target primary, secondary, tertiary, or
quaternary prevention using at least one FDA/WHO approved
or nonregulated digital health technology facet (eg, telehealth,
mHealth, HIT, data analytics, and AI). No comparisons were
required. Outcomes of interest included health (eg, individual-
or population-level outcomes), health care performance (eg, as
per the Agency for Healthcare Research and Quality [AHRQ]:
access, quality, utilization, and efficiency, with measures
categorized as structural, process, or outcomes including
clinical/physiological, surrogate/intermediate, patient-centered,
or patient-reported), and DHI implementation (eg, taxonomy
as per Proctor et al: acceptability, adoption, appropriateness,
costs, feasibility, fidelity, penetration, and sustainability) [15].
Only English-language primary studies or systematic reviews
with the same inclusion criteria published between January 2014
and July 2020 were included. For definitions and descriptions
of terms, see Multimedia Appendix 8 and Multimedia Appendix
9. Notable exclusion criteria for interventions included DHIs
associated with treatment or diagnosis (except for preventive
screenings), medical imaging for diagnosis, and telehealth using
only noncellular telephone communication. Studies conducted
in critical care (eg, intensive care unit) or inpatient (eg, hospital
admission) settings were excluded.

Data Extraction
After a series of data form piloting and discussions by all
extractors to identify gaps in data extraction forms and ensure
consistency in the application of definitions, data were abstracted
into standardized forms within DistillerSR (Multimedia
Appendix 10) for synthesis by a single reviewer. All fields of
the data extraction forms for each article were examined for
completeness by a second reviewer. Many data categorizations
were not mutually exclusive, resulting in percentages totaling
more than 100%.

Subgroup Analysis and Data Synthesis
Following title and abstract screening, the large scope (>1000
titles) of the remaining included studies prohibited full-text
review of all preventive DHIs identified globally. To narrow
the scope of the geography and interventions under review, a
subgroup analysis was performed; geography limits were set to
only include studies conducted in the US. Additionally, it was
apparent that a large volume of records focused on data analysis
methods tangential to the development of DHIs. As such, studies
that only used EHRs as a retrospective data capture tool were
excluded. Two examples of excluded studies are a retrospective
analysis of EHRs to determine the prevalence of a preventable

disease and a study on the use of diagnostic telemedicine referral
to a dermatologist.

Content analysis of extracted technology descriptions was
performed to identify recurrent topics and more clearly
understand the types of DHIs evaluated in the included studies
according to a priori research questions in the protocol. This
analysis yielded a list of articles selected to represent innovative
or unique DHIs and their implementation in the final data set.
Selected technologies were then narratively synthesized into 5
topical groups (eg, population-centered, patient-centered, care
access expansion, panel-centered [dashboarding], and
app-driven) to provide a framework for their analysis. Selected
outcome (eg, health, health care performance, and
implementation science) results from these articles were then
extracted by a single reviewer to provide additional context
regarding the impact of these DHIs beyond the directionality
of their results. Details presented from this synthesis are not
exhaustive, and key use cases have been highlighted in the
results.

Study Quality
Study quality was assessed using the Oxford levels of evidence
[16], which allow for the categorization of evidence quality
across heterogeneous study types. Examples of the study types
comprising these evidence levels include (in increasing quality)
expert opinion, case series, systematic reviews of case-control
studies, individual cohort studies, randomized controlled trials
(RCTs) with narrow confidence intervals, and systematic
reviews of RCTs.

Results

Literature searches yielded 5274 unique citations, of which
1060 articles were eligible for full-text screening. A subgroup
analysis was conducted to limit geography to US–only settings
and exclude DHIs that evaluated EHRs as retrospective data
capture tools. These applied limits resulted in 310 articles for
full-text review, of which 241 articles [17-257] were included
for the subgroup analysis (Figure 1). Abstractions of the
included articles can be found in Multimedia Appendix 11. An
overview of the study design and key findings is provided in
Figure 2. The types of DHI articles covered included HIT
(166/241, 68.9%), clinical decision support (88/241, 36.5%),
telehealth (88/241, 36.5%), mHealth (35/241, 14.5%), patient
portals (16/241, 6.6%), wireless medical devices (6/241, 2.5%),
medical imaging (2/241, 0.8%), and other DHIs (31/241, 12.9%)
(see Multimedia Appendix 9 for a description of each). The
integration of multiple types of technologies was commonly
applied to support DHIs (154/241, 63.9%) in practice. The most
commonly identified combination of technology was the use
of clinical decision support algorithms and mHealth to support
more advanced care using HIT-related data.
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Figure 1. The flow diagram illustrates the flow of information through the different phases of the scoping review, including the number of records
identified, included and excluded records, and the reasons for exclusion.
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Figure 2. Summary of the study design and key findings. Scoping review study design and summarization of results across the categories of study
population, intervention, and outcomes. N/A, not applicable.

The DHIs predominantly addressed tertiary prevention (131/241,
54.4%), followed by secondary (97/241, 40.3%), primary
(40/241, 16.6%), and quaternary prevention (27/241, 11.2%),
and a combination of prevention levels (43/241, 17.8%). The
4Cs primary care model by Dr Starfield was used as a
framework to identify how DHIs supported delivery of
preventive care; a large number of articles evaluated DHIs that
demonstrated improvements in comprehensiveness of care
(213/241, 88.4%), continuous care (76/241, 31.5%), coordinated
care (69/241, 28.6%), and first contact care (26/241, 10.8%).
The continuum of comprehensive care by DHIs included

proactive anticipatory care, self-management support for
patients, community resources for patients, longer patient visits
to improve communication and clinician documentation, coding
practices to improve accuracy, preventive care best practices
(eg, immunizations, disease prevention and management, and
reduction of overmedicalization), support for the increased scope
of clinician practice, and knowledge-seeking practices.

DHI users were identified as providers (205/241, 85.1%),
patients/consumers (111/241, 46.1%), others (31/241, 12.9%),
or spanning multiple types (89/241, 36.9%). The types of
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providers using DHIs included physicians (163/241, 67.3%),
nurses of any type (71/241, 29.5%), physician assistants (24/241,
10.0%), pharmacists (16/241, 6.6%), others (42/241, 17.4%),
and multiple types (79/241, 32.8%). The “others” provider type
included various clinic staff, administrators, technicians,
physical therapists, researchers, health counselors, etc. The DHI
user physician specialty characterization was as follows:
uncharacterized (121/241, 50.2%), pediatrics (34/241, 14.1%),
internal medicine (32/241, 13.2%), family practice (30/241,
12.4%), and others (25/241, 10.4%). Notably, 27 (11.2%)
articles involved study settings with a mix of user types among
majority Latino, African American, and Asian American
populations, but only 6 (2%) of them discussed health disparities
as the primary focus of their DHIs.

Primary and secondary outcomes for DHIs were predominantly
clinical; 169 (70.1%) articles addressed clinical (eg, health care
performance) outcomes, whereas 119 (49.4%) addressed
nonclinical (eg, implementation science) outcomes. No
identified studies examined health domain-related (eg, outcomes
related to dimensions of wellness such as environmental,
emotional, intellectual, physical, social, and spiritual) outcomes.
A statistically significant improvement in relevant measured
outcomes was identified in 192 (79.7%) articles, with 117
(48.5%) articles reporting improved health care performance
outcomes (eg, preventive care/screening rates, validated tool

scores, and medication adherence), 109 (45.2%) articles
reporting improved implementation science outcomes (eg,
intervention acceptability, adoption, and cost), and 34 (14.1%)
articles reporting improvement in both. Among articles
demonstrating statistically significant improvements in
outcomes, 16 (6.6%) and 15 (6.2%) showed benefits for
racial/ethnic groups specifically in health care and
implementation science outcomes, respectively, with 4 (1.7%)
articles identifying benefits for racial/ethnic groups in both.
Moreover, 39 (16.2%) articles demonstrated only nonsignificant
beneficial findings, while 8 (3.3%) articles provided no
beneficial findings and only 1 (0.4%) article reported harm
resulting from a DHI (in this case, limited to a portion of a
subpopulation, whereas other populations received benefit).

Given that DHIs are frequently implemented as a combination
of technologies, a content analysis was conducted to understand
how DHIs identified in the included studies are collectively and
uniquely being leveraged in care settings to impact prevention.
Five topics were identified following content analysis that
represent the most novel or distinct DHIs from the reviewed
studies as follows: population-centered, patient-centered, care
access expansion, panel-centered (dashboarding), and
app-driven. Selected abstractions for the articles matching these
topics are presented in Tables 1-5.

Table 1. Population-centered digital interventions for primary care.

Selected outcomesSample sizeDescription of technologyStudy designFirst author, year

12%-36% increase in preventive service
documentation and delivery (P<.001).

9.6% increase in medication reconciliation
(P<.001).

346 patients
(20% ethnic mi-
norities)

Linking of a regional health system, hospital
organization, and preventive services reminder

system via HIEa.

Pre-postNagykaldi, 2014
[172]

3%-215% increase in delivery of 10 preven-
tive services over 12 months (P=.004).

80% ROIc for selective preventive services
(range, 32%-122%).

40% ROI on wellness coordinator employ-
ment cost.

9138 rural pa-
tients

Wellness coordinator connection to HIE orga-

nizations, PCPsb, county health departments,
and hospitals for preventive care outreach for
rural communities.

Pre-postNagykaldi, 2017
[171]

25.2% decrease in overall 30-day readmission
rates (P=.03).

22.7% decrease in 30-day readmission rates
for initial diagnosis (P=.009).

40 patientsPharmacist connection to the state HIE for
comprehensive medication review after dis-
charge and communication with prescribers.

Open label non-
randomized

Fanizza, 2018
[81]

ORe 2.61 (95% CI 2.11-3.21) for care reten-
tion (P=.001).

OR 1.24 (95% CI 1.03-1.49) for being on

ARTf (P=.02).

OR 4.16 (95% CI 2.54-6.80) for undetectable
viral load (P<.001).

6 sites serving
underserved
communities

Clinic link to the state surveillance system
providing alerts when out-of-care HIV patients

present in the EDd or other settings.

Pre-postShade, 2015
[199]

aHIE: health information exchange.
bPCP: primary care provider.
cROI: return on investment.
dED: emergency department.
eOR: odds ratio.
fART: antiretroviral therapy.
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Table 2. Selected patient-centered digital health interventions for primary care (direct engagement).

Selected outcomesSample sizeDescription of technologyStudy designFirst author, year

aHRd 1.26 (95% CI 0.99-1.62) for decreased

time to LDLe goal.

aHR 1.15 (95% CI 1.01-1.32) for earlier LDL
lab assessment.

4038 patientsInformatics surveillance and reminder system

connected to EHRb lab test orders that gener-
ates mailed letters requesting patient comple-
tion of labs for hyperlipidemia, diabetes, and

HTNc monitoring.

RCTaGrant, 2015 [97]

58% of all prevention gaps were closed over
12 months.

61% of notified patients accessed the PHR
or closed the triggering care gap after the 1st
message and 73% after the 2nd message.

584 patientsPHRf delivering active notifications regarding
gaps in preventive chronic disease monitoring
until patient logs on to the PHR or closes the
prevention gap.

Observational
cohort

Hess, 2014 [110]

14% increase in completed HCV tests

(P<.001; ORh 1.7, 95% CI 1.2-2.1). Only

1024 patientsEHR bulk-ordered HCVg antibody testing plus
automatic PHR messages requesting patients
to go to the lab.

Controlled trialHojat, 2020 [112]

3.5% of patients responded to PHR messages,
and repeat messaging had no effect on com-
pletion.

84% of patients reached optimal insulin dose.
Age, copay status, and initial fasting blood

113 patientsSMS text message contact to help underserved
patients with diabetes find their optimal basal
insulin dose.

Observational
cohort

Langford, 2019
[138]

glucose were significantly associated with
100% SMS response (P≤.03).

28% higher FIT completion rate for patients
receiving opt-out messages.

127 patientsPatient portal message containing either opt-in

or opt-out for FITi colorectal cancer screening
test.

RCTMehta, 2018
[163]

44% reduction in risky drinking days (P=.04),
and 34% reduction in illicit drug use days
(P=.01), over 12 months.

53%-60% of patients accessed the interven-
tion during the final week of the implementa-
tion period.

268 patientsPatient discussion board, interactive modules
for health tracking, and self-management and
coping with cravings for addiction manage-
ment. Clinician web portal for patient-generat-
ed data.

Observational
cohort

Quanbeck 2018
[185]

Improved decision quality (P<.001) and
conflict (P<.001) scores after the intervention.

25.7% (P=.046) increase in treatment deci-
sions 3 months after the intervention.

50 patientsPatient portal decision support tool for fracture
risk and prevention. Includes educational infor-
mation, risk calculation, and a treatment deci-
sion values elicitation exercise.

RCTSmallwood, 2017
[211]

73% increase in the proportion of patients
sharing the CCD with non-VA providers with
training on accessing the CCD (P<.001).

No improvement in medication reconcilia-
tions, but significant reduction in duplicate

52 patientsPatient portal link to a downloadable and

printable CCDj for sharing with non-VAk

providers for continuity of care.

RCTTurvey, 2016
[234]

laboratory tests ordered by non-VA providers
(P=.02).

Average total response rate of 56%, ranging
from 10% to 93%.

Nearly 20% decrease in the DUSOIl score
over 6 months.

33 patientsDaily customized spinal cord injury/disorder
disease management questions delivered to
patients via a data messaging device. Provider
web portal with patient responses and risk
level ratings.

PilotWoo, 2016 [241]

Lower distress about failing treatment
(P=.05) and better medication adherence

71 patientsCustomized SMS reminder messages about
HCV treatment appointments, labs, adherence,
and motivation.

RCTYakovchenko,
2019 [245]

(P=.06). 96% of texters vs 94% of nontexters

achieved SVRm.

aRCT: randomized controlled trial.
bEHR: electronic health record.
cHTN: hypertension.
daHR: adjusted hazard ratio.
eLDL: low-density lipoprotein.
fPHR: personalized health record.
gHCV: hepatitis C virus.
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hOR: odds ratio.
iFIT: fecal immunochemical test.
jCCD: continuity of care document.
kVA: Veterans Affairs.
lDUSOI: Duke Severity of Illness Checklist.
mSVR: sustained virologic response.

Table 3. Selected care access expansion digital health interventions (virtual care/telehealth).

Selected outcomesSample sizeDescription of technologyStudy designFirst author, year

Increases of 20% in the per-week aORb for
medication adherence and 16% for depres-
sion remission compared with controls.

221 patientsWeekly IVRa calls for depression self-man-
agement. Option to designate a lay support
person to receive email reports summarizing
reported symptoms and providing problem-
tailored support guidance.

Observational
cohort

Aikens, 2015
[20]

aOR 3.02 (95% CI 1.47-6.22) for complet-
ing CMHC visits compared with controls.
Telehealth referrals took longer to complete
screening but reported greater satisfaction
with referral than controls.

342 Latino chil-
dren

Telehealth-enhanced referral to a CMHCd

using informational videos, SMS text mes-
sages, and telehealth screening at the primary
care clinic.

RCTcCoker, 2019 [58]

0.69 (95% CI 0.15-1.22) more symptom-
free days per 2 weeks (P=.01).

aOR 0.52 (95% CI 0.32-0.84) for asthma-

related EDe visit or hospitalization.

400 urban studentsVideoconference telemedicine visit in a
school health office for asthma baseline and
medication; follow-up telemedicine assess-
ments every 4-6 weeks.

RCTHalterman, 2018
[103]

4.5-point decrease in the PCL-Cf score
(P=.001), and 1.8-point decrease in the

PHQ-15g score (P=.001).

235 patientsOnsite and/or telemedicine behavioral-based
trauma treatment delivered in primary care
clinics.

Pre-experimen-
tal time series

Osofsky, 2017
[178]

No change in symptom-free days, quality
of life, or lung function.

42% increase in peak flow meter use com-
pared with controls (P<.01) and 19% in-
crease in medication adherence (P=.03) over
6 months.

393 rural African
American students

Live video telemedicine asthma education at
school for a child, caregiver(s), and school
nurse; telemonitoring of patient-reported

symptoms; PCPh prompts with guideline-
based asthma management.

RCTPerry, 2018 [181]

39.4% decrease in asthma inpatient admis-
sions (P<.001) and 18.2% decrease in exac-
erbations (P<.05) over 12 months.

33 studentsImplementation of EHRsi in the school sys-
tem for the asthma care program; messaging
connection to PCP EHR systems; school
nurse asthma template for PCP messaging.

Pre-postReeves, 2016
[186]

No difference in biochemically verified
prevalence, prolonged abstinence, quit at-
tempts, or number of cigarettes smoked per
day compared with phone counseling.

566 patientsLive video telehealth for tobacco cessation
delivered in primary care clinics.

RCTRichter, 2015
[189]

aIVR: interactive voice response.
baOR: adjusted odds ratio.
cRCT: randomized controlled trial.
dCMHC: community mental health clinic.
eED: emergency department.
fPCL-C: posttraumatic stress disorder checklist-civilian version.
gPHQ-15: 15-item patient health questionnaire.
hPCP: primary care physician.
iEHR: electronic health record.
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Table 4. Panel-centered digital health interventions for primary care (dashboarding).

Selected outcomesSample sizeDescription of technologyStudy designFirst author, year

Social distress score decrease of 0.6 (con-
trols) vs 1.6 (intervention) over 6 months
(P=.01).

399 Latino patientsCulturally sensitive team model using an
electronic diabetes dashboard providing alerts
and reports for each patient regarding clinical
and behavioral factors and social distress.

RCTaAllen, 2017 [24]

Successful implementation at all sites.

Change in EHRc documentation of preva-

lence and cessation rates (NRd).

19 clinics treating
low-income and
Medicaid patients

CDSb for tobacco use and interventions for
smoking cessation; quarterly communications
with practice-specific and overall program
performance.

Observational
cohort

Duquaine, 2015
[75]

5.7% (95% CI 3.8-7.7) increase in HPV
vaccination compared with controls.

227 PCPsfQuarterly feedback reports summarizing
personal, practice, and network rates of

missed HPVe vaccine opportunities.

Open-label non-
randomized

Fiks, 2015 [85]

Providers reviewed emails (45%) and EHR
messages (96%), demonstrating feasibility.

No change in the percentage of patients re-
ceiving anticoagulation therapy compared
with controls after 3 months.

5406 patientsEmailed report of the proportion of atrial
fibrillation patients receiving anticoagulation
therapy compared to peers plus EHR message
1 day before visits with anticoagulation eligi-
ble patients.

Observational
cohort

Kapoor, 2018
[127]

2.7% to 10.2% statistically significant in-
creases in vaccination rates for intervention
and control sites during RCT studies.

−1.9% to 17.1% statistically significant in-
creases in vaccination rates for active inter-
vention groups during year 2 of the pre-post
study.

25 clinics [255]; 24
clinics [174]; 11
clinics [257]; 25
clinics [145]; 22
clinics [256]

4 Pillars Immunization Toolkit and Practice
Transformation Program.

Web-based dashboard providing and tracking
strategies for increasing practice vaccination
rates, including EHR prompts, digital out-
reach, and standing order programs.

RCT and pre-
post

Zimmerman,
2017 [255];
Nowalk, 2016
[174]; Zimmer-
man, 2017 [257];
Lin, 2016 [145];
Zimmerman,
2017 [256]

aRCT: randomized controlled trial.
bCDS: clinical decision support.
cEHR: electronic health record.
dNR: not reported.
eHPV: human papillomavirus.
fPCP: primary care physician.
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Table 5. Selected app-driven digital health interventions for primary care.

Selected outcomesSample sizeDescription of technologyStudy designFirst author, year

−4.4 kg (95% CI −5.5 to −3.3) weight loss at 6
months (P<.001); −3.8 kg (95% CI −5.0 to −2.5)
weight loss at 12 months (P<.001).

Participants completing ≥80% of interactions
lost significantly more weight than less engaged
participants (P<.01).

351 patientsApp using IVRb and SMS text messaging to
collect patient behavior change data and weight
via a smart scale, provide tailored patient
feedback based on goal progression, and gen-

erate EHRc counseling recommendations for
clinicians.

RCTaBennett, 2018
[35]

3.4%-4.2% improvement in sexual health topic
knowledge.

58.8% increase in the perception that they or
other teenage girls would use the app (P<.001).

20 teenage girlsiPhone-compatible app for providing trusted,
age-appropriate, straightforward sexual health
information and resources to teenage girls.

Pre-postBrayboy, 2016
[45]

63% greater decrease on BDI-IId assessment
after treatment compared with usual care.

70% of participants continued to use the app 1
month after enrollment, and 50% continued to
use it at 2 months.

52 patientsSelf-help app adaptation of Brief Behavioral
Apptivation, including education, identification
of values, daily mood monitoring, and social
support including gamification, to reinforce
continued use.

RCTDahne, 2019 [64]

1.37 (95% CI 0.46-2.27) fewer risky drinking
days than controls over 12 months (P=.003).

OR 1.65 (95% CI 1.05-2.57) for abstinence
prevalence over 12 months (P=.03).

349 patientsSmartphone app to support alcoholism recov-
ery using alerts for trigger locations, audio-

guided relaxation, PROe measurement, and
clinician notification, as well as a panic button
for contacting support persons.

RCTGustafson, 2014
[99]

10.9% increase in proteinuria screening comple-
tion (P<.001).

89% of home test patients preferred home testing
over a visit to the physician’s office.

999 patientsHome smartphone urinalysis test to complete

proteinuria screening for HTNf management.
SMS text message link for downloading the
app, obtaining the home testing kit, and receiv-

ing PCPg notification of abnormal results.

RCTLeddy, 2019
[140]

55.9% increase in the proportion of patients
meeting office BP goals (<140/90 mmHg) at 6
months (P<.001).

46.2% increase in the proportion of patients
meeting home BP goals (<135/85 mmHg) at 6
months (P<.001).

147 patientsDashboard of patient’s personalized action
plan, treatment goals, and self-monitoring data

combined with a wireless BPh monitor, smart-
phone, study app, pedometer, and web messag-
ing system.

Pre-postLv, 2017 [149]

Improvements in SBPi (6 mmHg), blood glucose
(15 mg/dL), and physical activity (0.56
miles/day) at 12 weeks (all P<.01), which con-
tinued through 52 weeks.

287 patientsApp with diabetes curriculum, goal identifica-
tion and tracking, connectivity to consumer
devices (eg, activity monitors), and health
coach consultation.

Pre-postOfili, 2018 [176]

3.6-point mean reduction on GAD-7j over 2
months for patients with baseline GAD-7 ≥8
(P<.001).

63 patientsApp delivering a guided cognitive behavioral
program for generalized anxiety disorder along
with in-app coach pairing and messaging.

Pre-postYu, 2018 [249]

aRCT: randomized controlled trial.
bIVR: interactive voice response.
cEHR: electronic health record.
dBDI-II: Beck Depression Inventory II.
ePRO: patient-reported outcome.
fHTN: hypertension.
gPCP: primary care provider.
hBP: blood pressure.
iSBP: systolic blood pressure.
jGAD-7: Generalized Anxiety Disorder-7.

Primary prevention targets focused on the use of
population-centered [171,172] and panel-centered
[85,145,175,255-257] DHIs to improve adolescent [256,257]
or adult [145,171,172,174,255] vaccination rates for human
papillomavirus [256,257], influenza [145,171,172,257],

pneumococcal disease [171,172,255,257], and Tdap (tetanus,
diphtheria, and pertussis) [174,257].

All the above DHIs that targeted primary prevention had
statistically significant health care [145,172,255-257] or
implementation [171,174] outcomes following the intervention.
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Identifying return on investment (ROI) and value on investment
can be large barriers for DHI implementation; however, both
were satisfied when a community wellness registry was
connected to EHRs via a health information exchange (HIE).
This pilot study demonstrated the feasibility and
cost-effectiveness of technology implementation in a
community-based model with a mean ROI of 80% (range, 32%
to 122%) for the improved delivery of 10 selective preventive
services (mean increase 35%, range 3% to 215%; P=.04) in
rural settings [171].

Patient-centered [112,163,211] and population-centered
[171,172] DHIs supported secondary prevention by examining
measures that led to early diagnosis and treatment using
direct-to-patient messaging in an EHR [112,163], decision aids
embedded in patient portals [211], and an intelligent HIE using
clinical decision support [171,172]. These DHIs improved
screening rates for cancer (eg, breast [172] and colorectal
[163,171,172]), hepatitis C virus (HCV) [112], and osteoporosis
[171,211]. Only 1 study in this grouping did not have significant
improvements following the DHI, which may be due to the
more invasive and costly colonoscopy procedure itself rather
than the ineffectiveness of the EHR portal messaging
intervention to improve colorectal cancer screening [163].
However, an advanced EHR that used population analytics and
bulk laboratory ordering to directly engage patients for universal
HCV screening nearly doubled testing (odds ratio 1.7, 95% CI
1.2-2.1) in the intervention group [112].

Tertiary prevention for chronic disease management was
supported primarily by care access expansion
[20,58,103,178,181,189], app-driven [35,64,140,149,176,249],
and patient-centered [38,97,241,245] approaches. Overall, DHIs
decreased disease severity and associated comorbidities; lowered
the numbers of emergency department visits, hospitalizations,
and 30-day readmissions; increased the receipt of follow-up
care; improved medication adherence in the identified studies
[20,35,58,64,97,103,149,176,199,245,249]; and improved the
quality or effectiveness of health services by technology
implementation [24,38,103,140,171,178,186,189,249]. Disease
areas targeted by DHIs included diabetes [38,97,171,176],
hypertension [97,140,149], asthma [103,181,186], obesity
[35,171], cardiovascular disease [123], HIV [199], HCV [245],
and hyperlipidemia [97]. Management of behavioral health
included smoking cessation support [75,171,189], promotion
of physical activity [171], substance abuse management
[99,185], and sexual health education [45] using mHealth
technology. Mental health [58] (eg, depression [20,64], anxiety
[249], posttraumatic stress disorder [178], and social distress
[24]) improved following digital interventions. Notably,
telehealth and mHealth were leveraged predominantly to support
mental health interventions with care access expansion
[20,58,178] and app-driven [64,249] technologies to improve
patient function, minimize illness impacts, and decrease
associated complications. Behavioral and mental health
conditions and other chronic diseases often occur concurrently
[258]. Two studies [178,185] integrated behavioral or mental
health DHIs for chronic condition care, but only 1 study [178]
reported outcome measures for both mental and physical health,
whereby both improved significantly.

Notably, none of the studies identified by the content analysis
examined DHIs for quaternary prevention.

Using the Oxford levels of evidence [16], the quality of the
included studies was moderate to low overall due to many
studies (101/241, 41.9%) presenting level 4 evidence (eg, case
series, poor quality cohort, and case-control studies) and the
remainder displaying level 1b (eg, individual RCTs with a
narrow CI; 46/241, 19.1%), 2b (eg, individual cohorts including
low-quality RCTs; 58/241, 24.1%), 2c (eg, outcomes research
and ecological studies; 17/241, 7.1%), 3b (eg, individual
case-control studies; 17/241, 7.1%), or 5 (eg, expert opinions;
3/241, 1.2%) evidence.

Discussion

Principal Findings
Amidst the rapid digital transformation of the primary care
delivery system in response to the COVID-19 pandemic, this
is the first comprehensive summary on DHIs in use by
interdisciplinary clinicians (eg, physicians, pharmacists,
psychiatrists, etc) in primary care. This scoping review and its
subgroup analysis summarized a growing evidence base and
rendered a collection of potentially successful strategies for
patients, providers, and population stakeholders to improve
outcomes for health, health care performance, and
implementation science through the use of DHIs. Moreover,
important scientific gaps were identified in the contemporary
evaluation and knowledge of DHIs leveraged in primary care,
particularly the scarcity of the evaluation of DHIs in health
disparities and evaluation of the negative effects of DHIs.

A few major themes emerged from our analysis of the extracted
data. First, the digital health technologies identified and
reviewed were highly concentrated in a narrow range of HIT,
most specifically around EHRs/electronic medical records,
particularly with the use of alerts to help clinicians make
appropriate clinical decisions. Though understandable given
their high use and decade-long attention to increasing adoption
via “meaningful use” in primary care [259,260], the absence of
DHI literature involving other platforms was telling. Despite
unprecedented attention to telehealth implementation due to the
COVID-19 pandemic response, little evidence of effective
implementation of this specific DHI exists to guide primary
care telehealth use for health care delivery in the US. A few
studies did examine more innovative uses of technology,
particularly for the delivery of mental and behavioral health
(Tables 1-5). As HIT continues to rapidly evolve and health
care is delivered in more innovative ways due to the COVID-19
pandemic, more research should focus on novel DHIs applied
to primary care.

Second, despite prevention being 1 of 6 mechanisms
underpinning primary care’s beneficial impact on population
health [261] and an early target for DHIs, studies evaluating
prevention were predominantly focused on secondary or tertiary
preventive interventions. Most would agree that disease
prevention offers the greatest yield for population health and is
amenable to DHIs via mobile and online apps, clinical kiosks,
and electronic patient portals [262,263]. Primary prevention
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interventions, such as immunizations, rely on effective patient
counseling and education, which can be difficult and
time-consuming to document and capture in EHRs (the
predominant type of intervention found in our review). This
finding may be a reflection of physician roles in the US.
Traditionally, the role of primary prevention has relied on public
health professionals [264], and although primary care physicians
are increasing their ability to address the needs of the
community, most physicians are still focused on the needs of
the individual [265]. As the intersection of public health and
primary care becomes more urgent to strategically improve
individual and population health, future studies should examine
the role of DHI adoption and implementation in their integration.

Third, DHIs enhanced core primary care functions by
contributing to the comprehensiveness of care provided. This
was an unexpected finding given that DHIs are often thought
of in the context of first contact through patient portals,
coordination through electronic referrals and linked EHRs, and
continuity through HIEs and sharing of documents. Many of
the articles reviewed discussed the use of DHIs to identify
patients in need of services and alert clinicians to provide them.
For example, multiple studies described EHR alerts that would
prompt clinicians to order viral hepatitis C testing for patients
with indications for screening (Multimedia Appendix 11)
[83,93,112,116,133,150,164,173,207,246]. Other studies shared
examples of how patients could be trained to provide services
for themselves (Table 2) or how DHIs could be used to offer
additional clinical services (Table 3). Thus, it makes sense that
comprehensiveness, or the provision of a robust set of services
to a patient, would be improved with DHIs. In an era where
comprehensiveness of care is said to be declining in primary
care [266-271], DHIs may provide an innovative solution for
primary care practices to increase and enhance the services they
provide.

Finally, while the development and release of health apps
continue to increase, few evaluations of app-driven DHIs were
identified in our study (Table 5). This may be in part because
many apps lacked integration with primary care or other
technology systems or because of the evolving standards for
evaluating these types of interventions, as evidenced by the
recent establishment of the FDA’s Digital Health Center of
Excellence [272]. Most app-driven DHIs included in our study
were patient-facing and focused on helping to better involve
patients in their care. However, app-driven DHIs are also
capable of providing an overwhelming amount of data to
providers. Balancing data collection features from apps by
adding functionalities, such as thresholds triggering clinical
alerts/feedback, designing patient-counseling suggestions based
on gathered data, and pairing with timely coaching/contact is
important to enhance the clinical relevance and quality of these
tools. As the development and clinical adoption of app-driven
DHIs continue to expand, rigorous investigation of their safety,
efficacy, and value in primary care is urgently needed.

Limitations
These results should be interpreted in the context of a few
limitations. The findings are limited to studies conducted in US

settings, which prohibits the generalization of their applicability
and use at a global scale. Review of the use of DHIs in non-US
primary care settings should be prioritized in future work.
Further, due to the heterogeneity of identified interventions, it
is not possible to provide head-to-head comparisons. The large
heterogeneity of DHIs is an additional reason why our synthesis
focused on the novel and distinct DHIs that are collectively
used in primary care practice rather than presenting evidence
collated by distinct DHI technologies. Other limitations include
single screening of titles and abstracts, English language
restriction, and lack of gray literature evaluation. Data extraction
for each article was not confirmed by a secondary reviewer,
leaving room for bias in the interpretation of the articles. For
example, it was left up to each reviewer to determine the type
of prevention the DHI was addressing, or which primary care
function (eg, the 4Cs by Dr Starfield: first contact,
comprehensiveness, continuity, and coordination) the DHI
enhanced. However, careful and collaborative definition of our
processes and outcomes prior to extraction (ie, types of
prevention or primary care functions) should minimize this bias.
Lastly, we intentionally selected a quality assessment tool rather
than a risk of bias tool, as we only planned to measure the extent
that methodological safeguards (ie, internal validity) against
bias were implemented. A risk of bias assessment would have
offered a bias judgement (ie, estimation of intervention effects)
on such a quality assessment, and judgement of the evidence
may have shifted with this approach. It is important to consider
that even when a study implements all possible safeguards in a
tool, it may not be unbiased, and conversely, a study applying
no safeguards is not necessarily biased [273].

Conclusions
Gayle Stephens noted in 1965 that “One of the paradoxes of
our time is that the healing relationship seems most in jeopardy
at a time when we need it most,” commenting on the range of
“forces which threaten to depersonalize the meeting of a doctor
and patient” [274]. That paradox remains in an age where
technology is often seen as distracting rather than enhancing
care. Through further adoption of DHIs with evidence of
effectiveness, providers and patients/consumers can enhance
primary care by improving the delivery of preventive services
and promoting more comprehensive care. Yet, relying solely
on EHR alerts may not lead to substantial improvements in
health care in the US. Moreover, rigorous and prospective
evaluations of the potential negative effects of these DHIs,
particularly for clinical end users of these technologies, will be
needed to ensure holistic improvement of health care. Innovative
DHIs should undergo evaluation in well-designed studies to
generate evidence and establish best practices that can be
replicated and scaled in diverse primary care settings. Given
the ability of technology to amplify existing health disparities
and biases, the development of DHIs that can help overcome
health disparities and the evaluation of the benefits and harms
of current DHIs on health disparities are imperative. In addition,
DHIs that allow integration of public health with primary care
will be essential for rapid and effective responses to health and
health care challenges, such as the COVID-19 pandemic, in an
increasingly technology-driven health care environment.
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Abstract

This paper aims to develop a telehealth success model and discusses three critical components: (1) health information quality,
(2) electronic health record system quality, and (3) telehealth service quality to ensure effective telehealth service delivery, reduce
professional burnout, and enhance access to care. The paper applied a policy analysis method and discussed telehealth applications
in rural health, mental health, and veterans health services. The results pointed out the fact that, although telehealth paired with
semantic/organizational interoperability facilitates value-based and team-based care, challenges remain to enhance user (both
patients and clinicians) experience and satisfaction. The conclusion indicates that approaches at systemic and physician levels
are needed to reduce disparities in health technology adoption and improve access to telehealth care.

(JMIR Med Inform 2022;10(1):e31837)   doi:10.2196/31837
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Executive Summary

A telehealth platform integrated with an interoperable electronic
health record (EHR) system can contribute directly toward
achieving the often-discussed “quadruple aim” [1]—better health
outcomes, improved patient experience, lower costs, and
improved clinician experience. This paper develops a telehealth
success model and discusses three critical components: (1)
health information quality, (2) EHR system quality, and (3)
telehealth service quality to ensure effective health care service
delivery, reduce professional burnout, and enhance access to
care.

Despite the benefits of telehealth in rural health, mental health,
and Veterans Administration health services, disparities continue
to exist in access to care. Patients without internet service,
appropriate devices, or digital literacy skills experience greater
challenges in accessing care via telehealth. The COVID-19
pandemic has also caused substantial financial strain on
hospitals, and it is uncertain if the current reimbursement and
payment model for telehealth service/devices and regulation

flexibility for virtual consulting will continue after the pandemic
is over.

To help integrate telehealth into clinical practice and improve
patient care, health policy at the systemic level should accelerate
the uptake of telehealth. On the industry level, hospitals should
identify adoption strategies for different types of telehealth
services and evaluate telehealth products for health care delivery.
On the physician level, health providers should offer the same
level of care and follow the same treatment guidelines for
telehealth services as with in-person visits and ensure that their
practices are compliant with applicable regulations.

Development of Telehealth

Telehealth has become a rapidly growing sector of health care
delivery systems. Previous studies show evidence that telehealth
tools and services increase the overall effectiveness of
physicians in (1) counseling patients with chronic conditions,
(2) psychotherapy support for behavioral interventions, and (3)
remote monitoring of patients [2].
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The shortage of health providers and increasing consumer
demand (from the aging population and people diagnosed with
chronic diseases) were key factors in expanding the scope and
scale of telehealth services [3]. The 2019 annual report of the
Association of American Medical Colleges projected a shortfall
of 40,000 to 122,000 physicians in the United States over the
next decade, with a shortage of 29,000 to 42,900 doctors in
2020 [4]. To use telehealth as a new strategy to stretch the
physician supply, the Interstate Medical Licensure Compact
standardized licensing requirements that allow physicians to
practice in multiple states and provide remote digitalized
services [5]. To further remove regulatory and reimbursement
barriers to telehealth services, telehealth parity laws require
commercial health insurers to provide equal coverage for
telehealth and in-person services in 38 states and the District
of Columbia [6]. By January 2017, all state Medicaid programs
reimburse teleradiology, 49 cover tele–mental health services,
and 36 states cover various remote telehealth services [2].

The COVID-19 pandemic accelerated the adoption of telehealth
tools and services. Amid the pandemic, some hospitals are
seeing 500 to 600 patients per day via video or telephone visits
[7]. To enable providers to use telehealth services, Medicare
implemented temporary payment flexibility to allow more
beneficiaries to benefit from virtual care services and more

providers to be eligible to bill for telehealth services at the same
payment rate as they would receive for in-person services [8].
The Centers for Medicare and Medicaid Services (CMS) added
135 allowable services, including emergency department visits;
initial nursing facility and discharge visits; home visits; and
physical, occupational, and speech therapy services [9]. With
these initiatives, US provider systems are rapidly deploying
digitalized services for two main goals:

1. Forward triage to screen patients with COVID-19 symptoms
before arrival to a health care facility so as to reduce
exposure to the virus [10]

2. Continue patient care and provide virtual consultation to
nonvirus patients, especially those with chronic diseases

Telehealth Success Model

This paper applies a conceptual model (Figure 1) based on
Delone and McLean’s [11] model of information systems
success to assess the impact of hospital medical record
interoperability on telehealth service outcomes. As framed by
Delone and McLean [11], a sustainable information system
depends on positive results from the quality of information,
service, and systems, as well as interrelated measures of user
satisfaction, use, and net benefits.

Figure 1. Telehealth success model. EHR: electronic health record.

Health Information Quality

Device interoperability and data integration are key aspects of
telehealth delivery. Hospital interoperability (Figure 2) covers
three types of information exchange: (1) sending, receiving,
and incorporating health records that support electronic referral
loops; (2) electronic access for both physicians and patients to
their health information; and (3) public health surveillance that
collects and integrates health-related data to assist planning,
implementing, and evaluating public health practice [12].

For value-based care to achieve and protect patient safety, the
EHR system needs to deliver accurate and clinically appropriate
data across care settings to both physicians and patients. Studies
suggest that hospital sharing of diagnostic data with providers
within their system is associated with lower patient mortality,

and the hospital interoperability level is associated with
improved process quality related to conditions of acute
myocardial infarction, heart failure, and pneumonia at acute
care hospitals [13-15].

However, establishing a telehealth platform in a short period
of time amid pandemic conditions could put health
information—patient names, address, dates, diagnoses, and
more—at higher risks to safety and security [16]. The
introduction of increasingly complicated technology into already
complex work environments may trigger various unintended
interactions that undermine or outweigh the potential benefits
of the new technology [17]. Moreover, with an exponential
growth in clinical data, it becomes critical to code symptoms
(eg, allergies) and medications correctly to ensure patient safety
and care quality [18].
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Figure 2. Hospital interoperability levels. EHR: electronic health record.

EHR System Quality: Maximizing the
Benefits of Telehealth

Integrating telehealth programs into a hospital’s existing EHR
system infrastructure helps maximize the benefits of
telemedicine, as providers and staff already have experience
working with the baseline system [19]. Over 95% of US
hospitals reported using a certified EHR platform [12]. However,
many hospitals run separate systems for doctors, labs,
radiologists, and remote monitoring devices; the technical and
data incompatibilities between different vendors make data
sharing more vulnerable to cybersecurity threats [20].
Suboptimally integrated systems also added clerical burdens
on physicians that can help lead to professional burnout. For
every hour of clinical work, physicians spent 2 hours on
EHR-related tasks, threatening the capacity and performance
of the health system [21].

In 2020, the US Office of the National Coordinator for Health
Information Technology (ONC) established requirements for a
secure standards-based application programming interface (API)
to support each individual patient’s access and control of their
electronic health information [22,23]. The increasing data
volumes, new data types, and various data sources collected
from telehealth services can make it difficult and labor-intensive
to match or identify the correct patient between systems [24].
Thus, a wide-scale adoption of common standards would drive
data sharing and make integration more consistent and efficient,
thereby providing clinically useful information and mitigating
physician burnout [25].

Telehealth Service Quality

Advanced interoperability—especially at semantic and
organizational levels—can enable telehealth to expand access,
exchange information, and provide user-centered services to
both physicians and patients [26]. Current telehealth services
use devices such as wearable monitors, smartphones, mobile
apps, video, email, and web portals to deliver three types of
care: (1) remote monitoring of patients and collecting vital signs
and health data for care plan management, (2) counseling and
interacting with patients at home, and (3) triaging patients to
screen them to reduce exposures to viruses and thereby free up
hospital resources during emergencies [27].

Telehealth Use in Clinical Practice

Rural Health Services
Approximately 80% of rural areas in the United States are
classified as medically underserved and in health professional
shortage areas [28,29]. These regions are lacking the physicians,
registered nurses, and behavioral health providers (including
psychiatrists, psychologists, and therapists) [30]. The
patient-to-primary care physician ratio in rural areas is only
39.8 physicians per 100,000 people, compared to 53.3 in urban
areas [31]. The shortage disproportionately impacts rural
residents who tend to be older, have lower socioeconomic status,
are more reliant on public insurance, and have worse health
outcomes [32,33].

For rural residents, telehealth care increased access to
experienced providers and high-quality care [34,35], improved
continuity of care and health outcomes [36], and reduced health
disparities [37]. Studies have shown that greater adoption of
telehealth was associated with facilities in rural locations [38].
Between 2010 and 2017, telehealth visits have increased among
rural Medicare beneficiaries, with a 425% increase for
tele–mental health services [36].

Tele–Mental Health Services
There are two primary uses for tele–mental health: provider
consultations with mental health specialists in primary care and
emergency department settings, and the direct provision of
mental health services including home-based services [37,38].

For people experiencing serious mental illness, telehealth has
the potential to improve quality of life and general mental health,
reduce depressive symptoms, build more confidence in
managing depression, and increase satisfaction with mental
health and coping skills compared to treatment offered in-person
only [36,39]. For people experiencing substance use disorders
(SUDs), treatments delivered through telehealth have resulted
in reductions in alcohol consumption, increased tobacco
cessation, and increased engagement and retention in opioid
use disorder treatment [36]. Between 2016 and 2019, SUD
treatment offered through telehealth increased from 13.5% to
17.4% [40].

Veterans’ Health Services
As one of the early adopters of telehealth, the Veterans Health
Administration (VHA) is currently the largest telehealth provider
in the United States [41]. In 2018, VHA conducted over a
million telehealth visits [42]. A total 10% of the visits used VA
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Video Connect (VVC), a secure video teleconferencing platform
that allows providers to treat veterans on their mobile devices
or personal computers at a location of the veteran’s choice
[43,44]. The 2018 “Maintaining Internal Systems and
Strengthening Integrated Outside Networks” (“MISSION”) Act
included mandates for VHA to establish an “Anywhere to
Anywhere” telehealth network, where VHA providers in
outpatient mental health and primary care service lines
nationwide will be both capable and experienced with providing
telehealth (VVC) to non-VA locations [43]. The demands for
VA telehealth services also increased during the pandemic [45].
Tele–mental health sessions via VVC increased 42% at one VA
medical center in South Carolina, from 1429 appointments in
January 2020 to 2034 in March 2020 [43,45].

Patient-Centered Care
A telehealth program paired with the right EHR system can
serve as a care collaboration platform and help optimize
team-based care delivery [13,46]. It connects off-site specialists
in the fields of cardiology, psychiatry and behavioral health,
oncology, and infectious disease with patients at home or
intensive care units (ICUs) [2]. Physicians can easily access
and send health records from one interface to another (mobile,
computer, or tablet) remotely using a protected account to
diagnose and assess symptoms as an in-person consultation
[47].

Telehealth interventions, particularly remote monitoring and
SMS text messaging, were associated improvements in obstetric
outcomes, perinatal smoking cessation, breastfeeding, and
schedule optimization for high-risk obstetrics [48]. For at-risk
patients with chronic disease, remote monitoring devices
continuously capture physiological data such as heart rate, blood
glucose, oxygen saturation level, body temperature, blood
pressure, and weight over time [2,49]. Evidence also suggests
telehealth services allowed physicians to better communicate
with patients on treatment plans that are appropriate for their
culture, race, gender, sexual orientation, and lived experience
[35,48,50].

Population Health Management
An EHR system with organizational interoperability allows
institutions to aggregate community-level data from disparate
sources to track influenza/disease trends for population health
[51,52]. For example, CMS requires hospitals to electronically
report public health data such as syndromic surveillance data,
electronic case reporting, reportable laboratory results, and
more. Sharing critical data among health care systems, especially
during a pandemic, assists public health authorities to predict
clusters of outbreaks and make timely and efficient guidance
for quarantine and better containment [53,54].

Postpandemic Health Care Needs and
Challenges

Regulation Uncertainties
The COVID-19 pandemic in the United States is affecting
different areas at different times and levels: cases spike in some
states while others face the threats of both COVID-19 resurgence

and seasonal flu [55]. Many hospitals are providing a
combination of traditional in-person visits and telehealth services
that allow remote virtual consultations to patients [34].

Early in March 2020, CMS modified policies to lift originating
site restrictions and expand the type of visits allowed virtually
[56]. However, after the pandemic, hospitals may shift telehealth
services from urgent care and COVID-19 screenings and
treatment to regular care visits [57]; it is unclear how current
more flexible regulation and payment arrangements will change
[56,58]. Will there be permanent polices to reimburse virtual
care and remote monitoring devices? Will telehealth
reimbursement rates be set at the same level with in-person
visits? Will there be financial incentives to provide reliable
broadband access to rural or small hospitals [59]?

With hospitals and the health care system faced with
uncertainties about the duration of this pandemic and the
structure of future telehealth benefits, the development of clear
regulatory requirements and timetables could help reduce
administrative and technological constraints associated with
virtual health care delivery and encourage further investment
in health care information technology (IT) infrastructure [60,61].

Hospital Financing Challenges
The COVID-19 pandemic has created substantial financial
difficulties for both hospitals and the health system [62,63]. As
a result of cancelled elective surgeries and nonessential medical
procedures, which often generate more revenues than ICU and
emergency care, US hospitals continue to experience substantial
losses in revenue [64]. Expenses also have increased sharply
from purchasing needed for personal protective equipment,
COVID-19–associated hospitalizations, and providing additional
support to frontline health workers [62]. The American Hospital
Association estimates a total 4-month financial impact of US
$202.6 billion in losses for US hospitals and health systems, or
an average of US $50.7 billion per month [62]. These financial
loss and additional system maintenance/implementation costs
for telehealth and EHR systems will require decision makers
to establish more effective strategies to use hospital resources
and workforce [64,65].

Disparities in Telehealth Access

Although most hospitals in the United States have adopted
interoperable EHR systems, there is little evidence about
whether small, rural, and safety net hospitals are keeping up
[66]. Compared to more technologically advanced hospitals,
smaller and rural hospitals have limited broadband access [59],
less interoperability and health care IT management experience
[67], and staff with less technological familiarity [68,69].
Because of the uneven adoption of telemedicine services, some
small clinics and postacute care facilities are unable to receive
or share patient data [70,71].

Substantial disparities in access to telehealth services also
remain [72]. Evidence suggests geographical disparities,
profit-based discrimination, technology deployment cost, and
socioeconomic factors played key roles in the telehealth use
gap [59,72,73]. Moreover, people 65 years and older, with
disabilities, experiencing poverty, and who are non-White are
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less likely to use telehealth services because of lower
smartphone or computer ownership, limited (home) broadband
internet access, and low digital literacy [36]. A recent study of
134,225 completed primary care visits also reported that early
adopters of online scheduling were more likely to be young,
White, and commercially insured [74].

Regulatory Process for EHR Market

To ensure that EHRs cooperate effectively in an interoperable
structure, substantial governmental regulation has been put into
place. In the United States, CMS and the ONC regulate EHR
privacy, security, and standards for hospitals or health providers
and health IT developers [75,76]. In July 2021, the
Interoperability and Patient Access final rule began to require
CMS-regulated payers to remove industry siloes and support
Patient Access API, Provider Directory API, and Payer-to-Payer
Data Exchange to achieve greater semantic interoperability
within the health care system while complying with existing
Health Insurance Portability and Accountability Act (HIPAA)
requirements [75,77]. On the technical level, CMS adopted
Health Level 7 Fast Healthcare Interoperability Resources
Release 4.0.1 to standardize implementing privacy and security
features for provider organizations [78].

In the European Union, to facilitate cross-border EHR
interoperability, the General Data Protection Regulation
established explicit rules to process and protect patient health
data [79]. On the technical level, the eHealth Digital Service
Infrastructure has enabled provider organizations to exchange
patient summaries and e-prescriptions [78]. In the Asia-Pacific
region, Singapore, Japan, and Australia have instituted
regulations on software qualification, software as a medical
device, and presubmission consultation by regulatory authorities
to facilitate EHR interoperability [80-82]. In Singapore, for
example, the National Electronic Health Record system sets

technical standards (including architecture, security, and
operations) for the digital health market and monitors user
functionality and risk to protect data security [83].

Discussion

Studies suggest that telehealth programs paired with the right
EHR system enhance care access, increase patient satisfaction,
and reduce medical spending [84,85], and by improving clinician
experience, the integrated system can contribute to achieving
the quadruple aim.

To help integrate telehealth into clinical practice and improve
patient care, on a systemic level, health policies should
accelerate the uptake of telehealth, including tele–mental health,
to improve care quality, cost-effectiveness, and value of care
[86]. Federal and state governments can use disruptive
reimbursement and funding strategies on training primary and
mental health care providers, workforce, licensure, and cultural
sensitivity for long-term telehealth practice [34,87]. Regulators
also need to assess and set standards for malpractice liability
and protect patient safety and confidentiality that may result
from telehealth deployment [88].

On an industry/organization level, hospitals need to identify
strategies to adopt and integrate different types of telehealth
services, and evaluate telehealth products for health care delivery
[66,70]. Future studies are needed to provide evidence on
telehealth practice guidelines and service models.

On the physician level, clinicians who provide telehealth should
offer the same level of care and follow the same treatment
guidelines they would follow for in-person visits [89]. Moreover,
physicians should closely follow HIPAA rules, state laws, and
medical board definitions to ensure their practices are compliant
with applicable regulations while implementing telehealth [57].
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Abstract

Artificial intelligence (AI) is a broad discipline that aims to understand and design systems that display properties of intelligence.
Machine learning (ML) is a subset of AI that describes how algorithms and models can assist computer systems in progressively
improving their performance. In health care, an increasingly common application of AI/ML is software as a medical device
(SaMD), which has the intention to diagnose, treat, cure, mitigate, or prevent disease. AI/ML includes either “locked” or “continuous
learning” algorithms. Locked algorithms consistently provide the same output for a particular input. Conversely, continuous
learning algorithms, in their infancy in terms of SaMD, modify in real-time based on incoming real-world data, without controlled
software version releases. This continuous learning has the potential to better handle local population characteristics, but with
the risk of reinforcing existing structural biases. Continuous learning algorithms pose the greatest regulatory complexity, requiring
seemingly continuous oversight in the form of special controls to ensure ongoing safety and effectiveness. We describe the
challenges of continuous learning algorithms, then highlight the new evidence standards and frameworks under development,
and discuss the need for stakeholder engagement. The paper concludes with 2 key steps that regulators need to address in order
to optimize and realize the benefits of SaMD: first, international standards and guiding principles addressing the uniqueness of
SaMD with a continuous learning algorithm are required and second, throughout the product life cycle and appropriate to the
SaMD risk classification, there needs to be continuous communication between regulators, developers, and SaMD end users to
ensure vigilance and an accurate understanding of the technology.

(JMIR Med Inform 2022;10(1):e34038)   doi:10.2196/34038
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Introduction

Artificial intelligence (AI) is a broad discipline that aims to
understand and design systems that display properties of
intelligence [1]. Machine learning (ML) is a subset of AI that
describes how algorithms and models can assist computer
systems in progressively improving their performance [2]. Based
on publicly available information, in late September 2021, the

US Food and Drug Administration (FDA) listed (noting “initial
list” only) 343 AI/ML-enabled medical devices marketed in the
United States. In health care, an increasingly common
application of AI and ML is software as a medical device
(SaMD), which has the intention to diagnose, treat, cure,
mitigate, or prevent disease [3]. Regulatory frameworks for
SaMD need to be adaptive while prioritizing patient safety and
effectiveness [4-6]. Regulatory challenges of SaMD include
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processing submitted evidence to verify clinical effectiveness,
generalizability, interoperability, data integrity, and data
security. Constructing a fit-for-purpose regulatory framework
for SaMD with a continuous learning algorithm is an added
complexity. As regulatory agencies aim to advance health care
delivery through SaMD adoption, with efforts to avoid
unintended consequences, this commentary summarizes the
current regulatory frameworks for SaMD. First, we describe
the challenges of continuous learning algorithms, then highlight
the new evidence standards and frameworks under development,
and discuss the need for stakeholder engagement, concluding
with 2 key steps that regulators need to address in order to
optimize and realize the many benefits of SaMD.

Technology-Enabled Algorithms

ML techniques incorporate training, validation, and test data
sets at different stages of model development. Algorithms are
executed in a training data set and results compared with a target
value. Parameters of the model are adjusted accordingly as part
of this process. Identifying potential data biases (including age,
ethnicity, vendor, disease prevalence) is critical, but not limited
to this point. At the validation stage, the fitted model is used to
predict responses for observations in the validation data set, a
process of fine-tuning the model. In the test stage, the ML model
is exposed to a test data set, independent of training or validation
data sets, providing unbiased evaluation of the final model.
AI/ML includes either “locked” or “continuous learning”
algorithms. Locked algorithms consistently provide the same
output for a particular input. Such algorithms may be modified
to optimize performance, requiring “episodic” regulatory review
if the algorithm requires additional inputs or changes in intended
use or performance. Continuous learning algorithms, in their
infancy in terms of SaMD, modify in real-time based on
incoming real-world data, without controlled software version
releases. Continuous learning algorithms pose the greatest
regulatory complexity, requiring seemingly continuous oversight
in the form of special controls to ensure ongoing safety and
effectiveness.

Although systems with continuous learning may appear
conceptually similar to systems that self-calibrate to the local
environment (eg, adapting to temperature), continuous learning
algorithms using modern ML techniques are qualitatively
different in that portions of their algorithms, in the form of their
trained networks, are being modified autonomously. This
continuous learning has the potential to better handle local
population characteristics, but with the risk of reinforcing
existing structural biases, potentially without adequate oversight.
Thus, special regulations are needed to classify these risks and
accordingly, ensure appropriate human oversight.

Frameworks and Standards for the Future

Medical device regulatory agencies such as the US FDA, EU
Notified Bodies, and the UK Medicines and Healthcare products
Regulatory Agency (MHRA) have responsibility for protecting
public health by only enabling market access for safe and
effective products. Further down the line, importantly, health
care budget holders then need to assess cost-effectiveness and

budget impact, a potential rate-limiting step for successful
market access. Lessons on successful AI/ML adoption in other
industries are limited in their value given the unique health risks
and benefits that health care regulators must assess. To verify
claims of safety and effectiveness in the form of submitted
evidence, regulators must keep pace with the complexity of
algorithm models, including validation and testing stages,
selected use of software of unknown pedigree, and real-world
performance [7].

The FDA has outlined its proposed framework for SaMD in a
total product life cycle approach [4] and released an
AI/ML-based SaMD action plan [8] in response to stakeholder
feedback. At the premarket submission stage, a predetermined
change control plan would play a role in obtaining reasonable
assurance of safety and effectiveness: developers would stipulate
what anticipated algorithm modifications would occur, and how
the algorithm would learn and change without compromising
safety or performance. Postmarket access, periodic updates to
the FDA on changes to the algorithm to enable ongoing
oversight of real-world performance would be provided. Early
next year, draft guidance on detailed requirements is anticipated;
currently, it is not evident how much oversight should be
performed by the end user(s) and manufacturer, nor how much
robust data are needed to substantiate safety and effectiveness
claims.

To promote rigor and transparency in design and reporting of
AI-based interventions (underpinning regulatory submission
evidence claims), reporting guidelines and checklists include
Consolidated Standards of Reporting Trials–Artificial
Intelligence (CONSORT-AI), Standard Protocol Items:
Recommendations for Interventional Trials–Artificial
Intelligence (SPIRIT-AI), The Transparent Reporting of a
multivariable prediction model of Individual Prognosis Or
Diagnosis-Artificial Intelligence (TRIPOD-AI), and Minimum
Information About Clinical Artificial Intelligence Modeling
(MI-CLAIM) [9,10]. In the UK, the National Institute for Health
and Care Excellence (NICE) has also released revised evidence
standards for digital health technologies [11]. Currently, there
is an absence of tailored frameworks for AI/ML-based SaMD
with a continuous learning algorithm; guidelines including
MI-CLAIM and NICE’s evidence standards framework, while
valuable for locked algorithms, note that continuous learning
algorithms are beyond their scope.

Globally, the International Medical Device Regulators
Federation (IMDRF) aims to accelerate medical device
international regulatory harmonization and has drafted key
SaMD policies to complement existing international standards,
particularly in terms of risk classification, converging
terminology, a risk-based framework, and quality management
systems. The Institute of Electrical and Electronic Engineers
(IEEE) has Artificial Intelligence Medical Device Working
Groups on terminology and recommended practice for the
quality management of data sets. United Nations agency
collaboration between the World Health Organization and the
International Telecommunication Union: Focus Group on
Artificial Intelligence for Health (FG-AI4H) was established to
use AI to advance health care for all, and to benchmark AI
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models using secure and confidential, globally representative
data sets [12].

The Need for Stakeholder Engagement

It is recognized that patient-centered data and engagement play
a fundamental role in regulatory assessment of SaMD. The
“patient-centered” approach referred to by the FDA addresses
usability, equity, trust, and accountability. Engagement with
both developers and end users occurred at a February 2020
Public Workshop on the Evolving Role of Artificial Intelligence
in Radiological Imaging. At the latter event, The American
College of Radiology (ACR) and Radiological Society of North
America (RSNA) questioned [13] the ability of the FDA to
ensure safety and effectiveness of continuous learning
algorithms, without direct physician or expert oversight during
each use. Familiar concerns relate to autonomous image
interpretation independent of physician confirmation and
oversight. If an algorithm ceases to function properly without
radiologist oversight, a significant number of patients are at risk
of incorrect screening before algorithm failure is recognized. It
was noted that algorithm user manuals must have clear guidance
regarding which equipment and protocols are supported, and
deployment restricted to those settings studied during validation.
Evaluation of real-world algorithm performance will reassure
patients and health professionals of readiness for clinical use.

Conclusion

SaMD has great potential to improve health and health care at
individual and system levels. To optimize on the benefits
associated with SaMD, patient safety and effectiveness need to
be aptly assessed for which 2 key steps are necessary. First,
international standards and guiding principles addressing the
uniqueness of SaMD with a continuous learning algorithm are
required [14], outlining best practice oversight and reporting
requirements. Aligned regulatory requirements, tailor-made for
SaMD with a continuous learning algorithm, are essential,
particularly to verify maintenance measures to keep in check
modifications throughout the life cycle of SaMD. A special
registry dedicated to these technologies may also be appropriate.
Depending on the degree of risk to patients from a particular
application of AI/ML SaMD, a degree of expert clinical
oversight coupled with technology industry/developer assurance
is likely to be required. Second, throughout the product life
cycle, appropriate to the risk classification of the SaMD product,
there needs to be continuous communication between regulators,
developers, and SaMD end users to ensure vigilance and an
accurate understanding of the technology. The latter will
facilitate the adoption of state-of-the-art automation, optimizing
clinical effectiveness and ensuring patient safety.
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Abstract

Background: Knowledge about adverse drug reactions (ADRs) in the population is limited because of underreporting, which
hampers surveillance and assessment of drug safety. Therefore, gathering accurate information that can be retrieved from clinical
notes about the incidence of ADRs is of great relevance. However, manual labeling of these notes is time-consuming, and
automatization can improve the use of free-text clinical notes for the identification of ADRs. Furthermore, tools for language
processing in languages other than English are not widely available.

Objective: The aim of this study is to design and evaluate a method for automatic extraction of medication and Adverse Drug
Reaction Identification in Clinical Notes (ADRIN).

Methods: Dutch free-text clinical notes (N=277,398) and medication registrations (N=499,435) from the Cardiology Centers
of the Netherlands database were used. All clinical notes were used to develop word embedding models. Vector representations
of word embedding models and string matching with a medical dictionary (Medical Dictionary for Regulatory Activities [MedDRA])
were used for identification of ADRs and medication in a test set of clinical notes that were manually labeled. Several settings,
including search area and punctuation, could be adjusted in the prototype to evaluate the optimal version of the prototype.

Results: The ADRIN method was evaluated using a test set of 988 clinical notes written on the stop date of a drug. Multiple
versions of the prototype were evaluated for a variety of tasks. Binary classification of ADR presence achieved the highest
accuracy of 0.84. Reduced search area and inclusion of punctuation improved performance, whereas incorporation of the MedDRA
did not improve the performance of the pipeline.

Conclusions: The ADRIN method and prototype are effective in recognizing ADRs in Dutch clinical notes from cardiac
diagnostic screening centers. Surprisingly, incorporation of the MedDRA did not result in improved identification on top of word
embedding models. The implementation of the ADRIN tool may help increase the identification of ADRs, resulting in better care
and saving substantial health care costs.
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Introduction

Background
Literature shows that adverse drug events (ADEs) and, more
specifically, adverse drug reactions (ADRs) are structurally
underreported [1]. Clinical trials may underreport or miss ADRs
for various reasons, such as a follow-up that is usually too short
to catch long-term effects [2]. In addition, the study population
may be healthier or otherwise different from the target
population in regular care [3]. As a result, the ADR risk of
clinically relevant subgroups such as women and older adults
remains unknown [4], which places a societal and economic
burden on our health care system. The prevalence of hospital
admissions associated with ADRs is reported to be as high as
5.3% and estimated to be twice as high in the older adult
population [5]. In the United States alone, ADRs are estimated
to generate US $30 billion in unnecessary costs [6]. Efforts have
been made to structurally collect information on ADRs both on
a national (eg, Lareb in the Netherlands) and international
(EudraVigilance [7]) level; however, these pharmacovigilance
databases do not include relevant patient characteristics and
information about prescription rates.

Regular care data extracted from electronic health records can
help in postmarketing surveillance of medication. ADRs are
usually not reported in the electronic health record in a
structured way, but the clinical notes made during consultations
between patients and their physicians may hold relevant
information when patients experience an ADR. However, these
notes are often stored as free text and thus cannot be easily
analyzed [8]. Methods that extract ADRs from these free-text
fields are needed to access the full potential of these data.

Natural language processing (NLP) techniques can aid in the
differentiation of relevant features from idle free text and prepare
free text for research purposes [9,10]. One of the widespread
topics in NLP is the use of word embeddings—a vector
representation of a text, often established through evaluation of
the word’s context. The use of word embeddings for the
evaluation of clinical free text for research purposes is increasing

[11]. Research has shown that training word embedding models
on a domain-specific data set generates better results than
training on a general data set [12,13]. As a result, applications
of word embedding models are studied in a wide range of topics
within the health care domain (eg, evaluation of radiology
reports [14], identification of ICD-10 codes [15], and
identification of ADEs in English electronic health records [16])
and can potentially be a solution to extract ADRs from Dutch
clinical notes.

Objectives
The objective of this research is to design a method for the
identification of ADRs in clinical notes from a regular care
database (Adverse Drug Reaction Identification in Clinical
Notes [ADRIN]) using unlabeled data and word embeddings.
Although the demonstrations in this study have been done with
Dutch clinical notes from the cardiovascular domain, the method
has been developed in a way that enables generalization not
only to other languages but also to other research questions to
mine text in clinical notes.

Methods

Overview
The ADRIN method is based on the implementation of a medical
taxonomy to enhance standardized terminology (the Medical
Dictionary for Regulatory Activities [MedDRA]) [17] and on
word embeddings trained on a large database of medical free
text. In addition, a prototype was developed and evaluated on
labeled Dutch clinical notes to determine the performance of
this method. Figure 1 shows the general workflow of the ADRIN
method.

This study focused on the identification of ADRs and the
corresponding medications. We assumed that patients were
compliant with their medication regimen. We defined an ADR
as any unwanted event that led to the discontinuation of the
prescribed medication. In the following description, clinical
notes are defined as the free text written down in the electronic
health record by the physician after a patient’s consultation.
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Figure 1. Overview of the different steps in the Adverse Drug Reaction Identification in Clinical Notes method. ADR: adverse drug reaction; MedDRA:
Medical Dictionary for Regulatory Activities.

Data Set
The Cardiology Centers of the Netherlands database is a large
regular care database from 13 diagnostic cardiac screening
centers. In short, this database consists of 109,151 patients who
visited one of the outpatient cardiac screening centers between
2007 and 2018 and includes patient characteristics and
information about diagnostic tests [18].

In total, there were 277,398 clinical notes in the database and
499,435 medication prescriptions. Clinical notes were
deidentified using DEDUCE [19]. Medication prescriptions

contain information about the prescribed medication, start date
and end date (if the medication was discontinued at some point),
and reason for discontinuation in free text.

Figure 2 describes the selection of discontinued medication
entries from the database. The selected prescriptions were
merged with the clinical notes. This resulted in 91,273
discontinued medication entries for which a clinical note was
available on the end date of the medication. In cases where
multiple prescriptions from the same patient were stopped on
the same day (19,992/91,273, 21.9%), the same clinical note
was used for all prescriptions. The reason for discontinuation
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was reported in 40% (36,508/91,273) of the medication
prescriptions. From these 91,273 medication entries, we
randomly selected 1000 (1.1%) medication entries and

corresponding clinical notes as a test set. However, in 1.2%
(12/1000) of the cases, the clinical note was empty, resulting
in a test set of 988 clinical notes.

Figure 2. Flowchart of selection of clinical notes and corresponding adverse drug reaction and medication. ADR: adverse drug reaction.

The validation set was obtained from discontinued medication
entries and consisted of all medication stops with an ADR
reported as a reason for discontinuation and a random selection
of 1600 medication stops that were not ADR-related. The latter
selection was made because we expected that the clinical notes
corresponding to these medication stops might also contain
information on possible ADRs. Thus, this selection made it
more likely that medication and ADRs would be identified when
compared with a random selection of all clinical notes (Figure
2). These 2 selections of medication stops were merged with
the corresponding clinical notes and resulted in a data set of
3000 unique clinical notes as there were some notes linked to
medication stops that reported ADRs as well as medication
stops that did not report an ADR.

The Medical Research Ethics Committee of the University
Medical Center Utrecht declared that research within the
Cardiology Centers of the Netherlands database does not fall
under the Dutch Medical Research Involving Human Subjects
Act (proposal number 17/359).

Labeling
In total, 2 researchers (KRS and ME) independently labeled all
clinical notes in the test set. Clinical notes containing ADR
information were labeled as positive. When a note was labeled
positively, all words in the text describing the medication and
ADR combinations were extracted. Discrepancies in labeling
between the 2 researchers were discussed, and interobserver
variability was evaluated. Furthermore, a validation data set of
3000 unique clinical notes was labeled by one of the researchers
(either KRS or ME). These notes were used for identification
of thresholds for the word embedding models and for
intermediate, qualitative, and direct feedback.

Preprocessing Clinical Notes
Before applying word embedding models to the clinical notes,
the text underwent multiple preprocessing steps. First, all text
was converted to lowercase and unidecoded. Second, the clinical
notes were tokenized with a regular expression tokenizer set to
greedy tokenization for every word in the presented text. Third,
all numerical tokens were converted into their written form
(number normalization [20]). It is assumed that this results in
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numbers being more closely related in vector space (ie, 16 and
18 vs sixteen and eighteen). Doses were removed from the text
using regular expressions. The doses were removed to reduce
the similarity between frequently prescribed doses and specific
medications. This would otherwise contaminate the word
embedding models used for identification of medication. Finally,
for each token, a check was performed to determine if the token
was in the unigram word embedding model. If this was not the
case, the word was removed from the list of tokens. An example
of a text going through this process is presented in Multimedia
Appendix 1, Figure S1. The text was preprocessed using Python
version 3.7.9 (Python Software Foundation [21]) using the nltk
package (version 3.5) [22].

Word Embedding Models
For the automatic identification of ADRs from the text, word
embedding models were developed. In total, 2 Word2Vec
models imported from the Python Gensim package (version
3.8.0) [23] were trained on the complete set of 277,398 clinical
notes [24]. A unigram model was developed using vectors for
single words. This model included all words and derived vectors
that occurred more than once in the complete set of clinical
notes. The second model used a combination of single words,
bigrams, and the derived vectors (bigram model). For the
development of this model, words that occurred together >5
times were represented as a vector. Stop words imported from
the nltk package [22] were removed from the text. A skipgram
approach was used.

The Word2Vec settings were a vector size of 200 dimensions,
a window of 5 words around the main word, and 5 iterations of
learning. Word embedding models were qualitatively evaluated
through inspection of the similarity among words [25].

Identification of Medication and ADRs
A list of search words was created for both medication and
ADRs. The medication search list was based on different groups
of cardiovascular medications (Multimedia Appendix 2, Table
S1). For ADR identification, the most frequently reported ADRs
(Multimedia Appendix 2, Table S2) in the discontinued
medication entries were considered. From these ADRs, a list
of search words for ADR recognition was compiled (Multimedia
Appendix 2, Table S1).

Word embeddings were used for evaluation of the clinical note.
First, the cosine similarity between each word in the clinical
note and the search words for medication was calculated. A
medication was identified if the cosine similarity was above a
predefined threshold (Multimedia Appendix 2, Table S1). If no
medication was found in the text, a second search was performed
to identify a mention of ADRs using more general search words
such as adverse drug reaction. If these search words were also
not identified in the text, the clinical note was automatically
labeled as not containing an ADR (Figure 1, step 1).

Second, after identification of a medication, the clinical note
was searched for ADRs using a predefined search area around
the identified medication (Figure 1, step 2). This search area
was restricted to prevent an increasing number of false positives
and could be adjusted if it seemed too strict or too wide. This
was one of the settings adjusted during the evaluation of the
pipeline.

After this, the area was checked for non-ADR keywords. These
words occurred immediately before or after the medication and
indicated a medication change or extension, such as increase
and double. Therefore, these words did not indicate the presence
of an ADR. List comparison was used, in which the tokenized
form of the clinical note was compared with a list of words that
pointed toward a medication change not likely because of an
ADR (Multimedia Appendix 2, Table S3).

The final step in the search for ADRs was the actual
identification (Figure 1, step 3). In total, 2 sequential approaches
were developed for this purpose. The first approach included
the application of the MedDRA. A selection of the lower-level
MedDRA terms (Lowest Level Terms) [17] was checked with
text retrieval and string matching in the defined search area
around the medication. Inclusion or exclusion of the MedDRA
was one of the settings adjusted during the evaluation of the
pipeline.

The second approach for identification of ADRs was the use of
unigram and bigram word embedding models. For each word
in the search area, the cosine similarity with the search words
for ADRs was computed (Multimedia Appendix 2, Table S1).
If this similarity was above the predefined threshold, the word
was identified as an ADR. Threshold-setting was performed
using a grid search. Visual inspection of the graphical
representation of the number of correct matches for a specific
word (Multimedia Appendix 1, Figure S2) and evaluation of
the included words after inspection of the list of most similar
words resulted in the setting of the thresholds. For example, in
the case of a specific medication, the threshold was set such
that spelling mistakes and closely related medications were
selected but not words that were related to a significant other
medication group or words that did not describe medication but
a certain disease or condition. For this analysis, the validation
data set was used. This is explained in more detail in Multimedia
Appendix 1.

Pipeline Versions and Tasks
The pipeline was developed to execute four different tasks: (1)
a binary classification of whether the clinical note contained an
ADR (Figure 3A and Figure 4A), (2) the extraction of the
medication that causes an ADR (Figure 3B and Figure 4B), (3)
the extraction of the ADR individually (Figure 3C and Figure
4C), and (4) the exact extraction of the medication and
corresponding ADR (Figure 3D and Figure 4D).
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Figure 3. Performance of different experimental versions of the pipeline with the inclusion of the MedDRA on the different tasks (A: binary evaluation,
B: medication identification, C: ADR identification, D: medication and ADR + adverse drug reaction identification). ADR: adverse drug reaction;
MedDRA: Medical Dictionary for Regulatory Activities; NPV: negative predictive value; PPV: positive predictive value.
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Figure 4. Performance of different experimental versions of the pipeline without the use of the MedDRA on the different tasks (A: binary evaluation,
B: medication identification, C: ADR identification, D: medication and ADR + adverse drug reaction identification). ADR: adverse drug reaction;
MedDRA: Medical Dictionary for Regulatory Activities; NPV: negative predictive value; PPV: positive predictive value.

Multiple settings were changed during the analysis to evaluate
the performance of the predefined tasks of different experimental
designs of the pipeline: inclusion or exclusion of the MedDRA
for ADR identification, inclusion or neglect of punctuation for

demarcation of the search area, and size of the search area. Table
1 provides an overview of the different settings evaluated in the
versions of the pipeline. Analysis of the pipeline was performed
using Python version 3.7.9 [21].

Table 1. Settings of the pipeline features of the different computational experiments.

Version without MedDRAaConsidering punctuationWords in search areaVersion

1BYesAll1A

2BNoAll2A

3BYes103A

4BNo104A

5BYes55A

6BNo56A

aMedDRA: Medical Dictionary for Regulatory Activities.
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Performance Metrics
The pipeline was evaluated on the test set of 988 labeled clinical
notes. Different metrics were calculated to assess the
performance of different versions of the pipeline. The metrics
that were calculated included accuracy and balanced accuracy,
sensitivity, specificity, precision or positive predictive value,
negative predictive value, recall, F1 score, detection rate, and
detection prevalence. An elaborate overview of the performance
metrics and the evaluation process can be found in Multimedia
Appendix 3, Table S1 and Tables S2-S6, respectively. The
outcome was evaluated using the R programming language
version 4.0.2 (R Foundation for Statistical Computing [26]) and

RStudio version 1.3.1093 (RStudio Team [27]). The caret
package was used for evaluation (version 6.0-86) [28].

Results

Data Set
The information on the complete data set for word embedding
models, validation set, and test set is described in Table 2. The
characteristics of the included free text are the informal writing
style, use of abbreviations, and relatively short text length.
Multimedia Appendix 3 contains 4 different translated examples
of clinical notes, as shown in Multimedia Appendix 3, Table
S2.

Table 2. Characteristics of selected clinical notes for development of the word embedding models, validation set, and test set.

Test setValidation setWord embedding modelsVariable

DutchDutchDutchLanguage

9883000277,398Number of unique records

9552707108,940Unique patients

5464929796,086Number of unique tokens

53 (48)53 (44)54 (44)Number of tokens per record, mean (SD)

41 (24-66)42 (25-67)43 (26-70)Number of tokens per record, median (IQR)

459 (48.06)1320 (49.07)56,527 (51.89)Individuals of the female sex, n (%)

Word Embedding Models
Several search terms of the prototype were independently
reviewed in the word embedding models to evaluate the
performance of the word embedding models. Table 3 lists a
selection of these keywords and the 5 most similar words. It
was noted that, if the search word was a specific group of
medications (eg, β-blockers), other groups of medications were
also identified (eg, diltiazem in the case of the search word

β-blocker). As the identified word was used for the analysis and
not the search word, this had no consequences for the analysis.

Free text from clinical notes was used in the training of the word
embedding models. These are domain-specific data, which can
improve the embedding of domain-specific words. An
illustrative example is the word embedding of red. In our word
embedding models trained specifically on medical text, red was
closely associated with itching, swollen, irritated, and
colourings, whereas, in word embeddings on general text, red
would be associated with other colors.

Table 3. Selection of results from the word embedding models, adverse drug reaction, and medication search words, and a selection of the most relevant
similar words where spelling mistakes are excluded. Similarity is based on the cosine similarity.

Most similar words in Dutch (English, cosine similarity)Keyword

Druk op de borst (chest pressure, 0.80), kramp op de borst (chest cramping, 0.70), pijn in de armen (pain in the
arms, 0.68), and retrosternale pijn (retrosternal pain, 0.67)

Pijn op de borst (chest pain)

Afname conditie (decreasing stamina, 0.63), conditieverlies (loss of condition, 0.63), verminderde inspanningstol-
erantie (decreased exercise tolerance, 0.62), and overmating transpireren (excessive sweating, 0.62)

Verminderde conditie (decreased
condition)

Perifeer (peripheral edema, 0.81), enkeloedeem (ankle edema, 0.80), pitting (pitting edema, 0.80), and enkels
(ankle edema, 0.75)

Oedeem (edema)

Sputum (sputum, 0.75), slijm (mucus, 0.71), hoestklachten (coughing complaints, 0.70), and kuchen (to cough,
0.70)

Hoesten (coughing)

Zweterig (sweaty, 0.73), misselijk (nauseous, 0.71), zweverig (floaty, 0.70), and draaierig (dizzy, 0.69)Duizelig (dizziness)

Simvastatine (simvastatin, 0.80), pravastatine (pravastatin, 0.76), crestor (rosuvastatin, 0.75), and atorvastatine
(atorvastatin, 0.74)

Statine (statin)

Metoprolol (0.74), atenolol (0.71), diltiazem (0.66), and bisoprolol (0.65)Betablokker (β-blocker)

Acenocoumarol (acenocoumarin, 0.80), anticoagulantia (anticoagulants, 0.78), NOAC (novel oral anticoagulant,
0.77), and fenprocoumon (phenprocoumon, 0.74)

Antistolling

Nifedipine (0.85), lisinopril (0.82), barnidipine (0.81), and enalapril (0.79)Amlodipine
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Interobserver Variability
A test set (n=988 clinical notes) was manually labeled by 2
independent researchers (KRS and ME) and used for the
evaluation of the pipeline. During this process, 91.9% (908/988)
of the clinical notes were identically labeled. This resulted in
an interobserver variability of 91% for the binary presence of
an ADR. Regarding the literal extraction of the ADR and the
medication, there were 21.8% (215/988) of instances where the
result differed among the researchers. This was mostly due to
a difference in taking adjectives or adverbs into account or a
different interpretation of the clinical note. As the pipeline was
trained on 1-word and 2-word ADRs, it was decided that these
words would not be considered.

Manual labeling of the 988 clinical notes in the test set resulted
in 23.9% (237/988) notes that were binary classified as
containing an ADR. In the notes, 286 medication names (task
2) and 364 individual ADRs (task 3) were mentioned. These
notes contained a total of 392 combinations of triggered ADRs
(task 4) and corresponding medications.

Evaluation of the Pipeline
Figures 3 and 4 show the performance of the pipeline on the
different metrics and for the different tasks. Multimedia
Appendix 2, Table S4 shows the values for true and false
negatives and true and false positives per version and per task.
The task for binary classification achieved the highest accuracy,
varying from 0.70 to 0.84 (Figure 3A). However, as this was
the easiest task, the accuracy of the pipeline on the exact
extraction of medication and ADR together was much lower,
varying from 0.23 to 0.64 (Figure 3D).

If we look at the specific settings of the different pipelines, the
results show that the addition of the MedDRA to the pipeline
did not lead to an increase in the performance of the pipeline
(Figures 4A-4D). Overall, the inclusion of punctuation led to a
better performance than transcending sentences (versions 1, 3,
and 5), and a search area of 5 words seemed to lead to the best
results overall (versions 5 and 6).

The negative predictive value—the chance that no ADR was
present when the pipeline did not produce an ADR—was
approximately the same per task (0.69-0.91) for all versions of
the pipeline. However, the positive predictive value (ie, the
chance that, when the pipeline reported an ADR, it was in fact
reported in the clinical notes) varied much more per version
(Figures 3 and 4) and varied between 0.071 and 0.71. This could
be explained by the proportion of false negatives. The proportion
of false negatives did not vary much per version of the pipeline
for a given task. However, the proportion of false positives had
much more variety, caused by a change in the search area and
the inclusion or exclusion of punctuation, which led to more
ADRs found with a specific medication.

The optimal version of the pipeline depends on the task for
which the pipeline is used. If the task is to select notes based
on whether they contain ADRs, the results of the binary
classification task (task 1) are most relevant. For this task,
version 3B (ie, no MedDRA used, search area of 10 words, and
considering punctuation) generated the highest accuracy (0.84)
and F1 score (0.67). In this case, 8.1% (80/988) of notes were

classified as false negatives, indicating that 8.1% (80/988) of
notes would not be selected when looking for ADRs. The most
optimal version based on accuracy for identification of
medication, ADRs, and ADRs and medication combined was
version 5B, with an accuracy for the different tasks of 0.75,
0.72, and 0.64, respectively. Version 3B was the optimal version
when emphasis was on the F1 score, with scores of 0.52, 0.52,
and 0.35 for identification of medication, ADRs, and medication
and ADRs combined, respectively.

During the evaluation of the notes in the test set, the prototype
incorporating the MedDRA required approximately 70 minutes
to generate an outcome for all notes, whereas the versions
without the MedDRA took approximately 14 seconds.

Discussion

Principal Findings
In this study, the ADRIN method and a corresponding prototype
were developed. The method was evaluated on a subset of
clinical notes. Different versions of the prototype led to differing
results on the various tasks. The optimal version of the pipeline
depends on the task and the trade-off being made—Is it more
valuable to find as many medication and ADR combinations as
possible or to find fewer ADRs but also make fewer mistakes?
If the goal is the former, a larger search area is better. However,
even with the entire note as the search area, at least 8% of all
medication and ADR combinations were missed. When one
wants to be more accurate, a smaller search area is preferred,
and punctuation should be considered. This reduces the number
of false positives generated, which results in increased accuracy
and F1 score.

Surprisingly, the versions incorporating the MedDRA performed
worse on most tasks than the same versions without the
MedDRA. The negative effect of the MedDRA on the
performance was due to the large increase in false positives it
generated. This was caused by string matching with the
MedDRA, leading to more identifications than the specific set
of frequently occurring ADRs defined by the predefined search
words. Incorporation of the MedDRA could lead to an improved
uptake of rare ADRs, but this was not evaluated in more detail.
Furthermore, misspelled ADRs were not recognized by the
MedDRA search, creating added value for the incorporation of
word embedding models. Moreover, implementation of the
MedDRA in the prototype significantly increased execution
time, a significant attribute if real-time evaluation of clinical
notes is required.

Illustrative of the underreporting of ADRs is that, in 60%
(54,765/91,273) of the discontinued medication entries, no
reason was reported for ending the medication in the registration
of a patient’s medication. However, 61.5% (36,564/59,426) of
clinical notes were matched to these medication entries, which
illustrates the potential additional value of clinical notes in
unraveling ADRs in this data set.

When we put these results in light of the ongoing developments
of ADR extraction from clinical notes, we see that the
performance of our pipeline is similar to that of other presented
pipelines. First, most publications have focused on the automatic
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extraction of ADRs, ADEs, or adverse events [29-32], whereas
our study identified the combination of medication and triggered
ADR. Another publication that identified both ADR and
medication showed increased performance, with F1 scores for
drug, ADR, and combination of drug and ADR of 0.930, 0.887,
and 0.534, respectively [33], versus the performance of 0.52,
0.51, and 0.34, respectively, that we showed. When comparing
methodologies, our method predominantly relies on internal
information and similarity from word embeddings, whereas
Tang et al [33] use external reference sources for the
development of their dictionaries, which is the case in most
studies. The use of word embeddings increases the identification
of spelling mistakes in medication and ADRs, brand names,
and synonyms. However, in our methodology, there were also
an increased number of false positives.

Thus, word embedding models can be used for the identification
of spelling mistakes and brand names of medications. However,
for the identification of synonyms, the use case must be critically
evaluated. It was shown that words that indicated what was
done with a specific prescription (eg, to lower and to increase)
were considered similar by the word embedding models.
Therefore, it is not suitable to use word embedding models for
identification of non-ADR keywords, which was solved with
string matching in the ADRIN method. The use of
domain-specific word embedding models is not new or limited
to ADR identification but is increasingly used in the evaluation
of clinical notes (eg, in ICD-10 classification [15] and
anonymization [34]).

Second, publications on identification of ADRs in the English
language are numerous, using different methods such as General
Architecture for Text Engineering NLP [35], trigger words [30],
or trigger phrases [31]. Regarding foreign languages, the field
is maturing. Methods developed for the English language can,
in some cases, be transferred to other languages. However, the
effort that must be put into this depends on the complexity of
the task and the level of text interpretation [36]. For example,
a study of Danish clinical notes obtained better performance
(recall of 0.75 in [32] vs 0.59 in this study) for sole ADR
identification. This study missed approximately one-fourth of
all possible ADRs, whereas our optimal performance missed
approximately 40%. However, this pipeline included manual
dictionary selection and more rule-based filters in the model
[32].

We chose to use the presence of a mention of medication in the
clinical note as the starting point for identification of an ADR.
However, this might result in experienced ADRs being missed.

The performance of the pipeline might benefit from the removal
of the identification of medication and, for example, coupling
with structured medication prescriptions to obtain information
about medication use. However, the end user should be aware
that this might also increase the number of false positives as
the presence of an ADR is no longer limited by the presence of
medication.

Limitations that were identified during the evaluation of the
method and prototype are primarily related to missed ADRs
from the clinical free text even when the entire clinical note was
used for analysis. This problem can be solved by lowering the
identifying threshold, but this would also lead to a potentially
large increase in false positives. The use of machine and deep
learning models can improve the performance of the ADRIN
method. However, a large data set of labeled clinical notes is
required to train machine and deep learning models, which was
unavailable during the development of this model.

An overall limitation of the prototype is the direct translatability
to other languages. The word embedding models were
specifically trained on Dutch clinical notes. Search terms for
word embedding functions must be translated into the new
language to implement this method in clinical notes in a different
language. Moreover, word embedding models must be trained
with notes in the specific language before applying the
developed method. Therefore, a large number of clinical
free-text notes are required. Because of ethical and privacy
constraints, this can be hard to acquire. However, it is technically
possible to test and validate the ADRIN method in other
languages through translation of search words and negations
and after training word embedding models with the specific
language.

Conclusions
In conclusion, the ADRIN method and prototype are effective
in recognizing ADRs in Dutch clinical notes. Surprisingly,
incorporation of the MedDRA did not result in improved
identification on top of word embedding models. However, not
all versions of the prototype were equally accurate. Different
parameter settings can be chosen for the prototype to optimize
the task of the model. In a future stage, incorporation of a
pipeline in an electronic health record environment can lead to
automatic identification and registration of ADRs. This saves
the physician’s precious time and decreases the previously
mentioned underreporting of ADRs in clinical care, increasing
our knowledge about ADRs, which might ultimately benefit
the patient.
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Abstract

Background: Rigorous development of mobile technologies requires the use of validated instruments to evaluate the usability
of these tools, which has become more relevant with the expansion of these technologies. Although various usability evaluation
tools have been developed, there are relatively few simple evaluation instruments that have been validated across diseases and
languages in mobile health (mHealth) information technology for use in multiple diseases.

Objective: The purpose of this study is to validate the Korean version of the Health Information Technology Usability Evaluation
Scale (Korean Health-ITUES) and assess its applicability for different health conditions.

Methods: To develop the Korean Health-ITUES, we used a validation process involving the following 3 steps: (1) customization
of the Health-ITUES for menstrual symptoms, (2) translation of the Health-ITUES from English into Korean, and (3) examination
of the reliability and validity of the instrument. The translation process adhered to the World Health Organization (WHO) guidelines
for translation and back-translation, expert review, and reconciliation.

Results: The Korean Health-ITUES showed reliable internal consistency with Cronbach α=.951; meanwhile, factor loadings
of the 20 items in the 4 subscales ranged from 0.416 to 0.892.

Conclusions: The Health-ITUES demonstrated reliability and validity for its use in assessing mHealth apps’ usability in young
Korean women with menstrual discomfort. Given the strong psychometric properties of this tool in Korean and English and across
2 different health conditions, the Health-ITUES is a valid and reliable instrument for assessing the usability of mHealth apps.
The Health-ITUES is also a valid instrument for evaluating mHealth technologies, which are widely used by patients to self-manage
their health and by providers to improve health care delivery.

(JMIR Med Inform 2022;10(1):e28621)   doi:10.2196/28621
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mobile application; menstruation; survey; questionnaire; translations; medical informatics; app; validity; reliability; usability;
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Introduction

Background
In the past decade, 1 of the most challenging components of
technology development has been to ensure the usability of
tools to ensure their quality in use [1,2]. To support use of the
technology, usability must be assessed during the development
process [3]. Usability is the measure of the quality of a user’s
experience when interacting with a system—whether a website,
mobile technology, or any user-operated device [4]. In other
words, usability refers to how well users can navigate a system
to achieve their goals and how satisfied they are with the
process. A successful system needs to work for its users, and it
needs to work well. However, many mHealth technologies have
been made available to the public, with insufficient attention
devoted to their design, development, and evaluation [5].
Technologies produced with poor design and inadequate
consideration of the needs of their intended users will be difficult
to learn, misused, or underutilized and will ultimately fail to
accomplish their objectives [6]. For this reason, usability has
been widely recognized as a critical consideration in evaluating
the efficacy of technologies [7].

Usability is especially critical for mobile technology, which is
widely used in health care [8-10]. In fact, there were more than
800,000 mobile health (mHealth) apps in Apple App Store and
Google Play Store in 2020. There is continued growth, with
about 200 mHealth apps added each day, with some focusing
on healthy eating, physical activity, and improved mental health
[11-13]. To date, several studies have evaluated the effect of
mHealth apps on disease management and prevention [14-17].

Research to evaluate the usability of mHealth apps has been
conducted for various health states, such as chronic obstructive
pulmonary disease, HIV, obesity, depression, anxiety,
dysmenorrhea, and premenstrual syndrome [18-26]. However,
to ensure the rigor of mHealth technologies, it is necessary to
create tools to evaluate the quality and usability of mHealth
apps [27].

The quality of mHealth apps requires understanding the context
of their use and ensuring the apps’ usability [28]. Therefore, it
is important to develop mHealth tools using rigorous usability
evaluation tools. Although there are several mobile app
assessment tools, most have a large number of items or have
only been validated for a single disease or in a single language
[29,30]. Given these limitations, there is a need for instruments
that are validated across languages and diseases. This is
especially true in South Korea, which has 1 of the highest rates
(94%) of smartphone use in the world. This high penetration of
smartphones has enabled the rapid integration of mHealth apps
[31,32]. However, despite the high usage of mHealth apps in
South Korea, there is a dearth of availability of simple
instruments to assess their usability.

The Study
This study sought to translate the Health Information
Technology Usability Evaluation Scale (Health-ITUES) from
English into Korean and validate its use. The Health-ITUES is
a customized questionnaire comprising 20 items and a modified

version of the Health Information Technology Usability
Evaluation Model (Health-ITUEM) [33]. The English version
of the Health-ITUES has been previously validated through
exploratory factor analysis (EFA) and confirmatory factor
analysis after use by nurses [34] and community-dwelling adults
with HIV [35]; however, it has not been translated into other
languages and validated. This study translated the Health-ITUES
into Korean and validated it in a sample of 244 women who
experienced menstrual-related symptoms and used a menstrual
tracking app called PINKDIARY.

Methods

Sample/Participants
This study was approved by the institutional review board of
the Catholic University of Pusan (CUPIRB-2019-003) before
the commencement of study activities. Inclusion criteria for this
study were unmarried women >20 and <39 years of age who
were previously or are currently using the menstrual-tracking
app PINKDIARY for more than a month. The app records the
highest usage rate in Korea, and as of October 2021, it was
ranked sixth in the health and fitness category in Apple App
Store. This app is the official app of the Korean Association of
Obstetricians and Gynecologists. PINKDIARY is used to track
menstruation and premenstrual symptoms. Features of the app
include symptom records, doctor consultations, an online
community, and a shopping mall for menstrual items (eg, pads,
tampons, and menstrual cups). Marriage and age were also
inclusion criteria, as these may have affected the participants’
usage of or experience with using the app.

The sample size was set to ensure a minimum number of
participants based on the number of items in the instrument.
Nunnally [36] recommended a minimum participant ratio of 10
participants:1 survey item. In this study, the target sample size
was between 200 and 250 after multiplying the number of
questions (20) by 10. This estimate was based on an anticipated
attrition rate of about 20%. In the past, the dropout rate in
app-related studies was about 20%-50%. Since this study was
not an intervention study, the dropout rate was estimated at 20%
[37].

Recruitment was conducted through the KakaoTalk (Kakao
Corp) messenger and other online communities (eg, Everytime).
Potential participants sent a screenshot of the PINKDIARY app
to the researcher’s messenger to authenticate their use of the
app. The online consent form and questionnaire were developed
in Survey Monkey, and the link was sent to participants on the
KakaoTalk messenger. After filling in the consent form and
questionnaire, a 2000 won (about US $2) online coffee coupon
was sent to the participants as a token of appreciation for their
time.

Step 1: Modification of the Health-ITUES
We customized the Health-ITUES, which was previously
validated in a sample of persons with HIV, for women with
menstrual discomfort [25]. In this study, menstrual discomfort
was defined as primary dysmenorrhea and premenstrual
syndrome (PMS), which are the most common menstrual
discomfort symptoms among women of reproductive age
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[38,39]. The modified version was reviewed by the senior author
of this manuscript, RS.

Step 2: Korean Health-ITUES
The translation and back-translation followed WHO guidelines
[40].

Forward Translation
To align with WHO guidelines, all items had to remain
unchanged from their original meaning when translated and had
to be translated into English by 2 or more translators. In this
study, 2 Korea-born nurses who had lived in the United States
for more than 5 years and received doctoral degrees in the
United States translated the Health-ITUES from Korean into
English. The translators then independently translated it from
English into Korean. Following the independent translation, the
2 translators discussed the findings during 3 separate meetings
until a consensus was reached.

Expert Review
The translated Health-ITUES was reviewed and reconfirmed
by a bilingual (English/Korean) physician with dual training in
medical informatics. The physician was fluent in both English
and Korean. He checked whether the translated version applied
to Korean-speaking people and revised the items with
expressions or cultural differences that could cause different
meanings to be conveyed. After the review process, the
translation of the Health-ITUES from Korean into English was
considered complete.

Back-Translation
Back-translation was conducted by a professional translator
from an official translation company and a nurse who lived in
the United States for over 10 years and was currently enrolled
in a PhD program in the United States. The 2 translators
translated the tool back into English and focused on culture and
concepts rather than word differences, as was done during the
translation process. Inconsistencies were reviewed by the first
author to produce a back-translated version of the
Health-ITUES.

Expert Review
The bilingual physician who participated in the first expert
review after forward translation reviewed the back-translated
version again. In this step, we focused on whether the Korean
words before translation and the Korean words that were
translated back had the same cultural and conceptual meanings,
rather than focusing on whether they were completely identical.

Original Author’s Review
After completing the translation and back-translation, the senior
author (RS) reviewed the English version of the Health-ITUES
and confirmed the content.

Step 3: Reliability and Validity

Pilot Test
According to WHO guidelines, the minimum number of pilot
test respondents is 10 and should represent males and females
of all ages and socioeconomic groups. However, in our study,
due to time constraints and the fact that we reached data
saturation after interviewing 5 women, we limited our sample
size to only 5 respondents for this component part of the study
[41]. Young women who majored in nursing and had previously
used the menstrual app (for a minimum of 1 month to a
maximum of 5 years) completed the survey items. Following
completion of the survey, they provided feedback about the
questionnaire’s items through an in-depth interview. During the
interview, we asked the participants to justify their responses
and whether they encountered any words in the Health-ITUES
that were difficult to understand.

Reliability and Validity Test
Internal consistency reliability was measured using Cronbach’s
alpha and Pearson’s correlation coefficient. Construct validity
was analyzed using exploratory factor analysis. Exploratory
factor analysis was used to confirm the predicted factor loadings
based on the original instrument [42].

Questionnaire
The questionnaire comprised the items described in Table 1.

Table 2 shows each item of the Health-ITUES and the Korean
Health-ITUES customized for this study (see Multimedia
Appendix 1 for the Korean Health-ITUES).
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Table 1. The questionnaire’s items.

ScaleItem descriptionItems (N=49), n (%)Categories

N/Aa5 (10)General characteristics • Sex, marital status, age, residential
area, job

N/A11 (22)Smartphone experience and
menstrual app usage

• Smartphone type, which features they
used most often, how long, how often
they used the menstrual app, etc

2 (4)Dysmenorrhea •• Visual analog scalePain on the first and second days of
the menstrual period [23]

11 (22)

Subscale: emotion (4 items),
water congestion (4 items),
pain (2 items), and appetite
(1 item)

PMSb •• 6-point Likert-type scale with respons-
es ranging from 1 (not at all) to 6 (very
severe change).

The changes that participants experi-
ence before menstruation (an appetite
item added to the shortened Premen-
strual Assessment Form) [43] • The higher the score, the more severe

the symptoms.

20 (42)

Subscale: impact (3 items),
perceived usefulness (9
items), perceived ease of use
(5 items), and user control
(3 items)

Korean Health-ITUESc •• 5-point Likert scale from 1 (strongly
disagree) to 5 (strongly agree).

Impact: high expectations for system
impact and perceived usefulness as
well as performance assessment of
tasks through system usage

• The higher the scale value, the higher
the usability of the technology.

• •User-system interactions measured The overall Korean Health-ITUES
score is the average of all items with
the same weight for each item.

aN/A: not applicable.
bPMS: premenstrual syndrome.
cHealth-ITUES: Health Information Technology Usability Evaluation Scale.
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Table 2. Health-ITUESa and Korean Health-ITUES.

Korean Health-ITUESHealth-ITUES [24]

ItemNumberItemNumber

Impact

I think PINKDIARYc would provide positive health outcomes
for women with menstrual discomfort.

1I think Mobile Video Information Provider (mVIP)b would
be a positive addition for persons with HIV.

1

I think PINKDIARY would improve the quality of life of
women with menstrual discomfort.

2I think mVIP would improve the quality of life of persons
with HIV.

2

PINKDIARY helps to meet the information needs for the self-
management of my menstrual-related symptoms.

3mVIP is an important part of meeting my information needs
related to symptom self-management.

3

Perceived usefulness

Using PINKDIARY makes self-managing my menstrual-related
symptoms easy.

1Using mVIP makes it easier to self-manage my HIV-related
symptoms.

1

Using PINKDIARY allows me to manage my menstrual-related
symptoms more quickly.

2Using mVIP enables me to self-manage my HIV-related
symptoms more quickly.

2

Using PINKDIARY makes self-managing my menstrual-related
symptoms better.

3Using mVIP makes it more likely that I can self-manage
my HIV-related symptoms.

3

Using PINKDIARY is useful for the self-management of my
menstrual-related symptoms.

4Using mVIP is useful for self-management for HIV-related
symptoms.

4

I think PINKDIARY provides a more equitable process for the
self-management of my menstrual-related symptoms.

(Health equity refers to health equality, which means ensuring
the optimal level of health for all people, regardless of income
and educational level.)

5I think mVIP presents a more equitable process for self-
management of HIV-related symptoms.

5

I am satisfied with PINKDIARY for the self-management of
my menstrual-related symptoms.

6I am satisfied with mVIP for self-management of HIV-re-
lated symptoms.

6

I can self-manage my menstrual-related symptoms in a timely
manner thanks to PINKDIARY.

7I self-manage my HIV-related symptoms in a timely manner
because of mVIP.

7

Using PINKDIARY enhances my ability to self-manage my
menstrual-related symptoms.

8Using mVIP increases my ability to self-manage my HIV-
related symptoms.

8

I can self-manage my menstrual-related symptoms when I use
PINKDIARY.

9I am able to self-manage my HIV-related symptoms
whenever I use mVIP.

9

Perceived ease of use

I am satisfied with my ability to use PINKDIARY.1I am comfortable with my ability to use mVIP.1

It is easy for me to learn how to operate PINKDIARY.2Learning to operate mVIP is easy for me.2

It was easy for me to become skillful in using PINKDIARY.3It is easy for me to become skillful at using mVIP.3

I find PINKDIARY easy to use.4I find mVIP easy to use.4

I always remember how to log on to and use PINKDIARY.5I can always remember how to log on to and use mVIP.5

User control

PINKDIARY provides error messages that clearly explain how
to solve problems with PINKDIARY.

1mVIP gives error messages that clearly tell me how to fix
problems.

1

I can recover quickly and easily whenever I make a mistake
while using PINKDIARY.

2Whenever I make a mistake using mVIP, I easily and
quickly recover.

2

The information provided by PINKDIARY (eg, online help,
screen messages, and other documents) is clear.

3The information provided by mVIP (eg, online help, on-
screen messages, and other documentations) is clear.

3

aHealth-ITUES: Health Information Technology Usability Evaluation Scale.
bmVIP: HIV self-management app.
cPINKDIARY: menstrual app.
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Statistical Analysis
Descriptive statistics were used to analyze the demographic
characteristics of the study participants. Reliability and validity
were analyzed using Cronbach α, Pearson correlation
coefficient, and EFA. All analyses used IBM SPSS Statistics
24.0. Two-sided P values of <0.05 were considered statistically
significant.

Ethical Considerations
All study participants provided informed consent, and the study
design was approved by the appropriate ethics review board.

Results

Pilot Test
Five women completed the draft version of the survey and
provided the following feedback about the Health-ITUES:

Overall, I think the questionnaire is easy to
understand. However, in the case of items that need
multiple responses, I would like for such questions to
be clearly marked as “requiring multiple responses.”
[Interviewee A]

I like this online questionnaire because there are
appropriate app icon figures with items. However, I
need further explanation about Item 8: I cannot
understand what ”equitable process” means.
[Interviewee B]

I did not have any problem with understanding the
items in the questionnaire. However, I went to the

next page without answering a few questions. If the
respondent does not answer all the items, that is, if
even one item has not been answered, please set the
questionnaire such that it does not move to the next
page. [Interviewee C]

As a result of this feedback, item 8 was changed. More
specifically, further explanation was added to clarify the term
“equitable process” as follows: “Health equity refers to health
equality, which means ensuring the optimal level of health for
all people, regardless of income and educational level.”

Demographic Characteristics
A total of 244 unmarried female participants completed the
Health-ITUES. The participants’ ages ranged from 20 to 36
years (mean=22.45, SD 3.039). Meanwhile, 127 (51.2%)
participants majored in a health-related topic, and 117 (47.0%)
participants majored in non-health-related topics for their
university degrees. Participants resided in the following cities
and provinces: Seoul (n=76, 30.5%), Gyeonggi-do (n=61,
24.6%), Chungcheong-do (n=52, 21.7%), Gyeongsang-do (n=48,
19.4%), and Else (7, 2.8%).

Internal Consistency Reliability
Internal consistency reliability was measured by Cronbach α,
and the results are presented in Table 3. All items showed good
Cronbach α values (>0.8) ranging from 0.83 to 0.94 (Table 3).
All values were less than 0.95, which demonstrates that there
was no redundancy among the items [44]. Internal scale
correlation between items ranged from 0.45 to 0.71, indicating
moderate to strong correlations. Notably, perceived usefulness
was more highly correlated with impact than other subscales.

Table 3. Descriptive statistics, internal scale consistency score, and internal scale correlation for Korean Health-ITUESa subscales (N=244).

User controlPerceived ease of usePerceived usefulnessImpactMean±SDSubscale

rCronbach αrCronbach αrCronbach αrCronbach α

———————b0.8410.87±2.52Impact

—————0.940.707c—34.51±6.55Perceived usefulness

———0.910.660c—0.510c—19.60±4.13Perceived ease of use

—0.830.647c—0.584c0.446c10.16±2.43User control

aHealth-ITUES: Health Information Technology Usability Evaluation Scale.
bNot applicable.
cP<.05.

Construct Validity

Exploratory Factor Analysis
EFA was performed to assess the construct validity of the
Korean Health-ITUES items to extract potential factors. Results
are reported in Table 4. The Kaiser-Meyer-Olkin measure of

sampling adequacy (MSA) was 0.942, indicating that the data
in this study were suitable for factor analysis. In addition, as a
result of the Bartlett sphericity test, the correlation between the
Korean Health-ITUES variables was recognized based on the

significance level of .05 with x2=3929.635 and P<.01. Thus, 4
subfactors were extracted.
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Table 4. Principal axis factoring with varimax rotation.

ComponentCommonalityItem

User controlImpactPerceived ease of usePerceived usefulness

0.2230.1490.2080.831a0.805usefulness8

0.1540.2090.1970.8110.764usefulness9

0.2490.1140.2120.7470.677usefulness7

0.1050.3060.2220.7350.694usefulness3

0.1370.3160.1430.7220.659usefulness4

0.2010.3180.1750.7000.663usefulness2

0.2000.4010.2340.6870.728usefulness1

0.1960.3140.3230.6780.701usefulness6

0.2510.1830.5370.5740.715easeofuse1

0.4140.4100.1620.4160.539usefulness5

0.1360.1610.8920.2200.888easeofuse2

0.2330.1970.8630.2510.901easeofuse3

0.2090.1710.8560.3140.904easeofuse4

0.4740.0800.5790.1770.597easeofuse5

0.0650.7980.1240.3030.789impact1

0.2050.7980.1190.3090.748impact2

0.1260.6870.2840.3740.708impact3

0.8610.0960.1150.2040.805control1

0.7290.0620.4290.2140.765control2

0.6880.2880.2550.2660.692control3

aItalics indicate the number of items corresponding to the component.

Discussion

Principal Findings
A major challenge to technology development is ensuring the
usability of the tools [1-3]. However, many mHealth tools are
currently available with little attention to their usability [5].
Technologies produced with poor design and inadequate
consideration of the needs of their intended users are often
difficult to use, and the consumers often cannot accomplish
their goals, as a result [6]. Therefore, usability has been widely
recognized as an important factor in the development of
technology [7].

To address the need for understanding the usability of
technology, various studies have been conducted [29,30].
However, each assessment tool could not be easily used, because
it had too many questions, took a long time to answer due to
difficult questions, was developed for specific users, or was
developed only in English [23,29,30,45]. Therefore, the
Health-ITUES, a simple and verified tool for multiple
populations, was chosen for translation and validation. Because
the Health-ITUEM, which is the basis of the Health-ITUES,
was developed based on several usability models with strong
reliability and validity, including the technology acceptance
model (TAM) and ISO9241-11 [46-48]. Additionally, the

Health-ITUES was validated in a sample of nurses and
community-dwelling adults with HIV [33-35].

This study sought to not only translate but also verify the
Health-ITUES considering the Korean context. In step 1, the
authors modified the Health-ITUES that was used to evaluate
an app for adults with HIV to an app for women suffering from
menstrual discomfort. In Korea, there are fewer HIV-infected
people compared to the United States. Additionally, because of
negative views regarding homosexual contact, HIV-infected
people are more likely to not disclose themselves [49]. As of
October 2021, when searching for HIV/AIDS-related apps in
Apple App Store and Google Play Store, it was difficult to find
mHealth for patients with HIV in Korean. To obtain sufficient
app users for the validation of the translated tool, the
Health-ITUES was modified to enable usability evaluation of
the menstrual app PINKDIARY for managing dysmenorrhea
experienced by 75% of domestic women [38,50].

In step 2, the Health-ITUES was translated based on WHO
guidelines [40]. These guidelines have been used to translate
various instruments into many languages, such as Japanese and
Arabic, and are not limited to Korean [51-53]. The process of
translation and adaptation of instruments were as follows:
forward translation, back-translation, and cognitive testing. In
this study, 3 experts who majored in nursing or medical
informatics and 1 professional English/Korean translator
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participated in the forward translation and back-translation,
respectively. The 2 translators independently translated and
reconciled any discrepancies after the forward translation
following WHO guidelines. This study was further strengthened
by the review of the Korean Health-ITUES by 1 of the authors,
who validated the Health-ITUES for mHealth technology. This
process ensured that the original meanings of the Health-ITUES
items were retained.

Another strength of this reliability and validity is our study
sample size. The sample size exceeded the number of items, 20
× 10, and the participants live in various regions in Korea. Their
field of work (major) is also not biased, so it can be said that
geographical biases are small.

Moreover, in step 3, internal scale correlation ranged from 0.45
to 0.71, which indicates moderate to strong correlations.
Notably, perceived usefulness was more highly correlated with
impact than the other factors. The results mirrored the findings
from the validation study using the Health-ITUES in a sample
of adults with HIV [34]. In EFA, in the case of values for
usefulness, 5 items (“I think PINKDIARY provides a more
equitable process for the self-management of my
menstrual-related symptoms.”) were included as 3 components
because the values were so similar: 0.416, 0.410, and 0.414. As

a result, we decided to keep this item with the first component
perceived usefulness with which it is most closely conceptually
aligned [54].

Limitations
One limitation of this study is that when recruiting survey
participants, only the experience of using the
menstruation-related mHealth app was checked and no
restrictions were placed on the past period of use. Future
research should recruit participants by suggesting clear past
usage periods based on objective evidence. However, this study
successfully translated the Health-ITUES from English into
Korean and validated it, and this instrument can be used to
evaluate the usability of mHealth apps. These findings will
contribute to the systematic evaluation of the rapidly growing
field of mHealth apps.

Conclusion
The Health-ITUES demonstrated reliability and validity for use
in assessing mHealth apps’ usability in young Korean women
with menstrual discomfort. Given the strong psychometric
properties of this tool in Korean and English and across 2
different health conditions, the Health-ITUES is a strong
instrument for evaluating the usability of mHealth apps.

 

Acknowledgments
This research was supported by the Basic Science Research Program through the National Research Foundation of Korea, funded
by the Ministry of Education (NRF-2018R1C1B5030802, NRF-2021R1C1C1004505). RS was supported by the National Institute
of Nursing Research of the National Institutes of Health (award no. K24NR018621). The content is solely the responsibility of
the authors and does not necessarily represent the official views of the National Institutes of Health.

Authors' Contributions
All authors had full access to all data in the study and take responsibility for the integrity of the data and the accuracy of the data
analysis. All authors were involved in the study concept and design. JL performed data acquisition and statistical analysis of the
data, drafted the manuscript, and provided administrative, technical, and material support. RS performed data interpretation,
critical revision of the manuscript for important intellectual content, and study supervision and gave the final approval of the
version to be submitted. JL and RS obtained funding.

Conflicts of Interest
None declared.

Multimedia Appendix 1
The Korean version of the Health-ITUES. Health-ITUES: Health Information Technology Usability Evaluation Scale.
[PNG File , 70 KB - medinform_v10i1e28621_app1.png ]

References
1. Folmer E, Bosch J. Architecting for usability: a survey. J Syst Softw 2004 Feb;70(1-2):61-78. [doi:

10.1016/s0164-1212(02)00159-0]
2. Bengtsson PO, Lassing NH, Bosch J, van Vliet H. Analyzing Software Architectures for Modifiability. Ronneby, Sweden;

2000. URL: https://www.diva-portal.org/smash/get/diva2:838104/FULLTEXT01.pdf [accessed 2021-03-08]
3. Holzinger A. Usability engineering methods for software developers. Commun ACM 2005 Jan;48(1):71-74. [doi:

10.1145/1039539.1039541]
4. Your Guide for Developing Usable and Useful Web Sites. URL: http://www.usability.gov/ [accessed 2022-01-03]
5. Nilsen W, Kumar S, Shar A, Varoquiers C, Wiley T, Riley WT, et al. Advancing the science of mHealth. J Health Commun

2012 May 02;17 Suppl 1(sup1):5-10. [doi: 10.1080/10810730.2012.677394] [Medline: 22548593]

JMIR Med Inform 2022 | vol. 10 | iss. 1 |e28621 | p.97https://medinform.jmir.org/2022/1/e28621
(page number not for citation purposes)

Lee & SchnallJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://jmir.org/api/download?alt_name=medinform_v10i1e28621_app1.png&filename=dcdc648f1b2fc7a9b765a197c34632ee.png
https://jmir.org/api/download?alt_name=medinform_v10i1e28621_app1.png&filename=dcdc648f1b2fc7a9b765a197c34632ee.png
http://dx.doi.org/10.1016/s0164-1212(02)00159-0
https://www.diva-portal.org/smash/get/diva2:838104/FULLTEXT01.pdf
http://dx.doi.org/10.1145/1039539.1039541
http://www.usability.gov/
http://dx.doi.org/10.1080/10810730.2012.677394
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22548593&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


6. Maguire M. Methods to support human-centred design. Int J Hum-Comput Stud 2001 Oct;55(4):587-634. [doi:
10.1006/ijhc.2001.0503]

7. Shackel B. Usability: context, framework, definition, design and evaluation. Interact Comput 2009 Dec;21(5-6):339-346.
[doi: 10.1016/j.intcom.2009.04.007]

8. Agarwal S, LeFevre AE, Lee J, L'Engle K, Mehl G, Sinha C, WHO mHealth Technical Evidence Review Group. Guidelines
for reporting of health interventions using mobile phones: mobile health (mHealth) evidence reporting and assessment
(mERA) checklist. BMJ 2016 Mar 17;352:i1174. [doi: 10.1136/bmj.i1174] [Medline: 26988021]

9. Hood M, Wilson R, Corsica J, Bradley L, Chirinos D, Vivo A. What do we know about mobile applications for diabetes
self-management? A review of reviews. J Behav Med 2016 Dec 13;39(6):981-994. [doi: 10.1007/s10865-016-9765-3]
[Medline: 27412774]

10. Huzooree G, Kumar Khedo K, Joonas N. Pervasive mobile healthcare systems for chronic disease monitoring. Health
Inform J 2019 Jun 02;25(2):267-291 [FREE Full text] [doi: 10.1177/1460458217704250] [Medline: 28464728]

11. Clement J. Number of mHealth Apps Available at Google Play from 1st Quarter 2015 to 2nd Quarter 2020. URL: https:/
/www.statista.com/statistics/779919/health-apps-available-google-play-worldwide/ [accessed 2021-12-28]

12. Aitken B. The Growing Value of Digital Health. URL: https://www.iqvia.com/insights/the-iqvia-institute/reports/
the-growing-value-of-digital-health [accessed 2022-01-03]

13. McKay FH, Wright A, Shill J, Stephens H, Uccellini M. Using health and well-being apps for behavior change: a systematic
search and rating of apps. JMIR Mhealth Uhealth 2019 Jul 04;7(7):e11926 [FREE Full text] [doi: 10.2196/11926] [Medline:
31274112]

14. Kuhns LM, Garofalo R, Hidalgo M, Hirshfield S, Pearson C, Bruce J, et al. A randomized controlled efficacy trial of an
mHealth HIV prevention intervention for sexual minority young men: MyPEEPS mobile study protocol. BMC Public
Health 2020 Jan 15;20(1):65 [FREE Full text] [doi: 10.1186/s12889-020-8180-4] [Medline: 31941475]

15. van der Merwe MN, Mosca R, Swanepoel DW, Glascoe FP, van der Linde J. Early detection of developmental delays in
vulnerable children by community care workers using an mHealth tool. Early Child Dev Care 2018 Jun 04;189(5):855-866.
[doi: 10.1080/03004430.2018.1480481]

16. Palmer M, Barnard S, Perel P, Free C. Mobile phone-based interventions for improving adherence to medication prescribed
for the primary prevention of cardiovascular disease in adults. Cochrane Database Syst Rev 2018 Jun 22;6:CD012675
[FREE Full text] [doi: 10.1002/14651858.CD012675.pub2] [Medline: 29932455]

17. Ravn Jakobsen P, Hermann AP, Søndergaard J, Wiil UK, Clemensen J. Help at hand: women's experiences of using a
mobile health application upon diagnosis of asymptomatic osteoporosis. SAGE Open Med 2018 Oct 29;6:2050312118807617
[FREE Full text] [doi: 10.1177/2050312118807617] [Medline: 30397471]

18. Beauchemin M, Gradilla M, Baik D, Cho H, Schnall R. A multi-step usability evaluation of a self-management app to
support medication adherence in persons living with HIV. Int J Med Inform 2019 Feb;122:37-44 [FREE Full text] [doi:
10.1016/j.ijmedinf.2018.11.012] [Medline: 30623782]

19. Boer L, Bischoff E, van der Heijden M, Lucas P, Akkermans R, Vercoulen J, et al. A smart mobile health tool versus a
paper action plan to support self-management of chronic obstructive pulmonary disease exacerbations: randomized controlled
trial. JMIR Mhealth Uhealth 2019 Oct 09;7(10):e14408 [FREE Full text] [doi: 10.2196/14408] [Medline: 31599729]

20. Cho H, Powell D, Pichon A, Kuhns LM, Garofalo R, Schnall R. Eye-tracking retrospective think-aloud as a novel approach
for a usability evaluation. Int J Med Inform 2019 Sep;129:366-373 [FREE Full text] [doi: 10.1016/j.ijmedinf.2019.07.010]
[Medline: 31445278]

21. Grossman JT, Frumkin MR, Rodebaugh TL, Lenze EJ. mHealth assessment and intervention of depression and anxiety in
older adults. Harv Rev Psychiatry 2020 Apr 20;28(3):203-214. [doi: 10.1097/hrp.0000000000000255]

22. Lee J, Kim J. Development and efficacy testing of a social network-based competitive application for weight loss. Telemed
J E Health 2016 May;22(5):410-418. [doi: 10.1089/tmj.2015.0067] [Medline: 26540485]

23. Lee J, Kim J. Can menstrual health apps selected based on users' needs change health-related factors? A double-blind
randomized controlled trial. J Am Med Inform Assoc 2019 Jul 01;26(7):655-666 [FREE Full text] [doi: 10.1093/jamia/ocz019]
[Medline: 30946478]

24. Levy J. Of mobiles and menses: researching period tracking apps and issues of response-ability. Stud Home Comm Sci
2018 Jan 08;11(2):108-115. [doi: 10.1080/09737189.2017.1420400]

25. Moglia ML. Evaluation of smartphone menstrual cycle tracking applications using an adapted applications scoring system.
Obstet Gynecol 2016;127(6):1153-1160. [doi: 10.1097/aog.0000000000001444]

26. Pray W. Nonprescription Product Therapeutics. Philadelphia, PA: Lippincott Williams & Wilkins; 2006.
27. Kumar S, Nilsen WJ, Abernethy A, Atienza A, Patrick K, Pavel M, et al. Mobile health technology evaluation: the mHealth

evidence workshop. Am J Prev Med 2013 Aug;45(2):228-236 [FREE Full text] [doi: 10.1016/j.amepre.2013.03.017]
[Medline: 23867031]

28. Ben-Zeev D, Kaiser SM, Brenner CJ, Begale M, Duffecy J, Mohr DC. Development and usability testing of FOCUS: a
smartphone system for self-management of schizophrenia. Psychiatr Rehabil J 2013 Dec;36(4):289-296 [FREE Full text]
[doi: 10.1037/prj0000019] [Medline: 24015913]

JMIR Med Inform 2022 | vol. 10 | iss. 1 |e28621 | p.98https://medinform.jmir.org/2022/1/e28621
(page number not for citation purposes)

Lee & SchnallJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1006/ijhc.2001.0503
http://dx.doi.org/10.1016/j.intcom.2009.04.007
http://dx.doi.org/10.1136/bmj.i1174
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26988021&dopt=Abstract
http://dx.doi.org/10.1007/s10865-016-9765-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27412774&dopt=Abstract
https://journals.sagepub.com/doi/10.1177/1460458217704250?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.1177/1460458217704250
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28464728&dopt=Abstract
https://www.statista.com/statistics/779919/health-apps-available-google-play-worldwide/
https://www.statista.com/statistics/779919/health-apps-available-google-play-worldwide/
https://www.iqvia.com/insights/the-iqvia-institute/reports/the-growing-value-of-digital-health
https://www.iqvia.com/insights/the-iqvia-institute/reports/the-growing-value-of-digital-health
https://mhealth.jmir.org/2019/7/e11926/
http://dx.doi.org/10.2196/11926
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31274112&dopt=Abstract
https://bmcpublichealth.biomedcentral.com/articles/10.1186/s12889-020-8180-4
http://dx.doi.org/10.1186/s12889-020-8180-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31941475&dopt=Abstract
http://dx.doi.org/10.1080/03004430.2018.1480481
http://europepmc.org/abstract/MED/29932455
http://dx.doi.org/10.1002/14651858.CD012675.pub2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29932455&dopt=Abstract
https://journals.sagepub.com/doi/10.1177/2050312118807617?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.1177/2050312118807617
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30397471&dopt=Abstract
http://europepmc.org/abstract/MED/30623782
http://dx.doi.org/10.1016/j.ijmedinf.2018.11.012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30623782&dopt=Abstract
https://mhealth.jmir.org/2019/10/e14408/
http://dx.doi.org/10.2196/14408
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31599729&dopt=Abstract
http://europepmc.org/abstract/MED/31445278
http://dx.doi.org/10.1016/j.ijmedinf.2019.07.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31445278&dopt=Abstract
http://dx.doi.org/10.1097/hrp.0000000000000255
http://dx.doi.org/10.1089/tmj.2015.0067
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26540485&dopt=Abstract
http://europepmc.org/abstract/MED/30946478
http://dx.doi.org/10.1093/jamia/ocz019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30946478&dopt=Abstract
http://dx.doi.org/10.1080/09737189.2017.1420400
http://dx.doi.org/10.1097/aog.0000000000001444
http://europepmc.org/abstract/MED/23867031
http://dx.doi.org/10.1016/j.amepre.2013.03.017
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23867031&dopt=Abstract
http://europepmc.org/abstract/MED/24015913
http://dx.doi.org/10.1037/prj0000019
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24015913&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


29. Faieta J, Hand BN, Schmeler M, Onate J, Digiovine C. Health app review tool: matching mobile apps to Alzheimer's
populations (HART Match). J Rehabil Assist Technol Eng 2020 Sep 23;7:2055668320938604 [FREE Full text] [doi:
10.1177/2055668320938604] [Medline: 33014412]

30. Stoyanov SR, Hides L, Kavanagh DJ, Wilson H. Development and validation of the user version of the Mobile Application
Rating Scale (uMARS). JMIR Mhealth Uhealth 2016 Jun 10;4(2):e72 [FREE Full text] [doi: 10.2196/mhealth.5849]
[Medline: 27287964]

31. Intralink. Digital Health South Korea Market Intelligence Report. 2019 Jun 01. URL: https://www.intralinkgroup.com/
getmedia/3153c79b-463d-47c7-84e6-56848c98aab7/Intralink-ReportLife [accessed 2022-01-03]

32. Silver L. Smartphone Ownership is Growing Rapidly Around the World, but Not Always Equally. 2019 Feb. URL: https:/
/tinyurl.com/ywpub5p4 [accessed 2022-01-03]

33. Brown W, Yen P, Rojas M, Schnall R. Assessment of the Health IT Usability Evaluation Model (Health-ITUEM) for
evaluating mobile health (mHealth) technology. J Biomed Inform 2013 Dec;46(6):1080-1087 [FREE Full text] [doi:
10.1016/j.jbi.2013.08.001] [Medline: 23973872]

34. Schnall R, Cho H, Liu J. Health Information Technology Usability Evaluation Scale (Health-ITUES) for usability assessment
of mobile health technology: validation study. JMIR Mhealth Uhealth 2018 Jan 05;6(1):e4 [FREE Full text] [doi:
10.2196/mhealth.8851] [Medline: 29305343]

35. Yen P, Sousa KH, Bakken S. Examining construct and predictive validity of the Health-IT Usability Evaluation Scale:
confirmatory factor analysis and structural equation modeling results. J Am Med Inform Assoc 2014 Oct 01;21(e2):e241-e248
[FREE Full text] [doi: 10.1136/amiajnl-2013-001811] [Medline: 24567081]

36. Nunnally J. Psychometric Theory, 2nd edition. New York, NY: McGraw-Hill; 1978.
37. Torous J, Lipschitz J, Ng M, Firth J. Dropout rates in clinical trials of smartphone apps for depressive symptoms: a systematic

review and meta-analysis. J Affect Disord 2020 Feb 15;263:413-419. [doi: 10.1016/j.jad.2019.11.167] [Medline: 31969272]
38. Quick F, Mohammad-Alizadeh-Charandabi S, Mirghafourvand M. Primary dysmenorrhea with and without premenstrual

syndrome: variation in quality of life over menstrual phases. Qual Life Res 2019 Jan 12;28(1):99-107. [doi:
10.1007/s11136-018-1999-9] [Medline: 30209721]

39. Bilir E, Yıldız Ş, Yakın K, Ata B. The impact of dysmenorrhea and premenstrual syndrome on academic performance of
college students, and their willingness to seek help. Turk J Obstet Gynecol 2020 Sep 2;17(3):196-201 [FREE Full text]
[doi: 10.4274/tjod.galenos.2020.97266] [Medline: 33072424]

40. World Health Organization. Process of Translation and Adaptation of Instruments. URL: https://www.who.int/
substance_abuse/research_tools/translation/en/ [accessed 2021-12-28]

41. Faulkner S, Trotter S. Data saturation. In: The International Encyclopedia of Communication Research Methods. Hoboken,
NJ: John Wiley & Sons; 2017.

42. Plichta Kellar S, Kelvin E. Munro's Statistical Methods for Health Care Research, 6th Edition. Philadelphia, PA: Lippincott
Williams & Wilkins; 2005:1.

43. Allen SS, McBride CM, Pirie PL. The shortened premenstrual assessment form. J Reprod Med 1991 Nov;36(11):769-772.
[Medline: 1765953]

44. Tavakol M, Dennick R. Making sense of Cronbach's alpha. Int J Med Educ 2011 Jun 27;2:53-55 [FREE Full text] [doi:
10.5116/ijme.4dfb.8dfd] [Medline: 28029643]

45. Lee J, Kim J. Method of app selection for healthcare providers based on consumer needs. Comput Inform Nurs
2018;36(1):45-54. [doi: 10.1097/cin.0000000000000399]

46. Davis FD, Bagozzi RP, Warshaw PR. User acceptance of computer technology: a comparison of two theoretical models.
Manag Sci 1989 Aug;35(8):982-1003. [doi: 10.1287/mnsc.35.8.982]

47. ISO. Ergonomic Requirements for Office Work with Visual Display Terminals (VDTs). URL: https://www.iso.org/standard/
16883.html [accessed 2022-01-03]

48. Yen P, Bakken S. Review of health information technology usability study methodologies. J Am Med Inform Assoc
2012;19(3):413-422 [FREE Full text] [doi: 10.1136/amiajnl-2010-000020] [Medline: 21828224]

49. Kim JM, Kim NJ, Choi JY, Chin BS. History of acquired immune deficiency syndrome in Korea. Infect Chemother 2020
Jun;52(2):234-244 [FREE Full text] [doi: 10.3947/ic.2020.52.2.234] [Medline: 32618149]

50. Lee EH, Kim JI, Kim HW, Lee HK, Lee SH, Kang NM, et al. Dysmenorrhea and menstrual attitudes in adult women.
Korean J Women Health Nurs 2003;9(2):105. [doi: 10.4069/kjwhn.2003.9.2.105]

51. Cho E, Choi M, Kim E, Yoo IY, Lee N. Construct validity and reliability of the Korean version of the practice environment
scale of nursing work index for Korean nurses. J Korean Acad Nurs 2011 Jun;41(3):325-332. [doi:
10.4040/jkan.2011.41.3.325] [Medline: 21804341]

52. Toma G, Guetterman TC, Yaqub T, Talaat N, Fetters MD. A systematic approach for accurate translation of instruments:
experience with translating the Connor–Davidson Resilience Scale into Arabic. Meth Innov 2017 Dec
21;10(3):205979911774140. [doi: 10.1177/2059799117741406]

53. Kurosawa S, Matsushima M, Fujinuma Y, Hayashi D, Noro I, Kanaya T, et al. Two principal components, coping and
independence, comprise patient enablement in Japan: cross sectional study in Tohoku area. Tohoku J Exp Med 2012
Jun;227(2):97-104 [FREE Full text] [doi: 10.1620/tjem.227.97] [Medline: 22688526]

JMIR Med Inform 2022 | vol. 10 | iss. 1 |e28621 | p.99https://medinform.jmir.org/2022/1/e28621
(page number not for citation purposes)

Lee & SchnallJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://journals.sagepub.com/doi/10.1177/2055668320938604?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.1177/2055668320938604
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33014412&dopt=Abstract
https://mhealth.jmir.org/2016/2/e72/
http://dx.doi.org/10.2196/mhealth.5849
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27287964&dopt=Abstract
https://www.intralinkgroup.com/getmedia/3153c79b-463d-47c7-84e6-56848c98aab7/Intralink-ReportLife
https://www.intralinkgroup.com/getmedia/3153c79b-463d-47c7-84e6-56848c98aab7/Intralink-ReportLife
https://www.pewresearch.org/global/2019/02/05/smartphone-ownership-is-growing-rapidly-around-the-world-but-not-always-equally/
https://www.pewresearch.org/global/2019/02/05/smartphone-ownership-is-growing-rapidly-around-the-world-but-not-always-equally/
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(13)00116-0
http://dx.doi.org/10.1016/j.jbi.2013.08.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23973872&dopt=Abstract
https://mhealth.jmir.org/2018/1/e4/
http://dx.doi.org/10.2196/mhealth.8851
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29305343&dopt=Abstract
http://europepmc.org/abstract/MED/24567081
http://dx.doi.org/10.1136/amiajnl-2013-001811
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24567081&dopt=Abstract
http://dx.doi.org/10.1016/j.jad.2019.11.167
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31969272&dopt=Abstract
http://dx.doi.org/10.1007/s11136-018-1999-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30209721&dopt=Abstract
https://doi.org/10.4274/tjod.galenos.2020.97266
http://dx.doi.org/10.4274/tjod.galenos.2020.97266
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33072424&dopt=Abstract
https://www.who.int/substance_abuse/research_tools/translation/en/
https://www.who.int/substance_abuse/research_tools/translation/en/
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=1765953&dopt=Abstract
https://www.ijme.net/pmid/28029643
http://dx.doi.org/10.5116/ijme.4dfb.8dfd
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28029643&dopt=Abstract
http://dx.doi.org/10.1097/cin.0000000000000399
http://dx.doi.org/10.1287/mnsc.35.8.982
https://www.iso.org/standard/16883.html
https://www.iso.org/standard/16883.html
http://europepmc.org/abstract/MED/21828224
http://dx.doi.org/10.1136/amiajnl-2010-000020
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21828224&dopt=Abstract
https://www.icjournal.org/DOIx.php?id=10.3947/ic.2020.52.2.234
http://dx.doi.org/10.3947/ic.2020.52.2.234
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32618149&dopt=Abstract
http://dx.doi.org/10.4069/kjwhn.2003.9.2.105
http://dx.doi.org/10.4040/jkan.2011.41.3.325
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21804341&dopt=Abstract
http://dx.doi.org/10.1177/2059799117741406
https://japanlinkcenter.org/DN/JST.JSTAGE/tjem/227.97?lang=en&from=PubMed
http://dx.doi.org/10.1620/tjem.227.97
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22688526&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


54. Hair JF, Black WC, Babin B, Anderson RE. Multivariate Data Analysis: A Global Perspective, 7th Edition. Upper Saddle
River, NJ: Prentice Hall; 2009.

Abbreviations
EFA: exploratory factor analysis
Health-ITUEM: Health Information Technology Usability Evaluation Model
Health-ITUES: Health Information Technology Usability Evaluation Scale
mHealth: mobile health
MSA: measure of sampling adequacy
PMS: premenstrual syndrome
TAM: technology acceptance model
WHO: World Health Organization

Edited by G Eysenbach; submitted 08.03.21; peer-reviewed by D Yoon, J Mitchell, H Ranjani; comments to author 30.03.21; revised
version received 28.04.21; accepted 30.11.21; published 24.01.22.

Please cite as:
Lee J, Schnall R
Validity and Reliability of the Korean Version of the Health Information Technology Usability Evaluation Scale: Psychometric
Evaluation
JMIR Med Inform 2022;10(1):e28621
URL: https://medinform.jmir.org/2022/1/e28621 
doi:10.2196/28621
PMID:35072630

©Jisan Lee, Rebecca Schnall. Originally published in JMIR Medical Informatics (https://medinform.jmir.org), 24.01.2022. This
is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete bibliographic information,
a link to the original publication on https://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2022 | vol. 10 | iss. 1 |e28621 | p.100https://medinform.jmir.org/2022/1/e28621
(page number not for citation purposes)

Lee & SchnallJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://medinform.jmir.org/2022/1/e28621
http://dx.doi.org/10.2196/28621
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=35072630&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Real-world Health Data and Precision for the Diagnosis of Acute
Kidney Injury, Acute-on-Chronic Kidney Disease, and Chronic
Kidney Disease: Observational Study

Karen Triep1*, Dr med; Alexander Benedikt Leichtle2*, Prof Dr; Martin Meister3*, MA; Georg Martin Fiedler4*, Prof

Dr; Olga Endrich2*, Dr med
1Medical Directorate, Medizincontrolling, Inselspital, University Hospital Bern, Insel Gruppe, Bern, Switzerland
2Insel Data Science Center, Inselspital, University Hospital Bern, Insel Gruppe, Bern, Switzerland
3Directorate of Technology and Innovation, Inselspital, University Hospital Bern, Insel Gruppe, Bern, Switzerland
4University Institute of Clinical Chemistry, Inselspital, University Hospital Bern, Insel Gruppe, Bern, Switzerland
*all authors contributed equally

Corresponding Author:
Karen Triep, Dr med
Medical Directorate, Medizincontrolling
Inselspital, University Hospital Bern
Insel Gruppe
S96 C223
Schwarztorstrasse 96
Bern, 3010
Switzerland
Phone: 41 31 632 51 96
Email: karen.triep@insel.ch

Abstract

Background: The criteria for the diagnosis of kidney disease outlined in the Kidney Disease: Improving Global Outcomes
guidelines are based on a patient’s current, historical, and baseline data. The diagnosis of acute kidney injury, chronic kidney
disease, and acute-on-chronic kidney disease requires previous measurements of creatinine, back-calculation, and the interpretation
of several laboratory values over a certain period. Diagnoses may be hindered by unclear definitions of the individual creatinine
baseline and rough ranges of normal values that are set without adjusting for age, ethnicity, comorbidities, and treatment. The
classification of correct diagnoses and sufficient staging improves coding, data quality, reimbursement, the choice of therapeutic
approach, and a patient’s outcome.

Objective: In this study, we aim to apply a data-driven approach to assign diagnoses of acute, chronic, and acute-on-chronic
kidney diseases with the help of a complex rule engine.

Methods: Real-time and retrospective data from the hospital’s clinical data warehouse of inpatient and outpatient cases treated
between 2014 and 2019 were used. Delta serum creatinine, baseline values, and admission and discharge data were analyzed. A
Kidney Disease: Improving Global Outcomes–based SQL algorithm applied specific diagnosis-based International Classification
of Diseases (ICD) codes to inpatient stays. Text mining on discharge documentation was also conducted to measure the effects
on diagnosis.

Results: We show that this approach yielded an increased number of diagnoses (4491 cases in 2014 vs 11,124 cases of ICD-coded
kidney disease and injury in 2019) and higher precision in documentation and coding. The percentage of unspecific ICD N19-coded
diagnoses of N19 codes generated dropped from 19.71% (1544/7833) in 2016 to 4.38% (416/9501) in 2019. The percentage of
specific ICD N18-coded diagnoses of N19 codes generated increased from 50.1% (3924/7833) in 2016 to 62.04% (5894/9501)
in 2019.

Conclusions: Our data-driven method supports the process and reliability of diagnosis and staging and improves the quality of
documentation and data. Measuring patient outcomes will be the next step in this project.

(JMIR Med Inform 2022;10(1):e31356)   doi:10.2196/31356
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Introduction

Background
Many definitions of diagnoses are rule-based and contain
complex algorithms. This applies in particular to the diagnoses
of kidney injury and kidney disease (KD). For example, the
diagnosis of acute kidney injury (AKI) stage 3 according to the
Kidney Disease: Improving Global Outcomes (KDIGO)
guidelines is defined as follows: an increase in serum creatinine
(SCr) from under 4 mg/dL (353.6 µmol/L) to over 4 mg/dL
within 7 days or an increase of SCr by 200% or more within 7
days. The increase and decrease have to be considered as
follows: the gradient of increase versus the absolute increase,
the increase versus decrease, and the highest stage. Moreover,
the SCr baseline calculation has to be conducted: the lowest
value during hospitalization or the arithmetic mean of all
outpatient measurements before the index admission.

With the increasing availability of health data, automatic
deducing of complex diagnoses has become possible. Correctly
assigning diagnoses requires high precision, validity and
reliability, the varying interrater reliability of diagnosis and the
International Classification of Diseases (ICD) coding, affecting
accuracy [1-4]. Interrater reliability shows insufficient values
for certain diagnoses when comparing ICD codes or patients’
records of the diagnoses of AKI and chronic KD (CKD) [5,6].

The global burden of KDs is high. Using a modification of the
original glomerular filtration rate (GFR) estimating equation
(the Chronic Kidney Disease Epidemiology Collaboration
[CKD-EPI] equation), it was discovered that 11.6% of the adult
residents in the United States have CKD stages 1-4, and its
prevalence has increased over the past decade. Similar figures
have been reported in several other countries [7-10]. In 2009,
the US Renal Data System estimated that depending on the
estimating equations used, the prevalence of CKD had increased
by 20%-25% over the preceding decade [11].

The diagnoses of AKI, CKD, and acute-on-chronic KD are
highly relevant as a comorbidity, intercurrent disease, or
complication [12,13]. Inpatients with KD and kidney injury
show a higher mortality and the staging implies an impact on
outcomes [14,15]. The 2012 KDIGO Clinical Practice Guideline
for AKI [16] and the Clinical Practice Guideline for the
Evaluation and Management of CKD [17] offer guidelines
containing definitions and classifications; ongoing areas of
controversies and limitations of the evidence are also discussed
in these documents. The definitions of AKI and CKD require
a complex analysis of a patient’s recent and historical laboratory
values, a time-consuming process impeded by missing values
and prone to errors if conducted manually. Misclassification
impairs the choice of therapeutic approach, outcomes,
high-quality documentation, data validity, and reimbursement.
Moreover, an unclear definition of the individual creatinine
baseline level and the approximate ranges of normal values

without adjusting for age, ethnicity, comorbidities, and treatment
aggravate the difficulties of diagnosis [18-27].

Clinical decision support systems can provide a systematic and
objective way to enhance complex reasoning related to
differential diagnostics. They can facilitate the process of
diagnosis, contributing to its reliability [28-33]. Accumulating
health data enables the providers to access relevant information
for timely diagnosis, supporting effective management
throughout care [10,34]. In recent times, national health systems,
such as the National Health Service (NHS), have started
supporting more advanced approaches for detecting patients
with kidney injuries [35].

In Switzerland, since 2017, based on the official coding rules,
AKI and CKD have been coded according to the KDIGO
classification. However, documentation of the exact staging is
often missing in the discharge documentation in many cases.

At our hospital (quaternary care university level), KD shows a
rising relevance because the prevalence of patients with a GFR
of <60 ml/min measured has been increasing during the recent
years. Moreover, the ICD diagnoses of KD are relevant for
reimbursement. Nevertheless, many inpatient cases with a GFR
of <60 ml/min were not ICD-coded for any KD, and a clinical
decision support has not yet been implemented.

Objectives
This study aims to evaluate a novel data-driven method to assign
highly specific diagnoses of AKI and CKD by extracting
historical and real-time data from the hospital’s data warehouse.
We hypothesize that by using a data-driven approach of
diagnosis on routinely collected laboratory values, we can
improve the detection and precision of the diagnosis and staging
of AKI and CKD.

Methods

Study Population and Setting
Administrative and laboratory data of all inpatient and outpatient
cases were used (Inselspital University Hospital Bern,
2014-2019; all Insel Gruppe, Bern, 2016-2019 with 200,000
inpatient and outpatient cases per year, of which, approximately
62,000 inpatient cases had ICD-coded diagnoses). Data from
2014 to 2016 were used for benchmarking purposes as a baseline
at the start of the study (2017). Test data sets of cases from 2016
were used to evaluate the accuracy of the algorithm. The data
for measuring the impact were selected from 2017 to 2019.

Definition of AKI
According to the KDIGO Clinical Practice Guidelines (2012)
for AKI [16], we defined and staged AKI as follows (plasma
creatinine instead of SCr):

• Stage 3: increase of SCr from under 4 mg/dL (353.6
µmol/L) to over 4 mg/dL within 7 days

• Stage 3: increase of SCr by 200% or more within 7 days
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• Stage 2: increase of SCr by 100%-200% within 7 days
• Stage 1: increase of SCr by 50%-100% within 7 days
• Stage 1: increase of SCr by 0.3 mg/dL (26.52 µmol/L)

within 48 hours

The decrease in SCr to baseline levels after starting the
in-hospital measurement was interpreted as suggested by the
KDIGO guidelines. With several positive findings, the gradient
of the increase versus the absolute increase, the increase versus
decrease, and the highest stage were prioritized for applying
the specific stage. All available SCr measurements, along with
date and time stamps were used. Inpatients with no available
SCr measurements were classified as not having AKI.

Oliguria
Oliguria is still a controversial diagnostic criterion with regard
to definition and practice of measurement, especially outside
the intensive care setting. The hourly urine output data required
to determine oliguria within any 6-, 12-, or 24-hour window is
not reliably captured in the non–intensive care unit setting [25].
Therefore, we did not include it in the AKI definition of this
study, which was consistent with the NHS England National
Patient Safety Alert [35,36].

Baseline Definition
The baseline estimation was not specifically defined by the
KDIGO guidelines; however, several methods were compared
for baseline estimation [16,19,21,24,25,37].

We defined the baseline value for AKI as either the lowest value
during hospitalization or the arithmetic mean of all outpatient
SCr measurements 90 days before the index admission, if
available, and took the lowest values for diagnosis. Either one
may reasonably reflect the patient’s premorbid baseline. Using
the values at admission was considered; however, although the
values may be the lowest for community-acquired AKI, they
may be missing. Different approaches were not compared in
this study.

Definition of CKD
In this study, a possible CKD was defined according to the
KDIGO Clinical Practice Guideline for the Evaluation and
Management (2012) of CKD [17], that is, a decreased GFR of

<60 mL/min/1.73 m2, an albumin creatinine ratio (ACR) of >30
mg/g (>3 mg/mmol), or a history of kidney transplantation

(estimated according to the CKD-EPI equation). GFR categories
were assigned as follows:

• Stage 5: all values under 15 mL/min/1.73 m2 for >91 days
• Stage 4: all values under 30 mL/min/1.73 m2 for >91 days
• Stage 3: all values under 60 mL/min/1.73 m2 for >91 days
• Stage 2: all values under 90 mL/min/1.73 m2 for >91 days

Definition of ACR
In addition, according to the KDIGO criteria we integrated
albuminuria into the model as a marker of kidney damage,
related to mortality and kidney outcome in CKD [17,37], using
the ACR values, as follows:

• Severely increased: SCr (µmol/L)/albumin (g/L) >30 mg/g
• Moderately increased: SCr (µmol/L)/albumin (g/L) between

3 and 30 mg/g
• Normal to mildly increased: SCr (µmol/L)/albumin (g/L)

<30 mg/g

Values from one sample or values measured within an interval
of 30 days were considered.

Architecture and Algorithm
A complex dataflow was established to make all the required
variables available for calculation. First, an SQL-based
algorithm processed the data warehouse’s data (rule engine and
HL7 [Health Level Seven International] messages) and detected
the potential cases of KD. All available SCr measurements with
date and time stamps were used. The patient identification
number was defined as the primary key but was only used as a
linkage code for administrative and clinical or laboratory data.
Patient- and case-related laboratory and administrative historical
and real-time data had to be extracted from the source systems,
merged, and computed for diagnosis and stage. Second, the
output of the correlating ICD [38,39] code was connected by
the detection date to the distinct date of the patient’s inpatient
case (the case ID linked to the entry and discharge dates related
to the patient ID). Third, the test results were processed to the
recipient and included a staging of AKI and CKD according to
the abovementioned criteria. The architecture and dataflow of
AKI and CKD are illustrated in Figure 1, and the architecture
and dataflow of the retrospective calculation are shown in Figure
2.
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Figure 1. Architecture and dataflow. AKI: acute kidney injury; CKD: chronic kidney disease; ICD: International Classification of Diseases.
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Figure 2. Architecture for retrospective analysis. OPUS: laboratory information system by OSM Group; SAP ISH: Systems Applications and Products
in Data Processing Industry Solution Healthcare.

The steps of computation were as follows: (1) for AKI, selecting
inpatients hospitalized during a specified period, selecting
laboratory values (SCr) 7 days before admission until discharge,
mapping values from 48 hours to 7 days apart, and classifying
values according to the ICD standard [38,39]; and (2) for CKD,
selecting inpatients’or outpatients’ laboratory values (estimated
GFR [eGFR]), mapping the values of eGFR at least three months
apart, calculating the mean minimum and maximum values of

each period and the difference of the mapped values in hours,
and classifying values according to the ICD standard.

The output for AKI was defined as the highest stage of diagnosis
with the shortest period between the mapped values. The
relevant result for CKD was defined as the highest stage of
diagnosis with the longest period between mapped values. All
patients with fulfilled criteria during the previous year for the
specific diagnosis and with values positively corresponding to
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diagnosis during the last 3 months were detected. The algorithm
for AKI is presented in Figure 3 and for CKD, in Multimedia
Appendix 1. The algorithm was tested on testing data sets by

technicians and clinicians. The algorithm was technically
adjusted until all tested cases showed correct diagnoses and
stages according to the formal definitions provided.

Figure 3. Algorithm of diagnosis of AKI. AKI: acute kidney injury; SCr: serum creatinine; UI: user interface.

Text Mining
A text mining pipeline was implemented using Apache Solr
(The Apache Software Foundation) to compare the results of
the algorithms with those of the reports. In this process, all
relevant reports were loaded into a Solr collection and searched
for terms, such as AKI, CKD, eGFR, KDIGO, creatinine, and
renal failure (German translation: kreatinin, niereninsuffizienz,
and nierenversagen), and the exact KDIGO staging (eg, G1A1

[GFR ≥90 ml/min per 1.73 m2 ACR <30 mg/g (<3mg/mmol)]).

For terms with a tilde character (“~”), a fuzzy search algorithm
was applied to ensure that not only one spelling of a term was
found. The Damerau-Levenshtein distance algorithm was used
for this purpose. A separate CSV file was generated for each
search term, including the case ID, date of report generation,
and report type. Each row corresponded to a finding of the
respective search term.

The CSV files were then loaded into the database containing
the algorithm results and other case data. Using a transact-SQL

script, the results from all sources were then aggregated at the
case level. On this basis, the cases could be filtered and
evaluated for constellations of interest.

Process of Diagnosis
Being aware of the purely arithmetic method of diagnosis
implemented in 2017, clinical judgment was integrated into the
process, especially to verify the chronic diagnoses and
distinguish between AKI and unstable CKD [40,41]. Therefore,
the real-time information and retrospectively detected diagnoses
were compared with the documentation in the patients’ health
records using ICD diagnoses coded manually (comparison of
automatically generated and manually coded ICD codes) and
text mining (diagnoses and stages). Differences were then
analyzed by the clinicians. Mostly, the cases with singular ICD
codes relevant for reimbursement were analyzed and validated.
After rejecting a certain fraction of the automatically generated
diagnoses because of the clinician’s judgment or lack of
documentation, the corresponding codes were deleted. Only
validated diagnoses were retained in the database. The effect
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of the validation was monitored by analyzing the mutation of
diagnoses from generated to coded ICD codes (log file of all
ICD code mutations).

During the period of the project, the process of diagnosis was
supported by documentation templates, instruction, and close

communication with the clinicians. The data processed were
not used to set up an alerting system but were validated
retrospectively after the patients’ discharge. The diagnosis
process is illustrated in Figure 4.

Figure 4. Process of diagnosis. ICD: International Classification of Diseases; KDIGO: Kidney Disease: Improving Global Outcomes.

Catalogs
Bound by the Swiss regulations, the following catalogs were
applied [38,39]: for the discharge year 2014, the International
Statistical Classification of Diseases and Related Health
Problems, 10th revision, German Modification (ICD-10-GM)
2012; from 2015 to 2016, the ICD-10-GM 2014; from 2017 to
2018, the ICD-10-GM 2016; and for 2019, the ICD-10-GM
2018. Because of a mutation in codes for AKI (ICD N17-) from
2014 to 2016, some analyses could only be conducted for the
data from 2017 onward (Multimedia Appendix 2); ICD-10-GM
codes catalogs from 2012-2018, effective in Switzerland from
2014 to 2020.

Reimbursement
To measure the effect after the successful implementation of
the algorithm we planned a simulation of Swiss Diagnosis
Related Groups, Inpatient Tariff (SwissDRG) income of 6
months’ coding (inpatient cases from February 1, 2020, to July
31, 2020) in 2020 with and without grouping the automatically
calculated ICD diagnoses; the SwissDRG web-based batch
grouper version 9.0 2020/2020 was used.

Analysis and Software
The automatically generated, previously coded, rejected, and
validated ICD diagnoses were compared per code category and
per specific code. The prevalence of the codes was calculated
for all inpatient cases and for inpatient cases with coded KD
(all diagnoses). The proportion of specific medical information
(text, laboratory values, reference to KDIGO classification, and
formal KDIGO staging) documented in the corresponding
discharge letters was calculated.

The following software were used during analyses: Medical
coding software Systems Applications and Products in Data
Processing Industry Solution Healthcare (SAP IS-H), Medical
Coding Tool ID Diacos, Clinical Data Phoenix CGM, Business

Data Ware House SAP BW, Microsoft Excel 2010, R developing
software (R version 3.5.0 2018-4-23), RStudio version 1.1.453,
and RStudio Team (2016) as well as RStudio: Integrated
Development for R (RStudio, Inc) and ggplot2 version 3.1.0.

Ethics
The ethics committee of the Canton Bern approved this study
(BASEC-Req-2018-01184).

Results

General Remarks
The method applied in this study to assign the specific diagnoses
and exact stages of AKI and CKD produced highly reliable
results. Moreover, the process of communicating and verifying
the diagnoses improved the validity in the medical context of
the individual patient. Diagnoses and stages could be displayed
in near to real time and retrospective calculations could be
conducted for the previous 6 years. As the algorithm considered
acute and chronic diseases, this project is one of the few to
integrate the diagnosis of acute-on-chronic KD. The specific
diagnoses documentation and the exact staging in the patients’
discharge letters could be improved.

Overview
An increasing prevalence of inpatient cases with a measured
eGFR of <60 ml/min can be shown for the discharge years
2014-2019 (from 4362/42,703, 10.21% cases in 2014 to
12,519/66,958, 18.69% cases in 2019). The proportion of
ICD-coded inpatient cases with ICD codes for any KD diagnosis
in the ICD categories N17-/N18-/N19- during the same period
increased for all inpatients (from 4491/42,703, 10.52% cases
in 2014 to 11,124/66,958, 16.62% cases in 2019) and for the
group of cases with an eGFR of <60 ml/min (from 2167/4362,
49.48% cases in 2014 to 7596/12,519, 60.68% in 2019). The
proportion of coded cases of KD with an eGFR of <60 ml/min
was 49.68% (2167/4362) in 2014 and 45.09% (5005/11,100)
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in 2016 and dropped to 60.68% (7596/12,519) in 2019. Between
2014 and 2019, the prevalence of all KD-coded cases increased
from 10.52% (4491/42,703) cases in 2014 to 16.61%

11,124/66,958) cases in 2019. The main increase in the
prevalence of coded cases of KD was observed between 2017
and 2019, after project initiation as shown in Table 1.

Table 1. Prevalence of cases with estimated glomerular filtration rates (eGFRs) of <60 ml/min and kidney injury (KI) coding (all International
Classification of Diseases [ICD] codes N17-/N18-/N19-).

Year of dischargeDistribution

Total201920182017201620152014

350,46166,95866,03865,14664,47845,13842,703Inpatient cases, N

227,314
(64.86)

46,800
(69.89)

41,552
(6292)

40,109
(61.57)

40,917
(63.46)

37,326
(82.69)

20,610
(48.26)

Inpatient cases with measured eGFR, n
(% of inpatient cases total)

58,032 (16.65)12,519
(18.67)

10,570
(16.01)

10,695
(16.42)

11,100
(17.22)

8786 (19.47)4362 (10.21)Inpatient cases with an eGFR of <60
ml/min, n (% of inpatient cases total)

47,500 (13.55)11,124
(16.61)

10,165
(15.39)

8512 (13.06)8422 (13.06)4786 (10.6)4491 (10.51)Any KI-coded (ICD N17-/N18-/N19-)
cases, n (%)

29,811 (51.37)7596 (60.68)5983 (56.6)5031 (47.04)5005 (45.09)4029 (45.86)2167 (49.68)Any KI-coded (ICD N17-/N18-/N19-) in-
patient cases with an eGFR of <60 ml/min,
n (%)

Figure 5 highlights an increase in cases with specifically coded
diagnosis (ICD codes N17-/N18- with staging) and
acute-on-chronic KD (ICD codes N17-/N18-) in 2014-2019 of
all KD-coded cases, for example, acute-on-chronic KD cases

increased from 0.26% (111/42,703) cases in 2014 and 2.62%
(1706/65,146) cases in 2017 to 3.47% (2320/66,958) cases in
2019 (Multimedia Appendices 3 and 4).

Figure 5. Proportion of specific ICD KD codes in all cases coded with any ICD code for KD (KD-coded cases). A: data for specific codes; B: data for
unspecific codes. ICD: International Classification of Diseases; ICD-10-GM: International Statistical Classification of Diseases and Related Health
Problems, 10th revision, German Modification; KD: kidney disease.
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Correspondingly, unspecified diagnoses (ICD N19) decreased
from 2014 to 2019 (see all prevalence data in Multimedia
Appendices 3 and 4 and Figure 5). A sharp decrease can be
observed among 2016, 2017 (onset of the project), and 2019 in
the proportion of all unspecified diagnoses (all N17-, N18-, and
N19-, without staging) of all KD-coded cases, that is, 41.91%
(3530/8422) cases in 2016, 22.1% (1881/8512) cases in 2017,

and 15.46% (1720/11,124) cases in 2019 (Multimedia
Appendices 3 and 4 and Figure 5).

Moreover, the mutation of unspecified diagnoses (ie, ICD N19-)
to more precise coding (ICD N17- for AKI and N18-for CKD,
including stages) during the process of diagnosis of individual
cases can be demonstrated, for example, the conversion of ICD
N19- to more specific codes, rising in 2017. Tables 2 and 3
illustrate the impact on the prevalence of ICD N19-.

Table 2. Impact of manual validation—conversion of unspecific N19 codes to specific codes and the rejection of any International Classification of
Diseases coding.

N19 codes from the N19 codes
generated, n (%)

N18 codes from the N19 codes
generated, n (%)

N17 codes from the N19 codes
generated, n (%)

N19 codes
generated, N

Discharge year

357 (12.03)1705 (57.47)188 (6.34)29672014

684 (10.89)3126 (49.78)475 (7.56)62792015

1544 (19.71)3924 (50.10)460 (5.87)78332016

301 (3.96)3831 (50.37)2027 (26.65)76052017

467 (6.18)4571 (60.46)2420 (32.01)75602018

416 (4.38)5894 (62.04)3204 (33.72)95012019

Table 3. Prevalence of cases with estimated glomerular filtration rates (eGFR) of <60 ml/min and unspecified kidney injury (KI) coding (International
Classification of Diseases [ICD] N19) compared with those from 2016.

KI-coded (ICD N19-) cases with an eGFR of <60 ml/min, n (%)Cases with an eGFR of <60 ml/min, NYear of discharge

1544 (13.91)11,1002016

301 (2.81)10,6952017a

467 (4.42)10,5702018

416 (3.32)12,5192019

aStart of the project.

Regarding discharge documentation, we observed an increase
in the proportion of documented diagnoses for some KD code
categories but mostly an increase in references to the KDIGO
classification mentioning eGFR and SCr. Concerning the cases

with coded CKD, the correct KDIGO staging could be detected
more often, with all ICD N18- coded cases being 1.5% in 2014,
4.7% in 2017, and 6.3% in 2019 (Figure 6 and Multimedia
Appendix 5).

Figure 6. Proportion of positive text mining results in discharge letters of International Classification of Diseases N18–coded cases (chronic kidney
disease). eGFR: estimated glomerular filtration rate; ICD-10-GM: International Statistical Classification of Diseases and Related Health Problems, 10th
revision, German Modification; KDIGO: Kidney Disease: Improving Global Outcomes; KI: kidney injury.
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Regarding the diagnosis of acute-on-chronic KD, a drop in
documentation of the textual diagnosis could be observed at the
onset of the project. Nevertheless, the SCr, eGFR, and KDIGO

references were documented more often (Figure 7 and
Multimedia Appendix 6). The results for AKI are shown in
Figure 8 and Multimedia Appendix 7.

Figure 7. Proportion of positive text mining results in discharge letters of International Classification of Diseases N17/N18–coded cases (acute-on-chronic
kidney disease). eGFR: estimated glomerular filtration rate; ICD-10-GM: International Statistical Classification of Diseases and Related Health Problems,
10th revision, German Modification; KDIGO: Kidney Disease: Improving Global Outcomes.

Figure 8. Proportion of positive text mining results in the discharge letters of International Classification of Diseases N17–coded cases (acute kidney
injury). ICD-10-GM: International Statistical Classification of Diseases and Related Health Problems, 10th revision, German Modification; KI: kidney
injury; KDIGO: Kidney Disease: Improving Global Outcomes.
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The effect on SwissDRG income after successful
implementation of this approach accounted for a case-mix
difference of 198.87 points analyzing the relevant inpatient
cases (5877) from February 2020 to July 2020. Multiplied by

the current standard base rate (CHF 10,800 [Swiss francs]; US
$11,800), this results in CHF 2,147,753 (US $2,337,700) for
this period (Table 4).

Table 4. Delta income of Swiss Diagnosis Related Groups, Inpatient Tariff from February 2020 to July 2020 owing to the automatization of the
International Classification of Diseases (ICD) of kidney disease (KD).

ValuesCharacteristics

02/01/2020 to 07/31/2020Period for inpatient cases

28,314Cases, N

5876 (20.75)Case diagnosesa, n (%)

14,340.08CMb with ICD, n

14,141.21CM without ICD, n

198.87Delta CM, n

2,147,752.80dDelta Swiss francsc, CHF

aAny ICD diagnosis of KD automatically generated and validated afterward.
bCM: casemix.
cStandard base rate USD $11,800.
dUSD $2,337,700.

Discussion

Principal Findings
After introducing the algorithm to apply AKI or CKD diagnoses,
we observed an increase in the number of ICD-coded diagnoses
and a shift toward higher precision in the applied stages of the
diseases. Correspondingly, the number of unspecifically coded
diagnoses (ICD N19-) dropped. Moreover, the documentation
also improved (the correct KDIGO staging of CKD for all ICD
N18- coded cases was 1.5% in 2014 and 6.3% in 2019).

Strengths of the Project
Most studies concerning an algorithm to apply AKI or CKD
diagnoses and stages consider only one diagnosis, either AKI
or CKD [28,29,31]. As our project combines the 2 diagnostic
criteria formulated by the KDIGO for both AKI and CKD, it
improves the validity of diagnosis and enables the clinicians to
easily recognize acute-on-chronic KD.

By referring to the same data set when testing for both AKI and
CKD diagnoses, consistency could be improved.

This project established a link to the acknowledged impact on
health at discharge by involving a defined process of validation
that is conducted by text mining and communication with the
clinician for retrospectively defining the exact diagnosis and
staging. The process of validation of automatically generated
diagnoses resulted in a decrease of unspecific diagnoses both
in coding and documentation and therefore had a practical
impact on the clinician’s work and on the SwissDRG income.

Many projects conducted so far have been limited to outpatients,
causing a bias when calculating the overall prevalence. In
particular, severe stages associated with underlying morbidities
treated in inpatient care might not be recognized
[10,18,24,34,42,43]. The availability of inpatient and outpatient
data from the previous 6 years stored in the Insel Data Platform

for all patients offered the advantage of calculating the diagnoses
and the disease stages for the inpatients.

Limitations
The validation of ICD diagnoses was strongly aimed at ICD
codes with an impact on reimbursement, resulting in a bias
toward validating cases with potentially higher income.
Consecutively, the exact staging of diagnoses was limited to
this group. Furthermore, the KDIGO classification of CKD
grade 1 could not be considered for technical reasons (no
limiting value of eGFR defined by KDIGO). Data on inpatient
cases of all Insel Gruppe sites are available only for the years
2017-2019. Therefore, we could neither benchmark outpatient
cases nor compare the data with the data of previous years. The
study was limited to the description of the impact of the
automatization of diagnosis; it was not designed to compare
methods concerning the impact of the ACR or to determine the
baseline SCr.

Algorithm and Precision of Diagnosis
As the data required contains only laboratory results, the time
stamp of the taken samples, and a patient and case identifier,
the algorithms for both AKI and CKD that are presented here
are transferable and ready to use.

Moreover, the process of diagnosis is facilitated and staging as
a time-consuming back-calculation can be automated instead.
As the algorithm applies criteria of both diagnoses separately
at a specific point of time for the same case, cases with the
calculated diagnosis of acute-on-chronic KD can be easily
extracted to evaluate an unstable CKD versus AKI in the clinical
context.

A weakness of the algorithm caused by the classifications
themselves lies in the definition of CKD grade 1 according to
KDIGO and ICD N18.1. As no upper value of eGFR is set, the
formal testing of the data produces no sensible results. The
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diagnosis of CKD stage 1 can be defined only with an effective
diagnosis.” [17,38].

The results displayed show the impact on (1) the increasing
number of diagnoses and (2) the increasing precision in staging,
documentation, and ICD coding. The higher validity and
precision of diagnosis will not only improve the quality of
documentation and data but also specific and timely treatment
when integrated into a decision support system [30,32,34]. As
the findings are translated into ICD-10 codes within the
algorithm and the data of diagnosis and stage are stored, as
encoded by ICD, the algorithm and the data extracted support
international benchmarking and quality control by standardized
diagnoses.

Baseline
The absence of a shared approach to baseline SCr definitions
[22,24,42,44] and an inter- and intraindividual and technical
variability has resulted in a variability among centers regarding
the interpretations for diagnosis and classification. The use of
inpatient creatinine measurements as surrogates for baseline
function resulted in misclassification, and the use of a minimum
SCr value as a baseline inflated disease incidence [44]. In
contrast to an imputed or minimum SCr value, use of the
admission SCr value as a baseline resulted in nearly 50%
reduction in the reported incidence of AKI compared with that
of using a known outpatient baseline value [12,24,25]. This
decrease is perhaps best explained by the missed diagnosis of
community-acquired AKI that improves during hospitalization.
The higher mortality rates observed when using this baseline
reflect the bias of using this method, which is only sensitive to
AKI that continues to worsen during hospitalization. Because
of this lack of joint approach to baseline SCr definitions and
lack of other markers, we specified the following to reflect the
patients’premorbid state: either baseline SCr is the lowest value
during hospitalization or the arithmetic mean of all outpatient
SCr measurements 90 days before the index admission (relying
on the lowest value of both methods for diagnosis) is the lowest
value.

The comparability of studies concerning AKI, including this
project, might be impaired regarding the baseline definition, a
weakness that can only to be resolved by additional consensus

criteria to better characterize preadmission AKI and by
specifying a standard method to incorporate previously known
baseline data. Being aware of the potential inflation of diagnosis
when using the lowest inpatient SCr [44], the approach would
ensure a higher sensitivity regarding the clinician’s awareness.

Electronic Health Records
Integrating data and computer-based entries into electronic
health records may support precision, standardization, and
decision regarding patients’ health care and lead to a more
specific, valid, reliable, and consistent database. Greater data
integration may also provide information not only for timely
treatment but also disease registries and clinical trials
[15,28,30,31,33,34]. Automated decision support based on
arithmetic algorithms may be too rigid. Therefore, with the
experience gained from this project, we favor an integrated
solution that closes the loop between an automated alert and
clinicians’ validation. As demonstrated in this study, part of the
validation can be automated by text mining to minimize the
workload [30]. However, many cases require manual validation.
Lack of documentation as seen in the inpatient cases of 2016
(fusion of data and documentation of all Insel Gruppe sites)
compromises automatization.

Lessons Learned and Future Work
The project will be an important achievement for inpatient and
outpatient care, especially with chronic diseases, such as CKD
and acute-on-chronic KD and its complex algorithm. As the
prevalence of KD is underestimated [7,8,11], the higher validity
and precision of diagnosis will not only improve the reliability
of documentation and data but will also improve treatment and
reimbursement. This will result in the efficiency and quality of
the diagnosis process, a higher reliability, and a highly
standardized database.

The difficulty of defining the right baseline for AKI could not
finally be solved. Missing values before admission should be
addressed and anticipated. Clinicians and other medical experts
should be closely involved in the process of setting up
requirements and validating diagnoses.

This project introduced an end-to-end approach to clinical
decision support at the Insel Gruppe hospitals.
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Abstract

Background: Although the digitization of personal health information (PHI) has been shown to improve patient engagement
in the primary care setting, patient perspectives on its impact in the emergency department (ED) are unknown.

Objective: The primary objective was to characterize the views of ED users in British Columbia, Canada, on the impacts of
PHI digitization on ED care.

Methods: This was a mixed methods study consisting of an online survey followed by key informant interviews with a subset
of survey respondents. ED users in British Columbia were asked about their ED experiences and attitudes toward PHI digitization
in the ED.

Results: A total of 108 participants submitted survey responses between January and April 2020. Most survey respondents were
interested in the use of electronic health records (79/105, 75%) and patient portals (91/107, 85%) in the ED and were amenable
to sharing their ED PHI with ED staff (up to 90% in emergencies), family physicians (up to 91%), and family caregivers (up to
75%). In addition, 16 survey respondents provided key informant interviews in August 2020. Interviewees expected PHI digitization
in the ED to enhance PHI access by health providers, patient-provider relationships, patient self-advocacy, and postdischarge
care management, although some voiced concerns about patient privacy risk and limited access to digital technologies (eg, smart
devices, internet connection). Many participants thought the COVID-19 pandemic could provide momentum for the digitization
of health care.

Conclusions: Patients overwhelmingly support PHI digitization in the form of electronic health records and patient portals in
the ED. The COVID-19 pandemic may represent a critical moment for the development and implementation of these tools.

(JMIR Med Inform 2022;10(1):e28981)   doi:10.2196/28981

KEYWORDS

emergency medicine; digital health; health informatics; electronic health record; patient portal; patient-physician relationship;
COVID-19

Introduction

Patient-centeredness, identified by the Institute of Medicine as
one of six pillars of quality care, refers to care that is guided by
patient preferences, needs, and values [1]. Although
patient-centered approaches in the emergency department (ED)

are associated with improved clinical outcomes and patient
satisfaction [2-4], they can be challenging when high medical
acuity, frequent care transitions, and an unpredictable
environment compromise provider-patient communication and
collaborative decision-making [5,6].
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Personal health information (PHI) digitization is a potential
strategy for improving provider-patient communication to
support patient-centered care in the ED [6,7]. It encompasses a
range of technologies that allow for the collection, analysis, and
distribution of digital patient data [8]. These technologies can
include electronic health records (EHRs) operated by health
care providers as well as EHR-tethered portals for patients to
access real-time PHI online.

There has been growing public interest in digital PHI tools. The
percentage of Canadian physicians reporting that their patients
used digital PHI technologies grew from 20.8% in 2017 to
44.7% by 2019 [9,10], when 74% of Canadian respondents
expressed an interest in using patient portals [11]. The
COVID-19 pandemic has further encouraged patients and
providers to adopt digital health solutions in response to public
health guidelines and social distancing requirements [12,13]
and has precipitated calls for the widespread integration of
digital tools in health care as our systems navigate beyond the
COVID-19 crisis [12-14].

Although access to digital PHI has been shown to reduce
anxiety, motivate lifestyle changes, and promote patient
engagement in the primary care setting [15,16], patient attitudes
toward digitization are not well characterized in the emergency
setting where patient demographics, priorities, and care journeys
may differ [5]. Nonetheless, most EDs in British Columbia
(BC), Canada, now use some version of an EHR system that is
integrated across the hospital departments within the local health
authority and that feeds into CareConnect, a province-wide
EHR platform viewable by physicians and other
hospital-associated care providers [17]. Laboratory results—but
not other EHR components, such as consult notes, imaging
reports, and medication orders—are accessible by patients via
an online portal [18].

There has been limited work examining the extent to which
current digital PHI systems meet the needs of ED users or what
opportunities there are to leverage PHI digitization to optimize
care delivery in the ED setting. We therefore conducted a mixed
methods study to explore the general perspectives of BC ED
users on PHI digitization in emergency care.

Methods

Participant Recruitment
English-speaking adults aged >19 years who had received care
in a BC ED within the last 5 years were invited to complete an
online questionnaire via the University of British Columbia
Digital Emergency Medicine social media channels, Vancouver
Coastal Health Research Institute’s REACH BC directory [19],
regional patient networks that shared study details with
members, and notices posted in the Vancouver General Hospital
ED. Written consent was obtained from all participants.

Survey
The questionnaire was developed in consultation with 6 patients
who have lived ED experiences and a working group of 15
clinicians and researchers brought together through a grant from
the Michael Smith Foundation for Health Research in 2019.
The questionnaire (Multimedia Appendix 1) included a

combination of multiple-choice questions, Likert scales, and
free-form text boxes. The eHealth Literacy Scale (eHEALS)
[20] was included in the questionnaire to assess participants’
digital health literacy. The questionnaire was administered
online via Qualtrics and took approximately 20 minutes to
complete. Participants were asked about their demographics,
recent experiences in the ED, experiences with digital health
technologies, preferences on the use of their digitized ED PHI,
and the expected impacts of PHI digitization on the ED
experience.

Key Informant Interviews
Survey participants who indicated that they wished to participate
in future activities related to the study were invited by email to
provide key informant interviews. Interviews (Multimedia
Appendix 2) took place by phone or via the videoconferencing
platform Zoom and lasted approximately 30 minutes.
Participants were asked about their ED experiences and attitudes
toward digital health technologies in the ED. Interviews were
audio recorded and transcribed.

Data Analysis
Survey submissions with more than 20% of items missing were
excluded from analysis. Quantitative responses were
summarized with descriptive statistics (eg, mean, SD, frequency)
and figures were generated using Google Sheets (Google LLC).
Statistical tests were not performed as the purpose of our
quantitative analysis was to provide a general picture of ED
user characteristics and preferences rather than to make
comparisons or to identify associations. Qualitative survey and
interview responses were analyzed using a conventional content
analysis approach wherein codes were defined a posteriori over
the course of the analysis [21]. Coding was done independently
in NVivo 12 (version 12.6.0; QSR International) by SL and RT,
who met regularly to discuss thematic findings. Consensus was
achieved for all codes.

Results

Participant Demographics
A total of 205 participants responded to the online survey
between January and April 2020, of which 108 submissions had
<20% of items missing and were included in the final analysis.
Of these 108 participants, 16 provided key informant interviews
in August 2020. Participant characteristics are summarized in
Table 1. Participants were predominantly female (77/108, 71%)
and Caucasian (83/108, 77%). Almost all participants reported
daily internet (102/107, 95%) and smart device (106/108, 98%)
access. Survey and interview participants were comparable in
their ED and digital technology experiences, although interview
participants reported higher levels of education and income.

Most participants resided within the Lower Mainland of British
Columbia (67/108, 62%). In British Columbia, there are 5
geographic health authorities that manage health services in
different parts of the province: Vancouver Coastal Health, Fraser
Health, Vancouver Island Health, Interior Health, and Northern
Health. The distribution of participants who received care from
each health authority is also shown in Table 1.
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Table 1. Participant demographics.

Interview (N=16)aSurvey (N=108)aDemographics

50.7 (15.9; 21-76)47.1 (16.8; 19-84)Age (years), mean (SD; range)

Sex, n (%)

12 (75)77 (71)Female

2 (13)24 (22)Male

2 (13)7 (7)Other/prefer not to answer

Ethnicity, n (%)b

13 (81)83 (77)Caucasian

2 (13)11 (10)East Asian

0 (0)5 (5)Aboriginal

0 (0)3 (3)Latin American/Hispanic

0 (0)2 (2)South Asian

5 (31)22 (20)Other/prefer not to answer

Education, n (%)

0 (0)1 (1)Some high school

1 (6)15 (14)High school diploma

1 (6)23 (21)Trade/technical training

8 (50)34 (31)Bachelor’s degree

6 (38)24 (22)Graduate/professional degree

0 (0)11 (10)Prefer not to answer

Household income ($), n (%)

3 (19)28 (26)<40,000

3 (19)10 (9)40,000-60,000

1 (6)11 (10)60,000-80,000

2 (13)18 (17)80,000-100,000

5 (31)20 (19)>100,000

2 (13)21 (19)Prefer not to answer

British Columbia health authority in which emergency department care was most recently accessed, n (%)

9 (56)42 (39)Vancouver Coastal Health Authority

4 (25)25 (23)Fraser Health Authority

1 (6)19 (18)Vancouver Island Health Authority

2 (13)10 (9)Interior Health Authority

0 (0)5 (5)Northern Health Authority

0 (0)7 (6)Prefer not to answer

Chronic disease, n (%)

9 (56)66 (62)Yes

5 (31)31 (29)No

2 (13)10 (9)I don’t know

3.0 (2.5; 1-10)3.4 (2.8; 1-15)Number of emergency department visits in last 5 years, mean (SD; range)

2 (13)13 (12)Emergency department visits with altered level of consciousness, n (%)

5 (31)32 (30)Emergency department visits with life-threatening medical circumstances, n (%)

Internet use, n (%)
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Interview (N=16)aSurvey (N=108)aDemographics

16 (100)102 (95)Daily

0 (0)3 (3)Weekly

0 (0)0 (0)Monthly

0 (0)2 (2)Less than once per month

Computer, tablet, or smartphone use, n (%)

16 (100)106 (98)Daily

0 (0)1 (1)Weekly

0 (0)0 (0)Monthly

0 (0)1 (1)Less than once per month

14 (88)87 (81)Past use of digital health technologies, n (%)

32.3 (7.8; 16-40)33.0 (7.4; 8-40)eHealth Literacy Scale, mean (SD; range)

aTotal number of responses may not equal total number of participants as responses were not required for all questions.
bPercentages may sum to greater than 100% as participants were able to select multiple responses.

Survey
Figure 1 summarizes participant attitudes toward EHRs in BC
EDs. Survey respondents generally supported EHR
implementation, with 75% (79/105) in favor, 7% (7/105) against,
and 18% undecided (19/105). Respondents expected EHR use
to improve their understanding of their medical condition
(64/108, 59%), their overall quality of care (59/108, 55%), their
relationship with ED staff (50/108, 46%), and their say in care
(48/108, 44%). In contrast, 1%-8% (1/108 to 9/108) of
respondents expected EHRs to worsen care across these
domains. Respondents were generally willing to disclose
different components of their EHR to ED staff (68/108, 64%
to 90/108, 83% of participants in nonemergencies and 86/108,
80% to 97/108, 90% in emergencies). They were more willing

to provide access to their family physicians (83/108, 86% to
98/108, 91% in both nonemergencies and emergencies) and less
willing to provide access to designated family/friend caregivers
(26/108, 24% to 57/108, 53% in nonemergencies and 57/108,
53% to 81/108, 75% in emergencies). In addition, 73% (79/108)
were willing to share deidentified health data with researchers.

When asked about other potential impacts of EHRs in the ED,
participants stated that they may provide ED staff with more
timely access to relevant PHI (17 respondents) and allow
patients to review clinician comments, promoting accountability
(2 respondents). In addition, 16 respondents voiced concerns
that EHRs increase the risk of unauthorized PHI disclosure,
with 5 respondents stating that this was a definite barrier to their
support for PHI digitization.
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Figure 1. Patient perspectives on ED EHRs. (A) Percentage of respondents who support implementation of EHRs in the ED (N=105). (B) Perceived
impacts of EHRs on satisfaction with ED care (N=108). (C) Preferences for ED EHR information disclosure in nonemergency and emergency situations
(N=108). "General medical information" refers to test results, diagnoses, and medications. "Sensitive health information" refers to details about sexual
health, mental health, and domestic violence. ED: emergency department; EHR: electronic health record; HCP: health care provider.

Figure 2 summarizes participants’ views on ED patient portals.
Overall, 85% (91/107) of survey respondents were interested
in using a portal to access their ED EHR. Of those respondents,
73% (66/91) reported that they would use it in hospital and
100% (91/91) postdischarge. Patient-prioritized features
included the ability to view personal medical histories, test

results, and medications, which were rated as “very important”
by 77% (70/91) to 85% (83/91) of respondents. Some
respondents also rated as “very important” the ability to securely
message ED staff (41/91, 45%), access patient education or
motivational materials (32/91, 35%), and access online
reminders (35/91, 38%).
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Figure 2. Patient perspectives on ED patient portals. (A) Percentage of respondents interested in using a patient portal to access digitized PHI in their
own ED EHR (N=107). (B) Patient-prioritized features for an ED portal (N=91, corresponding to the participants who indicated that they were interested
in using a portal to access their ED EHR). ED: emergency department; EHR: electronic health record; PHI: personal health information.

When asked about other potential impacts of patient portals in
the ED, participants stated that they would help them to learn
about their ED journey (3 respondents), follow discharge
instructions (2 respondents), and share information about their
visit with community care providers (4 respondents).
Participants stated that barriers to portal use include medical
incapacity in the ED (6 respondents); limited access to smart
devices, internet, or electrical outlets in the ED (5 respondents);
limited access to smart devices or the internet in the community
(7 respondents); and a challenging user interface (15
respondents).

Key Informant Interviews
Key informant interviews were conducted to clarify how
participants expected PHI digitization to impact ED care. A
total of 62 survey participants expressed an interest in being
interviewed, of which 16 were ultimately recruited (4 declined,
42 did not respond to follow-up). Of the 16 interviewees, 7 had
work experience in health care.

ED Access to PHI During Emergencies
Multiple factors may limit ED access to past medical
information: patients may be unable to share PHI due to medical
incapacity or emotional stress (7 interviewees), collateral may
be incomplete (1 interviewee), and patients may not be trusted
to provide accurate information concerning controversial
diagnoses (eg, Ehlers-Danlos syndrome) without documentation
(2 interviewees).

Several participants expected PHI digitization to enhance
history-taking by facilitating ED access to data stored in an
EHR integrated between EDs and other health services (9
interviewees). One interviewee expressed surprise upon learning
that BC EDs did not already have access to her family
physician’s electronic records:

When I realized that the hospital didn’t have my
health history digitally when they did that intake a

couple years ago, I was like, oh my gosh. People think
that their health is saved more digitally at their
doctor’s office and in the hospital than it actually is.

Improved ED access to patient medical histories was expected
to increase the efficiency of face-to-face patient-physician
interactions (13 interviewees) and promote confidence in the
quality of care received (2 interviewees). Multiple participants,
however, expressed concern that digitization could facilitate
unauthorized access to PHI by corporations or health
professionals not involved in their care (6 interviewees).

Relationship Between Patients and ED Staff
Interviewees suggested that relationships between patients and
ED staff can be undermined when physical discomfort (1
interviewee), anxiety (2 interviewees), or feelings of being
neglected during long wait times (2 interviewees) contribute to
high tensions during in-person interactions. There were also
concerns about poor accountability from ED staff in cases of
medical error or professional misconduct (3 interviewees).

Participants generally expected relationships with ED staff to
improve with PHI digitization (10 interviewees). By updating
patients on their medical status in real time, ED portals may
alleviate anxiety ahead of face-to-face interactions with care
providers (2 interviewees) and offer a glimpse of
behind-the-scenes care processes, providing reassurance that
patients are not forgotten during their visit (2 interviewees). As
one interviewee stated, “If I know the reason why I’m waiting
in the emergency room is because they’re just waiting for results
and diagnostics... I know what I’m waiting for and don’t feel
like I’ve been deprioritized.”

Two interviewees described how patient-ED relationships may
worsen with PHI digitization. One stated that electronic access
to historic medical records may facilitate the disclosure of
stigmatizing information (eg, psychiatric conditions), biasing
providers against patients. The other interviewee, a former ED
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nurse, indicated that digital technologies may detract from the
human aspect of care:

When you improve efficiency, you kind of lose the art
of…from my perspective, nursing. Where you take
the time to put a warm blanket on, to hold somebody’s
hand, to help them with their dentures, whatever is
required.

Participants also suggested that patient portals could be a tool
for improving accountability from ED staff. Portals may allow
patients to identify errors or discriminatory remarks in their
chart (3 interviewees). One interviewee suggested that the
opportunity for patients and providers to participate in mutual
surveillance may deconstruct the power imbalance inherent in
clinical relationships.

Self-advocacy in the ED
Several interviewees described how patient self-advocacy in
the ED can be compromised by insufficient opportunity to
process information from health professionals, with one
participant stating:

A lot of what happens in healthcare is a one-way
conversation. It’s almost as an afterthought at the
end of a whole bunch of information spewing towards
you – do you have any questions? And you don’t have
enough time to really think about it and digest what
you just heard to formulate a question quickly,
especially if you’re in the emergency department in
pain.

Concern about interrupting the ED workflow was also identified
as a barrier to self-advocacy. One interviewee stated that she
did not receive analgesia until the end of her visit as she did not
know the appropriate way to voice her concern and “just didn’t
feel like bothering anyone.”

Patient portals in the ED may allow patients to learn about their
medical status ahead of in-person encounters, facilitating more
informed decision-making (6 interviewees). Portals may also
provide a nonintrusive process for bringing up care concerns,
increasing the likelihood that they will be voiced (2
interviewees). Barriers to their use in the ED include medical
incapacity (8 interviewees) and limited access to smart devices
(1 interviewee), which may be minimized through
patient-accessible smart devices in the ED or user controls
authorizing portal access by designated family members during
emergencies.

Self-management After the ED
Participants indicated that ED patients have limited access to
visit details for postdischarge self-management. Medical
incapacity and emotional stress can prevent patients from
recalling visit details presented verbally by care providers (4
interviewees) and incidental findings are not consistently shared
with patients (3 interviewees).

ED portals were suggested to enhance patients’ understanding
of their medical condition at discharge (14 interviewees),
increase compliance with discharge instructions (5 interviewees),
and facilitate online self-education (5 interviewees). One
respondent remarked that visitor restrictions due to the

COVID-19 pandemic made it more important for patients
cognitively impaired by pain or illness to have a digital record
of their visit postdischarge. Digital access to ED test results
may also allow for follow-up of incidental findings. Two
interviewees stated that they were diagnosed with medical
conditions that could have been identified earlier had they been
informed of abnormal results obtained in the ED.

Digital ED PHI access was expected to enhance
information-sharing with family caregivers, allowing them to
better support patients in decision-making and day-to-day care
implementation (eg, transport to appointments; 3 interviewees).
Digitization was also expected to improve information-sharing
with allied health professionals, giving patients more autonomy
in where they seek postdischarge care (6 interviewees).

Potential barriers to effective portal use postdischarge may
include limited access to smart devices or the internet,
particularly for rural-dwelling or low-income patients (7
interviewees), as well as difficulties using the portal interface
or interpreting medical information (14 interviewees).

Effects of the COVID-19 Pandemic on Patient
Attitudes Toward Digital PHI Technologies
In total, 6 interviewees stated that the COVID-19 pandemic has
highlighted the importance of digital health technologies in
modern health care delivery. In addition, 4 further expressed
that the COVID-19 pandemic has provided government and
health care organizations with the impetus to enact these
technologies, with 1 participant describing how First Nations
reservations in the BC Interior have recently established
high-speed internet infrastructure to facilitate telehealth
consultations.

Discussion

Principal Findings
Our findings suggest that the majority of participants are
supportive of ED PHI digitization in the form of EHR and
patient portal implementation. The anticipated benefits of PHI
digitization on the patient emergency care experience can be
grouped into four domains: (1) overcoming challenges of the
ED environment by relieving anxiety and fostering relationships
with staff, (2) facilitating access to information by ED staff and
patients, (3) promoting self-advocacy by enhancing patient
decision-making capacity and health care provider
accountability, and (4) easing care transitions by facilitating
medical self-management, self-education, and care planning
with community providers. Users were interested in portal
features consistent with these aims.

Although this is the first study to our knowledge that examines
the perspectives of ED users on PHI digitization, these findings
are consistent with primary care studies suggesting that portals
can alleviate anxiety [22], increase patient activation [15,22],
and facilitate collaborative relationships with clinicians [23,24].
Our results differ from those of previous studies by identifying
barriers to portal use that are specific to the ED context, such
as high medical acuity or difficulties with in-hospital internet
and smart device access. In addition, whereas previous work in
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the primary care context found that patient engagement in portals
is contingent upon a pre-existing foundation of trust between
patients and their providers [25], our results suggest that patient
portals may work inversely in the emergency setting to foster
trust in new providers.

Although the participants in our study were generally
enthusiastic about PHI digitization and patient portals in the
ED, positive perception may not translate to actual portal uptake.
A recent study from the University of Iowa reported that only
8.9% of ED users used a portal to view their test results, possibly
due to a lack of multilingual settings, internet and smart device
access, or patient education on portal use [26]. It is therefore
incumbent upon institutions to consult patients as stakeholders
in the development of digital PHI tools and care providers to
meaningfully engage patients in their use.

The minority of participants who opposed ED PHI digitization
expressed concerns over information privacy and security. The
potential for PHI compromise through third-party breaches or
unauthorized release to employers or insurance companies is a
common theme among studies exploring barriers to portal use
[27]. Mitigation strategies include data minimization, encryption
policies, proxy accounts providing family caregivers with access
to preauthorized content, and audit trails allowing patients to
view users who have accessed their EHR [28]. To safeguard
patient confidence in digital PHI systems, the Canadian Medical
Protective Association also recommends patient counselling on
safe data practices and provider transparency regarding who
has PHI access [29].

A major limitation of this study is that self-selection bias may
have led to an overrepresentation of positive attitudes toward
PHI digitization. Although our open recruiting strategy makes
it challenging to determine the extent to which our survey cohort
is representative of the general population of BC ED users,
among our interview participants, 7 of 16 reported work

experience in health care. There is evidence that health care
workers self-report high levels of digital literacy and share
homogenous, generally positive viewpoints toward PHI
digitization [30]. Similarly, the perspectives of vulnerable and
marginalized populations (eg, low socioeconomic status) were
underrepresented in this study. Several interviewees stated that
these populations may have unique perspectives on digitization,
a suggestion supported by previous findings that lower
engagement in eHealth activities is associated with lower
socioeconomic status, ethnic minority status, and rural residency
[31]. Future work should seek to capture the perspectives of a
broader range of ED users to inform the creation of equitable
digital PHI tools.

As of September 2021, COVID-19 continues to impact the
global community. In British Columbia, a resurgence of cases
emerged in July 2021 but began to stabilize as of late August
2021, with daily reported cases exceeding 600 in early
September 2021 [32]. As we completed data collection in
August 2020, we were unable to capture the ongoing effects of
the COVID-19 pandemic on evolving patient attitudes in British
Columbia. However, participant observations that the
COVID-19 pandemic has spurred the health care system to
implement overdue digital reforms allow us to hypothesize that
support for PHI digitization is likely to remain robust as the
global pandemic evolves.

Conclusion
Our findings suggest that BC ED users welcome PHI digitization
and expect it to enhance their ED experience by increasing
patient comfort, facilitating communication with ED health
professionals, and improving post-ED care. The COVID-19
pandemic provides a window of opportunity for introducing
digital PHI technologies to improve ED care as part of the larger
digital revolution currently affecting health care internationally.
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Abstract

Background: The Expanded Disability Status Scale (EDSS) score is a widely used measure to monitor disability progression
in people with multiple sclerosis (MS). However, extracting and deriving the EDSS score from unstructured electronic health
records can be time-consuming.

Objective: We aimed to compare rule-based and deep learning natural language processing algorithms for detecting and
predicting the total EDSS score and EDSS functional system subscores from the electronic health records of patients with MS.

Methods: We studied 17,452 electronic health records of 4906 MS patients followed at one of Canada’s largest MS clinics
between June 2015 and July 2019. We randomly divided the records into training (80%) and test (20%) data sets, and compared
the performance characteristics of 3 natural language processing models. First, we applied a rule-based approach, extracting the
EDSS score from sentences containing the keyword “EDSS.” Next, we trained a convolutional neural network (CNN) model to
predict the 19 half-step increments of the EDSS score. Finally, we used a combined rule-based–CNN model. For each approach,
we determined the accuracy, precision, recall, and F-score compared with the reference standard, which was manually labeled
EDSS scores in the clinic database.

Results: Overall, the combined keyword-CNN model demonstrated the best performance, with accuracy, precision, recall, and
an F-score of 0.90, 0.83, 0.83, and 0.83 respectively. Respective figures for the rule-based and CNN models individually were
0.57, 0.91, 0.65, and 0.70, and 0.86, 0.70, 0.70, and 0.70. Because of missing data, the model performance for EDSS subscores
was lower than that for the total EDSS score. Performance improved when considering notes with known values of the EDSS
subscores.

Conclusions: A combined keyword-CNN natural language processing model can extract and accurately predict EDSS scores
from patient records. This approach can be automated for efficient information extraction in clinical and research settings.
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Introduction

Multiple sclerosis (MS) is the most common cause of
neurological disability in young adults in the developed world
[1]. Although the majority of individuals present initially with
relapsing-remitting disease, neurological disability can
accumulate over time, resulting in significant functional
impairment in a substantial portion of people with MS [1,2].
However, there is considerable individual heterogeneity in MS
disease progression, such that validated measures of disability
are required to monitor functional decline and response to
disease-modifying therapies.

The Kurtzke Expanded Disability Status Scale (EDSS) is the
most widely used validated measure to quantify and monitor
changes in MS-related disability over time [3,4]. The EDSS is
a clinician-administered ordinal rating system that quantifies
disability in 8 functional systems, increasing from 0 (no
disability) to 10 (death due to MS) in increments of 0.5 units.
EDSS subscores can also be determined for each of the
individual functional systems comprising the total score, using
a scale that ranges from 0 to 5 or 6 [3,4]. Because the EDSS
score is used for both clinical and research purposes, it is
typically extracted or derived manually from electronic medical
records and transcribed in clinical and research databases to
monitor trends in disease evolution and response to treatment
[5-7]. However, the EDSS score may not be determined at all
visits, introducing missing data when patient records are used
for research and clinical monitoring [8]. Moreover, extracting
and deriving the EDSS score from patient records is
time-consuming and inefficient because of the unstructured
nature of clinical records [9].

Natural language processing is a field of artificial intelligence
that is increasingly being applied to extract and transform
unstructured notes in electronic medical records into coded data
that can be used for clinical, quality improvement, and research
purposes [10,11]. Natural language processing has been studied
in a variety of clinical settings, including oncology, emergency
medicine, and primary care, for applications as varied as case
ascertainment, risk assessment, and disease staging [12-16].
Within the field of MS, comparatively few studies have
investigated the use and performance of natural language
models. Specific areas of application have included identifying
patients with MS from clinical databases, extracting
disease-specific variables, detecting genotype-phenotype
associations for MS from an electronic medical record–linked
DNA biorepository, identification and sentiment analysis of
MS-related content on social media, biomedical literature
mining, and using clinical variables to derive a disease severity
score [9,17-24]. Existing studies thus far have largely evaluated
rule-based natural language processing approaches, wherein
clinicians provide keywords and a predetermined set of rules
to locate specific text in a note that denotes a particular finding
as either present or absent. Deep learning natural language

processing approaches, in which machine learning algorithms
are trained to capture specific outcomes from text, have been
less well studied in the MS field. Our objective was to compare
rule-based and deep learning natural language processing
algorithms for detecting and predicting the total EDSS score
and EDSS functional system subscores from clinic notes.

Methods

Setting and Data Sources
The Barlo MS Centre of Unity Health Toronto is one of the
largest MS clinics in Canada, providing specialized care to over
7000 Ontario residents living with MS. The clinic database
contains comprehensive information on all patients, including
demographic data, relapse and treatment history, imaging results,
and findings from neurological examinations, including EDSS
and functional system scores. For this study, we extracted all
clinical notes generated for patients seen at the clinic between
June 2015 and July 2019, and randomly divided all notes in the
study period into training (80%) and test (20%) data sets. We
divided notes at the patient level to prevent data leakage (ie,
same patient appearing in both training and test data sets).

Data Preprocessing
To prepare notes for rule-based and deep learning natural
language processing, we first removed all redundant information,
including patient and physician names within the header and
footer of each note, date and time of visit, fax number, and
document number. We also removed identifying information
such as home addresses, phone numbers, patient identification
number, and dates of birth and electronic signatures, as well as
nonletter characters such as punctuation, symbols, and left-over
whitespace. Next, we removed stop words using the Natural
Language Toolkit default list [25]. Stop words are commonly
used terms (eg, “and,” “it,” “the,” etc) that have little value with
respect to the meaning of clinical text. We completed these
steps so that only the most relevant parts of the document would
be provided as input to the text classification model. Finally,
we encoded each note into a sequence of integers, setting the
maximum sequence length to 1000 words, which is within the
limit of most notes included for study. We zero-padded
sequences with smaller word counts, and removed the last few
words when the sequence count exceeded the maximum length.
Preprocessing steps were automated, applicable to the
test-time/application-time, and did not require manual review.

Natural Language Processing
We compared the performance characteristics of 3 natural
language processing models in outputting 1 EDSS score for
each note. First, we used a rule-based approach, wherein the
preprocessed text was divided into sentences, and extracted the
EDSS score on the first occasion when “EDSS” and a numeric
value between 0.0 and 10.0 appeared in the same sentence. To
extract EDSS functional system subscores, MS clinic staff were
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consulted to develop rules that paired keyword patterns
representing clinical findings relevant to a specific functional
system (eg “ataxia” for the cerebellar subscore and “indwelling
catheter” for the bowel and bladder score) with adjectives
denoting the varying levels of disability related to each
functional system, such as “mild,” “moderate,” or “significant.”
These rules were based on Neurostatus definitions and scoring
for neurological examinations [26]. Using this approach, EDSS
subscores were extracted or derived for each functional system.

Because it is possible that multiple keywords can appear in the
same note (eg, “EDSS was 5.0 in the previous visit. …EDSS
is 6.0 in this visit.”), the rule-based approach may result in errors
when extracting the most recent EDSS score, highlighting the
potential limitations of this approach and the need to evaluate
alternative models. We therefore trained separate convolutional
neural network (CNN) models to predict the 19 half-step
increments of the total EDSS score and the functional system
subscores. CNNs are artificial neural networks that are being
increasingly used for applications as varied as image detection
and natural language processing [27-29]. In the case of the latter,
text must first be converted into a numerical form known as a
word vector before it can be fed into a CNN model. To do this,
we experimented with various approaches, including
Bidirectional Encoder Representations from Transformers
(BERT) [30], BioBERT [31], deep contextualized word
representations (Embeddings from Language Models [ELMo])
[32], and pretrained Word2Vec (trained on PubMed, Wiki, and
PubMed Central) [33]. A comparison of these approaches found
that Word2Vec trained on our hospital data had superior
performance and runtime relative to the other approaches.
Moreover, Word2Vec embeddings trained on our data were
able to capture semantic relationships between MS-related terms.
For example, the terms RRMS (“relapsing-remitting multiple
sclerosis”), AMS (“active multiple sclerosis”), and CIS
(“clinically isolated syndrome”) are identified as nearest
neighbors of the term “MS,” using our approach. We therefore
trained a 200-dimensional Word2Vec embedding with all
neurologist specialty notes from the clinic using Gensim [34].
Word2Vec is a 2-layer neural network net that transforms
inputted text into numerical vectors, or embeddings, of a given
size (eg, 200 dimensions) that can be processed by CNNs [35].
This is done by grouping the vectors mathematically based on
word similarity, with similar words being closer to each other
when mapped in multidimensional space, while unrelated words
are separated by greater distance. For all of the CNN models,
we used 200-dimensional Word2Vec embeddings trained on
all clinical notes from the MS clinic. Word embeddings were
trained using a window size of 10 and a minimum count of 2,
yielding an embedding matrix with a dimension of 1000×200,
reflecting the maximum sequence length of 1000 words, that
acted as an embedding layer in the CNN models. We chose a
1000-word maximum sequence length based on premodeling
determinations of the word count of the consult notes comprising

our data set demonstrating that most notes fell within this limit.
The CNN model is based on a well-known CNN structure used
for sentence classification (Figure 1) [29]. First, a section of the
note is represented as a numeric feature (ie, word embedding
with a dimension of 1000×200). Next, convolutional layers with
multiple filters of different kernel sizes (sizes 3, 4, and 5) are
applied to obtain multiple features (with dropout rate 0.5 and
maximum pooling on each of the convolutions). Features are
then passed to a fully connected layer whose output is the
probability distribution over the list of EDSS classes. Therefore,
in addition to the embedding layer, CNN models also contained
convolutional layers with maximal pooling and fully connected
layers with Softmax output (Figure 1) [29]. We implemented
the model using Keras 2.0 API [36], and trained the model using
the RMSprop optimizer and early stopping to prevent overfitting
from too many iterations. We experimented with different
learning rates, epochs, batch sizes, and patience for early
stopping, choosing the hyperparameters that delivered the best
accuracy for our test data. We also tried shallow neural networks
(unigram features and a cutoff of 5000 features ordered by term
frequency) with term-frequency inverse document frequency
features and recurrent neural networks (RNNs) for our study.
In the case of the former, we found that these models did not
adequately represent word relations and context-based
information. Moreover, these approaches created extremely
high dimensional sparse input vectors. Although findings with
RNNs were comparable, we elected to proceed with the CNN
and Word2Vec approach because these models were faster to
train.

Finally, we used a keyword-CNN model to ascertain whether
the combination of the 2 approaches would yield better
performance metrics than either model alone. We reasoned that
a combined model would balance the strengths and limitations
of each model separately. Specifically, while CNN models
perform well with large data volumes and are less time-intensive
than rule-based approaches, these models typically lack
transparency and explainability, leaving users with little
understanding of how predictions and decisions are made.
Moreover, CNN models may not perform well when data
volumes are small, such as for patients at the highest extremes
of EDSS scores. In contrast, while rule-based approaches are
transparent and explainable (ie, extracted keyword patterns in
notes can be shown to users), and have good performance for
rare outcomes, they will predict mostly unknown results when
keywords are not explicitly found in the reference text. To
account for these strengths and weaknesses, we developed a
combined model that involves 2 steps. First, the model uses a
rule-based approach to detect whether the EDSS score is
explicitly written in a given note. In such a case, the model
outputs the extracted EDSS score. In the event that keywords
are not explicitly written, the note is passed on to the CNN,
which will provide a prediction for the EDSS score (Figure 2).
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Figure 1. Convolutional neural network model structure. EDSS: Expanded Disability Status Scale.

Figure 2. Combined rule-based–CNN model. CNN: convolutional neural network.

Statistical Analysis
After training, all models were evaluated on the 3493 notes
comprising the test set. Our primary outcome was the
performance of each model for abstracting and/or deriving the
total EDSS score. We determined the accuracy, precision, recall,
and F-score of each model compared with the reference
standard, which was the manually labeled EDSS scores in the
clinic database. Accuracy is the ratio of correct predictions made
(ie, true positives plus true negatives) to the total number of
predictions made (ie, sum of true positives, false positives, true
negatives, and false negatives). For total EDSS scores,
predictions were considered accurate if they were identical to
those recorded in patient records. For functional subscores,
predictions were considered accurate if they were within +/−1
of their referent values. Precision is calculated by dividing the
number of true positive predictions by the sum of true and false
positives, whereas recall is defined as the number of true
positives over the total number of positives (ie, sum of true
positives and false negatives). To determine precision and recall,
we considered each score as a class, and obtained true positive,

false positive, true negative, and false negative rates for each
class. Finally, the F-score is a metric that combines precision
and recall into a single number using the harmonic mean,
thereby taking both false positives and false negatives into
account. Compared with accuracy, the F1-score provides a more
robust measure of incorrectly classified cases in imbalanced
class settings such as ours. In all cases, we determined macro
average performance measures, obtained by first calculating
each class metric and then taking the average of these. We used
Pitman permutation tests to determine whether model differences
in accuracy and F1-scores were statistically significant [37]. In
secondary analyses, we determined the performance of each
model in abstracting functional system EDSS subscores. In a
sensitivity analysis, we replicated our analyses using 10-fold
cross-validation on the training set. For each fold, we used 90%
of the notes for training and 10% for validation, and then applied
the hyperparameters producing the best results in the
cross-validation toward evaluating the test set.
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Ethics Approval
This study was approved by the Research Ethics Board of Unity
Health Toronto, Toronto, Canada (reference #16-371).

Results

Our data set comprised 17,452 clinic notes for 4906 patients
seen at the MS clinic between June 2015 and July 2019. Overall,
the mean age of the patients was 49.5 (SD 12.4) years, and 3534
(72%) were female. The majority of notes (n=10,881, 62.3%)
had an EDSS score explicitly dictated. There was considerable
class imbalance in the EDSS labels, with 13,880 (79.5%) and
1386 (7.9%) scores being in the range of 0.0 to 4.0 and above
6.0, respectively.

In our main analysis, the rule-based model delivered greater
precision than the CNN model (0.91 vs 0.71) for predicting the
total EDSS score. Conversely, the CNN model had greater
accuracy (0.86 vs 0.57) and slightly better recall (0.70 vs 0.65)
relative to the rule-based model (Multimedia Appendix 1). In
a qualitative error analysis of the validation set (n=3493 notes),
the numbers and proportions of instances where the EDSS score
was captured by both models, captured only by the rule-based
method, captured only by the CNN, and missed by both models
were 1864 (53.4%), 122 (3.5%), 1155 (33.1%), and 352 (10.1%),
respectively. Model performance varied at the extremes of the
EDSS score, with the rule-based approach performing worse at
the lower ranges where patient disability is minimal, while the
CNN model underpredicted EDSS scores in patients with very
high levels of disability (Multimedia Appendix 2). Specifically,
the F-scores for the rule-based and CNN models at EDSS scores
of 0 to 4 were 0.69 and 0.89, respectively, while those for EDSS
scores greater than 4 were 0.78 and 0.54, respectively. We
observed similar patterns when comparing notes that did
(n=2172, 62.2%) and did not (n=1321, 37.8%) report an EDSS
score (Multimedia Appendix 3). For notes with an explicit EDSS
score, the accuracies of the rule-based and CNN models were
0.87 and 0.93, respectively, with the rule-based model achieving
greater performance at higher EDSS scores and slightly lower
performance at lower EDSS scores, in part because of lower
recall when the EDSS score is 0.0. For notes lacking an explicit
EDSS score, the accuracy of the CNN model was 0.74, while
the rule-based model was unable to return an EDSS score, with
all predictions being labeled as “unknown.”

When compared with each model individually, the combined
rule-based–CNN model performed best for predicting the total
EDSS score, with accuracy, precision, recall, and an F-score of
0.90, 0.82, 0.83, and 0.83, respectively (Multimedia Appendix
1). We obtained similar results for the combined model using
10-fold cross-validation, with accuracy and an F-score of 0.87
and 0.81, respectively. The differences in accuracy and F1-score
between the combined rule-based–CNN model and both the
rule-based and CNN models were statistically significant
(P<.001). The proportions of records with an unknown EDSS
score prediction with the rule-based model, CNN model, and
combined model were 44.43% (1552/3493), 3.06% (107/3493),
and 2.83% (99/3493), respectively.

Similar to the total EDSS score, the combined model performed
best for predicting EDSS functional system subscores
(Multimedia Appendix 1). However, relative to the total EDSS
score, functional system subscores had higher rates of unknown
values in patient records, ranging from 8.2% for the ambulation
subscore to 33.3% for the cerebral subscore. Consequently,
performance measures were generally lower for combined
models predicting EDSS functional system subscores relative
to the total score (Multimedia Appendix 1). We therefore
determined a post-hoc converted accuracy by excluding
unknown values from the analysis and calculating performance
metrics from notes with valid scores. The converted accuracy
exceeded 0.90 for all EDSS functional system subscores, ranging
from 0.94 for the sensory function subscore to 0.98 for brainstem
and bowel/bladder function subscores.

Discussion

In our study, we found that a combined rule-based–CNN natural
language processing approach can accurately extract the EDSS
score from the clinic notes of people with MS. Moreover, the
combined model was able to derive the EDSS score in notes
that did not explicitly contain this information using available
MS-specific variables. These results highlight the feasibility of
developing automated algorithms for the extraction of clinically
relevant information that would be otherwise challenging to
abstract manually from unstructured data sources.

Our work confirms and builds upon earlier work using natural
language processing methods in the field of MS in several ways
[9,17-24]. First, while previous studies have used rule-based
approaches to develop classification algorithms for identifying
patients with MS and extracting clinically relevant information
from electronic health records, we compared 3 separate natural
language processing models for extracting the EDSS score,
demonstrating that the combination of a CNN and rule-based
algorithm leverages the strengths of each method while
overcoming the limitations inherent in each approach.
Specifically, the rule-based model exhibited greater precision,
excelling when the keyword “EDSS” and an associated score
appeared explicitly in the note, but had lower recall, particularly
for patients at the lowest extreme of EDSS scores where
physicians may be more likely to provide a qualitative summary
of a patient’s disability status with no accompanying EDSS
score (eg, “neurological exam remains normal”). In such cases,
the rule-based approach will return an EDSS score of
“unknown,” signifying no extraction of any score. Additionally,
the rule-based approach struggled with cases where there were
multiple EDSS scores in the note (eg, “she previously had an
EDSS score of 5.0 and her current score is of 6.0”), or when
the EDSS score was written in a format not accounted for in
our rules (eg, “EDSS was three”). These limitations were
reduced by the CNN model, which derived an EDSS score using
high-level text features in the note and performed well in
predicting EDSS scores in the lower range. Conversely, class
imbalance in the higher range of EDSS scores undermined the
performance of the CNN model, resulting in underprediction
of the EDSS score among the very few patients with extremely
high scores (Multimedia Appendix 2). This weakness was
mitigated when combined with the rule-based model, which
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performed well for high EDSS scores by capturing relevant
keyword patterns. By combining the 2 models, we leveraged
the strengths of each to optimize performance for both low and
high EDSS scores.

Second, although previous studies have demonstrated that
natural language processing models can extract the EDSS score
and the related MS severity score from patient records
containing these data [9,21,23], we demonstrated that a
combined rule-based–CNN model could derive the EDSS score
from notes where this measure was not explicitly provided, a
phenomenon observed in approximately one-third of the notes
available for study. The ability to automate EDSS score
derivation using available clinical data may address issues of
missing data within electronic health records and facilitate the
use of these databases for quality improvement and research
purposes.

Finally, we examined whether natural language processing
models could extract functional EDSS subscores from electronic
health records. Our model was able to extract the subscores,
albeit with less precision than the total EDSS score. This is a
line of inquiry that has not been addressed in prior studies.

Our study has some limitations. Although there were a sufficient
number of notes available for ascertaining model performance
related to the total EDSS score, data were sparser for our
secondary analyses of the functional system subscores. These
findings should therefore be considered hypothesis generating,
and they warrant further evaluation with larger data sets. In
addition, our models were developed and validated using the
records of a single MS clinic embedded within a large academic
teaching hospital. Consequently, the portability of our models
is unknown. Finally, our models identify cross-sectional
associations and cannot be considered as algorithms that predict
disability progression in patients with MS. However, our models
may automate the extraction of this information for use as inputs
in future studies of machine learning approaches for predicting
outcomes in patients with MS.

In conclusion, we found that a combined rule-based–CNN model
was superior to either model alone for extracting and/or deriving
EDSS scores from the records of patients with MS. This
approach can be harnessed to establish and maintain clinical
and research databases of people with MS, which may otherwise
be too time-consuming and labor-intensive to maintain.
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Abstract

Background: Medical informatics has attracted the attention of researchers worldwide. It is necessary to understand the
development of its research hot spots as well as directions for future research.

Objective: The aim of this study is to explore the evolution of medical informatics research topics by analyzing research articles
published between 1964 and 2020.

Methods: A total of 56,466 publications were collected from 27 representative medical informatics journals indexed by the
Web of Science Core Collection. We identified the research stages based on the literature growth curve, extracted research topics
using the latent Dirichlet allocation model, and analyzed topic evolution patterns by calculating the cosine similarity between
topics from the adjacent stages.

Results: The following three research stages were identified: early birth, early development, and rapid development. Medical
informatics has entered the fast development stage, with literature growing exponentially. Research topics in medical informatics
can be classified into the following two categories: data-centered studies and people-centered studies. Medical data analysis has
been a research hot spot across all 3 stages, and the integration of emerging technologies into data analysis might be a future hot
spot. Researchers have focused more on user needs in the last 2 stages. Another potential hot spot might be how to meet user
needs and improve the usability of health tools.

Conclusions: Our study provides a comprehensive understanding of research hot spots in medical informatics, as well as
evolution patterns among them, which was helpful for researchers to grasp research trends and design their studies.

(JMIR Med Inform 2022;10(1):e31918)   doi:10.2196/31918

KEYWORDS

medical informatics; research hotspot; LDA model; topic evolution analysis; mobile phone

Introduction

Background
Medical informatics is a discipline that has received much
attention in recent years. It has flourished with the development
of information technology [1]. In 1959, Ledley and Lusted [2]
suggested using computers to support medical decisions, which
combined information technology with the medical domain. In

the 1970s, the International Federation for Information
Processing proposed the term medical informatics. It was
defined as “the application of computer technology to all fields
of medicine—medical care, medical teaching, and medical
research.”

Systematic reviews of a research area are impactful because
they can help researchers grasp future research trends and better
design their studies. There have been many reviews of medical
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informatics conducted over the past 5 decades. Methods
including bibliometric methods, visualization technologies, and
social network analysis were always used in these reviews. For
example, previous research used cocitation networks and
co-occurring keywords to uncover knowledge structures in
medical informatics [3], as well as keyword analysis [4] (such
as keyword-frequency statistics and keyword clustering) to
discover research topics. Visualization tools [5], including
VOSviewer and CiteSpace, were used to reveal the scientific
networks. In addition, some researchers brought MeSH (Medical
Subject Headings) terms into medical informatics studies to
extract high-quality research topics [6] or journals [7].

After reviewing medical informatics, we found that most
systematic reviews in this field discovered research trends using
bibliometric methods based on paper keywords, which
summarized research contents into several words. Keywords,
by contrast, had fewer semantic information compared with
abstracts.

Objectives
In this study, we chose the latent Dirichlet allocation (LDA)
model to extract research topics from research article abstracts.

Furthermore, we attempted to explore topic evolution patterns
to predict future research trends. In conclusion, our study will
be guided by the following three issues: (1) What are the
research stages in the development of medical informatics, and
what are the features of each stage? (2) What are the research
hot spots in medical informatics and at different stages? Do
these research hot spots change over time? (3) How have these
research topics evolved over time? What will be the future
research trends?

Methods

Data Collection
This study collected publications indexed by the Web of Science
Core Collection database. To fully retrieve articles in medical
informatics, we chose papers published by 27 representative
medical informatics journals (Textbox 1) according to the
medical informatics journal list supplied by the Journal Citation
Reports. By limiting the document types into research articles
and setting the published time before 2020, we downloaded the
total records of 56,466 articles on April 16, 2021.
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Textbox 1. Twenty-seven representative medical informatics journals (ranked by initials).

Titles of journals

1. Applied Clinical Informatics

2. Artificial Intelligence in Medicine

3. Biomedical Engineering—Biomedizinische Technik

4. BMC Medical Informatics and Decision Making

5. Cin—Computers Informatics Nursing

6. Computer Methods and Programs in Biomedicine

7. Health Informatics Journal

8. Health Information Management Journal

9. IEEE Journal of Biomedical and Health Informatics

10. Informatics for Health & Social Care

11. International Journal of Medical Informatics

12. International Journal of Technology Assessment in Health Care

13. Internet interventions—The Application of Information Technology in Mental and Behavioral Health

14. JMIR Medical Informatics

15. JMIR mHealth and uHealth

16. JMIR Serious Games

17. Journal of Biomedical Informatics

18. Journal of Evaluation in Clinical Practice

19. Journal of Medical Internet Research

20. Journal of Medical Systems

21. Journal of the American Medical Informatics Association

22. Medical & Biological Engineering & Computing

23. Medical Decision Making

24. Methods of Information in Medicine

25. Statistical Methods in Medical Research

26. Statistics in Medicine

27. Therapeutic Innovation & Regulatory Science

Research Design

Research Stage Identification
To determine how research topics evolve over time, we need
to divide the history of medical informatics during the last 5
decades into several time units. Previous studies that analyzed
publications released in the last 5-10 years usually took a year
as a time unit [8]. When the time span exceeds decades, evidence
for distinguishing time units, such as the life cycle theory [9],
is necessary. In this study, we choose the literature growth curve
of Price [10] to identify time units because this theory provides
the quantitative features of literature growth in each stage. In
the early stage, the number of research papers is minimal and
increases unsteadily. At this point, no mathematical model
perfectly fits the growth curve. Then, the number of research
publications rises dramatically in the development stage,
following the exponential increase model. In the mature stage,
the number of papers grows slowly and steadily, with a growth

trend that is consistent with the linear increase model. Finally,
in the last stage of discipline, the number of papers declines as
theories and research in 1 discipline become saturated.
Furthermore, the growth curve would either gradually parallel
the horizontal axis or fluctuate irregularly.

According to the literature growth curve of Price [10], a
discipline’s development history can be divided into stages
based on the rate of literature growth. To divide the past 5
decades of medical informatics into distinct stages, we used the
piecewise regression algorithm to fit the curve of the annual
cumulative number of research papers. The time point that can
separate the development stages occurs when the curve slopes
are significantly distinguished. After identifying these time
points, we attempted to match the literature growth curve in
every stage with various mathematical models (linear increase
model, exponential increase model, etc) to find the features of
each stage.
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Topic Evolution Analysis
Topic evolution analysis was adopted in this study to extract
research topics and explore their evolution patterns. There are
many topic extraction methods, including those based on word
frequency, co-occurrence, and topic models. Compared with
the first 2 methods, extracting topics through topic models,
which can mine topics from a semantic perspective and show
a better topic distribution, is suitable for our research. From
various topic models, we chose the LDA model [11] for topic
extraction. The LDA model uses the Dirichlet distribution to
perform probability modeling at three levels: document, topic,
and word. It calculates the semantic similarities between topics,
documents, topics, and keywords. Many previous studies have
shown that this model is effective in research topic mining and
research trend prediction [12,13]. Before extracting topics using
the LDA model, we had to determine the optimal number of
topics extracted. Perplexity [11] and coherence [14] are always

chosen as indicators. The optimal number of topics occurs when
the value of perplexity is low, and the value of coherence is
high.

Then, we needed to calculate the similarity between topics from
adjacent stages to identify their relationships. Previous studies
have used semantic similarity between keywords under 2 topics
to represent topic similarity [15,16]. If the similarity of 2
keyword vectors exceeds a threshold, the evolutionary
relationship between 2 topics is identified; otherwise, it is not.
Typical measures of word vector similarity include
Jensen-Shannon divergence, Kullback-Leibler divergences, and
cosine similarity [16,17]. In this study, we used Python coding
programs to calculate the cosine similarity between the 2 topics.
The cosine similarity value ranges from 0 to 1, with higher
values indicating greater similarity. It is reasonable to take 0.5
as a threshold. Figure 1 provides an overview of the topic
evolution analysis process.

Figure 1. The process of topic evolution analysis. LDA: latent Dirichlet allocation.

Results

Identify Research Stages
As stated previously, we counted the annual cumulative number
of research papers and plotted the literature growth curves in
Figure 2.

Then, to find the points that significantly distinguish the rate of
literature growth, we used the piecewise regression algorithm

in Python to fit the curve of the annual cumulative number of
papers in Figure 2. The fitting results are shown in Figure 3.

Figure 3 indicates that the curve was inflected in 1992 and 2010.
Therefore, we divided the past 5 decades into three stages:
1964-1991, 1992-2009, and 2010-2020. We then adopted SPSS
(IBM Corporation) to fit the growth curve for each stage. Curve
fitting yielded the following results.

Figure 2. Annual distribution of the cumulative number of research papers.
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Figure 3. The result of piecewise regression fitting.

The literature growth curve between 1964 and 1991 was difficult
to fit any mathematical models. The literature growth curve
from 1992 to 2009 (Figure 4) was consistent with the linear

increase model, and the adjusted R2 was 0.988. The literature
growth curve from 2010 to 2020 (Figure 5) followed the

exponential increase model, and the adjusted R2 was 0.998.
Then, we can summarize the 3 stages of medical informatics:
the period from 1964 to 1991 belonged to the early birth stage
of medical informatics. There were fewer papers at this point,
and the rising speed was unstable. The period of 1992-2009

could be regarded as the early development stage, as the number
of papers began to increase and the rate of growth fitted a linear
increase model but had not yet reached an exponential increase.
Finally, between 2010 and 2020, medical informatics came to
a rapid development stage. Some emerging technologies, such
as deep learning algorithms and open-source tools for artificial
intelligence, have been released and boomed up with the big
data era. How to use these technologies in medical informatics
has been widely discussed. Therefore, the number of
publications increased significantly, and the growth curve
followed the exponential increase model.
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Figure 4. Results of curve fitting (1992-2009).

Figure 5. Results of curve fitting (2010-2020).
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Topic Evolution Analysis

Overview
We used the LDA model to extract research topics from all
corpora and corpora of each stage. As mentioned above, the
abstracts of the research articles were chosen as corpora because
the abstract, as a paragraph of text, had a clearer semantic logic
and a more complete summary of the paper’s content, making
it more appropriate for LDA-based research topic extraction.

Optimal Topic Number Identification
Perplexity and coherence were calculated to identify the optimal
number of topics extracted. Figures 6-9 show the perplexity and
coherence curves drawn by Python coding programs.

Perplexity is an index that measures the information generalized
by the topic model. A lower perplexity value indicates that the
topic model provides more information. Coherence measures
the degree of semantic similarity between keywords within a

topic. Because topics learned by topic models are not always
fully interpretable, coherence is proposed to distinguish between
interpretable and artificial topics [14]. A higher coherence score
indicates that the topic model offers some meaningful topics.
We need to balance perplexity and coherence to choose the
optimum number of topics with lower perplexity and higher
coherence. We also proposed that higher coherence was more
significant because we tended to get more relevant topics.

Figure 6 shows that the optimum number of topics in all corpora
was 10, with maximum coherence and minimum perplexity.
Figure 7 shows that the coherence reached its maximum when
the number of topics was 6, whereas the perplexity was lowest
for 7 topics. However, we determined to extract 6 topics from
the corpora of stage 1. As seen in Figures 8 and 9, the coherence
curve reached the end of the rapid growth when the number of
topics was 9. Meanwhile, perplexity was relatively low at 9
topics. We then decided to extract 9 topics from the corpora of
stages 2 and 3.

Figure 6. The perplexity and coherence curve of all corpora.

Figure 7. The perplexity and coherence curve of corpora in research stage 1 (1964-1991).
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Figure 8. The perplexity and coherence curve of corpora in research stage 2 (1992-2009).

Figure 9. The perplexity and coherence curve of corpora in research stage 3 (2010-2020).

Research Topic Extraction
We adopted the LDA model to extract research topics from the
abstracts of 56,466 research articles. The Python library Gensim
was used to conduct the LDA model. Gensim is a Python library
for topic modeling, document indexing, and similarity retrieval
with large corpora. Alpha and beta are hyperparameters that
affect topics’ sparsity. According to the Gensim docs, they both
default to 1.0/number of topics prior. The number of topics
extracted was set to 10, and the top 20 keywords were displayed
under each topic. The topic extraction results for all corpora are
shown in Table 1.

Table 1 provides an overview of the 10 research hot spots in
medical informatics. Topic 1 focused primarily on the medical
system, and the keywords under this topic indicate that
development and usage, medical system technology, and users’
needs are all explored. Topic 2 mainly concerned health-related
measurement, with researchers focusing on developing health
domain scales, for example, health literacy. Questionnaire design
and item optimization are important research questions on this
topic. Topic 3 was related to patient care. Physicians, clinicians,
treatment, and risk become the top keywords with high weights
in this topic. Studies under topic 4 were largely concerned with
web-based health information, including the search, use, and
evaluation of web-based health information. In addition, user
profiling and participation in web-based health communities

are hot spots under this topic. Topic 5 can be summarized as
medical image processing. Under this topic, researchers were
interested in the development and optimization of
image-processing algorithms. The keywords under topic 6 were
mostly connected to health data analysis. The use of
mathematical models and information technologies, such as
simulations, in health data analysis has attracted many
researchers. Topic 7 was primarily concerned with medication
management. Researchers have emphasized drug prescription,
dose, safety, and surveillance. Topic 8 emphasized the studies
on electronic medical records, especially the management,
analysis, and application of medical records. The major research
content under topic 9 concerned health interventions. The
experimental method is commonly used in health intervention
studies. Participants were recruited and divided into groups with
different types of interventions. The efficacy of interventions
was verified by comparing the performances of various groups.
Finally, topic 10 was mainly concerned with the analysis of
physiological data collected from patients, such as
electroencephalography and heart rate. Relevant keywords
include signal, frequency, and flow rate.

We also extracted research hot spots at each stage. Table 2
shows the research topics and top keywords in the 3 stages.

The keywords in stage 1 indicated that the research topics were
more medically connected, with a concentration on medical
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data analysis. For example, topic 4 mainly focused on the
analysis of patients’ physiological data (blood, flow, signal,
arterial, etc). The analysis and application of data in medical
systems was the focus of topic 5 (system, datum, program, etc).
Meanwhile, researchers were interested in learning how to
analyze the aforementioned medical data. Model, variable,
estimation, linear, and other keywords in topic 6 suggested that
mathematical models and computational techniques were
effective methods in medical data analysis.

Stages 1 and 2 covered some comparable topics, with topics 2
and 4 in stage 2 maintaining the focus on medical system
development and medical data analysis methods. Meanwhile,
topics in stage 2 revealed some new patterns. For example, the
types of medical data were enlarged in the focus of medical data
analysis, with medical image processing emerging as a new
research hot spot (topic 3 in stage 2). Furthermore, topic 5
suggested that researchers were concerned about the search,
application, and users’ need for web-based health information.
Furthermore, topics in stage 2 revealed that the attention on
patients began to increase, such as topic 1, which focused on
patient care and treatment, and topic 8, which addressed patients’
need to improve medical institutions’ services.

Topics in stage 3 inherited the focus on medical data analysis
from stage 1 and stage 2, including analysis of medical system
data (topic 1), methods of medical data analysis (topic 2),
analysis of patients’electronic medical records (topic 3), medical
image processing (topic 8), and analysis of disease-related data
(topic 9). The keywords in these topics indicated that the goal
of medical data analysis is gradually shifting to human-centered,
such as improving medical systems based on patients’ needs
(topic 1), providing better care for patients (topic 3), identifying
health risks, and predicting disease for patients (topic 9).

There were a few new topics in stage 3. First, it is worth noting
that the development of health tools has become a research hot
spot. Topic 4 showed how health tools, such as sensing devices,
were used to collect users’ physiological data and help them
with self-health management. Furthermore, mobile health tools
were used for health interventions (topic 5). Meanwhile, as seen
in topic 7, which addressed the measurement of health tool
usability, user experience has been one of the research hot spots
in medical informatics. Finally, the researchers emphasized the
importance of standard medical information. The keywords in
topic 6 revealed that the construction of concepts, terms, and
ontologies became a popular topic in stage 3.

Table 1. Research topics and top keywords in all corpora.

KeywordsTopics

0.026*system, 0.014*information, 0.014*health, 0.012*datum, 0.011*medical, 0.010*care, 0.009*technology, 0.008*process, 0.008*base,
0.008*clinical, 0.007*support, 0.007*user, 0.007*provide, 0.007*use, 0.007*develop, 0.007*development, 0.006*application, 0.006*need,
0.005*implementation, 0.005*tool

Topic 1

0.017*score, 0.016*use, 0.015*measure, 0.013*student, 0.011*scale, 0.010*assess, 0.009*quality, 0.009*test, 0.009*assessment,
0.008*health, 0.008*questionnaire, 0.008*age, 0.008*item, 0.008*group, 0.008*high, 0.007*factor, 0.007*difference, 0.007*mean,
0.006*level, 0.006*year

Topic 2

0.069*patient, 0.020*care, 0.019*cost, 0.017*decision, 0.016*physician, 0.015*treatment, 0.014*clinical, 0.010*practice,
0.008*guideline, 0.008*evidence, 0.007*effectiveness, 0.006*use, 0.006*outcome, 0.006*decision_make, 0.006*benefit, 0.005*clinician,
0.005*primary, 0.005*quality, 0.005*year, 0.005*risk

Topic 3

0.047*health, 0.031*information, 0.013*use, 0.013*internet, 0.011*online, 0.011*search, 0.010*survey, 0.008*relate, 0.007*web,
0.007*user, 0.007*access, 0.006*public, 0.006*identify, 0.006*age, 0.006*population, 0.005*question, 0.005*community, 0.005*source,
0.005*report, 0.005*woman

Topic 4

0.018*image, 0.017*use, 0.014*base, 0.013*propose, 0.012*feature, 0.010*classification, 0.008*performance, 0.008*datum,
0.007*model, 0.007*accuracy, 0.007*algorithm, 0.007*system, 0.006*technique, 0.006*set, 0.006*analysis, 0.006*network,
0.005*detection, 0.005*different, 0.005*show, 0.005*present

Topic 5

0.030*model, 0.017*datum, 0.014*use, 0.013*estimate, 0.011*effect, 0.011*analysis, 0.011*test, 0.010*trial, 0.009*time, 0.008*propose,
0.008*study, 0.007*treatment, 0.007*base, 0.006*simulation, 0.006*distribution, 0.005*parameter, 0.005*compare, 0.005*case,
0.005*outcome, 0.005*variable

Topic 6

0.043*drug, 0.021*medication, 0.013*order, 0.013*dose, 0.012*alert, 0.011*error, 0.011*safety, 0.009*rate, 0.009*report, 0.008*pre-
scription, 0.008*system, 0.008*infection, 0.007*increase, 0.007*surveillance, 0.007*time, 0.007*period, 0.006*use, 0.006*event,
0.006*prescribe, 0.006*identify

Topic 7

0.029*patient, 0.024*datum, 0.018*clinical, 0.018*use, 0.012*record, 0.012*system, 0.011*model, 0.010*hospital, 0.009*medical,
0.007*identify, 0.007*disease, 0.006*base, 0.006*time, 0.006*concept, 0.006*develop, 0.006*database, 0.006*report, 0.006*set,
0.006*code, 0.005*diagnosis

Topic 8

0.026*intervention, 0.020*group, 0.019*participant, 0.011*base, 0.011*app, 0.010*program, 0.010*self, 0.008*use, 0.008*month,
0.007*control, 0.007*health, 0.007*change, 0.007*week, 0.006*behavior, 0.006*follow, 0.006*time, 0.006*user, 0.006*increase,
0.005*day, 0.005*mobile

Topic 9

0.014*use, 0.011*signal, 0.008*model, 0.008*time, 0.007*system, 0.006*measurement, 0.006*parameter, 0.006*frequency, 0.005*show,
0.005*change, 0.005*flow, 0.005*rate, 0.005*subject, 0.005*high, 0.004*analysis, 0.004*heart, 0.004*control, 0.004*increase,
0.004*different, 0.004*measure

Topic 10
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Table 2. Research topics and keywords in the 3 stages.

KeywordsTopics

Stage 1 (1964-1991)

0.022*patient, 0.008*subject, 0.008*risk, 0.008*use, 0.007*record, 0.007*analysis, 0.006*image, 0.006*dose,
0.005*power, 0.005*procedure, 0.005*disease, 0.005*number, 0.005*measure, 0.005*system, 0.005*calculate, 0.005*datum,
0.005*average, 0.005*step, 0.005*present, 0.005*base

Topic 1

0.018*provide, 0.015*medical, 0.015*increase, 0.015*physician, 0.013*include, 0.010*several, 0.009*use, 0.008*year,
0.008*report, 0.008*risk, 0.008*practice, 0.007*patient, 0.007*model, 0.007*analysis, 0.007*probability, 0.006*condition,
0.006*factor, 0.006*investigate, 0.006*value, 0.006*heart

Topic 2

0.015*test, 0.014*clinical, 0.012*trial, 0.012*estimate, 0.011*analysis, 0.010*model, 0.009*diagnostic, 0.008*treatment,
0.008*compare, 0.008*medical, 0.008*problem, 0.008*rate, 0.007*decision, 0.007*present, 0.006*population, 0.006*de-
velopment, 0.006*need, 0.006*effect, 0.006*statistical, 0.006*multiple

Topic 3

0.017*blood, 0.017*measurement, 0.016*flow, 0.016*model, 0.015*analysis, 0.014*pressure, 0.013*use, 0.011*electrode,
0.010*signal, 0.008*measure, 0.008*human, 0.007*effect, 0.006*impedance, 0.006*spectral, 0.006*arterial, 0.006*volume,
0.005*parameter, 0.005*frequency, 0.005*distribution, 0.005*skin

Topic 4

0.042*system, 0.027*datum, 0.013*clinical, 0.012*information, 0.011*program, 0.011*use, 0.011*medical, 0.011*knowledge,
0.010*computer, 0.010*base, 0.009*analysis, 0.009*image, 0.009*develop, 0.007*management, 0.007*describe,
0.007*process, 0.006*processing, 0.006*trial, 0.006*procedure, 0.005*study

Topic 5

0.019*use, 0.019*model, 0.010*time, 0.009*study, 0.008*control, 0.008*propose, 0.008*variable, 0.008*individual,
0.008*analysis, 0.007*first, 0.006*describe, 0.006*datum, 0.006*make, 0.006*number, 0.006*non, 0.005*estimation,
0.005*response, 0.005*linear, 0.005*examine, 0.005*base

Topic 6

Stage 2 (1992-2009)

0.032*patient, 0.018*use, 0.012*diagnosis, 0.011*diagnostic, 0.011*datum, 0.010*classification, 0.009*test, 0.009*case,
0.009*accuracy, 0.008*performance, 0.008*model, 0.008*hospital, 0.007*sensitivity, 0.007*clinical, 0.007*system,
0.007*set, 0.006*compare, 0.006*disease, 0.006*rate, 0.006*prediction

Topic 1

0.027*system, 0.018*datum, 0.015*medical, 0.012*information, 0.012*base, 0.011*use, 0.011*clinical, 0.010*model,
0.009*knowledge, 0.008*application, 0.007*develop, 0.007*describe, 0.007*support, 0.006*provide, 0.006*process,
0.006*concept, 0.005* software, 0.005*present, 0.005*database, 0.005*tool

Topic 2

0.018*image, 0.017*use, 0.013*signal, 0.008*time, 0.008*analysis, 0.007*base, 0.007*system, 0.007*technique,
0.006*frequency, 0.005*obtain, 0.005*show, 0.005*present, 0.005*feature, 0.005*high, 0.005*measurement, 0.005*subject,
0.004*parameter, 0.004*noise, 0.004*different, 0.004*measure

Topic 3

0.025*model, 0.016*datum, 0.014*use, 0.014*test, 0.011*analysis, 0.011*estimate, 0.011*effect, 0.010*trial, 0.008*propose,
0.007*treatment, 0.007*time, 0.007*base, 0.007*study, 0.006*distribution, 0.006*parameter, 0.005*compare, 0.005*simu-
lation, 0.005*error, 0.005*clinical, 0.005*procedure

Topic 4

0.018*information, 0.011*use, 0.009*health, 0.009*evidence, 0.009*report, 0.009*search, 0.008*user, 0.008*clinical,
0.008*internet, 0.007*evaluation, 0.007*identify, 0.007*base, 0.006*assessment, 0.006*question, 0.006*study,
0.006*technology, 0.005*web, 0.005*quality, 0.005*medical, 0.005*provide

Topic 5

0.018*model, 0.011*cell, 0.009*use, 0.008*gene, 0.008*dose, 0.007*tissue, 0.007*increase, 0.006*flow, 0.006*pressure,
0.006*blood, 0.006*change, 0.005*drug, 0.005*control, 0.005*measure, 0.004*show, 0.004*current, 0.004*high,
0.004*response, 0.004*experimental, 0.004*value

Topic 6

0.028*patient, 0.018*cost, 0.014*treatment, 0.011*health, 0.010*use, 0.009*group, 0.008*risk, 0.007*measure, 0.007*in-
tervention, 0.007*decision, 0.007*year, 0.006*analysis, 0.006*quality, 0.006*compare, 0.006*score, 0.006*high,
0.006*utility, 0.006*outcome, 0.005*life, 0.005*state

Topic 7

0.026*health, 0.024*care, 0.020*patient, 0.015*system, 0.013*information, 0.009*medical, 0.009*practice, 0.008*physician,
0.008*hospital, 0.008*technology, 0.007*service, 0.007*clinical, 0.006*base, 0.006*computer, 0.006*use, 0.005*need,
0.005*management, 0.005*record, 0.005*support, 0.004*implementation

Topic 8

0.021*model, 0.021*disease, 0.019*risk, 0.017*datum, 0.015*estimate, 0.013*time, 0.011*population, 0.011*age, 0.011*rate,
0.010*use, 0.009*exposure, 0.009*case, 0.008*incidence, 0.008*cancer, 0.007*infection, 0.007*child, 0.007*mortality,
0.006*year, 0.005*individual, 0.005*prevalence

Topic 9

Stage 3 (2010-2020)

0.023*health, 0.018*datum, 0.015*information, 0.012*system, 0.008*technology, 0.008*clinical, 0.008*medical,
0.007*process, 0.007*provide, 0.007*use, 0.007*support, 0.007*care, 0.006*base, 0.006*need, 0.006*development,
0.005*develop, 0.005*service, 0.005*patient, 0.005*user, 0.005*healthcare

Topic 1

0.031*model, 0.016*datum, 0.014*use, 0.012*effect, 0.011*estimate, 0.011*treatment, 0.010*trial, 0.010*analysis,
0.009*time, 0.008*propose, 0.008*study, 0.008*test, 0.007*outcome, 0.006*base, 0.006*simulation, 0.005*compare,
0.005*risk, 0.004*clinical, 0.004*show, 0.004*variable

Topic 2
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KeywordsTopics

0.056*patient, 0.024*care, 0.016*system, 0.016*hospital, 0.012*physician, 0.010*use, 0.009*clinical, 0.009*electronic,
0.009*medication, 0.009*record, 0.008*time, 0.008*information, 0.008*health, 0.007*medical, 0.006*ehr, 0.006*provider,
0.006*improve, 0.006*practice, 0.006*quality, 0.005*decision

Topic 3

0.013*use, 0.009*model, 0.007*time, 0.007*patient, 0.007*system, 0.006*measurement, 0.006*parameter, 0.006*subject,
0.006*show, 0.005*control, 0.005*rate, 0.005*change, 0.005*device, 0.005*measure, 0.005*sensor, 0.005*high,
0.004*activity, 0.004*signal, 0.004*heart, 0.004*increase

Topic 4

0.020*health, 0.017*intervention, 0.015*participant, 0.013*group, 0.010*use, 0.010*app, 0.009*base, 0.007*self,
0.007*online, 0.007*internet, 0.006*user, 0.006*conclusion, 0.005*report, 0.005*web, 0.005*behavior, 0.005*high,
0.005*program, 0.005*information, 0.005*increase, 0.005*treatment

Topic 5

0.012*system, 0.012*model, 0.011*use, 0.011*clinical, 0.011*concept, 0.008*base, 0.007*term, 0.007*medical, 0.007*text,
0.007*semantic, 0.007*ontology, 0.007*biomedical, 0.007*knowledge, 0.006*information, 0.006*cell, 0.006*structure,
0.006*domain, 0.006*query, 0.005*different, 0.005*document

Topic 6

0.016*use, 0.013*score, 0.013*usability, 0.012*student, 0.011*test, 0.010*base, 0.010*user, 0.009*item, 0.009*evaluation,
0.009*training, 0.008*tool, 0.008*assessment, 0.008*group, 0.008*assess, 0.008*evaluate, 0.008*questionnaire,
0.007*develop, 0.007*scale, 0.007*nursing, 0.007*task

Topic 7

0.019*propose, 0.019*use, 0.018*image, 0.015*feature, 0.014*base, 0.011*classification, 0.010*performance, 0.009*accu-
racy, 0.007*datum, 0.007*detection, 0.007*algorithm, 0.007*model, 0.006*technique, 0.006*system, 0.006*signal,
0.006*show, 0.005*analysis, 0.005*classifier, 0.005*high, 0.005*dataset

Topic 8

0.021*datum, 0.020*disease, 0.017*use, 0.015*drug, 0.014*identify, 0.011*cancer, 0.011*risk, 0.010*clinical, 0.010*patient,
0.008*base, 0.008*gene, 0.007*diagnosis, 0.007*develop, 0.007*set, 0.006*predict, 0.006*case, 0.006*high, 0.006*prediction,
0.005*record, 0.005*accuracy

Topic 9

Topic Evolution Pattern Construction
As previously stated, there were several research topics that
were comparable between 2 adjacent stages. To determine the
evolution pattern, we used the Python coding program to
calculate the cosine similarity of keywords between 2 research
topics from 2 adjacent stages. A total of 2 topics were connected
if the cosine similarity between them was more than 0.5. Figure
6 illustrates the connections between topics from stages 1 to 3.
Here, S1-T5 refers to topic 5 in stage 1.

Figure 10 shows that the connections between stage 1 and stage
2 were weaker than those between stage 2 and stage 3. The
reason for this could be that, in the early stage of medical
informatics, there was less research literature and the focus of
these studies was primarily on the medical field, whereas as
medical informatics developed, research became more
interdisciplinary as knowledge and research methods from other
fields, such as computer science, library science, and
psychology, were integrated into medical informatics. Therefore,
research topics in stages 2 and 3 were more diverse and less
similar to those in stage 1.

There was an evolution line from stage 1 to stage 3, starting at
topic 5 in stage 1, moving through topic 2 in stage 2, and ending
at topic 1 in stage 3. The focus of these topics was mainly on
medical systems, with the difference that topic 5 in stage 1 and
topic 2 in stage 2 concentrated more on technologies for medical
system development and optimization, such as software and
database construction, whereas topic 1 in stage 3 addressed the
user needs to improve the service of the medical system.

There were several evolution lines between topics in stages 2
and 3. First, topic 8 in stage 2 was split into topic 1 and topic 3
in stage 3. The keywords of topic 8 in stage 2 emphasized the
importance of patient needs. As a result, topic 1 in stage 3
evaluated patient needs in the progress of medical system
development, and ’topic 3 in stage 3 considered patient needs
in the improvement of health care service. Second, topic 8 in
stage 3 was inherited from topic 3 in stage 2, indicating that
medical image processing has been one of the research hot spots
in medical informatics since the 1990s. Finally, topic 4 in stage
2 evolved into topic 2 in stage 3, with the focus of this evolution
line being primarily on methods of medical data analysis.
Researchers have been working hard to develop efficient
methods for analyzing medical data, such as using mathematical
models and constructing computing algorithms.
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Figure 10. Research topics’ evolution patterns.

Discussion

Principal Findings
This study explored the research stages, research hot spots, and
their evolution patterns in medical informatics. We found that
medical informatics has gone through three stages: (1) the early
birth stage (1964-1991), with a small number of papers and an
unstable growth speed; (2) the early development stage
(1992-2009), with an increasing number of papers and a steadily
rising speed; and (3) the fast development stage (2010-2020),
with a large number of papers and an exponential growth speed.

In the first stage (1964-1991), researchers focused on medical
data analysis, including the analysis of patients’ physiological
data, such as pulmonary data [18], cerebrum data [19], and renal
data [20], as well as the analysis of medical images, such as
electroencephalogram [21] and electromyography [22]. Medical
data analysis studies in this period served a primary role in in
the field of medicine, such as providing therapy for patients or
assisting physicians with disease diagnosis. In addition,
methodologies and technologies used in medical data analysis
became a research hot spot in this period. Researchers used
some mathematical models (regression [23], Bayesian [24,25],
Markov [26], etc) and computer technologies (database [27],
information system [28], simulation [29], etc) to improve the
efficiency and precision of medical data analysis.

In the second stage (1992-2009), research topics inherited
features from the previous stage while also developing new
ones. First, research topics in the second phase maintained the
focus on medical data analysis and its related methodologies
and technologies [30-32]. Medical image processing became a
dependent hot spot, indicating that studies on medical image
processing grew rapidly during this period [33-35]. Furthermore,
as medical informatics became increasingly interdisciplinary,
studies were no longer limited to analyzing data from medical
institutions or medical systems. Web-based health information
also attracted the attention of researchers, including studies on

internet users’ information behavior (search [36], application
[37], and evaluation [38] of web-based health information).
Finally, the topics in stage 2 reflected the shift in emphasis from
data to people, with more studies aimed at meeting patients’
health care needs [39-41] and improving users’ satisfaction
[42,43].

In the third stage (2010-2020), medical data analysis remained
one of the research hot spots. Derived from topics in stage 2,
the purpose of medical informatics research always took user
needs into account, including the needs of patients [44] and
doctors [45]. Meanwhile, studies in this period also paid more
attention to applying new emerging technologies in health data
analysis, such as deep learning [46], blockchain [47], and
artificial intelligence [48]. Furthermore, with the growing use
of smartphones and wearables, a variety of health tools have
enabled users to generate their own private health logs and
manage their health conditions, such as weight control [49],
chronic disease treatment [50], and mental health management
[51]. Particularly during the COVID-19 pandemic, the use of
digital health tools to provide health care and mental support
for people became a significant issue [52]. However, as mobile
health tools such as health apps have become widely used,
researchers should pay attention to emerging problems such as
the digital divide [53] and the patients’ privacy disclosure [54],
especially older adults’ acceptance of information and
communications technology [55].

On the basis of the results of research topic extraction in all
corpora, we concluded that the focus of research in medical
informatics could be divided into two aspects: data-centered
studies and people-centered studies. In data-centered studies,
medical records, medical images, and disease data were
analyzed, which used mathematical methods and computing
technologies to increase the efficiency and precision of data
analysis. People-centered studies emphasized user needs and
satisfaction, intending to improve health care service and health
tool usability.
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Furthermore, topic evolution patterns revealed that medical data
analysis has always been a research hot spot since the beginning
of medical informatics, particularly the methods and
technologies used in data analysis. This is consistent with the
results of previous studies [9,56]. The reason for this might be
attributed to the development of emerging technologies, which
prompted the exploration of data analysis methods. We could
infer that future medical informatics research will continue to
focus on the application of emerging technologies, such as deep
learning, artificial intelligence, and blockchain, in medical data
analysis. The topic evolution patterns also showed that
people-centered topics arose in the second stage and were
integrated with data-centered topics in the third stage. This
tendency may be emphasized in future medical informatics
studies. As mentioned previously, people-centered studies have
considered user needs and satisfaction. It is possible that the
usability of health tools such as health apps and wearables, as
well as their effect on health behavior intervention, could be
important issues for future research.

Limitations
There are several limitations to this study. First, the Web of
Science database did not index the abstracts of all papers,
especially those in the early stage. As a result, we might have
missed some topics in the research topic extraction. Second, we
chose 27 representative journals in medical informatics without
regard to the journals’ starting years. Journals that started in the
earlier period would cover different topics from later ones,
which might influence topic extraction results. Finally, while
identifying the research stages, we only considered the annual
cumulative number of research papers according to the literature
growth curve of Price [10]. The journal amount, paper work,
and web-based submission were also important indexes to
consider when determining research stages.

Comparison With Prior Work
We reviewed the development history of medical informatics
from 1964 to 2020. Previous literature reviews have mostly
focused on papers published within the last 10 to 20 years [3].
By contrast, our study attempted to provide a comprehensive
review of medical informatics based on the results of a thorough
survey.

In previous studies, research stages were usually divided
intuitively based on the annual number of papers curve, with
no quantitative model fitting [9]. In our study, we used the
piecewise regression model to fit the curve of the annual
cumulative number of papers to identify the research stages.
We also used several mathematical models to fit curves in
different stages to determine the literature growth features of
each stage. We find that medical informatics is at a fast
development stage, with an exponential increase in the literature.
In fact, medical informatics has attracted research interest from
various fields. Our findings are consistent with the current
situation.

Previous studies that extracted research topics in medical
informatics simply discussed and summarized the content of
these topics [56]. In this study, we further divided the research
topics into data- and people-centered topics. Furthermore, we
found an integration tendency between these 2 types of topics
according to their evolution patterns. However, previous studies
have only emphasized the importance of medical data analysis
[9].

Conclusions
Our study offers a comprehensive understanding of research
hot spots and their evolution patterns in medical informatics,
and it could be helpful for predicting future research trends in
this field. We found that medical informatics was in the fast
development stage, with rapid growth in the literature. Medical
data analysis has always been an important research topic since
the birth of medical informatics to the current developmental
stage. Many researchers are interested in data analysis
methodologies and technologies, such as mathematical models
and computer science technologies. In addition, the
concentration of medical data has shifted from data to people.
Recent studies have focused on improving medical systems and
health tools, such as how to deliver better patient care and how
to support users’ self-health management. We predicted that
the application of emerging computer technologies in medical
data analysis and the usability of mobile health tools would
become a research hot spots in future medical informatics
studies.
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Abstract

Background: Although digital and data-based technologies are widespread in various industries in the context of Industry 4.0,
the use of smart connected devices in health care is still in its infancy. Innovative solutions for the medical environment are
affected by difficult access to medical device data and high barriers to market entry because of proprietary systems.

Objective: In the proof-of-concept project OP 4.1, we show the business viability of connecting and augmenting medical devices
and data through software add-ons by giving companies a technical and commercial platform for the development, implementation,
distribution, and billing of innovative software solutions.

Methods: The creation of a central platform prototype requires the collaboration of several independent market contenders,
including medical users, software developers, medical device manufacturers, and platform providers. A dedicated consortium of
clinical and scientific partners as well as industry partners was set up.

Results: We demonstrate the successful development of the prototype of a user-centric, open, and extensible platform for the
intelligent support of processes starting with the operating room. By connecting heterogeneous data sources and medical devices
from different manufacturers and making them accessible for software developers and medical users, the cloud-based platform
OP 4.1 enables the augmentation of medical devices and procedures through software-based solutions. The platform also allows
for the demand-oriented billing of apps and medical devices, thus permitting software-based solutions to fast-track their economic
development and become commercially successful.
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Conclusions: The technology and business platform OP 4.1 creates a multisided market for the successful development,
implementation, distribution, and billing of new software solutions in the operating room and in the health care sector in general.
Consequently, software-based medical innovation can be translated into clinical routine quickly, efficiently, and cost-effectively,
optimizing the treatment of patients through smartly assisted procedures.

(JMIR Med Inform 2022;10(1):e27743)   doi:10.2196/27743

KEYWORDS

cloud-based platform; data; eHealth; Internet of Medical Things; IoT; medical apps; multisided market; perioperative medicine;
software-defined healthcare; translational research

Introduction

Background
Innovation and growth in the health care sector could be
significantly improved by supporting the rapid translation of
software-based medical research and its results into clinical
routine, increasing patient outcomes at scale. Technological
advances such as the improved visualization of target structures
during surgery by means of augmented reality [1,2] promise to
further enhance the outcomes of surgery for the greater benefit
of the patient. However, the development and translation of
navigated, software-based innovations into commercial solutions
are affected by two main challenges: because of proprietary
systems, access to medical devices and their data is difficult
[3], and there are high barriers to the transfer of research results
into clinical practice, particularly a successful market entry [4].
Compared with Industry 4.0, the health care sector so far has
not prepared for similar developments. As an example, medical
devices commonly represent highly specialized but unconnected
stand-alone solutions, optimized for their task but with limited
flexibility and extensibility [5]. Start-ups offer high promises
of disruptive innovation in the health care sector because they
are highly flexible and make use of new technologies [6].
However, a fast and efficient go-to-market is especially difficult
for small companies, start-ups, and spin-offs of research
institutes. High barriers to market entry result in delays or failure
to bring innovative solutions into clinical routine where their
benefits could help larger numbers of patients [7].

The proof-of-concept project OP 4.1 addresses this issue by
providing software-based solutions with connection to devices
and data, consequently supporting their translation into clinical
routine. With OP 4.1, we demonstrate for the first time an open
and extensible platform prototype that is not only open to join,
creating an open ecosystem, but also allows comprehensive
connectivity and augmentation of the physical capabilities of
medical devices through software-based add-ons, enabling the
fast implementation of new solutions in the operating room.
The open and extensible design of the platform offers developers
well-established and standardized interfaces for stakeholders
to connect their apps easier and more efficiently compared with
closed systems with proprietary interfaces. The use of open,
nonproprietary interfaces in the OP 4.1 platform eases
interoperability and data exchange among stakeholders and is
important for widespread adoption. In addition, the platform is
not limited to a fixed set of interfaces; it can be extended to
provide future standards or individual needs.

Software-Defined Healthcare
We introduce the term software-defined healthcare in
accordance with the definition of software-defined vehicles,
highlighting that software is becoming the driving factor of
innovation and a key value generator, whereas hardware is
becoming more and more standardized and eventually
commoditized, mostly acting as a base to build differentiating
capabilities through software on top [8]. The term builds on the
notion of software-defined systems, where the software
components are segregated from the underlying hardware by
means of different abstraction layers [9]. As can be observed
in various industries (eg, in the automotive industry), it is easier
to update software without having to change hardware, and this
also has great potential for continuous innovation and further
differentiation. An early example from the automotive sector
is the intercompany collaboration on car platforms as well as
the use of digital (entertainment) systems as a means of
differentiation in current marketing by vendors. In this paper,
we focus on software-defined medical procedures in the
operating room and how they can be enabled technically and
commercially by introducing an underlying platform with a
multisided market. We proofed the efficacy of the proposed
solution by successfully developing 4 apps for use in the
operating room (augmented reality app, live perfusion
measurement app, precision puncture app, and mobile
information service app). Through the introduction of the
business and technology platform OP 4.1, we effectively created
a multisided market for medical device services, allowing for
fast commercialization of software-based research solutions in
the operating room and in the health care sector in general.

Methods

Stakeholders Required to Design a Multisided Market
The creation of a central platform prototype requires the active
collaboration of several independent market contenders. These
consist of consumers, providers, and platform suppliers (Figure
1).

The primary consumers on the OP 4.1 platform are medical
staff, the hospital administration, and the information technology
(IT) department. The consumers consume services made
available by the providers on the platform. The platform’s
various user spaces must be designed around the requirements
of the consumer and the medical staff, considering the process
of buying, testing, and rating the solutions. In this
proof-of-concept study, the consumer was the Department of
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Urology at Heidelberg University Hospital, which initiated the
project OP 4.1.

Providers in the context of the OP 4.1 platform are primarily
software developers and their companies (eg, start-up or research
organizations with their potential spin-offs) and device
manufacturers. A software developer in the OP 4.1 consortium
was the Deutsches Krebsforschungszentrum (DKFZ; German
Cancer Research Center). The role of the DKFZ in the project
OP 4.1 was to provide a starting set of services to extend the
platform’s capabilities, to develop basic infrastructural
components for developers to extend the OP 4.1 platform, and
to use the OP 4.1 platform to develop apps. The goal was to
exemplify how to implement existing research projects of the
DKFZ on the OP 4.1 platform in the form of apps [10-12]. The
set of research projects of the DKFZ comprised three apps: 1
for preoperative planning and intraoperative assistance of
laparoscopic kidney tumor resections (augmented reality app)
[10], 1 for live perfusion monitoring based on multispectral
imaging data (live perfusion measurement app) [11], and 1 for
a marker-less navigation concept for high-precision needle
punctures (precision puncture app) [12]. The goal of the fourth
app, mobile information service, was to disseminate information
about the current state and progress of surgeries to mobile
devices connected to the OP 4.1 platform. This contribution to
OP 4.1 was provided by the start-up company mbits imaging
GmbH, the other software developer in the consortium.

As outlined in the previous paragraph, medical device
manufacturers are also providers on the OP 4.1 platform. They
could connect their devices to the platform to supply data (eg,
usage data) and provide their device-generated data to software
developers according to a price stipulated by them. In the OP
4.1 project, this role was undertaken by the medical device
manufacturer KARL STORZ SE & Co. KG, whose contribution
to OP 4.1 was to supply a gateway for the standardized
acquisition of surgical data streams in the operating room and
to facilitate the interface between clinical devices and the
cloud-based integration platform. Another medical device
manufacturer who joined the OP 4.1 project was Siemens
Healthineers AG to enable the augmented reality app with
intraoperative 3D imaging.

The platform connects providers and consumers and generates
network effects. For the success of the platform, a neutral
platform owner, one that is neither consumer nor provider, is
advisable to attract as many market contenders as possible
without them having to fear direct competition. This setup is
particularly relevant for the medical device manufacturers’ side
to be able to provide as much choice to the consumers as
possible. With SAP SE, a partner for software applications,
user-centric design, and, with the SAP Cloud Platform,
service-oriented commercial platform solutions, strengthened
the OP 4.1 consortium. The goal of SAP SE as the platform
supplier was also to create a holistic business platform model
for this specific scenario based on earlier conceptual work by
Cigaina [13].
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Figure 1. OP 4.1 platform business model. The OP 4.1 platform approach creates value for all parties involved by facilitating exchanges among several
independent market contenders. Through the platform, consumers (eg, hospitals) and providers (eg, software developers and device manufacturers)
interact with each other, with providers interacting among themselves as well. Hospitals pay software developers and device manufacturers for apps
and services, software developers consuming device services pay device manufacturers for consuming these services, and software developers charge
device manufacturers for software solutions such as predictive maintenance.

Approach Required to Implement a Platform for a
Multisided Market
In the OP 4.1 consortium, an agile design and development
process was used to ensure that the requirements for the
technical platform and apps include the needs of all envisioned
user types, for example, physicians and developers. The project
culminated in the final prototype that was presented at the
conclusion of the project in January 2020 at a demonstrator
event for the German Federal Ministry for Economic Affairs
and Energy, the project governance body Deutsche Gesellschaft
für Luft- und Raumfahrt (German Aerospace Center), the
general public, and the media.

Technology Architecture of the OP 4.1 Platform to
Establish a Multisided Market
The OP 4.1 platform consists of two instances: 1 that is
cloud-based and built on SAP Cloud Platform [14] and 1 that
is on the premises at the hospital, consisting of the OP 4.1
gateway, connected medical devices, and relevant parts of the
hospital’s IT landscape (Figure 2).

On the cloud side, a Cloud Foundry (Cloud Foundry Foundation)
subaccount [15] holds the OP 4.1 core components such as
identity authentication, application programming interface (API)
management, cloud database, and internet of things (IoT)
services, as well as conversational artificial intelligence (AI),
complemented by functionalities related to operating rooms,
for example, timestamp tracking, surgery summary, speech
recognition, pay per use, and invoice. These OP 4.1 core
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components leverage standard SAP Cloud Platform services
such as SAP Subscription Billing [16], SAP Consent Repository
[17], SAP Credential Store [18], and SAP LiveLink 365 [19].
Access to the functionalities and services is provided by the OP
4.1 user interfaces, primarily the service cockpits, the provided
OP 4.1 apps, and the surgery dashboard. These can be accessed
by the hospital user and software developers through their
common interaction devices such as screens in the operating
room for the surgeons and office workstations for the
developers.

On the on-premises side, we developed the OP 4.1 gateway for
the standardized acquisition of surgical data streams in the
operating room and for the facilitation of the interface between
clinical devices and the cloud-based OP 4.1 integration platform
through a secure tunnel. The OP 4.1 gateway provides
connectivity (eg, data import and preprocessing) by transferring
relevant data from devices and existing data sources using
interfaces, interoperability (eg, adjustment of data types and
formats) by definition of data formats, standardization, and
dedicated selection of data for analysis, as well as distribution,
by provisioning data to further systems.

In the OP 4.1 project, a number of interfaces were implemented
to connect various medical devices and IT systems. These
include, for example, the STORZ Communication Bus [20] as
well as emerging standards for the interoperability of medical
systems, such as IEEE 11073 Service-Oriented Device
Connectivity [21,22], HL7/Fast Healthcare Interoperability
Resources [23,24], and IHE Patient Care Device [25]; video
capture; and a digital imaging and communications in medicine
[26] node. An Apache Kafka (Apache Software Foundation)
[27] cluster was integrated to convert the incoming data streams
where necessary and to provide real-time data feeds to the cloud
instance. The interfaces also allow the connecting of existing
parts of the hospital’s IT landscape, such as the picture archiving

and communication system or hospital information system
(HIS), to the OP 4.1 platform, augmenting their capabilities and
enabling a holistic overview of all related information. Thereby,
the existing data from these systems are not copied to the OP
4.1 platform; rather, related metadata are exposed to enable
system access when required.

The generic OP 4.1 platform can be regarded as having
interoperability at the structural level (level 2) of the Health
Information Management and Systems Society categories [28].
To reach higher levels of interoperability, there are 2 approaches
available: on the one hand, platform extensions that supply
support for additional interface standards; on the other hand,
content extensions that provide semantic layers. The latter, in
particular, represents a commercial opportunity for third parties
implementing Systemized Nomenclature of Medicine [29] or
related standards. As the platform is open and extensible, all
conceivable standards that are not yet inherently delivered with
a productive instance of the platform can be provided by third
parties. Software developers who would like to leverage a
semantic layer can build proprietary add-ons to integrate data
into a semantic model. The open and extensible OP 4.1 platform
also allows software developers to create and make available
their own semantic layer to other software developers so that it
can be used not only for individual apps, but it is also established
as a central element, extending the platform. Given such
extensions, it is envisionable to be able to reach higher levels
of interoperability, such as semantic level 3 and beyond.

In an active setting, the use of a medical device would trigger
an OP 4.1 gateway usage event, which is later processed by
SAP IoT Services Edge [30] and provisioned to the cloud-based
event handler. The event handler in turn creates a usage record
with SAP Subscription Billing. Once triggered, the invoicing
functionality processes all available usage records and generates
a consolidated invoice according to the respective billing rules.
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Figure 2. OP 4.1 architecture. The OP 4.1 platform consists of two instances: one that is cloud-based and built on SCP and one that is on the premises
at the hospital, consisting of the OP 4.1 gateway, connected medical devices, and relevant parts of the hospital’s IT landscape. On the cloud side, a
Cloud Foundry subaccount holds OP 4.1 core components such as identity authentication, API management, cloud database, and IoT services, as well
as conversational AI, complemented by functionalities related to ORs, for example, timestamp tracking, surgery summary, speech recognition, pay per
use, and invoice. These OP 4.1 core components leverage standard SCP services such as SAP Subscription Billing, SAP Consent Repository, SAP
Credential Store, and SAP LiveLink 365 supporting various billing scenarios, documenting patient consent, and managing user authorization. Access
to the functionalities and services is provided by the OP 4.1 user interfaces, primarily the service cockpits, the provided OP 4.1 apps, and the surgery
dashboard. These can be accessed by hospital user and software developers through screens in the OR and office workstations. Direct access to the
platform for software developers is also provided. On the on-premises side, we developed the OP 4.1 gateway for the standardized acquisition of surgical
data streams in the OR and for the facilitation of the interface between medical devices and the cloud-based OP 4.1 integration platform through a secure
tunnel. The SAP Edge Adapter and the IoT Services Edge together with the Gateway Core and Connectivity implement the required data models to
publish the device data for SCP. The IoT Services Edge enables decentralized data processing at the edge of the network. This affords the possibility
to process data and services locally. Through the IoT Services Edge, processed or aggregated data can be sent from the OP 4.1 gateway to the cloud.
The SAP Edge Adapter we developed for this project is a Kafka-to–MQ Telemetry Transport adapter and connects the Gateway Core to the IoT Services
Edge. The Gateway Core contains, among others, a STORZ Communication Bus client, an Online Certificate Status Protocol client, and the Apache
Kafka component. AI: artificial intelligence; API: application programming interface; IoT: internet of things; IT: information technology; OR: operating
room; SCP: SAP Cloud Platform.

Data Protection and Security Concept Required to
Apply a Platform in Clinical Routine
To ensure broad acceptance of the OP 4.1 platform, we created
a data protection and security concept. When used in a real-life
scenario, OP 4.1 requires conformity with relevant data
protection laws when handling patient data [31]. Since May
2018, the General Data Protection Regulation 2016/679, a
regulation in European Union law on data protection and
privacy, has been the binding directive in the European Union
and the European Economic Area [32]. On the basis of this data
protection regulation, we generated an OP 4.1 data protection
checklist for software developers. Data processing systems must
be protected against unauthorized use, and only authorized
persons should have access to the data for which they have been
granted specific access rights. This was technically implemented
using the Open Authorization 2.0 authentication protocol [33]

and several other security technologies and capabilities provided
by the underlying SAP Cloud Platform such as the SAP
Authorization and Trust Management Service [34], the SAP
Cloud Identity Services [35], and the SAP Trust Center [36],
which are set up in a fenced network. The OP 4.1 platform
prototype runs in a shared environment where the data are
isolated from each other and the traffic is controlled by firewalls.
Administrative access is performed through terminal services
that require strong authentication. All communication channels
are protected with the transport layer security protocol. Proper
user authorizations are also required and respected: for example,
when an HIS is connected to the platform, the platform is able
to allow its users access to the HIS through the dashboard.
However, the user needs to be authorized against the platform,
and as in well-established single–sign-on scenarios, the platform
passes on the user request to the HIS for further processing.
There, the user request is checked to determine if the user is
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authorized to access the requested parts of the target system
(eg, the HIS) so that access can be granted. Thus, users do not
have automatic access to all data or systems through the
platform; only users who have permission to use the respective
parts of the connected systems (eg, the HIS) can access it
through the platform.

We established that the integration platform enables apps to log
access to data, including but not limited to username and access
date. All processes need to include an option for correction,
anonymization, and deletion. In real-world use, affected patients
must agree that their health-related data are collected, processed,
and used on the cloud-based platform and made available to its
respective parts.

Results

The OP 4.1 Platform as a Basis for the Implementation
of Translational Apps in Clinical Routine
The ultimate goal of OP 4.1 is to create a multisided market by
providing a technical and business platform to help
research-based solutions to fast-track their economic
development and become commercially successful (Figure 3).
To support the effective translation of software-based solutions
into clinical routine, we developed the OP 4.1 platform
prototype. As described previously, the OP 4.1 platform has the
capability to provide standardized and open interfaces to devices
and data sources, integrate heterogeneous data, and provide
central services (eg, data modeling and processing, user
administration, and access management) as well as development
and commercial support, all combined with a user-centric design
(Figure 2).

The platform provides clinical process data (eg, image and video
data, vital signs, and device data) and an expandable selection
of platform services (APIs) to its users. Moreover, platform
apps can be built using the software development kit of the OP
4.1 platform with predefined design and interaction concepts,
the documentation of previous apps, and the OP 4.1 API Hub.
The API Hub serves as the central instance for searching for
APIs to use within apps on the OP 4.1 platform prototype. The
API Hub itself is a web portal application, documenting use
and prices and allowing APIs to be evaluated, downloaded, and
tested. The APIs, which are provided as services to all apps, are
functions that are technically validated by the platform provider,
medical device manufacturer, or software developer through
the certification of the API-providing device or data source, and
they extend the core platform capabilities. The APIs are
provided on the platform to developers for creating software or
for interacting with systems. Thus, the APIs often serve common
functionalities to reduce the development effort for software

developers and to enable easy access to device and other data,
supporting intuitive development on the platform. The concept
allows third-party companies to develop their software solutions
directly on the development instance of the OP 4.1 platform,
testing them against digital devices offered by medical device
manufacturers, running quality checks on the platform’s quality
instance, ideally having their solutions’ technical interfaces
automatically precertified, and eventually deploying them into
the hospital’s own platform space. It needs to be noted that
although the OP 4.1 platform can provide a certification of the
technical interoperability of apps and medical devices at an
interface level to ensure seamless integration with the platform,
medical certifications for each app need to be fulfilled
additionally by the respective software developer. Medical
products, including apps, can be certified modularly and
independently of each other, and their sensible combination is
then also permissible. In the case of OP 4.1, not only the
respective apps and the connected medical devices, but also the
OP 4.1 gateway as a specific medical device must be certified.

However, the OP 4.1 platform makes all usage data available
for authorized users and provides a unified environment for
developing, testing, deployment, and runtime of apps. Thus, by
providing the relevant data and direct information to support
medical certification in a standardized and repeatable manner,
the translation of software solutions into clinical routine can be
fast-tracked through the OP 4.1 platform compared with the
time-consuming process of certification of solutions for different
stand-alone environments. In addition, the platform’s standard
environment with modular functionality means that certification
can take place more efficiently because the basic underlying
functionality remains the same across apps and its descriptions
and reviews can be easily reused for new use cases on top of
the OP 4.1 platform.

Although many apps will be cloud-only, thus mostly soft
real-time, there are specific use cases when solutions from OP
4.1 are not only deployed in the customer’s cloud space, but
will also be partially delivered on special appliances at runtime
because they might require highly hardware-dependent
functionality, including but not limited to hard real-time (eg,
high-definition 3D videos and graphics processing unit arrays
for augmented reality or deep learning algorithms). In this case,
the platform still controls all related metadata and data storage
locations to perform the platform’s services such as
authorization, updates, connection, charging, billing, and
invoicing.

To our knowledge, the OP 4.1 platform is the first holistic
cloud-based platform that supports developers in designing,
coding, testing, deploying, maintaining, and commercializing
their innovative solutions for the operating room.
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Figure 3. OP 4.1 approach. Most research organizations are funded through research grants; their work results in research papers and, in the area of
software-defined healthcare, apps as proofs of concept. The readiness and maturity of such solutions is often low, and there is very limited commercial
value to capture because of their nature as proofs of concept. To overcome these challenges, develop economically, and generate revenue outside of
research grants, there are 3 different dimensions to consider: first, protect and license the innovation, which increases its commercial value; second,
increase the solution’s readiness through further technical integration, effectively providing apps that come closer to a more mature product state; and
third, found a start-up to commercialize the innovation or invention. By choosing the third option, the start-up needs to not only show increasing
commercial value to investors but also increase the solution’s readiness beyond the initial proof of concept. Eventually, there needs to be a market,
especially for such purely software-based solutions, which, because they mostly require medical devices to operate with, is a multisided market with
different types of market contenders interacting on a platform. This is where the OP 4.1 platform comes into play. On the side of the solution’s readiness,
the technology platform side of OP 4.1 provides an environment to efficiently execute the solution, supporting the entire development and deployment
cycle. On the side of commercial value, the focus is on OP 4.1 as a business platform: by being able to not only bring a solution to market but also
charge for it, commercialization becomes possible, and the access to the market created by the OP 4.1 platform enlarges the addressable market of the
start-up’s solution, effectively increasing its commercial value. As a result, OP 4.1 creates a multisided market by providing a technical and business
platform to help research-based solutions to fast-track their economic development and become commercially successful.

The OP 4.1 Gateway to Connect the Medical World
With the IT World
To apply the OP 4.1 platform in the operating room, it needs to
be connected to the various medical devices and appliances. As
a well-defined link among these independent medical devices
with IT solutions, including a cloud-based integration platform
such as OP 4.1, we introduced the OP 4.1 gateway (Figure 2).
Different interfaces were implemented to connect various
medical devices, data sources, and IT systems (as described in
the Methods section). The gateway locally aggregates the
intraoperatively acquired multimodal data, preprocesses them,
and makes them available to the central platform layer. The
gateway also ensures proper import, standardization, and
distribution of data, while promoting data connectivity and
interoperability. Data persistence is achieved through connected

systems and data lakes such as the picture archiving and
communication system.

The OP 4.1 Dashboard and Apps to Prove the
Translational Capabilities in the Clinic
To demonstrate the efficacy of the OP 4.1 platform, we created
a platform dashboard and 4 platform apps. The dashboard is a
proof of concept for using platform information and for making
the integrated platform visible to the end user. With the
context-sensitive dashboard based on a user-centric interaction
concept, we demonstrate that the physician in the operating
room can interact intuitively with the platform. The dashboard
also enables its users to gain access to external sources such as
the HIS and start the required apps during surgery. We
introduced 4 proof-of-concept apps to demonstrate how new
software solutions can be easily integrated into the platform.
The entire OP 4.1 prototype was tested with the medical use

JMIR Med Inform 2022 | vol. 10 | iss. 1 |e27743 | p.158https://medinform.jmir.org/2022/1/e27743
(page number not for citation purposes)

Görtz et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


case kidney tumor. The aim of the dashboard is to provide the
physician with the appropriate information at the right time
(Figure 4). The required patient information, including
information from a connected HIS, can be requested using
natural language through built-in speech recognition or by
manual input through a touch screen. Apps can be started
centrally by a physician or a nurse through the dashboard. By
sending push notifications to mobile devices through the mobile
information service app, relevant stakeholders such as the
surgery team are informed about the start or delay of planned
operations, independent of their location. This is based on the
app’s ability to retrieve current intraoperative time stamps from
the cloud platform through APIs. By combining images of
computed tomography scans from connected systems through
the central cloud platform with live ultrasound images, the

precision puncture app (Figure 5) enables a safe and fast
percutaneous puncture of target structures, for example, in the
kidney. The augmented reality app can display risk structures
intraoperatively based on the segmentation of computed
tomography images and the overlay of a 3D view of the kidney
tumor in the laparoscopic video stream. The live perfusion
measurement app enables the continuous quantification of renal
tissue oxygenation with multispectral image analysis and
machine learning. This allows the physician in partial kidney
resection to determine which part of the kidney is still perfused
after selective arterial clamping, helping to reduce the risk of
kidney injury compared with hilar clamping [37].

The functionality of the OP 4.1 apps and data streams was
demonstrated in real time at the conclusion of the project OP
4.1.

Figure 4. OP 4.1 user-centric dashboard with access to medical data and apps. The context-sensitive dashboard enables users to control the entire OP
4.1 platform before, during, and after surgery. It also provides seamless access to information from external sources such as the hospital information
system and allows the starting of preselected apps.
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Figure 5. OP 4.1 precision puncture app. By combining live ultrasound images with segmented computed tomography images from connected systems
through the central OP 4.1 platform, this app enables a safe and fast percutaneous puncture of target structures, for example, in the kidney. Left: ultrasound
image with the projection of the needle and the segmented structures from the computed tomography images. Right: 3D scene, including the ultrasound
plane and the segmentations, made possible by multimodal image fusion.

The OP 4.1 Platform Business Model Concept to
Create Tangible Value
Besides the development of a technology platform, we created
a concept for a platform business model. To be commercially
viable, the OP 4.1 platform approach needs to create value for
all parties involved by facilitating exchanges among several
independent market contenders: on the platform, consumers
and providers interact with each other, with providers interacting
among themselves as well, exchanging value (Figure 1).
Software developers provide apps and digital content, and device
manufacturers provide access to medical devices and related
information in real time. Essential for a platform business model
is a constant revenue stream for all market contenders as well
as transparent pricing. Here, hospitals pay software developers
and device manufacturers according to their respective
agreed-upon payment model, software developers consuming
device services pay device manufacturers for consuming these
services, and software developers charge device manufacturers
for software solutions such as predictive maintenance.

To access the platform, various channels and interfaces such as
mobile apps, websites, digital stores, web services, or physical

devices can be envisioned. Being the central entity, the platform
provides interfaces to consumers, providers, and platform
developers: consumers select and test apps on the OP 4.1 app
center (Figure 6), providers expose and publish their
microservices in the OP 4.1 API Hub as well as upload their
apps, and platform developers can extend the platform through
new standard services or additional medical gateways.
Eventually, the platform will provide rule-based quality
assurance of interfaces and certification for technical
compliance, machine learning–based quality assurance, and
social-based quality assurance through the ratings on the OP
4.1 app center as well as consumer feedback.

It is worth noting that the OP 4.1 platform prototype is a
cooperation project among small and large German companies
and research institutions, with an open and extensible approach.
During the project, other companies (eg, Drägerwerk AG & Co.
KGaA, Intuitive Surgical, Inc., and RaySearch Laboratories
AB) expressed their interest in the OP 4.1 prototype and became
associated partners. Such new partners could expand and enrich
the platform with additional functionality.
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Figure 6. OP 4.1 app center. At the app center, users such as physicians and nurses could preselect apps for a specific surgery based on their filter
criteria, recommendation, and previous social feedback from other users.

The Pay-Per-Use Model to Effectively Capture Value
To help research institutes to monetize their inventions and
intellectual property, we designed a flexible pay-per-use model
as part of the OP 4.1 platform business model. Currently,
medical devices are usually financed through a one-time
payment of the product price as capital expenses plus recurring
service and support fees as operational expenses. This makes
the availability of highly innovative new solutions in the health

care sector difficult because of limitations in the availability of
capital. A business platform such as the OP 4.1 prototype can
help to fill a market gap by supporting innovative payment terms
for medical devices and software-based innovation. Information
about device activity and specific modes will be transmitted to
the integration platform. The platform can automatically provide
the use records of devices and apps, thus enabling direct
time-based or use case–based billing (Figure 7).

Figure 7. OP 4.1 commercial dashboard. On a single dashboard, the providers on the OP 4.1 platform can review and manage the commercial side of
their activities. Among many other features, they can drill down into their customer base, see an overview of paid subscriptions, review bills and usage,
and manage their products and commercial plans.
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We proved how to generate a consolidated invoice for the OP
4.1 showcase as shown in Figure 8. Such a service-oriented,
pay-per-use model would have the advantage of not only
spreading high, one-time investment costs over time, but it
would also allow converting of capital expenses for highly
innovative and beneficial equipment into operational expenses
by allocating the exact costs during the intervention on a
patient-related basis.

Currently, there is a strong trend from product sales through
selling services to selling outcomes, which materializes in seven
atomic business models across industries: classical, physical
price models such as (1) give away device for free (gift) and (2)
pay per device (buy physical part) as well as use-bound pricing

models such as (3) pay per time that device is owned (rent), (4)
pay per time that device is used (pay per time used), (5) pay per
capability that device has delivered (pay per [micro]service
provisioned), (6) pay per number of cases that device contributed
to (pay per incident), and (7) pay per total outcome of device’s
use (pay by outcome). For the OP 4.1 platform, it can be
envisioned to offer pricing models based on transaction fees
(eg, pay per activity or use), subscription fees (eg, pay per time),
and lead-generation fees (eg, pay by transaction initiated or
facilitated). Building on this concept, it can be foreseen that all
potential device use scenarios eventually map to a combination
of these pricing models, enabling even more exotic pricing
models on the platform to support the varying use cases
encountered in real-world hospital scenarios.

Figure 8. OP 4.1 platform invoice and pay-per-use model. The invoice generated by the OP 4.1 platform consolidates all resources used for a specific
procedure, for example, medical devices, apps, and expendables, and charges for them in a single invoice according to their respective underlying
commercial models.
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Discussion

Principal Findings
The rapid translation of software-based medical research and
its results into clinical routine to improve patient outcomes is
confronted with structural hurdles, even in the era of Industry
4.0. Innovative solutions are affected by difficult access to
medical device data and high barriers to market entry because
of proprietary systems. In this proof-of-concept project, we
demonstrate, to the best of our knowledge for the first time,
how these issues can be addressed by a technology and business
platform for the operating room. Through the integration of
different perioperative process data and the connection of
clinical systems with patient data, it offers a basis for the
development and implementation of new and innovative
solutions in the form of apps. In the project OP 4.1, we
successfully developed a cloud-based integration platform that
also provides a business model and related platform. This
business platform not only enables fast access to published
device data and relevant patient data, but also allows charging
for apps or devices, that is, through pay per use. Thus, we
effectively created a new market for purely software-based
solutions, helping to transfer technical innovation into clinical
routine and to become commercially successful. We anticipate
that with the distribution of smart, software-based medical
solutions through the platform the treatment of patients can
become safer and more precise.

The OP 4.1 platform could create benefit for public health,
physicians and hospitals, device manufacturers, software
developers, and ultimately patients. With the percentage of
people aged ≥65 years doubling until 2050 and with an
increasing population in general [38,39], public health is
confronted with demands to be both productive and progressive.
Medicine is facing large numbers of newly developed medical
devices that need to interact with each other. Whereas other
industries have already embraced IoT, in health care the Internet
of Medical Things [40] is still in its infancy in terms of
supporting the treatment of patients. Further digitalization of
the health care sector can help to create a medical environment
that is more predictive, preventive, personalized, and
participatory [41].

At hospitals, physicians are the primary active users of platforms
such as OP 4.1, leveraging apps offered through app centers.
The expansion of software-defined healthcare helps to strengthen
navigated, smartly assisted procedures, allowing physicians to
take better and quicker decisions. Physicians benefit from
quality assurance in real time (eg, live perfusion measurements)
and potential procedural improvements (eg, improving the
outcome of a surgery with augmented reality apps). We also
anticipate that platforms could help physicians to increase
productivity (eg, transfer from surgery data into surgery
protocol), leveraging an existing HIS connected to the platform.
In addition, through the transparent logging of process data,
such platforms facilitate quality control for hospitals and the
implementation of new models for commercialization of apps
and devices through pay per use, allowing the conversion of
investment costs into intervention-related operational costs. The

business model is attractive to hospitals not only for being able
to shift cost types such as capital expenses to operational
expenses, but also for being able to allocate expenses that are
normally considered overheads to individual patient treatments,
subject to local regulations. The business model also allows
hospitals to charge device manufacturers and software
developers for evaluating new products and for providing user
feedback. In addition, apps allow hospitals to obtain further
benefits through more efficient processes and cost savings. The
more efficient use of technology, information, and personnel
in interventions can contribute to long-term cost reduction as
well as optimization of work processes at hospitals.

Established device manufacturers can use platforms such as the
OP 4.1 prototype to create and offer an ecosystem of connected
solutions and even vendor-brand them. Traditionally, products
sold by device manufacturers to hospitals represent optimized
but self-contained stand-alone solutions. The usage data
provided by the platform enables device manufacturers to
continuously improve and adapt their solutions based on the
needs of users that are derived from the information available
in the operating room. The provision of medical device data is
important for data-driven applications, including resource
management, process optimization, quality assessment,
performance analysis, context-sensitive assistance, and
predictive maintenance. This leads to the use of devices in new
scenarios and faster and more effective innovation cycles.

For software developers, the successful integration of the 4 apps
into the OP 4.1 prototype acts as a solid reference and proof of
concept on how to implement apps on the platform and
exemplifies the simplification of translation of innovation into
clinical routine. The 4 apps developed as part of the OP 4.1
prototype act as templates for designing and coding for other
software developers. As functionality is replicated across the
platform, once developers know how to create a module, further
development can be performed more quickly. In addition, the
platform provides central services to developers for developing
and exposing their solutions to the customers through an app
center. Software developers creating new software solutions get
access to other providers’ device simulations through the
platform and can augment device capabilities by applying new
software solutions. Eventually, software developers will
potentially require less time and effort to deliver new solutions
(eg, through predefined design concepts). Ultimately,
translational research departments benefit from a quick and
cost-effective transfer of their innovative results to multiple
customers. The platform prototype gives researchers access to
a large customer market (eg, hospitals that already participate
in such platforms). This avoids a scenario where only patients
of selected hospitals benefit from the latest innovation while
the respective clinical trial is open and active. Cultural and
socioeconomic health care systems vary widely across Europe
and worldwide, with many systems approaching health care as
a business, sometimes at the risk of implementing 2-tier or
multitier medicine. New models for commercialization of apps
and devices through pay per use do not work in this dimension,
but they offer commercial benefits such as allowing the
conversion of investment costs into intervention-related
operational costs. In new business models, all patients could
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benefit from innovation, even if invoicing is just occurring for
patients with, for example, private insurance. Software-defined
healthcare can even be cheaper for hospitals because it is often
not necessary to buy new equipment; instead, the functionality
of the existing equipment can be extended by means of software
upgrades or add-ons.

Thus, the OP 4.1 platform can lower the barrier to market entry
and efficiently make innovations available to all platform
participants as well as patients.

Comparison With Previous Work
New opportunities for data collection have been created by the
ubiquitous availability of mobile devices and wearables.
Advances in health platforms (eg, Apple HealthKit and Google
Fit) allow the bundling of fitness and medical data from different
sources and make these available for sharing with health care
professionals [42]. The aim of the SMART project was to
develop an open platform to enable medical apps to run
unmodified across different health care IT systems, promoting
interoperable and vendor-independent apps [43]. The Medical
Device Plug-and-Play Interoperability Program has been
promoting medical device interoperability to enable the creation
of complete electronic health records and cost-effective
development of medical apps when using networked medical
devices in clinical routine [44]. Another example is OR.NET,
which defined cross-manufacturer concepts for the dynamic
and secure networking of medical devices and IT systems [23].
Further research was performed in the project InnOPlan, which
developed a SmartData platform for the real-time provision and
analysis of medical device data to enable data-driven services
in the operating room [45]. The HiGHmed Consortium aims at
establishing data integration centers and an open platform
architecture in cooperation with health care providers in the
fields of oncology, cardiology, and infection control so that
integration and reuse of data are facilitated [46]. The HiGHmed
Consortium is one of the members of the GermanMedical
Informatics Initiative, whose goal is to advance digitization in
health care research and the exchanging of patient data,
specifically among university hospitals. Data integration centers
will enable research data to be collected and integrated across
several institutions and locations [47].

Our approach goes far beyond previous efforts that focus
primarily on data integration in medicine. With the OP 4.1
platform, we demonstrated for the first time a cloud-based
integration platform that also provides a business model and
related platform, thus effectively creating a new market for
purely software-based solutions and helping to transfer technical
innovation into the operation room and clinical routine and to
become commercially successful.

Future Directions
Going further, it is straightforward to envision several
dimensions in which to expand our findings in subsequent
projects: big data feeding AI algorithms, the expansion of
stakeholders on the platform, and the transfer of the platform
concept into other medical disciplines.

The available data in the operating room can be permeated
through the integration of devices from various companies, with

the OP 4.1 platform enabling the development of solutions that
span >1 device type. By introducing a consistent system to
capture information across the operating room, it will be possible
to create solutions analyzing current situations and patients’
states as well as simulating outcomes, consequently predicting
future states and proposing next steps for the interventions.
High-quality data sets dynamically generated on a per-patient
basis through medical devices and central clinical data collection
are ideal for machine learning algorithm training [48,49]. Big
data analysis will play a significant role in transforming
medicine, and technology that enables the central organization,
processing, and security of these data is critical [50-52]. The
integrative and expandable OP 4.1 platform concept can provide
the registration and analysis of diverse results from diagnostics
and therapy in real time and over time. As a result, a data
infrastructure could be created, supporting the next major step
into data-based individualized medicine with its personalized
and customized therapies [53].

The expansion of a platform such as OP 4.1 could attract many
companies, thus starting self-supporting network effects that
lead to higher numbers of devices being made available on the
platform and more developers developing on the platform,
resulting in more solutions available on the platform, and finally
more consumers using these solutions and hospitals subscribing
to the platform. In the long term, an ecosystem of producers
and consumers, including various hospitals, device
manufacturers, and software developers, can be curated on the
platform.

In addition, the concept of the OP 4.1 prototype is not meant to
be restricted to an operating room; a transfer to other medical
disciplines is a viable option. Various disciplines could benefit,
for example, through less effort having to be made for
point-to-point integration, quality control, as well as the simple
integration of systems by different vendors. The use of the OP
4.1 platform in multiple departments of a hospital enables central
patient data management and analysis across the existing clinical
information systems, exploiting potential synergies.

A business platform such as the OP 4.1 platform prototype can
support several rising industry trends such as the
transformational trend digital health platform for hospitals. The
concept digital health platform as the architecture enabling the
composable enterprise for health care providers supports the
evolution from electronic medical records to a hospital without
walls by enabling these organizations to rapidly adapt to
changing patient demand, partner capabilities, and industry
trends. This concept can be realized by leveraging packaged
business capabilities and is anticipated to become mainstream
in 2025-2030. Further major industry directions are health data
curation and enrichment, AI-enabled diagnostic imaging
interpretation, and particularly an app marketplace for health
care providers [54]. All these are included or could easily be
enabled by a platform such as OP 4.1. Natural extensions of the
OP 4.1 platform could focus on digital twins in health care,
precision health, and medicine, as well as AI health care
advisors. Furthermore, there is a strong potential to not only
promote IoT in health care, a growing area of research and
another transformational trend with the opportunity for health
care systems to predict health issues and to monitor patients in
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various institutions [55], but to also help to make it
commercially viable through the concept of a multisided market
that we introduced with OP 4.1.

Limitations
This study includes certain limitations. In the proof-of-concept
project OP 4.1, we developed a prototype. During the
development of the OP 4.1 platform for implementation at
different institutions, further challenges and tasks will arise.
The OP 4.1 platform prototype would need to be adapted to
hospital-specific infrastructures and requirements; therefore, it
would need to be delivered as a customer-specific solution.

In the OP 4.1 project, 4 apps in the field of urology for the
medical use case kidney tumor were developed. These apps
demonstrated as a proof of concept the feasibility of developing
and integrating apps into the OP 4.1 platform prototype. The
verification of the superiority of these apps compared with
standard procedures, that is, through validation with real-world
data, is pending. In this proof-of-concept project, we did not
present quantitative data regarding an actual implementation
on the OP 4.1 platform. After having proven the functionality
of integrating medical research as apps into the OP 4.1 platform,
the next step will be to prospectively validate the individual
apps in clinical routine according to their cost-benefit ratio,
patient safety, and improved clinical outcomes.

Going forward, to expand the scope for other medical
disciplines, more apps need to be integrated into the OP 4.1
platform. The number of valuable apps needs to be expanded
and adapted to the different medical disciplines and customer
needs.

It should also be noted that before apps can be released for
distribution through a platform such as OP 4.1, they would need
to be certified and approved for use. It is important to ensure
that the respective rules of medical device regulations are strictly
observed. Personal data security and protection compliance as
well as medical device certifications need to be fulfilled by each
software developer individually because only they know which
data are generated, stored, processed, and so on.

Conclusions
In the proof-of-concept project OP 4.1, the prototype of a
user-centric, open, and extensible platform for the intelligent
support of processes in the operating room was developed. By
connecting data sources and medical devices from different
manufacturers, the technology and business platform creates a
multisided market for the successful development,
implementation, and accounting of innovative software solutions
in health care. Consequently, software-based medical innovation
can be translated into clinical routine quickly, efficiently, and
cost-effectively, optimizing the treatment of patients through
smartly assisted procedures.
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API: application programming interface
DKFZ: Deutsches Krebsforschungszentrum (German Cancer Research Center)
HIS: hospital information system
IoT: internet of things
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Abstract

Background: Assessment of the physical frailty of older patients is of great importance in many medical disciplines to be able
to implement individualized therapies. For physical tests, time is usually used as the only objective measure. To record other
objective factors, modern wearables offer great potential for generating valid data and integrating the data into medical
decision-making.

Objective: The aim of this study was to compare the predictive value of insole data, which were collected during the
Timed-Up-and-Go (TUG) test, to the benchmark standard questionnaire for sarcopenia (SARC-F: strength, assistance with
walking, rising from a chair, climbing stairs, and falls) and physical assessment (TUG test) for evaluating physical frailty, defined
by the Short Physical Performance Battery (SPPB), using machine learning algorithms.

Methods: This cross-sectional study included patients aged >60 years with independent ambulation and no mental or neurological
impairment. A comprehensive set of parameters associated with physical frailty were assessed, including body composition,
questionnaires (European Quality of Life 5-dimension [EQ 5D 5L], SARC-F), and physical performance tests (SPPB, TUG),
along with digital sensor insole gait parameters collected during the TUG test. Physical frailty was defined as an SPPB score≤8.
Advanced statistics, including random forest (RF) feature selection and machine learning algorithms (K-nearest neighbor [KNN]
and RF) were used to compare the diagnostic value of these parameters to identify patients with physical frailty.

Results: Classified by the SPPB, 23 of the 57 eligible patients were defined as having physical frailty. Several gait parameters
were significantly different between the two groups (with and without physical frailty). The area under the receiver operating
characteristic curve (AUROC) of the TUG test was superior to that of the SARC-F (0.862 vs 0.639). The recursive feature
elimination algorithm identified 9 parameters, 8 of which were digital insole gait parameters. Both the KNN and RF algorithms
trained with these parameters resulted in excellent results (AUROC of 0.801 and 0.919, respectively).

Conclusions: A gait analysis based on machine learning algorithms using sensor soles is superior to the SARC-F and the TUG
test to identify physical frailty in orthogeriatric patients.

(JMIR Med Inform 2022;10(1):e32724)   doi:10.2196/32724
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Introduction

The physiological process of aging is inevitably connected to
a decrease in physical performance [1]. It has been estimated
that approximately 30% of the US population above the age of
55 years suffer from moderate to severe physical limitations
[2]. In an orthogeriatric patient population, the assessment of
physical frailty is of particular importance, as it is not only
strongly associated with falls but also to an inferior outcome
following surgery [3]. Consequently, it is of upmost importance
to test for and thereby objectify physical impairment (ie, frailty).

Various individual parameters have been proposed to assess
physical performance, including handgrip strength, daily step
count, and gait speed. However, all of these have considerable
interindividual variation [4]. Along with individual physiologic
parameters, a variety of questionnaires such as the Barthel index
[5], De-Morton Mobility index [6], or FRAIL scale [7] have
been developed to quantify frailty. However, these
questionnaires have proven to be inferior to the more complex
physical assessments [8]. The Short Physical Performance
Battery (SPPB) [9] is often considered one of the benchmark
tests to assess frailty [8]. The SPPB combines multiple physical
assessments, including gait, balance, and strength [10]. There
is a consensus that screening for physical frailty is not only the
prerequisite for successful individual patient care but also for
cost-effectiveness [11]. Nonetheless, an international consensus
on the most appropriate screening method is still missing [12].

As outlined above, comprehensive physical stance and gait
assessments might be the most effective approach to quantify
frailty. A new approach to assess physical activity and gait
parameters includes the use of wearables and physical activity
monitors [13]. These devices enable physicians and researchers
to assess physical activity comprehensively under real-life
conditions, and they have already been successfully applied to
assist in the diagnosis of musculoskeletal diseases and to monitor
rehabilitation [14-17]. A more recent development is sensor
insoles with pressure and gyroscope sensors. These insoles can
be easily inserted into any shoe and allow for the assessment
of several gait parameters in an outpatient setting and also during
various daily activities. This might provide a more feasible
alternative to time-consuming assessments in specialized gait
laboratories.

Although sensor insoles might help in the assessment of frailty,
the large number of data points generated necessitates advanced
statistical analysis. The random forest (RF) based on decision
trees or the K-nearest neighbor (KNN) based on the Euclidean
distance between points in high-dimensional space are two
suitable strategies to develop clinical decision algorithms [18].

The aim of this study was to compare the classification
capability of insole data collected during the Timed-Up-and-Go
(TUG) test—a clinical gait test to assess a patient’s mobility
and risk of falling—to SARC-F (a five-item questionnaire for
the quick assessment of the risk of sarcopenia, assessing
strength, assistance with walking, rising from a chair, climbing
stairs, and falls) and the TUG test to assess physical frailty,
defined by the SPPB, using machine learning algorithms.

Methods

Patient Selection
Patients presenting to our orthogeriatric outpatient clinic for an
osteoporosis diagnosis or therapy between December 2020 and
March 2021 were invited to participate in this study. Inclusion
criteria were aged >60 years, independent ambulation without
any walking aids, and no mental or neurological impairment.
Patients were informed of the study details, including the
anonymized evaluation of the collected data, and then provided
written consent. This cross-sectional study was approved by
the local ethics committee (#19-177).

General Data Assessment
All data were collected in a standardized fashion by a unique,
specially trained investigator. Demographic data included age,
weight, height, BMI, body composition, general health-related
quality of life assessed by the European Quality of Life
5-dimension (EQ-5D-5L) questionnaire [19], and the sarcopenia
and physical frailty screening questionnaire SARC-F [20]. All
questionnaires were completed together with the patients to
obtain the highest possible data quality. Body composition (ie,
body fat and muscle percentages) was measured using a
clinically validated body composition monitor (BF511,
Omron-Healthcare, Kyoto, Japan).

Assessment of Physical Frailty
Physical frailty was assessed by three different means: the SPPB,
the TUG test, and digital insole gait parameters assessed during
the TUG test using sensor insoles (Science3, Moticon, Munich,
Germany).

The SPPB [9] is considered the benchmark test to assess
physical frailty and was therefore used as the primary outcome
parameter [8]. The SPPB is comprised of multiple tests for gait
and stance safety, as well as lower-extremity strength and
performance [10]. This tool scores the ability to stand in three
different positions for 10 seconds, the time required to walk 3
meters, and the time it takes to rise from and sit down on a chair
5 times. Points are awarded for each subtest according to the
time achieved, with a maximum score of 12 and a minimum
score of 0. Patients with SPPB scores≤8 are considered to be
physically frail [21,22]. The binary SPPB score (not physically
frail vs physically frail) was used as the classification label for
the machine learning models applied in this study.

The TUG test measures the time a patient takes to rise from a
chair (height 46 centimeters), walk 3 meters, turn 180 degrees,
and return to their initial seating position [23]. A duration of 12
seconds or longer has been associated with a higher probability
of physical frailty [24]. Therefore, a cut-off value of 12 seconds
was chosen to classify patients into physically frail and not
physically frail groups.

The gait parameters were assessed by Science3 digital sensor
insoles during the TUG test. Each of these insoles has 19
pressure sensors and a 3D gyroscope sensor to measure a variety
of temporal, spatial, and local gait parameters, including gait
speed and pressure distribution [25,26]. The parameters assessed
are outlined in detail in Table 1.
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Table 1. Overview of all insole gait parameters assessed.

UnitParameter

secondsTUGa test time

numberSteps

millimetersMean length of gait line

metersStandard deviation x/y of gait line

NewtonsMean total force during stance

secondsMean gait cycle time

strides/minuteMean gait cadence

secondsMean double support time

gMean acceleration over gait cycle (x/y/z)

metersMean stride length

%Mean fraction of stance phase

%Mean fraction of swing phase

metersWalking distance

meters/secondMean walking speed

metersCOPb variability (left/right)

metersCOP trace length (left/right)

aTUG: Timed-Up-and-Go.
bCOP: center of pressure.

General Statistical Analysis
Unpaired t tests were used with α adjustment according to the
Benjamini and Hochberg method [27] to compare
interval-scaled, normally distributed variables (demographics,
questionnaires, and gait parameters) between patients with and
without physical frailty. Data are expressed as mean (SD). The
effect size is expressed as the standardized mean difference.

Prediction Algorithms
To train the prediction algorithms, all collected performance-
and nonperformance-related variables were used to train a
recursive feature elimination algorithm that can identify the
most relevant parameters for distinguishing patients with (SPPB
score≤8) and without (SPPB score>8) physical frailty. For this
purpose, the feature elimination algorithm was used to choose
the best suitable variables based on an RF algorithm from the
ranger package [28]. Gini impurity was used to rank the
variables in order of their importance, as this measure is
particularly suited to assess how well certain variables divide
up a data set [29]. Based on this ordering of the variables, the
variables were gradually removed until the lowest possible
classification error was achieved. The classification error was
chosen as the performance measure for the recursive feature
selection, since the main focus was on maximizing the accuracy
of the models developed later.

Two supervised machine learning algorithms, KNN [30] and
RF, were used for further analysis using the previously selected
variables. Both algorithms rely on being trained with labeled
training data with a subsequent performance evaluation using
test data. Prior to the training and tuning processes, the data

were split into a training and a testing data set at a 70:30 ratio.
The training process included an internal 3-fold cross-validation
step. As hyperparameter tuning is essential for supervised
machine learning algorithms to increase the accuracy of the
classification [31], both algorithms were subjected to a tuning
process that optimizes all variables to be tuned simultaneously,
exclusively using the training data set. For the KNN, the tuning
range for the number of neighbors was set from 1 to 22. For the
type of kernels, the four variants rectangular, Gaussian, rank,
and optimal were tested. For the unit of measurement of the
distance, the options Euclidean distance, absolute distance, and
Minkowski distance were available. For the RF, the number of
variables considered as split candidates within a tree was tuned
in the range of 1 to 7, the maximum number of branches in a
tree was in the range of 2 to 10, and the number of trees in the
RF was set from 100 to 1000. The nested resampling technique
was used to enable better estimation of the true model
performance on unseen data [32]. The 30% of the data not seen
by the model were used to compare the performance of the
different models subsequently.

To compare the generated algorithms to the classification
properties of the TUG and SARC-F, confusion matrices and
receiver operating characteristic (ROC) curves were created
based on a logistic regression for the SARC-F using solely the
score achieved and for the TUG using only the time taken to
complete the test so as to compare the different prediction
strategies. All data were collected in a REDCap study database
[33] and analyzed in a standardized manner with RStudio
software (version 1.3.1093), R (version 4.0.3), using the
packages dplyr (version 1.0.2), Hmisc (version 4.6-0), ggplot2
(version 3.3.2), caret (version 6.0-86), and mlr3 (version 6.0-86)
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[34]. The code used to create and compare the models to the
established tests has been made publicly available on GitHub
[35].

Results

All of the 57 eligible consecutive orthogeriatric patients were
included in the final analysis. The patients’ mean age was 77
(SD 6) years and 93% were women. Classified by the SPPB,
23 patients (40%) had physical frailty. Table 2 shows the
comparison of all assessed general parameters between the
patients with and without physical frailty. Only age, EQ-5D-5L
index, and SARC-F score differed significantly between the
two groups. It should be emphasized that the average age of the
patients with physical frailty was more than 5 years above the
average age of the patients without physical frailty. In parallel,
the mean health index of the patients with physical frailty
determined by the EQ-5D-5L was almost 0.2 points below that
of the patients without physical frailty. All other collected
demographic data such as weight, height, BMI, body fat, and
muscle mass did not differ significantly between the two groups.

The between-groups comparison of the digital gait analysis is
presented in Table 3. The two groups differed significantly for
all insole-generated gait parameters (all P<.05).

The classification errors of the TUG test and SARC-F to identify
patients with physical frailty were 0.333 and 0.316, respectively.
However, the area under the ROC curve (AUROC) for the TUG
test was higher when compared with that of the SARC-F (0.862
vs 0.639; Figure 1A, Figure 1B).

The RF-based recursive feature elimination algorithm was
trained to extract the most important features for classifying
physical frailty using all parameters collected, except the SPPB,

TUG test, and SARC-F, as they either define the result or
represent the classification methods to be compared.

Based on the defined criteria, the 9 parameters outlined in Figure
2 were included. Notably, 8 out of the 9 parameters selected
were gait parameters collected by the insoles (Figure 2). The
number of steps and the step length were the most decisive
factors for the identification of physical frailty by the algorithm.
The gait speed followed in third place. Of the variables selected,
double support seemed to have the least effect on classification.

These variables were then used to train the two classification
algorithms KNN and RF. The tuning process resulted in an
optimal combination of hyperparameters for the KNN as
follows: k=15, a “rank” kernel, and the Minkowski distance.
The optimal combination for the RF was 7 split variables, 6
branches, and 550 trees.

To compare the classification abilities of the TUG and the
SARC-F with the algorithms created, a logistic regression was
carried out on the SARC-F score and the TUG time on the
dependent variable physical frailty and the ROC curve was
drawn (Figure 1A-D). Table 4 summarizes the prediction
accuracy of the four classifiers. Both classical approaches were
outperformed by the machine learning–based models in terms
of classification error (KNN=0.246, Figure 1D; RF=0.281,
Figure 1C). The AUROC for the RF was slightly superior to
that of the KNN (Table 4). Overall, the KNN showed the lowest
error rate in classification at 24.6% (Figure 1). RF showed the
largest AUROC value and thus appears to be the most suitable
for classification. In the conventional tests, the TUG test was
far superior to the SARC-F in terms of area under the ROC
curve and classification error. The KNN showed the lowest
classification error rate, but had a slightly smaller AUROC
value than those of the RF and the TUG test.
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Table 2. Comparison of demographics, body composition, physical activity, physical performance, and health questionnaire scores between patients
with and without physical frailty.

SMDaP valuePhysical frailty (n=23)No physical frailty (n=34)Variable

0.892.00280.00 (5.82)74.76 (5.92)Age (years), mean (SD)

0.055.8424.66 (3.79)24.42 (4.81)BMI (kg/m2), mean (SD)

0.053.85160.56 (7.84)160.94 (6.37)Height (cm), mean (SD)

0.070.8063.45 (9.61)62.77 (9.72)Weight (kg), mean (SD)

0.243.3732.14 (7.86)30.15 (8.55)Body fat (%), mean (SD)

0.254.348.71 (2.72)7.95 (3.21)Visceral fat (%), mean (SD)

0.460.0928.52 (3.29)30.26 (4.20)Muscle mass (%), mean (SD)

0.034.901341.29 (123.22)1345.32 (110.40)Resting metabolism (kcal), mean (SD)

0.228.4134.31 (3.30)35.04 (3.12)Calf circumference, mean (SD)

0.818.0070.65 (0.27)0.84 (0.16)EQ-5D-5Lb index, mean (SD)

–3.106<.0016.44 (2.06)11.30 (0.79)SPPBc score (points), mean (SD)

<.00123 (40)0 (0)SPPB score≤8, n (%)

1.002.01SARC-Fd score, n (%)

6 (26)22 (65)0

7 (30)8 (24)1

3 (13)2 (6)2

4 (17)0 (0)3

3 (13)2 (6)4

0.422.31Number of falls in past year, n (%)

12 (52)24 (71)0

9 (39)7 (21)1-3

2 (9)3 (9)>3

0.303.270.59 (0.06)0.61 (0.06)BMDe femoral neck (g/cm3), mean (SD)

0.391.170.91 (0.16)0.85 (0.12)BMD lumbar spine (g/cm3), mean (SD)

0.005>.99Smoking, n (%)

21 (91)31 (91)No

2 (9)3 (9)Yes

0.103.74Self-sustaining, n (%)

5 (22)6 (18)No

18 (78)28 (82)Yes

0.566.05Daily leaving apartment, n (%)

8 (35)4 (12)No

15 (65)30 (88)Yes

0.569.06Weekly sports activity (>3 h), n (%)

13 (57)10 (29)No

10 (43)24 (71)Yes

aSMD: standardized mean difference.
bEQ-5D-5L: European Quality of Life 5-dimension questionnaire.
cSPPB: Short Physical Performance Battery.
dSARC-F: sarcopenia test (strength, assistance with walking, rising from a chair, climbing stairs, and fall).
eBMD: bone mineral density.
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Table 3. Comparison of gait parameters between patients with and without physical frailty.

SMDaP valuePhysical frailty, mean (SD)No physical frailty, mean (SD)Variable

–1.637<.0010.69 (0.19)1.09 (0.28)Mean gait speed (m/s)

1.765<.00115.79 (5.50)8.52 (1.93)TUGb time (s)

–1.450<.0010.85 (0.17)1.12 (0.19)Mean stride length (m)

–1.214<.00149.37 (8.21)59.72 (8.83)Mean gait cadence (strides/min)

1.199<.0011.27 (0.20)1.05 (0.16)Mean gait cycle time (s)

0.843.0030.51 (0.14)0.40 (0.13)Mean double support time (s)

0.804.00520.04 (5.67)15.32 (6.05)Number of steps (n)

0.695.020.59 (0.74)0.03 (0.89)Mean acceleration over gait cycle right (g)

0.680.027.06 (3.22)5.25 (1.96)COPc trace length right (m)

0.672.02–1.39 (1.54)–2.36 (1.32)Mean acceleration over gait cycle right (g)

0.574.04142.66 (19.05)131.10 (21.20)Mean length width of gait line right (mm)

–0.552.051.21 (0.78)1.66 (0.86)Variance of acceleration over gait cycle (m/s2)

aSMD: standardized mean difference.
bTUG: Timed-Up-and-Go.
cCOP: center of pressure.
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Figure 1. Comparison of the receiver operating characteristic (ROC) curves of the classification properties of the sarcopenia index SARC-F (A),
Timed-Up-and-Go (TUG) test (B), and the random forest (C) and k-nearest neighbor (D) algorithms. AUC: area under the ROC curve.
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Figure 2. Selected parameters based on the recursive feature elimination algorithm, ordered by their importance for reduction of classification error
ranked by Gini-Impurity [29].

Table 4. Comparison of physical frailty prediction methods.

RFe classifierKNNd classifierTUGc test LRSARC-Fa LRbPerformance metric

0.7240.7190.6670.684Accuracy

0.8590.9190.8620.639AUROCf

aSARC-F: sarcopenia test (strength, assistance with walking, rising from a chair, climbing stairs, and fall).
bLR: logistic regression.
cTUG: Timed-Up-and-Go.
dKNN: K-nearest neighbor.
eRF: random forest.
fAUROC: area under the receiver operating characteristic curve.

Discussion

Principal Findings
Based on a sample of 57 patients and advanced statistics, this
study shows that gait parameters assessed by digital insoles
during the TUG test outperformed both the benchmark tests
(the TUG physical assessment and SARC-F questionnaire) to
identify patients with physical frailty.

Patients identified as physically frail classified by their SPPB
scores (≤8) were on average 5 years older than patients that
were not classified as physically frail, with no significant
difference in BMI or body composition. By contrast, previous
studies have reported a decreased muscle mass and increased
fat percentage in patients with physical frailty [36]. Despite the
considerable amount of physical frailty–related data collected
(Tables 1 and 2), the vast majority (8 out of 9) of the parameters
selected by the recursive feature elimination algorithm were
insole gait parameters collected during the TUG test. Although
the temporal gait variables such as gait speed, double support

time, and gait cadence can be considered dependent variables,
they all reflect different aspects of gait. For this reason, it makes
sense to integrate several of these aspects into the machine
learning algorithms to better map the gait pattern of an
individual patient and derive the best possible classification.

Previous studies have proposed that gait speed is the most
relevant parameter to identify patients with physical frailty [4].
It has been shown that a slow gait speed is associated with an
increased fall risk [37], as well as a higher mortality rate [38].
Interestingly, the advanced modeling used in this study weighted
stride length equally important as gait speed to differentiate
between physical frailty and no physical frailty in patients, in
terms of their classification importance measured by the Gini
impurity (Figure 2). Although gait speed is easily assessed, it
might be biased by patients’ motivation. One can hypothesize
a “white coat effect,” in this case a higher level of motivation
during medical gait speed examinations. Stride length might be
a more robust (ie, harder to influence consciously) parameter
in such settings, which might explain its superiority in the herein
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applied modeling. Espy et al [39] provided a possible
explanation for the higher robustness of stride length compared
to gait speed. They were able to show that a slow gait leads to
instability, which again is compensated for by a small-stepped
gait pattern [39]. It appears reasonable that patients with physical
frailty would therefore compensate for their unstable gait pattern
by a reduction of their stride length [39]. Overall, stride length
and gait speed were found to be the two most relevant
parameters for the model (Figure 2), and could only be slightly
increased by adding additional gait parameters such as cadence,
double support time, and acceleration over gait cycle.
Consequently, stride length in addition to gait speed might be
a valuable clinical parameter to identify patients with physical
frailty. Their early identification is essential to reduce the
number of falls [37] and possibly mortality rates [38], as well
as to increase further health outcomes [40]. These considerable
implications are not only important in an orthogeriatric setting
but also for almost all medical specialties.

In line with previous studies, the SARC-F as well as the TUG
test were found to be suitable for estimating the physical frailty
status [41]. The slightly better results for the TUG test compared
with the SARC-F might be explained by their different natures.
The SARC-F is a patient-reported outcome measure, whereas
the TUG test is a more objective score. Older patients have been
shown to overestimate their physical abilities [42,43], which
might result in false negative SARF-F scores. Complementing
the SARC-F by an objective measurement such as the TUG
test, handgrip strength, or a gait analysis might increase its
accuracy and therefore screening value.

Nevertheless, the combination of machine learning algorithms
and digital gait analysis outperformed the TUG test and SARC-F
in the detection of physical frailty. The digital insoles used in
this study can easily be applied and have proven to be reliable
[25]. Furthermore, they could be integrated into health
assessment apps, such as on a smartphone. This can facilitate
both the collection of longitudinal data and remote monitoring
of at-risk patients, and potentially even guide rehabilitation.
Consequently, gait analysis by digital insoles might become
another valuable part of the growing body of digital health
devices.

Limitations and Strengths
An obvious limitation of this study is the limited number of
patients. The smaller the number of patients the algorithm is
trained on, the more limited is its generalizability. Therefore,

the herein proposed algorithm must be validated in a larger
cohort. In the setting of a longitudinal, multicenter trial, the
applied statistics could be extended to deep learning methods
such as neural networks, which could further increase the
accuracy of the predictions. Another limitation is the definition
of physical frailty. Due to the current setup, it was only possible
to define physical frailty by the SPPB. Although the SPBB is
considered one of the benchmark tests for physical frailty [44],
it would be even more meaningful to directly assess the
occurrence of various health impairments such as falls, fractures,
progression to impaired ambulation, or death. Nonetheless,
these parameters can only be assessed in a longitudinal study
setup.

Despite these limitations, several strengths of this study are
noteworthy. First, the combined use of modern wearables and
data analysis strategies from the field of data science to
complement the classic statistical analysis is an advantage of
this study. Due to the increasing amount of data points collected
by digital devices, advanced statistics will become the primary
working horse to analyze the data. Second, the meta-modeling
approach applied represents a pessimistic estimation of the
models’ performance in a larger cohort. Nevertheless, the
resulting AUROC values of 0.801 and 0.841 can be judged as
excellent [45]. These excellent results argue for the value of
digital insole gait parameters. For application in clinical practice,
it is conceivable that a doctor will receive an analysis on their
terminal device in real time during the test, which can provide
time-efficient support in clinical decision-making for or against
prescribing fall prevention training, certain medications, or other
therapeutic interventions. Finally, this study also indicates that
gait parameters might be a promising target for physical frailty
therapies. It can by hypothesized that focused physiotherapy or
fall risk minimization counseling could counteract physical
frailty and thereby increase the patient’s health-related quality
of life.

Conclusion
Machine learning algorithms–based gait analysis using mobile
insoles appears to be a promising approach to screen for physical
frailty in an outpatient setting. Due to the increasing amount of
data collected, high-performance data processing will become
increasingly important. Future large-scale, longitudinal, and
multicenter screening trials should collect as many data points
as possible, including from digital devices such as wearables,
and apply advanced statistics to increase the diagnostic
sensitivity and accuracy of physical frailty diagnosis.

 

Conflicts of Interest
None declared.

References
1. Cruz-Jimenez M. Normal changes in gait and mobility problems in the elderly. Phys Med Rehabil Clin N Am 2017

Nov;28(4):713-725. [doi: 10.1016/j.pmr.2017.06.005] [Medline: 29031338]
2. Tieland M, Trouwborst I, Clark BC. Skeletal muscle performance and ageing. J Cachexia Sarcopenia Muscle 2018

Feb;9(1):3-19. [doi: 10.1002/jcsm.12238] [Medline: 29151281]
3. Marquez A, Queirós C. Frailty, sarcopenia and falls. In: Hertz K, Santy-Tomlinson J, editors. Fragility fracture nursing:

holistic care and management of the orthogeriatric patient. Cham: Springer; 2018:15-26.

JMIR Med Inform 2022 | vol. 10 | iss. 1 |e32724 | p.177https://medinform.jmir.org/2022/1/e32724
(page number not for citation purposes)

Kraus et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1016/j.pmr.2017.06.005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29031338&dopt=Abstract
http://dx.doi.org/10.1002/jcsm.12238
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29151281&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


4. Studenski S, Perera S, Patel K, Rosano C, Faulkner K, Inzitari M, et al. Gait speed and survival in older adults. JAMA 2011
Jan 05;305(1):50-58 [FREE Full text] [doi: 10.1001/jama.2010.1923] [Medline: 21205966]

5. Mahoney FI, Barthel DW. Functional evaluation: the Barthel Index. Md State Med J 1965 Feb;14:61-65. [Medline: 14258950]
6. de Morton NA, Davidson M, Keating JL. The de Morton Mobility Index (DEMMI): an essential health index for an ageing

world. Health Qual Life Outcomes 2008 Aug 19;6:63 [FREE Full text] [doi: 10.1186/1477-7525-6-63] [Medline: 18713451]
7. Thompson MQ, Theou O, Tucker GR, Adams RJ, Visvanathan R. FRAIL scale: Predictive validity and diagnostic test

accuracy. Australas J Ageing 2020 Dec;39(4):e529-e536. [doi: 10.1111/ajag.12829] [Medline: 32748992]
8. Freiberger E, de Vreede P, Schoene D, Rydwik E, Mueller V, Frändin K, et al. Performance-based physical function in

older community-dwelling persons: a systematic review of instruments. Age Ageing 2012 Nov;41(6):712-721. [doi:
10.1093/ageing/afs099] [Medline: 22885845]

9. Treacy D, Hassett L. The Short Physical Performance Battery. J Physiother 2018 Jan;64(1):61 [FREE Full text] [doi:
10.1016/j.jphys.2017.04.002] [Medline: 28645532]

10. Guralnik JM, Simonsick EM, Ferrucci L, Glynn RJ, Berkman LF, Blazer DG, et al. A short physical performance battery
assessing lower extremity function: association with self-reported disability and prediction of mortality and nursing home
admission. J Gerontol 1994 Mar;49(2):M85-M94. [doi: 10.1093/geronj/49.2.m85] [Medline: 8126356]

11. Bleijenberg N, Drubbel I, Neslo RE, Schuurmans MJ, Ten Dam VH, Numans ME, et al. Cost-effectiveness of a proactive
primary care program for frail older people: a cluster-randomized controlled trial. J Am Med Dir Assoc 2017 Dec
01;18(12):1029-1036.e3 [FREE Full text] [doi: 10.1016/j.jamda.2017.06.023] [Medline: 28801235]

12. Dent E, Martin FC, Bergman H, Woo J, Romero-Ortuno R, Walston JD. Management of frailty: opportunities, challenges,
and future directions. Lancet 2019 Oct 12;394(10206):1376-1386. [doi: 10.1016/S0140-6736(19)31785-4] [Medline:
31609229]

13. De Luca V, Muaremi A, Giggins O, Walsh L, Clay I. Towards fully instrumented and automated assessment of motor
function tests. 2018 Mar 01 Presented at: IEEE EMBS Int Conf Biomed Heal Informatics; 2018; Las Vegas p. 83. [doi:
10.1109/bhi.2018.8333375]

14. Keppler AM, Nuritidinow T, Mueller A, Hoefling H, Schieker M, Clay I, et al. Validity of accelerometry in step detection
and gait speed measurement in orthogeriatric patients. PLoS One 2019;14(8):e0221732 [FREE Full text] [doi:
10.1371/journal.pone.0221732] [Medline: 31469864]

15. Pfeufer D, Becker CA, Faust L, Keppler AM, Stagg M, Kammerlander C, et al. Load-bearing detection with insole-force
sensors provides new treatment insights in fragility fractures of the pelvis. J Clin Med 2020 Aug 06;9(8):2551 [FREE Full
text] [doi: 10.3390/jcm9082551] [Medline: 32781675]

16. Keppler AM, Holzschuh J, Pfeufer D, Neuerburg C, Kammerlander C, Böcker W, et al. Postoperative physical activity in
orthogeriatric patients - new insights with continuous monitoring. Injury 2020 Mar;51(3):628-632. [doi:
10.1016/j.injury.2020.01.041] [Medline: 32033808]

17. Mueller A, Hoefling HA, Muaremi A, Praestgaard J, Walsh LC, Bunte O, et al. Continuous digital monitoring of walking
speed in frail elderly patients: noninterventional validation study and longitudinal clinical trial. JMIR Mhealth Uhealth
2019 Nov 27;7(11):e15191 [FREE Full text] [doi: 10.2196/15191] [Medline: 31774406]

18. Garg A, Mago V. Role of machine learning in medical research: a survey. Comput Sci Rev 2021 May;40:100370. [doi:
10.1016/j.cosrev.2021.100370]

19. Hernandez G, Garin O, Dima AL, Pont A, Martí Pastor M, Alonso J, ASTRO-LAB Group. EuroQol (EQ-5D-5L) validity
in assessing the quality of life in adults with asthma: cross-sectional study. J Med Internet Res 2019 Jan 23;21(1):e10178
[FREE Full text] [doi: 10.2196/10178] [Medline: 30672744]

20. Hax V, do Espírito Santo RC, Dos Santos LP, Farinon M, de Oliveira MS, Três GL, et al. Practical screening tools for
sarcopenia in patients with systemic sclerosis. PLoS One 2021;16(1):e0245683 [FREE Full text] [doi:
10.1371/journal.pone.0245683] [Medline: 33481872]

21. Yuguchi S, Saitoh M, Oura K, Tahara M, Kamisaka K, Kawamura T, et al. Impact of preoperative frailty on regaining
walking ability in patients after cardiac surgery: Multicenter cohort study in Japan. Arch Gerontol Geriatr 2019;83:204-210.
[doi: 10.1016/j.archger.2019.04.003] [Medline: 31082565]

22. Lim YJ, Ng YS, Sultana R, Tay EL, Mah SM, Chan CHN, et al. Frailty assessment in community-dwelling older adults:
a comparison of 3 diagnostic instruments. J Nutr Health Aging 2020;24(6):582-590. [doi: 10.1007/s12603-020-1396-2]
[Medline: 32510110]

23. Miyoshi S, Morita T, Kadoi Y, Goto F. Analysis of the factors related to a decrease in jugular venous oxygen saturation in
patients with diabetes mellitus during normothermic cardiopulmonary bypass. Surg Today 2005;35(7):530-534. [doi:
10.1007/s00595-004-2977-0] [Medline: 15976948]

24. Centers for Disease Control and Prevention. 2017. URL: https://www.cdc.gov/steadi/pdf/TUG_Test-print.pdf [accessed
2021-05-10]

25. Braun BJ, Veith NT, Hell R, Döbele S, Roland M, Rollmann M, et al. Validation and reliability testing of a new, fully
integrated gait analysis insole. J Foot Ankle Res 2015;8(1):54 [FREE Full text] [doi: 10.1186/s13047-015-0111-8] [Medline:
26396594]

JMIR Med Inform 2022 | vol. 10 | iss. 1 |e32724 | p.178https://medinform.jmir.org/2022/1/e32724
(page number not for citation purposes)

Kraus et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://europepmc.org/abstract/MED/21205966
http://dx.doi.org/10.1001/jama.2010.1923
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21205966&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=14258950&dopt=Abstract
https://hqlo.biomedcentral.com/articles/10.1186/1477-7525-6-63
http://dx.doi.org/10.1186/1477-7525-6-63
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18713451&dopt=Abstract
http://dx.doi.org/10.1111/ajag.12829
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32748992&dopt=Abstract
http://dx.doi.org/10.1093/ageing/afs099
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22885845&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1836-9553(17)30048-6
http://dx.doi.org/10.1016/j.jphys.2017.04.002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28645532&dopt=Abstract
http://dx.doi.org/10.1093/geronj/49.2.m85
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8126356&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1525-8610(17)30366-3
http://dx.doi.org/10.1016/j.jamda.2017.06.023
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28801235&dopt=Abstract
http://dx.doi.org/10.1016/S0140-6736(19)31785-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31609229&dopt=Abstract
http://dx.doi.org/10.1109/bhi.2018.8333375
https://dx.plos.org/10.1371/journal.pone.0221732
http://dx.doi.org/10.1371/journal.pone.0221732
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31469864&dopt=Abstract
https://www.mdpi.com/resolver?pii=jcm9082551
https://www.mdpi.com/resolver?pii=jcm9082551
http://dx.doi.org/10.3390/jcm9082551
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32781675&dopt=Abstract
http://dx.doi.org/10.1016/j.injury.2020.01.041
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32033808&dopt=Abstract
https://mhealth.jmir.org/2019/11/e15191/
http://dx.doi.org/10.2196/15191
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31774406&dopt=Abstract
http://dx.doi.org/10.1016/j.cosrev.2021.100370
https://www.jmir.org/2019/1/e10178/
http://dx.doi.org/10.2196/10178
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30672744&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0245683
http://dx.doi.org/10.1371/journal.pone.0245683
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33481872&dopt=Abstract
http://dx.doi.org/10.1016/j.archger.2019.04.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31082565&dopt=Abstract
http://dx.doi.org/10.1007/s12603-020-1396-2
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32510110&dopt=Abstract
http://dx.doi.org/10.1007/s00595-004-2977-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15976948&dopt=Abstract
https://www.cdc.gov/steadi/pdf/TUG_Test-print.pdf
https://jfootankleres.biomedcentral.com/articles/10.1186/s13047-015-0111-8
http://dx.doi.org/10.1186/s13047-015-0111-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26396594&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


26. Braun BJ, Bushuven E, Hell R, Veith NT, Buschbaum J, Holstein JH, et al. A novel tool for continuous fracture aftercare
- Clinical feasibility and first results of a new telemetric gait analysis insole. Injury 2016 Feb;47(2):490-494. [doi:
10.1016/j.injury.2015.11.004] [Medline: 26626806]

27. Benjamini Y, Hochberg Y. Controlling the false discovery rate: a practical and powerful approach to multiple testing. J R
Stat Soc B 2018 Dec 05;57(1):289-300. [doi: 10.1111/j.2517-6161.1995.tb02031.x]

28. Wright MN, Ziegler A. ranger: a fast implementation of random forests for high dimensional data in C++ and R and. J Stat
Soft 2017 Mar 01;77(1):1-17. [doi: 10.18637/jss.v077.i01]

29. Archer KJ, Kimes RV. Empirical characterization of random forest variable importance measures. Comput Stat Data Anal
2008 Jan;52(4):2249-2260. [doi: 10.1016/j.csda.2007.08.015]

30. Keller JM, Gray MR, Givens JA. A fuzzy K-nearest neighbor algorithm. IEEE Trans Syst Man Cybern 1985
Jul;SMC-15(4):580-585. [doi: 10.1109/tsmc.1985.6313426]

31. van Rijn J, Hutter F. Hyperparameter importance across datasets. : ACM; 2018 Aug 19 Presented at: 24th ACM SIGKDD
International Conference on Knowledge Discovery & Data Mining; August 19-23, 2018; London URL: https://dl.acm.org/
doi/10.1145/3219819.3220058 [doi: 10.1145/3219819.3220058]

32. Bischl B, Mersmann O, Trautmann H, Weihs C. Resampling methods for meta-model validation with recommendations
for evolutionary computation. Evol Comput 2012 Jun;20(2):249-275. [doi: 10.1162/evco_a_00069]

33. Harris PA, Taylor R, Minor BL, Elliott V, Fernandez M, O'Neal L, REDCap Consortium. The REDCap consortium: building
an international community of software platform partners. J Biomed Inform 2019 Jul;95:103208 [FREE Full text] [doi:
10.1016/j.jbi.2019.103208] [Medline: 31078660]

34. Lang M, Binder M, Richter J, Schratz P, Pfisterer F, Coors S, et al. mlr3: A modern object-oriented machine learning
framework in R. JOSS 2019 Dec;4(44):1903. [doi: 10.21105/joss.01903]

35. Kraus M. Models for gait analysis evaluation Internet. GitHub. URL: https://github.com/KrausMoritz/Gait_Analysis
[accessed 2021-10-01]

36. Cesari M, Leeuwenburgh C, Lauretani F, Onder G, Bandinelli S, Maraldi C, et al. Frailty syndrome and skeletal muscle:
results from the Invecchiare in Chianti study. Am J Clin Nutr 2006 May 01;83(5):1142-1148 [FREE Full text] [doi:
10.1093/ajcn/83.5.1142] [Medline: 16685058]

37. Verghese J, Holtzer R, Lipton RB, Wang C. Quantitative gait markers and incident fall risk in older adults. J Gerontol A
Biol Sci Med Sci 2009 Aug 06;64(8):896-901 [FREE Full text] [doi: 10.1093/gerona/glp033] [Medline: 19349593]

38. Stanaway FF, Gnjidic D, Blyth FM, Le Couteur DG, Naganathan V, Waite L, et al. How fast does the Grim Reaper walk?
Receiver operating characteristics curve analysis in healthy men aged 70 and over. BMJ 2011 Dec 15;343(dec15
1):d7679-d7679 [FREE Full text] [doi: 10.1136/bmj.d7679] [Medline: 22174324]

39. Espy D, Yang F, Bhatt T, Pai Y. Independent influence of gait speed and step length on stability and fall risk. Gait Posture
2010 Jul;32(3):378-382 [FREE Full text] [doi: 10.1016/j.gaitpost.2010.06.013] [Medline: 20655750]

40. Pandey A, Kitzman D, Whellan DJ, Duncan PW, Mentz RJ, Pastva AM, et al. Frailty among older decompensated heart failure
patients: prevalence, association with patient-centered outcomes, and efficient detection methods. JACC Heart Fail 2019
Dec;7(12):1079-1088 [FREE Full text] [doi: 10.1016/j.jchf.2019.10.003] [Medline: 31779931]

41. Si H, Jin Y, Qiao X, Tian X, Liu X, Wang C. Comparison of 6 frailty screening tools in diagnostic properties among Chinese
community-dwelling older people. Geriatr Nurs 2021 Jan;42(1):276-282. [doi: 10.1016/j.gerinurse.2020.08.017] [Medline:
32948340]

42. Kawasaki T, Tozawa R. Motor function relating to the accuracy of self-overestimation error in community-dwelling older
adults. Front Neurol 2020;11:599787. [doi: 10.3389/fneur.2020.599787] [Medline: 33329358]

43. Martin P, Keppler AM, Alberton P, Neuerburg C, Drey M, Böcker W, et al. Self-Assessment of mobility of people over
65 years of age. Medicina (Kaunas) 2021 Sep 17;57(9):980 [FREE Full text] [doi: 10.3390/medicina57090980] [Medline:
34577903]

44. Chen J, Liang C, Chang Q. Comparison of fallers and nonfallers on four physical performance tests: a prospective cohort
study of community-dwelling older indigenous Taiwanese women. Int J Geront 2018 Mar;12(1):22-26. [doi:
10.1016/j.ijge.2017.04.006]

45. Mandrekar JN. Receiver operating characteristic curve in diagnostic test assessment. J Thorac Oncol 2010 Sep;5(9):1315-1316
[FREE Full text] [doi: 10.1097/JTO.0b013e3181ec173d] [Medline: 20736804]

Abbreviations
AUROC: area under the receiver operating characteristic curve
EQ-5D-5L: European Quality of Life 5-dimension
KNN: K-nearest neighbor
RF: random forest
ROC: receiver operating characteristic
SARC-F: sarcopenia questionnaire (strength, assistance with walking, rising from a chair, climbing stairs, and
falls)

JMIR Med Inform 2022 | vol. 10 | iss. 1 |e32724 | p.179https://medinform.jmir.org/2022/1/e32724
(page number not for citation purposes)

Kraus et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.1016/j.injury.2015.11.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26626806&dopt=Abstract
http://dx.doi.org/10.1111/j.2517-6161.1995.tb02031.x
http://dx.doi.org/10.18637/jss.v077.i01
http://dx.doi.org/10.1016/j.csda.2007.08.015
http://dx.doi.org/10.1109/tsmc.1985.6313426
https://dl.acm.org/doi/10.1145/3219819.3220058
https://dl.acm.org/doi/10.1145/3219819.3220058
http://dx.doi.org/10.1145/3219819.3220058
http://dx.doi.org/10.1162/evco_a_00069
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(19)30126-1
http://dx.doi.org/10.1016/j.jbi.2019.103208
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31078660&dopt=Abstract
http://dx.doi.org/10.21105/joss.01903
https://github.com/KrausMoritz/Gait_Analysis
http://europepmc.org/abstract/MED/16685058
http://dx.doi.org/10.1093/ajcn/83.5.1142
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16685058&dopt=Abstract
http://europepmc.org/abstract/MED/19349593
http://dx.doi.org/10.1093/gerona/glp033
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19349593&dopt=Abstract
http://europepmc.org/abstract/MED/22174324
http://dx.doi.org/10.1136/bmj.d7679
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22174324&dopt=Abstract
http://europepmc.org/abstract/MED/20655750
http://dx.doi.org/10.1016/j.gaitpost.2010.06.013
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20655750&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2213-1779(19)30787-5
http://dx.doi.org/10.1016/j.jchf.2019.10.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31779931&dopt=Abstract
http://dx.doi.org/10.1016/j.gerinurse.2020.08.017
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32948340&dopt=Abstract
http://dx.doi.org/10.3389/fneur.2020.599787
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33329358&dopt=Abstract
https://www.mdpi.com/resolver?pii=medicina57090980
http://dx.doi.org/10.3390/medicina57090980
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34577903&dopt=Abstract
http://dx.doi.org/10.1016/j.ijge.2017.04.006
https://linkinghub.elsevier.com/retrieve/pii/S1556-0864(15)30604-3
http://dx.doi.org/10.1097/JTO.0b013e3181ec173d
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20736804&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


SPPB: Short Physical Performance Battery
TUG: Timed Up and Go
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Abstract

Background: Patient representation learning aims to learn features, also called representations, from input sources automatically,
often in an unsupervised manner, for use in predictive models. This obviates the need for cumbersome, time- and resource-intensive
manual feature engineering, especially from unstructured data such as text, images, or graphs. Most previous techniques have
used neural network–based autoencoders to learn patient representations, primarily from clinical notes in electronic medical
records (EMRs). Knowledge graphs (KGs), with clinical entities as nodes and their relations as edges, can be extracted automatically
from biomedical literature and provide complementary information to EMR data that have been found to provide valuable
predictive signals.

Objective: This study aims to evaluate the efficacy of collective matrix factorization (CMF), both the classical variant and a
recent neural architecture called deep CMF (DCMF), in integrating heterogeneous data sources from EMR and KG to obtain
patient representations for clinical decision support tasks.

Methods: Using a recent formulation for obtaining graph representations through matrix factorization within the context of
CMF, we infused auxiliary information during patient representation learning. We also extended the DCMF architecture to create
a task-specific end-to-end model that learns to simultaneously find effective patient representations and predictions. We compared
the efficacy of such a model to that of first learning unsupervised representations and then independently learning a predictive
model. We evaluated patient representation learning using CMF-based methods and autoencoders for 2 clinical decision support
tasks on a large EMR data set.

Results: Our experiments show that DCMF provides a seamless way for integrating multiple sources of data to obtain patient
representations, both in unsupervised and supervised settings. Its performance in single-source settings is comparable with that
of previous autoencoder-based representation learning methods. When DCMF is used to obtain representations from a combination
of EMR and KG, where most previous autoencoder-based methods cannot be used directly, its performance is superior to that of
previous nonneural methods for CMF. Infusing information from KGs into patient representations using DCMF was found to
improve downstream predictive performance.

Conclusions: Our experiments indicate that DCMF is a versatile model that can be used to obtain representations from single
and multiple data sources and combine information from EMR data and KGs. Furthermore, DCMF can be used to learn
representations in both supervised and unsupervised settings. Thus, DCMF offers an effective way of integrating heterogeneous
data sources and infusing auxiliary knowledge into patient representations.

(JMIR Med Inform 2022;10(1):e28842)   doi:10.2196/28842
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Introduction

Background
Machine learning–based predictive models have been found to
be highly accurate in many clinical decision support tasks.
Examples include predictions of unforeseen complications [1],
patient severity assessment through mortality predictors [2] and
automated coding for billing [3], and prediction of patient
outcomes [4], to name a few. The key ingredients of these
models are the features used to describe patients for whom
predictions are required. The traditional approach for building
these features is to handcraft them typically in collaboration
with a domain expert. However, with the growing amount,
complexity, and diversity of clinical information sources, such
manual feature engineering is practically infeasible. For instance,
in electronic medical records (EMRs), patient information may
be distributed among laboratory tests, nursing notes, radiology
images and reports, genomic data, and other data sources.

Representation learning aims to learn features or representations
from the given input sources automatically, often in an
unsupervised manner. This obviates the need for manual feature
engineering and is particularly useful with unstructured data
sources such as clinical notes. These real-valued vectorial
representations can be used as features directly in machine
learning models for various downstream tasks such as prediction
or cluster detection. Such representation learning has been found
to be effective in several predictive models, for example, disease
category prediction [5] and mortality prediction [6].

Previous studies have primarily used clinical notes to learn
patient representations. Clinical notes are a rich source of
information containing detailed subjective and objective
evaluations of patient conditions during the hospital stay. Some
previous studies have also combined other structured tables
from EMR with features extracted from notes to obtain patient
representations [1,5] or to mine clinical information such as
drug mentions [7]. Many of these studies have used variants of
deep neural architecture based on autoencoders to obtain
unsupervised patient representations.

When information from multiple heterogeneous sources is
available, predictive models benefit from latent representations
that systematically model correlated shared structures. The aim
of multi-view learning is to effectively build such latent
representations, where views refer to measurements for the same
subjects that differ in source, datatype, or modality;
heterogeneous data sources within EMR provide such multiple
views of patients. A general technique for multi-view
representation learning from arbitrary collections of
heterogeneous data sources is collective matrix factorization
(CMF) [8]. CMF can be used to obtain patient representations
from multi-view EMR data and can also be used to seamlessly
integrate auxiliary information from external sources.

One such auxiliary source of information is a clinical knowledge
graph (KG) that has been found to be valuable for improving
both the accuracy and interpretability of predictive models.
These KGs have clinical entities (eg, diseases, drugs, and
biomolecules) as nodes and different kinds of relations (eg,
treats, predisposes, and causes) as edges. They can be
automatically created from various sources such as biomedical
literature and web-based health portals. Representation learning
methods have also been developed for graph inputs that can
automatically learn vectorial representations of nodes to
incorporate the global structural and semantic properties of the
graph. These node representations can then be used in machine
learning models for graph analytics such as community detection
or node classification. Owing to its wide applicability, a large
number of graph representation learning techniques have been
developed for various classes of graphs, including KGs.

In this paper, we analyze patient representation learning in light
of 2 recent advances in CMF and KG representation learning.
A deep autoencoder-based architecture, called deep CMF
(DCMF), was developed for CMF, which was found to
outperform classical nonneural variants of CMF in several tasks
[9]. Using DCMF, which provides a seamless way of integrating
heterogeneous data, we evaluate the effectiveness of patient
representations when the input data are augmented with
additional information from literature-derived KGs. The
generality of DCMF allows many different ways of using KG
as inputs; however, not all of them are equally effective.
Recently, it has been shown that many graph representation
learning methods can be reformulated as a matrix factorization
problem. Leveraging this formulation within the context of
CMF and DCMF, we infuse auxiliary information during patient
representation learning. To our knowledge, this is the first study
to use this technique to obtain clinical KG representations and
use it within the DCMF framework to obtain patient
representations.

Furthermore, the DCMF architecture can easily be extended to
create a task-specific end-to-end model that learns to
simultaneously find effective patient representations and
predictions. We also compare the efficacy of such a model to
that of a 2-stage process of first learning unsupervised
representations and then independently learning a predictive
model.

We rigorously evaluate patient representation learning using
DCMF-based methods and autoencoders for 2 clinical decision
support tasks on EMR data comprising 28,563 patient episodes.
The first task is that of primary diagnosis category prediction,
which is performed during coding from discharge summaries
when a patient is discharged from the hospital for billing and
reimbursement purposes. The second task is that of mortality
(risk of death) prediction, which can be used to identify high-risk
patients and prioritize their care.
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The utility of DCMF-based patient representations, obtained
from only EMR data and a combination of KGs and EMR data
in these 2 tasks, is empirically analyzed and discussed.

Related Work

Representation Learning
Statistical machine learning models typically assume inputs as
feature vectors. To obviate the need for cumbersome, time- and
resource-intensive manual feature engineering, especially from
unstructured data such as text, images, or graphs, representation
learning aims to learn features or representations from the input
directly, often in an unsupervised manner. These real-valued
vectorial representations can be used as features directly in
machine learning models for various downstream tasks such as
prediction or cluster detection.

Representation learning has been successfully used in many
domains, such as natural language processing (NLP) [10,11],
multimodal learning [12], social network analysis [13], and
bioinformatics [14]. In addition, representation learning has
been applied within medical informatics to learn patient
representations from clinical notes [6], EMR data [1,5], clinical
time series [15], and clinical KGs [16,17].

Autoencoder-based neural architectures have been used in most
methods to learn patient representations. Miotto et al [5] used
stacked denoising autoencoders (SDAE) to learn patient
representations from both structured EMR data and topics
extracted from clinical notes. Dubois et al [18] obtained
note-level representations from clinical notes and combined
them to form patient representations. Suresh et al [19] evaluated
different autoencoder architectures to find patient phenotypes.
Sushil et al [6] evaluated SDAE and Doc2vec representations,
both independently and together, to obtain patient
representations from clinical notes.

An autoencoder is a simple feedforward neural network that
learns to reconstruct its input; it does so by first encoding the
input into a dense, low-dimensional vector, also called
bottleneck (which is used as the representation after training),
and then decoding the bottleneck into the output. The network
is trained to make the output as close as possible to the input.
Both the encoder and decoder are implemented using neural
networks. When there are multiple sources of patient
information, such as demographic data, laboratories, and
medications, they can be concatenated and provided as input to
an autoencoder. A denoising autoencoder uses corrupted
versions of inputs and is trained to reconstruct the uncorrupted
version. SDAE is a variant based on stacking layers of denoising
autoencoders, which are trained locally to denoise corrupted
versions of their inputs [20].

In a different approach for combining multiple data sources,
patient representations based on CMF were used in the study
by Huddar et al [1] to combine multiple EMR matrices with
features extracted from clinical notes. These representations
were found to be effective in predicting postoperative acute
respiratory failure in intensive care unit (ICU) patients.

DCMF Architecture
In multi-view learning, views refer to measurements for the
same subjects that differ in source, datatype, or modality. CMF
is a general technique for learning shared representations from
arbitrary collections of heterogeneous data sources [8].

For a single matrix Xm×n containing m rows and n columns,
low-rank factorization aims to obtain latent factors Um×k’ and

Vn×k’ such that X≈UVT, where the latent dimension k<min(m,n).
The latent factors can be viewed as low-dimensional
representations of the row and column entities. For example, if
X is a matrix containing diagnoses of m patients, where each
patient can have n≥1 diagnoses, the factors provide
k-dimensional representations of patients (in U) and diseases
(in V). The factors are typically learned by solving the

optimization problem: , where l denotes a loss function.

CMF generalizes this idea of single matrix factorization for an
arbitrary collection of matrices. The input to the CMF is a
collection of matrices, where each matrix, representing a view,
has a relationship between 2 entity types along each matrix
dimension, and entity types may be involved in multiple views.
CMF collectively factorizes the input set of matrices to learn a
low-rank latent representation for each entity type from all the
views in which the entity type is present. As the CMF models
arbitrary collections of matrices, this setting is also referred to
as augmented multi-view learning.

A model for CMF based on deep learning was developed by
Mariappan and Rajan [9], which is briefly described next. Given
M matrices (indexed by m) that describe the relationships
between E entities (indexed by e), each with dimension de,

DCMF jointly obtains latent representations of each entity Ue

and low-rank factorizations of each matrix such that Ue=fθ

([C](e)), where fθ is an entity-specific nonlinear transformation,
obtained through a neural network–based encoder with weights

θ and [C](e) denotes all matrices in the collection that contain a
relationship of entity e. The entities corresponding to the rows

and columns of the mth matrix are denoted by indices rm and
cm, respectively.

There are 2 steps in DCMF model construction:

1. Input transformation: For each entity e, we create a new

matrix C(e), which we call a concatenated matrix, by
concatenating all the matrices containing entity e.

2. Network construction: We then use E (dependent)
autoencoders to obtain the latent factors Ue from the

concatenated matrices C(e). For each entity e, our network

has an autoencoder whose input is C(e), and the decoding

is represented by C(e)’. The bottleneck or encoding of each
autoencoder, after training, forms the latent factor Ue.

The latent factors are learned by training all the autoencoders
together by solving the following equation:
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where lE is the reconstruction loss between the autoencoder’s

input C(e) and the decoding C(e)’; lR is the matrix reconstruction

loss, where the reconstructed matrix of the mth view is
obtained by multiplying the associated row and column entity

representations and . Figure 1 shows a schematic of the
model construction steps for an example comprising 5 matrices.

Collective training of all autoencoders induces dependencies
between the autoencoder networks, which may result in
simultaneous underfitting in some networks and overfitting in
other networks. This makes collective learning of all latent
representations challenging and, to scale to arbitrary collections
of matrices, necessitates automatic hyperparameter selection.
We address these optimization challenges through multitask
Bayesian optimization (details can be found in the study by
Mariappan and Rajan [9]).

Figure 1. Schematic of supervised deep collective matrix factorization architecture for an example input of 5 matrices, 6 entities. Top: input matrices
and a graph showing the entities present in each matrix. Bottom: for each entity, matrices containing that entity (as row or column) are concatenated
(shaded) and then given as input to the autoencoder. All autoencoders are trained collectively.

Graph Embeddings
Representation learning from graphs aims to learn
low-dimensional real-valued features of its nodes, also called
graph embeddings, to capture the global structural information
and semantic properties in the graph. Many representation
learning methods have been proposed for homogeneous graphs,
where nodes and edges are both of a single type, for example,
DeepWalk [21] and Node2Vec [22]. Many real-world
interactions, including those found in clinical KGs, give rise to
heterogeneous information networks (HINs) where nodes and
edges can be of different types. Representation learning methods
for such graphs have also been developed, for example,
Metapath2vec [23] and Heterogeneous Graph Neural Network
[24]. Cui et al [25] and Cai et al [26] described general surveys,
Yang et al [27] described a survey on HIN embeddings, and
Wang et al [28] described a survey on representation learning
of KGs.

The key underlying idea of many of these techniques is to learn
the similarities or correlations between nodes in the input
network and approximate them at the latent level in the
embeddings. Many network embedding techniques are
equivalent to the factorization of a node similarity matrix with
suitable definitions of similarities [29].

Knowledge Graphs
Knowledge bases and ontologies systematically organize the
wealth of available biomedical knowledge. For instance, the
Unified Medical Language System (UMLS) Metathesaurus [30]
contains >5 million clinical concepts, identified by controlled

unique identifiers (CUIs) and organized into several structured
ontologies. Biomedical knowledge is growing at a rapid
rate—MEDLINE, the largest index of medical literature,
contains >24 million articles with >1.8 million new articles
published annually [31]. One cannot possibly assimilate all the
knowledge, even in a narrow domain that is growing at such a
tremendous pace, let alone find novel connections. To facilitate
automated knowledge discovery, hypothesis generation, and
predictive modeling from such an enormous and rapidly growing
source, automated techniques to extract and organize knowledge
into KGs have been developed.

These KGs contain clinical entities as nodes and the relations
between entities as edges. As there are different kinds of clinical
entities (eg, diseases, drugs, and biomolecules) and different
kinds of relations (eg, treats, predisposes, and causes), such
KGs are essentially HINs. Examples include Hetionet [32],
which comprises 47,031 nodes of 11 types and 2,250,197
relationships of 24 types; KnowLife [33], which contains
>500,000 relations for 13 node types, covering genes, organs,
diseases, symptoms, and treatments, as well as environmental
and lifestyle risk factors; and Semantic Medline Database
(SemMedDB) [34], which contains approximately 94 million
relations automatically extracted from approximately 27.9
million PubMed abstracts.

In this study, we used the SemMedDB, which, through the use
of NLP techniques, automatically creates a KG from biomedical
literature. In SemMedDB, clinical concepts are identified in
PubMed abstracts through entity recognition algorithms and
then mapped to their CUIs. Various heuristics are used to infer
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the relations between concepts [35]. SemMedDB infers 30
different kinds of relations that are organized into
sub jec t -pred ica te -ob jec t t r ip le t s  (eg ,
drugA–TREATS–diseaseB), where both the subject and object
are clinical concepts, and the predicate is a relation. These
triplets form an HIN comprising multiple vertex types (clinical
concepts) and multiple edge types (predicates).

Biomedical knowledge, in various forms, including KGs, has
been used in clinical predictive models. For instance, the
International Classification of Diseases (ICD) hierarchy, which
represents relationships across diseases, has been used for
diagnosis prediction [36-38]. Recently, domain
knowledge–guided recurrent neural network, a recurrent neural
network architecture, was proposed [39], where embeddings
from a general KG were used internally for initialization. Most
of these approaches have specialized architectures for predictive
tasks and are not designed to obtain patient representations from
heterogeneous collections of data.

Methods

Supervised DCMF
We extended the unsupervised DCMF model to incorporate
task-specific supervision. This allowed us to learn entity
representations that are influenced by the target variables
provided for the predictive task. Furthermore, this creates a
predictive model that can seamlessly learn from arbitrary
collections of matrices. We assumed that the predictive task,
for example, regression or classification, is with respect to one
entity only. In the case of clinical tasks, this entity is most often
patients. All other data, such as EMRs and KGs, can be used
as inputs from which a predictive model for patients can be
built. Examples include predicting the length of stay (regression)
or the risk of an unforeseen complication (classification).

The DCMF architecture is extended by adding an additional
task-specific layer that takes as input the latent representation
of the entity for which labels are provided. This layer is provided
with labels during training and is trained along with the rest of
the network. Let ep be the specific entity (eg, patients) for which

task-specific labels yT are provided for a task T. Let be the
bottleneck of the autoencoder corresponding to the entity ep.
The network is constructed as described above with the addition

of a single network layer that takes as input and has an
activation layer depending on the task and loss function (eg,
sigmoid for classification and linear for regression). There is a
task-specific loss lT(yT,y’) associated with this layer that is also

task dependent (eg, cross-entropy for classification and
mean-squared error for regression), where y’ denotes the
network’s predictions. The supervised latent representations are
now learned by solving the following equation:

Collective training of all autoencoders is performed in exactly
the same way as in DCMF but with the new loss function as
given above. During prediction, new inputs for entity ep may
be given along with all other auxiliary data, and the additional
layer’s outputs can be used as predictions.

Figure 1 shows a schematic of the model. There are 5 input
matrices containing pairwise relations across 6 entities. The
graph at the top shows the associations between entities and
matrices. One of the entities (shaded) is associated with the
labels for a classification task. The network comprises 6
autoencoders, as shown at the bottom, 1 for each entity. The
input to the autoencoders is from the concatenated matrix
corresponding to each entity (shown in the input transformation
part). The bottleneck layer from the first autoencoder is used
as input to a network layer that uses the provided labels during
training. Note that this illustration shows a specific example of
5 matrices; however, the DCMF model can be used with any
collection of input matrices.

Combined Data-Driven and Knowledge-Based
Representation Learning Using DCMF
Any graph may be represented by its adjacency matrix.
However, factorization of this adjacency matrix may not yield
effective representations. We also observed this empirically in
our experiments. Another way of using KGs is to first obtain
graph embeddings and then use the embeddings within the CMF.
We experimented with TransE [40] and found that this did not
yield effective representations. To obtain good representations,
we used the technique used previously by Liu et al [29]. The
key idea was to compute the similarities between the nodes in
the graphs and obtain representations by factorizing the
similarity matrices.

The global resource allocation (GRA) similarity, between 2
nodes in a graph, was proposed by Liu et al [29] with the aim
of having similar embeddings for similar nodes and generalizing
previous metrics. We found similarities between diseases,
medications, and procedures (separately) from the SemMedDB
KG using the GRA similarity. These similarity matrices are
provided as input to CMF-based methods that internally
factorize all the matrices collectively, as shown in Figure 2.
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Figure 2. Schematic of combined data-driven knowledge-based representation learning. Pairwise Global Resource Allocation similarities among clinical
entities are computed from the knowledge graph. Patient representations are learnt from these similarity matrices and the input electronic health record
data collectively using Collective Matrix Factorization-based methods. CMF: Collective Matrix Factorization; EHR: electronic health record.

We now provide an intuitive explanation of GRA similarity and
explain why it is a good measure for clinical KGs; a more
technical description can be found in the study by Liu et al [29].
The similarity between 2 nodes i and j is computed based on
the paths that exist between them. Such a global measure can
be applied to any 2 nodes in the graph, irrespective of their
distance within the graph. In contrast, local measures, such as
the number of common neighbors, often yield ineffective
embeddings as many node pairs may have the same scores. This
is particularly true for dense clinical KGs.

The similarity score depends on (1) the number of paths, (2)
the length of the paths, and (3) the node degrees of the
intermediate nodes in each path. For each path between i and
j, its contribution is equal to the reciprocal of the product of the

degrees of the intermediate nodes of the path. Let pl(i,j) be a
path of length l between nodes i and j, and let the intermediate
nodes be i1,i2,...i{l–2}. Let k(i) denote the degree of node i, that
is, the number of edges incoming to or outgoing from i. The

contribution of a path c(pl) is defined as follows:

In this manner, paths that contain high-degree nodes have higher
denominators, and their contributions are decreased. This is
justified as high-degree nodes connect many different nodes
and thus affect many paths. Therefore, paths that do not contain

such high-degree nodes should contribute to the higher similarity
between the nodes. The final GRA similarity is the sum of the
contributions over all paths weighted by a factor that decays
exponentially with path length:

By exponentially decaying the weights, shorter paths are
assigned higher weights. Thus, both the number and length of
the paths are accounted for in the similarity measure.

Liu et al [29] showed that this technique generalizes and
outperforms many previous graph embedding methods. To our
knowledge, ours is the first study to use this technique to obtain
clinical KG representations and use it within a collective matrix
factorization setting to obtain patient representations.

Experiment Settings
Figure 3 shows a schematic of the experimental settings. We
considered 3 views: 1, 2, and 3. View 1 comprises data extracted
from clinical notes that have been used for patient representation
learning in several previous studies. In view 2, data from
SemMedDB KGs were extracted as described above and added
to the data from view 1. In view 3, structured data from the
EMR were also added to obtain patient representations. In the
following section, we evaluate the performance of
representations learned from these 3 views in 2 clinical decision
support tasks.
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Figure 3. Views 1, 2, and 3 used to obtain patient representations. EMR: electronic medical record; SemMedDB: Semantic Medline Database.

Data

Overview
We used the Medical Information Mart for Intensive Care
(MIMIC) III database [41], which contains clinical data of
>40,000 patients admitted to the ICUs in the Beth Israel
Deaconess Medical Center in Boston, Massachusetts, between
2001 and 2012. The data were extracted and deidentified in
compliance with the Health Insurance Portability and
Accountability Act standards [41]. We excluded patients with
>1 hospital stay at MIMIC-III. Patients aged <18 years were
also excluded. A total of 28,563 patient episodes were used.

Clinical Notes Preprocessing
The NOTEEVENTS table in MIMIC-III contains all clinical
notes for patients. It contains a column called IS_ERROR. A
value of 1 in this column for a note indicates that a physician
has identified the note as an error. Using this value, we first
excluded notes that were considered erroneous. The
CATEGORY column in the table indicates the type of note
recorded. Discharge summaries often contain detailed
information about the patient’s stay, including diagnoses that
are used for billing. As we wanted to predict the diagnosis
category automatically from the clinical notes, we excluded all
the notes that had been categorized as discharge summaries.
The remaining notes were used in our analysis.

The timestamp of a clinical note is obtained from the
CHARTTIME and CHARTDATE columns in the
NOTEEVENTS table. They recorded the time and date,
respectively, at which the notes were charted. Notes are
contained in the TEXT column of the NOTEEVENTS table.
To efficiently process the notes, they were aggregated over time
intervals of 6 hours, starting from the time of ICU admission,
and stored as text files. These text files were provided as input
to the cTakes software (Apache) [42], which identifies clinical
concepts in the input text and provides their CUI values. The

software identifies several concept types, such as anatomical
site, disease disorder, medication, procedure, and
sign–symptoms. We considered only 3 concept
types—medication, procedure, and disease–disorder—for our
analysis.

For each of the 3 concept types, we constructed a separate
matrix, where each row corresponded to a patient episode and
the columns corresponded to CUI for the clinical entity. Note
that concepts identified from all the notes of a patient episode
were considered together to construct the row in the matrix. The
disease matrix is binary, indicating the presence or absence of
the CUI in the text. Thus, a 1 in the ij-th cell of the matrix
indicates the presence of the j-th CUI in a note of the i-th patient
episode. The medication and procedure matrices are count
matrices, where each cell indicates the number of times the
corresponding CUI is mentioned in the text. The total number
of CUIs (ie, columns) in the disease, medication, and procedure
matrices was 6604. The matrices were transformed to obtain
term frequency-inverse document frequency vectors, where
each identified CUI was considered a term, and all the
considered notes for each patient episode were considered a
document.

SemMedDB Preprocessing
SemMedDB contains 30 different kinds of relations that are
organized into subject-predicate-object triplets (eg,
drugA–TREATS–diseaseB), where both the subject and object
are clinical concepts, and the predicate is a relation. The
PREDICATION table in SemMedDB contains all the triplets,
1 in each row. The columns SUBJECT_CUI, PREDICATE,
and OBJECT_CUI were used to identify the CUI of the subject,
predicate, and object, respectively, for each triple. As described
earlier, our aim was to obtain a set of triplets to inform us of
pairwise relationships across diseases, medications, and
procedures for the patient data obtained from MIMIC-III.

JMIR Med Inform 2022 | vol. 10 | iss. 1 |e28842 | p.187https://medinform.jmir.org/2022/1/e28842
(page number not for citation purposes)

Kumar et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


As the database is very large, we excluded some relations that
were not directly related to clinical concepts in the patient data.
These predicates included (1) PART_OF, indicating that a
physical unit is a part of a larger unit; (2) LOCATION_OF,
indicating the site or region of an entity; and (3) PROCESS_OF,
indicating the organism in which a process occurs. In addition,
all negations of the predicates in SemMedDB, which begin with
NEG, were not considered. More details of these ontological
predicates can be found in the study by Kilicoglu et al [34]. The
rows containing these predicates were removed from the table.
From the remaining rows, only those rows where both the
subject and object CUIs were present in the 6604 CUIs used in
the patient data were considered; the other rows were excluded.

The final set of triplets was used to construct an undirected
graph in the following steps. All clinical concepts present as
subjects or objects in the triplets were used as nodes. An edge
was added to the graph between nodes u and v if there was a
predicate with subject u and object v in the considered triplets.
Note that there may be multiple triples between the same subject
and object if there are different types of relations. The edges in
our graph only indicated the existence of a relation and did not
describe the type. Thus, our constructed KG had 6604, 4653,
and 3406 nodes of 3 types—disease, medication, and procedure,
respectively—and 51,326,066 edges among them. This graph
was used to construct GRA similarity matrices, as described
earlier for diseases, medications, and procedures.

Structured EMR Data
The prescriptions and laboratory events tables from MIMIC for
the selected episodes were used directly. UMLS CUIs for
medications were fetched by invoking the representational state
transfer application programming interface from RxNorm [43].
The UMLS CUIs for laboratories were obtained using the
MRCONSO file from UMLS [30]. Thus, we obtained 1841 and
242 CUIs for medications and laboratories, respectively.

Evaluation

Overview
We evaluated the performance of the models by constructing
randomly selected held-out test sets. We split the patient

episodes into 90% as training set and 10% as test set. A total
of 3 different 90 to 10 splits were randomly generated, and all
results shown were averaged over these 3 test sets.

Clinical Decision Support Tasks
Predictive performance was evaluated on 2 clinical decision
support tasks.

The first task was that of the primary diagnosis category
prediction. When a patient is discharged from the hospital,
clinical coders use clinical and demographic data in EMR to
assign codes in a standard format, such as ICD, for billing and
reimbursement purposes. Several factors such as disease
etiology, anatomical site, and severity are used in coding
algorithms [44]. This is a time-consuming and error-prone
process, and mistakes can lead to claim denials and
underpayment for hospitals [45]. As a result, many methods
have been developed for automated ICD coding [3,46,47]. An
important code, from a billing perspective, that needs to be
ascertained is the primary diagnosis (the reason for
hospitalization). Following the study by Sushil et al [6], we
predicted the category of primary diagnosis, where the categories
were grouped into 18 generic categories that corresponded to
diagnosis-related groups [48]. We modeled this as a multilabel
classification task.

Our second task was that of mortality (risk of death) prediction.
At the individual patient level, such models can be used to
identify high-risk patients and prioritize their care within the
ICU. It can also aid in critical decisions such as interrupting
treatments or providing do-not-resuscitate orders [2,49].
MIMIC-III provides 3 different mortality labels: in-hospital,
1-month, and 1-year mortality. We used 1-year mortality, which
had the least class imbalance. The label indicates whether a
patient died within 1 year of discharge from the hospital. Thus,
this was a binary classification task.

The label distributions for both the data sets are shown in Tables
1 and 2.

Table 1. Label distribution for 1-year mortality prediction task.

Episodes, n (%)MeaningLabel

25,071 (87.79)Not expired within 1 year after discharge0

3487 (12.21)Expired within 1 year after discharge1
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Table 2. Label distribution for diagnosis category prediction task.

Episodes, n (%)MeaningLabel

2067 (7.24)Infection and parasitic diseases0

2202 (7.71)Neoplasms1

616 (2.16)Endocrine, nutritional, and metabolic diseases and immunity disorders2

96 (0.34)Diseases of blood and blood-forming organs3

273 (0.96)Mental disorders4

487 (1.71)Diseases of nervous system and sense organs5

11,249 (39.39)Diseases of the circulatory system6

2031 (7.11)Diseases of the respiratory system7

2614 (9.15)Diseases of the digestive system8

505 (1.77)Diseases of the genitourinary system9

119 (0.42)Complications of pregnancy, childbirth, and the puerperium10

75 (0.26)Diseases of the skin and subcutaneous tissue11

372 (1.3)Diseases of the musculoskeletal system and connective tissue12

217 (0.76)Congenital anomalies13

0 (0)Certain conditions originating in the perinatal period14

333 (1.17)Symptoms, signs, and ill-defined conditions15

5210 (18.24)Injury and poisoning16

85 (0.3)Supplementary factors influencing health status and contact with health services17

7 (0.02)Supplementary classification of external causes of injury and poisoning18

Models Compared
We compared 3 models to obtain patient representations. The
first was the SDAE that has been used in several previous
studies. It was also found to have good performance in
representation learning from clinical notes for our selected tasks
[6]. Note that the SDAE cannot be used when KG matrices are
used.

The other 2 models are the nonneural versions of CMF and
DCMF, which can be used in all 3 views. All 3 models were
unsupervised learning methods. The representations learned
from these methods can be used to train any off-the-shelf
classifier. We evaluated the performance using 2 classifiers:
random forest [50] and logistic regression. We also evaluated
DCMF in the extended supervised mode, where no additional
classifier was required.

The SDAE was trained following the implementation of Vincent
et al [20]. A single hidden layer was used with an embedding
dimension of 300, with sigmoid encoding activation and linear
decoding activation. The network was trained using the
RMSprop optimizer with a batch size of 32, 0.4 dropout [51],
mean square error loss function, and for 20 epochs. DCMF,
both supervised and unsupervised, was trained using a single
hidden layer in each entity’s autoencoder, with tanh activation
functions. The weight decay of 1e-6 was used with a learning
rate of 1e-5. The network was trained using the Adam [52]. The
R package for CMF [53] was used with default parameters.

Evaluation Metrics
Diagnosis category prediction was a multilabel classification
task, and we used the standard metrics of accuracy, macro F1,
and weighted F1 scores. The F1 score is the harmonic mean of
precision and recall. Macro F1 is the unweighted mean of the
F1 score for each label. Weighted F1 determines the mean
weighted by the number of true instances for each label.

Mortality prediction is a binary classification task, and we use
the F1 score and area under the receiver operating characteristic
(AUC) curve as evaluation metrics. The AUC shows the overall
classifier performance at different thresholds that trade-off
sensitivity for specificity.

Results

Overview
We first present the results of the diagnosis category prediction
and then mortality prediction. For each task, we visually present
the results in 2 ways: one organized by view and another
organized by method. The former allowed us to compare
methods within each view, and the latter allowed us to compare
views within each method.

Diagnosis Category Prediction
Table 3 shows the results of the diagnosis category prediction.
In view 1, predictions using supervised DCMF yielded >30%
improvement in macro-F1 scores compared with classifiers with
SDAE-based representations. In views 2 and 3, considerable
improvement, ranging from 82% to 1955% in macro-F1 scores,
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was observed over other methods that separately learned
representations and classifiers. In view 1, the accuracy and
weighted F1-score of supervised DCMF were comparable with
those obtained from classifiers trained on SDAE-based

representations. However, with the addition of knowledge
matrices in view 3, which can be performed seamlessly,
supervised DCMF surpassed their performance.

Table 3. Results of diagnosis category prediction.

F1 score-weighted (%)F1 score-macro (%)Accuracy (%)Model and view

View 1

64.9929.9968.25SDAEa LRb

57.7922.7463.03SDAE RFc

2.400.996.66CMFd LR

34.579.0843.96CMF RF

58.0122.5962.44DCMFe LR

52.3417.6658.44DCMF RF

65.7f39.22f66.86fDCMF supervised

View 2

22.873.3839.95CMF LR

26.834.9941.05CMF RF

59.8725.3463.71DCMF LR

58.3122.9562.48DCMF RF

66.69f39.58f67.96fDCMF supervised

View 3

5.212.009.39CMF LR

37.4410.9044.51CMF RF

56.9422.5660.94DCMF LR

49.8817.2656.17DCMF RF

69.39f41.10f70.87fDCMF supervised

aSDAE: stacked denoising autoencoder.
bLR: logistic regression.
cRF: random forest.
dCMF: collective matrix factorization.
eDCMF: deep collective matrix factorization.
fBest score for the corresponding view.

Figure 4 shows the results of the diagnosis category prediction
across the 3 views. In view 1, we observed that neural
representations from SDAE and DCMF outperformed nonneural
representations from CMF. The supervised DCMF outperformed

all other methods. The addition of information from KGs in
view 2 improved the performance of DCMF, both unsupervised
and supervised, in all 3 metrics. The addition of structured EMR
data in view 3 further improved the performance.
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Figure 4. Diagnosis category prediction across Views. Top row: accuracy; middle row: macro F1 score; bottom row: weighted F1 score. CMF: collective
matrix factorization; DCMF: deep collective matrix factorization; LR: logistic regression; RF: random forest; SDAE: stacked denoising autoencoder.

Figure 5 shows the same results of diagnosis category prediction
as seen in Figure 4 but is organized based on the method. SDAE
representations cannot be used in augmented multi-view settings
but outperform CMF-based representations even when the CMF
uses more data in views 2 and 3. This is likely because of the
better representation learning capability of the neural networks.
We also see that the DCMF learned better representations from

all 3 views. However, although the addition of KG matrices in
view 2 improved performance over view 1, further addition of
data in view 3 deteriorated performance. However, with the
addition of supervision from the labels, supervised DCMF was
able to learn better with increasing performance across the 3
views.
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Figure 5. Diagnosis category prediction across Models. Top row: accuracy; middle row: macro F1 score; bottom row: weighted F1 score. CMF:
collective matrix factorization; DCMF: deep collective matrix factorization; LR: logistic regression; RF: random forest; SDAE: stacked denoising
autoencoder.

Mortality Prediction
Table 4 shows the results of mortality prediction. We observed
that supervised DCMF outperformed SDAE-based models by
>16% in AUC and >13% in macro-F1 in view 1, where data
were obtained from clinical notes. In views 2 and 3, where data

from KGs and EMRs were cumulatively added to clinical notes,
supervised DCMF outperformed all the baselines by similar
margins. These results demonstrate the advantage of end-to-end
learning using supervised DCMF over other methods that
separately learn representations and classifiers.
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Table 4. Results of mortality prediction.

F1 score-weighted (%)F1 score-macro (%)AUCa (%)Model and view

View 1

83.9553.1552.06SDAEb LRc

82.6547.7751.55SDAE RFd

81.9048.5950.37CMFe LR

82.4447.5550.21CMF RF

83.4150.8851.96DCMFf LR

82.5847.4850.31DCMF RF

83.99g60.41g60.44gDCMF supervised

View 2

82.4046.8150.00CMF LR

82.4346.9150.04CMF RF

84.0453.7153.48DCMF LR

83.1249.7651.38DCMF RF

82.97g60.25g60.41gDCMF supervised

View 3

82.3946.8149.99CMF LR

82.3746.9550.00CMF RF

83.2850.5751.76DCMF LR

82.4447.0050.08DCMF RF

84.43g62.05g61.22gDCMF supervised

aAUC: area under receiver operating characteristic curve.
bSDAE: stacked denoising autoencoders.
cLR: logistic regression.
dRF: random forest.
eCMF LR: collective matrix factorization.
fDCMF: deep collective matrix factorization.
gBest score for the corresponding view.

Figure 6 shows the AUC and F1 scores obtained by the methods
across the 3 views. In view 1, the SDAE representations
outperform those from CMF. Results with the logistic regression
classifier were marginally better than those from the random
forest, with SDAE, CMF, and DCMF representations. In view
1, DCMF representations have performance comparable with

that of SDAE. Supervised DCMF outperformed all other
methods by a large margin. The addition of KG matrices in
view 2 improved the performance of the unsupervised
DCMF-based classifier. The addition of structured EMR data
in view 3 improved the performance of the supervised DCMF.
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Figure 6. Mortality prediction across Views. Top row: area under receiver operating characteristic curve; bottom row: F1 score. AUC: area under
receiver operating characteristic curve; CMF: collective matrix factorization; DCMF: deep collective matrix factorization; LR: logistic regression; RF:
random forest; SDAE: stacked denoising autoencoder.

Figure 7 shows the same results from Figure 6, but is organized
based on each method. The performances of the unsupervised
neural methods SDAE and DCMF are comparable. DCMF can
use information from KG matrices to boost its performance.

However, the addition of structured EMR data did not increase
its performance. However, supervised DCMF is able to use
additional data well and achieves the best performance overall
with view 3.

Figure 7. Mortality prediction across Models. Top row: area under receiver operating characteristic curve; bottom row: F1 score. AUC: area under
receiver operating characteristic curve; CMF: collective matrix factorization; DCMF: deep collective matrix factorization; LR: logistic regression; RF:
random forest; SDAE: stacked denoising autoencoder.

Discussion

Principal Findings
Our experiments strongly suggest that end-to-end models that
are trained in a supervised manner outperform models
comprising 2 stages of unsupervised representation learning
and an independently learned classifier. An end-to-end neural

model also learns patient representations internally; however,
these representations are influenced by task-specific labels used
for supervision. How these supervised representations perform
on tasks other than what they are trained for, that is, whether
they are beneficial in transfer learning, remains to be examined.
Thus, for a given clinical decision support task, if labels are
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available, our experiments indicate that an end-to-end model
should be preferred.

DCMF provides a seamless way of integrating multiple sources
of data for obtaining patient representations in both unsupervised
and supervised settings. As a versatile learning method, it can
be used with inputs from a single source (eg, clinical notes) as
well as when inputs are from multiple sources (eg, clinical notes
and structured EMR tables). Its performance in these settings
is comparable with that of previous autoencoder-based
representation learning methods. DCMF can also be used to
obtain representations in augmented multi-view settings
containing arbitrary collections of matrices, where most previous
representation learning methods cannot be used directly. In such
settings, its performance is considerably superior to that of the
previous nonneural methods for CMF. Thus, it provides a
framework for infusing valuable information from auxiliary
information sources, such as KG, into patient representations.

Graph embeddings allow us to obtain vectorial representations
of nodes in a graph in a way that incorporates the global
structural and semantic properties of the graph. Such
embeddings can be obtained for KGs as well. The technique
for obtaining the embedding can be formulated as a factorization
of a similarity matrix where the similarities between nodes are
defined based on the number and structural characteristics of
the paths between them. With this formulation, the factorization
can become part of CMF, which enables us to learn patient
representations from multiple clinical data sources as well as
KGs. Such patient representations were found to improve
downstream predictive performance, especially in supervised
settings. Other ways of using KGs within DCMF were not found
to be as effective; the 2 alternatives tested were directly using
the adjacency matrices of the graphs and first obtaining graph
embeddings and then using the embedding matrices within
CMF.

Limitations
Our experimental evaluation was conducted on 2 clinical
decision support tasks: a binary classification task (mortality
prediction) and a multilabel classification task (primary

diagnosis category prediction). Furthermore, the evaluation was
performed on a subset of data sources (clinical notes, laboratory
investigations, and medications) from a single hospital. The
trends in performance are expected to remain the same for other
tasks (eg, regression tasks) and the addition of other data sources
(eg, radiology images) but must be empirically verified.

The KG used is derived automatically from biomedical literature
using NLP techniques. Inaccuracies because of NLP algorithms
may lead to false positives (erroneous nodes and edges) and
false negatives (incompleteness) in KG. Further investigation
into the effects of these inaccuracies in the representations is
required. Evaluation of KGs derived from other sources can
also be performed. It is possible that the results may improve
with decreasing inaccuracies in the KG.

Very little hyperparameter tuning was performed for the neural
models. The results of all neural models are expected to improve
with more tuning. The autoencoders used within the DCMF are
simple feedforward networks. Other types of autoencoders, such
as SDAE or variational autoencoders, may also be used, which
may improve the performance of the DCMF.

Conclusions
In this study, we investigated the use of DCMF to obtain patient
representations for 2 clinical decision support tasks. The key
advantage of DCMF is its versatility: it can be used to obtain
representations from a single view (eg, clinical notes), from
multiple views (eg, notes and structured tables in EMR data),
and in augmented multi-view settings where it can seamlessly
integrate information from diverse sources such as EMR data
and KGs. Most previous representation learning methods cannot
be used with such augmented multi-view data. Furthermore,
DCMF can be easily used to learn representations in both
supervised and unsupervised settings. In our experiments, we
found that DCMF-based representations lead to predictive
accuracy that is comparable with or better than previous
techniques. Thus, DCMF offers an effective way of integrating
heterogeneous data sources and infusing auxiliary knowledge
into patient representations.
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Abstract

Background: Timely decision-making regarding intensive care unit (ICU) admission for children with pneumonia is crucial
for a better prognosis. Despite attempts to establish a guideline or triage system for evaluating ICU care needs, no clinically
applicable paradigm is available.

Objective: The aim of this study was to develop machine learning (ML) algorithms to predict ICU care needs for pediatric
pneumonia patients within 24 hours of admission, evaluate their performance, and identify clinical indices for making decisions
for pediatric pneumonia patients.

Methods: Pneumonia patients admitted to National Taiwan University Hospital from January 2010 to December 2019 aged
under 18 years were enrolled. Their underlying diseases, clinical manifestations, and laboratory data at admission were collected.
The outcome of interest was ICU transfer within 24 hours of hospitalization. We compared clinically relevant features between
early ICU transfer patients and patients without ICU care. ML algorithms were developed to predict ICU admission. The
performance of the algorithms was evaluated using sensitivity, specificity, area under the receiver operating characteristic curve
(AUC), and average precision. The relative feature importance of the best-performing algorithm was compared with physician-rated
feature importance for explainability.

Results: A total of 8464 pediatric hospitalizations due to pneumonia were recorded, and 1166 (1166/8464, 13.8%) hospitalized
patients were transferred to the ICU within 24 hours. Early ICU transfer patients were younger (P<.001), had higher rates of
underlying diseases (eg, cardiovascular, neuropsychological, and congenital anomaly/genetic disorders; P<.001), had abnormal
laboratory data, had higher pulse rates (P<.001), had higher breath rates (P<.001), had lower oxygen saturation (P<.001), and
had lower peak body temperature (P<.001) at admission than patients without ICU transfer. The random forest (RF) algorithm
achieved the best performance (sensitivity 0.94, 95% CI 0.92-0.95; specificity 0.94, 95% CI 0.92-0.95; AUC 0.99, 95% CI
0.98-0.99; and average precision 0.93, 95% CI 0.90-0.96). The lowest systolic blood pressure and presence of cardiovascular and
neuropsychological diseases ranked in the top 10 in both RF relative feature importance and clinician judgment.
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Conclusions: The ML approach could provide a clinically applicable triage algorithm and identify important clinical indices,
such as age, underlying diseases, abnormal vital signs, and laboratory data for evaluating the need for intensive care in children
with pneumonia.

(JMIR Med Inform 2022;10(1):e28934)   doi:10.2196/28934

KEYWORDS

child pneumonia; intensive care; machine learning; decision making; clinical index

Introduction

Despite recent advances in vaccine development, pneumonia
remains a major cause of hospitalization and mortality in
children in Taiwan and worldwide [1,2]. New pathogens, such
as the recent coronavirus causing COVID-19, continue to cause
outbreaks of pneumonia and other severe respiratory infections
[3,4]. For hospitalized patients with critical conditions, the
timely decision to admit them to the intensive care unit (ICU)
is crucial for better prognosis and overall medical care quality
[5]. The decision is usually made by doctors based on clinical
criteria (eg, chief complaint, symptoms/signs, vital signs) and
laboratory criteria (eg, microbiology tests, complete blood count,
biochemical examinations). However, no well-structured nor
quantitative approach exists.

The community-acquired pneumonia management guidelines
from the Pediatric Infectious Diseases Society and the Infectious
Diseases Society of America [6] recommend that pediatric
patients who need ventilation, have low blood pressure, or have
low oxygen saturation be admitted to the ICU for pneumonia.
Other risk factors, including white blood cell count and
hemoglobin, have been associated with exacerbation among
pneumonia patients during hospitalization [7]. Some studies
have tried to develop clinical scoring systems to standardize
prognosis and disease exacerbation evaluations. For example,
a modified version of the Sequential Organ Failure Assessment
score for children used vital signs (blood pressure, oxygen
saturation), laboratory data (creatinine, platelet count), and
medications to evaluate the risk of in-hospital mortality [8].
Other scoring systems, such as the Pediatric Early Warning
Score (PEWS) and Pediatric Advanced Warning Score, have
been proposed to assist the evaluation of deterioration of
pediatric inpatients [9-11]. Gold et al [12] used a modified
version of PEWS calculated at admission to predict ICU
admission and reported an area under the receiver operating
characteristic curve (AUC) of 0.86. Nevertheless, the varying
sensitivity, specificity, and degrees of human effort limited their
clinical application.

In the era of health data science, using large amounts of patient
data to develop algorithms to solve clinical problems has become
an important approach [13-18]. For example, Makino et al [19]
applied a logistic regression model to predict aggravation of
diabetic kidney disease 180 days after discharge using patient
demographic data, lab tests, diagnosis codes, and medical
history. Their model reached an AUC of 0.74 [19]. Studies
conducted in the emergency service setting showed promising
results in triaging patients with asthma and chronic obstructive
pulmonary disease [20]. In the critical care setting, Zhang et al
[16] developed an ensemble model for the prediction of agitation

in invasive mechanical ventilation patients under light sedation;
an automated electronic health records model to identify patients
at high risk of acute respiratory failure or death was validated
retrospectively and prospectively and was determined to be
feasible for real-time risk identification [17]. Artificial
intelligence technology is assisting us with interpreting complex
data from critical patients such as patients with acute respiratory
distress syndrome (ARDS) and enables us to further improve
the management of critically ill patients with individual
treatment plans [18]. In these studies, machine learning (ML)
algorithms were usually implemented because of the strength
of incorporating large data sets and exploring the hidden
relationships among features [13,14]. The most common type
of clinical task (eg, determining whether the patient has a
specific diagnosis, the clinical severity, and the prognosis, such
as survival after a specific period) was classification. Decision
tree–based models usually yield the most promising results in
these clinical scenarios because of their strength in classification
tasks [14,20,21].

A computer-aided prognosis prediction framework has also
been applied to evaluate deterioration of pediatric inpatients.
Zhai et al [22] used electronic health records in a single medical
center to predict the need for pediatric intensive care within the
first 24 hours of admission. Their logistic regression model
reached an AUC of 0.91. Mayampurath et al [23] used 6
common vital signs (eg, temperature, pulse, blood pressure) to
predict an ICU transfer event up to 36 hours in advance,
reaching AUCs of 0.7-0.8. Rubin et al [24] applied a boosted
trees model to electronic health records to predict pediatric ICU
transfer at most 2 hours to 8 hours in advance with an AUC of
0.85. These deterioration evaluation models showed promising
results with general pediatric patients.

Most ML studies for pneumonia patients have focused on using
clinical imaging data for diagnosis or mortality [25-27]. Few
studies have explored the possibility of developing an ML-based
prediction framework to evaluate the need for intensive care
among pediatric pneumonia patients and to yield clinically
applicable performance. Therefore, we aimed to use clinical
data from children with pneumonia to develop ML algorithms
to predict the need for ICU transfer within 24 hours of
admission, which could support physician decision-making.

Methods

Data Source
We enrolled pneumonia patients aged under 18 years admitted
to the National Taiwan University Hospital from January 2010
to December 2019. The clinical data for enrolled patients were
retrieved from the National Taiwan University
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Hospital-integrated Medical Database, and all data were
de-identified before being analyzed. The institutional review
board of the National Taiwan University Hospital approved this
study and the use of de-identified electronic health records
(201912131RINB).

The diagnosis of pneumonia was determined from the hospital
records if both of the following criteria were met: (1) clinical
manifestation of respiratory tract infection at admission,
including symptoms (eg, dyspnea, rhinorrhea, cough, sputum),
abnormal breath sounds (eg, rales, crackles, rhonchi), or a
preliminary diagnosis recorded within 24 hours of admission
(see Table S1 in Multimedia Appendix 1), and (2) the
International Classification of Disease, ninth revision (ICD-9)
and tenth revision (ICD-10) diagnostic codes related to
pneumonia at discharge (see Table S2 in Multimedia Appendix
1).

Collection of Clinically Relevant Features
Data including demographics, underlying diseases, vital signs,
pathogens, and laboratory data, which were available within 24
hours of hospitalization and prior to ICU transfer, were collected
and included in the statistical analysis, model training, and
performance evaluation, as seen in Table S3 in Multimedia
Appendix 1. Underlying diseases were identified using ICD-9
and ICD-10 codes. The aforementioned clinically relevant
features associated with pneumonia prognosis were also selected
and ranked by 3 pediatricians specializing in pediatric infectious
diseases, with 5, 10, and over 20 years of experience. If missing
rates of cohort data were greater than 30%, features were
excluded.

Outcome of Interest
The outcome of interest was ICU admission within 24 hours of
hospitalization, including those directly admitted to the ICU
from emergency departments or death within 24 hours of
hospitalization. Therefore, patients transferred to the ICU after
24 hours of admission were excluded. Readmissions due to
pneumonia within 14 days or due to other conditions within 3
days were also excluded because they might be related to
previous admission. The cohort was thus categorized into 2
groups: early ICU transfer (ie, patients transferred to the ICU
or who died within 24 hours of admission) and no ICU
admission (patients who were not admitted to the ICU through
discharge).

Statistical Analysis
In addition to descriptive analyses, we used chi-square tests for
categorical variables to compare differences between the early
ICU transfer group and the no ICU admission group. For
numerical variables, the Shapiro-Wilk test was used to test
normality, the Mann-Whitney U test was used for between-group
comparisons if the data were not normally distributed, and the
t test was used if data were normally distributed. The
Benjamini-Hochberg procedure was applied to adjust for
multiple comparisons. Adjusted P values <.05 were considered
significant.

Model Training and Performance Evaluation
Based on previous research, we developed a logistic regression
model as a baseline reference. Then, we trained random forest
(RF) and eXtreme Gradient Boosting (XGB) models because
of their promising performance on clinical classification tasks
[14,16,17,20,28-31]. For model training, the data set was
separated into development and validation sets at a 4:1 ratio via
random selection. The ML models were trained using the
development set with 5-fold cross-validation. The performance
was then evaluated using the independent validation set. The
accuracy, sensitivity (recall), specificity, positive predictive
value (precision), negative predictive value, AUC, and average
precision were calculated to compare different algorithms and
thresholds.

We chose 3 points to operationalize the best performing model:
the points with the highest Youden index [32], high specificity
(0.99), and high sensitivity (0.99), which could be applied in
different clinical scenarios. The CI was estimated using
bootstrapping methods with 1000 samples.

Comparison of Feature Importance Between the ML
Model and Physicians
With the best-performing model selected using the
aforementioned performance evaluation, we further generated
the relative feature importance list using Tree Explainer based
on Shapley Additive Explanations (SHAP) values [21]. The
relative feature importance was also ranked by 3 physicians
using a 5-point scale, and the list was generated by sorting
clinical features according to the average of importance scores
assessed by the physicians. Then, the relative feature importance
list from the ML model was compared with the relative
importance ranked by the physicians.

Software
All data were managed using the NumPy (version 1.16.5) and
Pandas (version 0.25.1) libraries of the Python programming
language version 3.7.4 (Python Software Foundation,
Fredericksburg, VA). Statistical analyses were conducted using
the SciPy package version 1.3.1 [33]. To train the algorithm,
we used Scikit-learn (The Scikit-learn Contributors, version
0.21.3) [34] for logistic regressions and the RF model. The
XGBoost package (Version 0.90) was used for the XGB
algorithm [35]. The performance evaluation was conducted
using the Scikit-learn package. The Tree Explainer was built
based on SHAP values [21].

Results

Cohort Description and Between-Group Comparison
A total of 6947 patients from 9065 hospitalizations due to
pneumonia were included in the study based on their discharge
diagnosis code and status at admission. The text mining
algorithm correctly labeled 99.8% of admissions with clinical
manifestations of a tentative diagnosis using admission notes
as examined by the authors using 1000 randomly sampled
admissions. Since 601 admissions were excluded based on the
aforementioned exclusion criteria, it resulted in a final cohort
of 8464 admissions (Figure 1).

JMIR Med Inform 2022 | vol. 10 | iss. 1 |e28934 | p.202https://medinform.jmir.org/2022/1/e28934
(page number not for citation purposes)

Liu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. Flowchart of patient enrollment. ICU: intensive care unit.

The male-to-female ratio was 1.16:1. The median age was 3.1
(IQR 1.7-5.1) years. Among the 8464 admissions included,
1166 admissions (13.8%) were transferred to the ICU or died
in the hospital within 24 hours of admission, and they were
classified as the early ICU transfer group. The most common
underlying disease in the early ICU transfer group was
cardiovascular disease (459/1166, 39.4%), followed by
neuropsychological disease (416/1166, 35.7%) and congenital
anomaly/genetic disorder (310/1166, 26.6%). Common reasons
for ICU admission included respiratory failure (566/1166,
48.5%, among which 19.3% [109/566] met the criteria of
ARDS), sepsis (392/1166, 33.6%), and chest tube insertion
(102/1166, 8.7%). There were 1003 (1003/8464, 11.9%)
admissions with a positive microbiological test (as listed in

Table S3 in Multimedia Appendix 1) result within 24 hours of
admission and prior to ICU transfer. The most commonly
identified pathogen at admission was influenza virus type A
(14/1166 admissions, 1.2%), followed by influenza virus type
B (9/1166 admissions, 0.8%) and Streptococcus pneumoniae
(5/1166 admissions, 0.4%). Younger age, higher rate of
underlying diseases, higher pulse rate, higher breath rate, lower
oxygen saturation, lower peak body temperature, and abnormal
laboratory data were significantly associated with early ICU
transfer (Table 1 and a complete list in Table S4 in Multimedia
Appendix 1). However, patients with positive results for
influenza A, influenza B, and S. pneumoniae at admission were
less likely to be transferred to the ICU within 24 hours (P=.02,
P<.001, and P<.001, respectively).
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Table 1. Selective results of clinical feature indices based on early intensive care unit (ICU) transfer.

P valueaNo ICU admission (n=7298)Early ICU transfer (n= 1166)Features

Demographic characteristics

.893916 (53.7)623 (53.4)Male, n (%)

<.0013.2 (1.8-5.0)2.1 (0.5-5.3)Age (years), median (IQR)

Underlying diseaseb

<.001599 (8.2)459 (39.4)Cardiovascular diseases, n (%)

<.001836 (11.5)416 (35.7)Neuropsychological diseases, n (%)

<.001537 (7.4)310 (26.6)CA/GDc, n (%)

<.001279 (3.8)228 (19.6)Respiratory disease, n (%)

<.001240 (3.3)144 (12.3)Genital-urinary tract disease, n (%)

Vital signsb

<.001104.0 (92.0-114.0)136.0 (116.0-152.0)Lowest pulse (bpm), median (IQR)

<.00138.4 (37.6-39.1)37.6 (37.0-38.5)Peak body temperature (°C), median (IQR)

<.00166.0 (57.0-75.0)60.0 (51.0-71.0)Lowest DBPd (mm Hg), median (IQR)

<.001107.0 (97.0-119.0)102.0 (91.0-116.0)Lowest SBPe (mm Hg), median (IQR)

.001112.0 (101.0-124.0)110.0 (98.0-123.0)Initial SBP (mm Hg), median (IQR)

Pathogen

.02169 (2.3)14 (1.2)Influenza virus type A, n (%)

<.001172 (2.4)9 (0.8)Influenza virus type B, n (%)

<.001432 (5.9)5 (0.4)Streptococcus pneumoniae, n (%)

Lab datab

<.00128.3 (17.2-42.9)21.3 (12.6-36.5)Lymphocyte (%), median (IQR)

<.0010.4 (0.3-0.5)0.5 (0.3-0.6)Creatinine (U/L), median (IQR)

<.00160.0 (44.4-73.0)67.0 (49.0-79.3)Segment (%), median (IQR)

.431.8 (0.6-4.4)1.7 (0.5-5.6)CRPf (mg/dL), median (IQR)

.0212.5 (11.7-13.3)12.7 (11.2-14.0)Hemoglobin (g/dL), median (IQR)

aAdjusted using the Benjamini-Hochberg procedure.
bOnly the top 5 important features ranked by the Shapley Additive Explanations (SHAP) value are shown. The full table is shown in Table S4 in
Multimedia Appendix 1.
cCA/GD: congenital anomaly/genetic disorder.
dDBP: diastolic blood pressure.
eSBP: systolic blood pressure.
fCRP: C-reactive protein.

Model Performance
After random selection, 6772 (6772/8464, 80.0%) records were
included in the development set, and 1692 (1692/8464, 20.0%)
were included in the validation set (Table 2). In the validation
set, the RF model achieved the best performance in identifying
patients transferred to the ICU within 24 hours after admission
(AUC 0.987, 95% CI 0.981-0.992) compared with the XGB
model (AUC 0.982, 95% CI 0.972-0.990) and logistic regression
model (AUC 0.885, 95% CI 0.863-0.908). The average precision
values were 0.932 (95% CI 0.904-0.956) for RF, 0.941 (95%
CI 0.917-0.963) for the XGB algorithm, and 0.609 (95% CI
0.543-0.681) for the logistic regression model (Figure 2).

For the RF algorithm, at the point with the highest Youden
index, the overall accuracy of the RF algorithm was 0.936 (95%
CI 0.930–0.947), sensitivity was 0.940 (95% CI 0.919–0.954),
and specificity was 0.935 (95% CI 0.924–0.952; Figure 2). At
this threshold, there is approximately one false positive for every
3.1 positive predictions. At the point of highest sensitivity,
which could include most patients with early ICU admission
with some false alarms, the specificity was 0.868 (95% CI
0.642–0.917), and the negative predictive value was 0.998 (95%
CI 0.995-1.000). At the point of highest specificity, which could
avoid the most unnecessary ICU admissions, the sensitivity and
positive predictive value (precision) for our RF algorithm were
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0.835 (95% CI 0.779-0.886) and 0.897 (95% CI 0.883–0.933), respectively.

Table 2. Basic characteristics of the development set and validation set.

Validation set (n=1692)Development set (n=6772)Characteristics

218 (12.9)948 (14.0)ICUa transfers or deaths within 24 hours after admission, n (%)

15765581Unique individuals, n

4.0 (3.0-7.0)4.0 (3.0-7.0)Length of stay (days), median (IQR)

3.9 (3.3)4.0 (3.5)Age (years), mean (SD)

914 (54.0)3625 (53.5)Male, n (%)

aICU: intensive care unit.

Figure 2. For the early intensive care unit (ICU) transfer and no ICU transfer groups, (A) receiver operating characteristic (ROC) curves and confusion
matrices at the operational points with (B) the highest Youden index, (C) 0.99 sensitivity and the highest precision, and (D) 0.99 specificity and the
highest sensitivity. AUC: area under the ROC curve; LogReg: logistic regression; RF: random forest; XGB: extreme gradient boosting.
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Feature Importance From the ML Algorithm and
Clinicians’ Judgment
Figure 3 shows the top 20 features by relative importance from
the RF algorithm based on SHAP values (see Figure S1 in
Multimedia Appendix 2 for a complete list). The 5 most
important features were lowest pulse rate, peak body
temperature, age, lowest diastolic blood pressure, and presence
of cardiovascular disease. For physician-rated relative feature

importance, the presence of immunodeficiency; lowest oxygen
saturation; and presence of solid neoplastic diseases, respiratory
diseases, and cardiovascular diseases were considered the most
important features (Figure S2 in Multimedia Appendix 3). The
presence of cardiovascular diseases, the lowest systolic blood
pressure, and the presence of neuropsychological diseases were
ranked in the top 10 features with the highest importance
measured by both SHAP values in the XGB model and
physicians’ judgment.

Figure 3. Top 20 important features of the random forest model based on Shapley Additive Explanations (SHAP) values. Every admission data point
has one dot on each row for individual features. The color of the dot indicates the value of each feature from the admission data. The pile of dots on the
same row to illustrate the density at different SHAP values. CA/GD congenital anomalies/genetic disorder; DBP: diastolic blood pressure; dz: disease;
SBP: systolic blood pressure; SpO2: blood oxygen saturation.

Discussion

Principal Findings
Using the clinical data from 8464 admissions of children with
pneumonia, we trained 2 ML algorithms to predict the need for
ICU care within 24 hours of admission. Our study showed that
ML algorithms could be applied to accurately triage hospitalized
pediatric patients with pneumonia and effectively identify those
who may need early ICU transfer. The high specificity and
sensitivity of our algorithms supported their potential application
in real-world clinical scenarios, which could provide a
disease-specific alarm for severe conditions with the need for
ICU care in a timely manner based on individual patient
conditions. Because we only included the available features at
admission, this design was considered more practical in clinical
use. In addition, the list of feature importance could be explained
by the clinical reasoning of human physicians. The explainability
further validates the use of the ML approach for the clinical
classification task. To our knowledge, our study is the first to
explore the possibility of applying ML methods to large clinical
data sets for triaging pediatric patients with pneumonia for ICU
care.

The identification of a patient with the need for ICU care in the
emergency room or in the early stage of the disease might
influence medical care quality and clinical outcomes [5,36].
Previous work has revealed the ability to use decision tree–based
algorithms to perform classification tasks in clinical scenarios
or triage, with some promising preliminary results
[13,14,16,17,20,24]. However, applications in clinical
classification usually focus on triaging patients with different
clinical severities and more general clinical diagnoses, such as
respiratory failure, other organ failures, or sepsis [13,14,20,37].

Our work is one of the few studies to focus on a large data set
for a specific diagnosis, pediatric pneumonia. Our algorithm’s
performance has better performance than previous studies that
had AUCs ranging from approximately 0.7 to 0.9 [22-24,29],
suggesting the advantage of an ML approach dedicated to
children with pneumonia. With satisfactory performance, the
application of the ML algorithms we proposed can be applied
to support physicians’ decisions for ICU care based on
individual patient conditions and further improve health care
quality during hospitalization. It can also help reduce clinicians’
burden during outbreaks of community-acquired pneumonia,
such as the recent COVID-19 outbreak, or in hospitals with
insufficient human resources.

Because we could set up different operational points for the
algorithm, our algorithm could be applied in various clinical
settings. For example, at the high sensitivity operational point,
the specificity could be kept at 0.868 (95% CI 0.642-0.917)
with a negative predictive value of 0.998 (95% CI 0.995-1.000),
which could be used to rule out those who did not need ICU
care. Medical centers accommodating single-digit inpatients
with pneumonia per day can operate on this threshold. Using
the high sensitivity point, we could help clinicians identify
patients who might need ICU admission earlier and reduce the
number of undertriaged patients. Although there were
one-quarter of the results as false positives, the burden is
acceptable when the number of inpatients per day remains low,
and false negatives are more harmful. When we further
examined the medical records of those false negative cases in
the current data set, we found that older age might be related
with false negative results. Therefore, clinicians should be aware
of false negative results in older children when applying the
algorithm for their decision support. In contrast, at the high
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specificity point (0.99), our algorithm maintained a sensitivity
of 0.835 (95% CI 0.779-0.886) and a positive predictive value
of 0.897 (95% CI 0.883-0.933). The high specificity with a high
positive predictive value suggest that the algorithm could
prevent unnecessary ICU admissions, so it may be applied when
health care resources are limited or an outbreak happens.
Therefore, the algorithm output could be customized according
to the clinician’s needs. In this way, the improved
discriminability from ML algorithms could contribute to more
accurate clinical decision-making and resource allocation. The
ML model can not only provide automated estimation in clinical
settings but also serve as a tool for training less experienced
physicians or setting an alarm in hospitals with fewer human
resources. Although the model does not reflect 100% of human
physician decisions, it could be considered as a second opinion
in the clinical setting and serve as a reference instead of being
the only guideline for the final medical decision.

Our study also revealed important clinical feature indices (such
as younger age, underlying diseases, higher pulse rate, and lower
blood pressure) for the need for early ICU transfer, but patients
with positive results for influenza A, influenza B, and
S.pneumoniae at admission were less likely to be transferred to
the ICU within 24 hours. These important clinical red flags
could help physicians manage critically ill patients. In addition,
early detection of the pathogens causing pneumonia in children
makes early optimal treatment possible and improves the
patient’s clinical condition.

Limitations
There are some limitations in our study. First, we did not include
imaging data, such as chest X-ray images, in our data set.
However, diagnosis using the ICD codes relied on the
physicians’clinical judgments, and clinicians might have already
considered other clinical clues. Although most pneumonia
patients are diagnosed clinically without specific radiological
findings, including imaging data might still improve the
judgment of clinical severity and thus influence the risk
stratification for ICU care. Second, some clinically relevant
parameters, such as blood gas values and procalcitonin
measures, were not included in our algorithm training because
of the high proportion of missing data. Third, the reasons for
ICU admission usually varied (eg, ARDS, sepsis, respiratory
failure, or other organ failures). Our algorithm could only
evaluate the possible needs for ICU admission instead of the
clinical diagnosis. With more data collected, an individual
algorithm for a specific diagnosis might be developed in the
future. Lastly, the algorithms were trained using a data set from
a single medical center. Generalizability might be an issue if
we would like to apply the findings to other hospital settings.
Clinical validation in real-world settings might be required at

the next stage to examine the application of ML algorithms in
daily clinical work.

Comparisons With Prior Work
Compared with prior work that evaluated the need for ICU
admission for pediatric patients, our disease-specific model for
children with pneumonia demonstrated better performance. Our
study incorporated up to 41 features from different domains
(eg, demographics, vital signs, microbiological tests, and
laboratory examinations) with no human-rated components (eg,
behavior rating, respiratory difficulty). The strength of our
tree-based ML approach is the ability to simultaneously process
high-dimensional data linearly or nonlinearly [21]. With ML
algorithms, we could integrate data with varying characteristics
and solve complicated clinical questions (ie, predict the need
for ICU care for hospitalized children with pneumonia). These
characteristics enable the ML algorithm to include more clinical
data and explore interactions among individual features, which
was almost impossible to conduct with human intelligence or
traditional statistical approaches, such as logistic regression.
To further validate the algorithm’s explainability, we invited 3
experienced physicians to grade the importance of ICU transfer
evaluations from a clinical perspective. The results showed that
features that were considered to be of higher importance by ML
algorithms, such as the lowest systolic blood pressure and the
presence of cardiovascular and neuropsychological diseases,
were also considered essential features in the physicians’clinical
judgment. The results helped us explain the findings of ML
algorithms without being accused of using a “black box” for
clinical decision-making. However, some discrepancies were
still found. For example, human doctors tend to consider
immunodeficiency and solid tumor diseases to be high-risk
factors for early ICU transfer, but the importance of these 2
features in the ML algorithms is very low. This discrepancy
between machine and human intelligence might be the
consequence of proactive management for immunocompromised
patients in clinical settings and thus inversely lowers the
probability of early ICU admission. When applying the ML
algorithm, we still have to consider this limitation in
immunocompromised patients and combine the prediction of
ML algorithms with clinical judgment. In this way, we could
maximize support from machines without neglecting human
intelligence.

Conclusions
In summary, we developed ML algorithms that could accurately
classify the risk of early ICU transfer within 24 hours of
admission for children with pneumonia. The clinical use of
these algorithms might detect high-risk patients earlier and
improve the quality of health care for pediatric pneumonia.
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Abstract

Background: Automated medical history–taking systems that generate differential diagnosis lists have been suggested to
contribute to improved diagnostic accuracy. However, the effect of these systems on diagnostic errors in clinical practice remains
unknown.

Objective: This study aimed to assess the incidence of diagnostic errors in an outpatient department, where an artificial intelligence
(AI)–driven automated medical history–taking system that generates differential diagnosis lists was implemented in clinical
practice.

Methods: We conducted a retrospective observational study using data from a community hospital in Japan. We included
patients aged 20 years and older who used an AI-driven, automated medical history–taking system that generates differential
diagnosis lists in the outpatient department of internal medicine for whom the index visit was between July 1, 2019, and June 30,
2020, followed by unplanned hospitalization within 14 days. The primary endpoint was the incidence of diagnostic errors, which
were detected using the Revised Safer Dx Instrument by at least two independent reviewers. To evaluate the effect of differential
diagnosis lists from the AI system on the incidence of diagnostic errors, we compared the incidence of these errors between a
group where the AI system generated the final diagnosis in the differential diagnosis list and a group where the AI system did
not generate the final diagnosis in the list; the Fisher exact test was used for comparison between these groups. For cases with
confirmed diagnostic errors, further review was conducted to identify the contributing factors of these errors via discussion among
three reviewers, using the Safer Dx Process Breakdown Supplement as a reference.

Results: A total of 146 patients were analyzed. A final diagnosis was confirmed for 138 patients and was observed in the
differential diagnosis list from the AI system for 69 patients. Diagnostic errors occurred in 16 out of 146 patients (11.0%, 95%
CI 6.4%-17.2%). Although statistically insignificant, the incidence of diagnostic errors was lower in cases where the final diagnosis
was included in the differential diagnosis list from the AI system than in cases where the final diagnosis was not included in the
list (7.2% vs 15.9%, P=.18).

Conclusions: The incidence of diagnostic errors among patients in the outpatient department of internal medicine who used an
automated medical history–taking system that generates differential diagnosis lists seemed to be lower than the previously reported
incidence of diagnostic errors. This result suggests that the implementation of an automated medical history–taking system that
generates differential diagnosis lists could be beneficial for diagnostic safety in the outpatient department of internal medicine.

(JMIR Med Inform 2022;10(1):e35225)   doi:10.2196/35225
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Introduction

Diagnostic error, defined as the failure to establish an accurate
and timely explanation of the patient’s health problem or to
communicate that explanation to the patient [1], is one of the
most important patient safety issues that should be addressed
[2,3]. The impact of diagnostic errors on patient safety is quite
large [4]. First, diagnostic errors comprise around 50% of
preventable harm in primary health care settings and emergency
departments [5]. Second, the risk of death, significant permanent
injury, and prolonged hospitalization is higher for diagnostic
error cases than for other medical errors [6-12]. Third, diagnostic
errors frequently occur in several settings of clinical practice;
approximately 5% of patients can experience diagnostic errors
in primary health care and hospital practice in the United States
[13]. Therefore, effective interventions to reduce diagnostic
errors are warranted.

Diagnostic error–related paid malpractice claims occur more
often among outpatients than among inpatients [9], suggesting
that the primary health care outpatient setting is vulnerable to
diagnostic errors. The prevalence of diagnostic errors in
outpatient settings has been reported to be between 3.6% and
5.1%. However, when focusing on a population of patients with
a high risk for diagnostic errors who were unexpectedly
hospitalized within 14 days after the index outpatient visit, the
prevalence of diagnostic errors increased to as much as 21%
[14]. The common contributing factors for diagnostic errors in
primary care outpatient settings were reported to include
problems with history-taking, overreliance on pattern
recognition, and failure to consider sufficient differential
diagnoses [4,15]. Therefore, strategies or systems to improve
the quality of history-taking and support differential diagnosis
generation are required to reduce diagnostic errors in outpatient
settings.

From this perspective, newly developed technology, such as
computerized automated history-taking systems and diagnostic
decision support systems, can be leveraged to address this issue;
these systems have a long history, since they were introduced
in the 1960s and 1970s [16-18]. Computerized automated
history-taking systems perform better in clinical documentation
tasks for taking patient histories than do physicians [19,20].
The use of a diagnostic support system (ie, differential diagnosis
generator) before collecting information by physicians showed
a significant impact on the improvement of diagnostic accuracy
in terms of clinical reasoning and differential diagnosis [21-23].
Moreover, a new system that combines automated medical
history–taking functions with differential diagnosis
generation—specialized for musculoskeletal diseases
only—showed improved diagnostic accuracy among physicians
in a pilot randomized controlled trial [24]. Subsequently, another
system, covering broad symptoms of internal diseases, was
developed and implemented in clinical practice [25]. Yet another
study showed high reliability of documentation regarding
clinical history to assist the diagnostic accuracy of physicians

[26]; however, this was not conducted in a clinical practice
setting.

These automated systems have generated concerns about their
negative effects on the diagnostic accuracy of physicians. For
instance, physicians may not accept correct diagnoses or may
accept incorrect diagnoses generated by the systems [24,26],
partly because physicians tend to be more confident with their
own diagnosis than that of artificial intelligence (AI) systems
when there is a discrepancy between them [27]. Therefore, the
effects of the implementation of these systems on diagnostic
errors in clinical practice remain unknown. This study aimed
to assess the incidence of diagnostic errors in an outpatient
department, where an AI-driven automated medical
history–taking system that generates differential diagnosis lists
was implemented in clinical practice.

Methods

Study Design
We conducted a retrospective observational study using data
from Nagano Chuo Hospital in Japan. The Research Ethics
Committee of Nagano Chuo Hospital approved this study (serial
number: NCR202104). The requirement to obtain written
informed consent from patients was waived by the Research
Ethics Committee under the condition that we used an opt-out
method. We informed patients by showing the detailed
information of the study on the official website of Nagano Chuo
Hospital.

Patient Population
We included patients aged 20 years and older who used AI
Monshin—an AI-based automated medical history–taking
system—in the outpatient department of internal medicine for
whom the index visit was between July 1, 2019, and June 30,
2020, followed by unplanned hospitalization within 14 days. A
follow-up duration of 14 days was selected to improve the
sensitivity to detect diagnostic errors [14,28]. For assessing the
effects of using AI Monshin on diagnostic errors, we excluded
patients for whom AI Monshin did not list 10 differential
diagnoses. In those cases, the AI system could not complete
history-taking because patients gave up entering information
or because they presented to the hospital for further investigation
of abnormal test results following their annual health checkup,
which was out of scope for the system during the study period.
Usually, even one differential diagnosis was not generated in
such cases.

Presentation of the AI Monshin Tool
The details of AI Monshin were presented in a previous report
[25]. In brief, AI Monshin converts data entered by patients on
tablet terminals into medical terms. Patients enter their
background information, such as age and sex, and chief
complaint as free text on a tablet in the waiting room. AI
Monshin asks approximately 20 questions, one by one, which
are tailored to the patient. The questions are optimized, based
on previous answers, to generate the most relevant list of
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potential differential diagnoses. Physicians can see the entered
data as a summarized medical history with the top 10 possible
differential diagnoses, along with their rank.

Identification of Diagnostic Errors
To identify whether diagnostic errors occurred in this study, we
used the Revised Safer Dx Instrument [29]. The Safer Dx
Instrument is an externally validated, structured data collection
tool to improve the accuracy of assessment of diagnostic errors
[30,31]; the tool has been widely used in several studies on
diagnostic errors [32-36]. Recently, the tool was updated as the
Revised Safer Dx Instrument [29]. The Revised Safer Dx
Instrument consists of 13 items. Items 1 to 12 are used for
assessing the diagnostic process, and item 13 is used to
determine the possibility of diagnostic error. All items are rated
by answering questions on a scale ranging from 1 (strongly
disagree) to 7 (strongly agree). The Revised Safer Dx Instrument
can be used to assess the entire diagnostic process of one event;
however, because we focused on diagnostic errors related to
the implementation of AI Monshin, which seems to mainly
influence the diagnostic decision at the index visit, the
evaluation of diagnostic errors in this study was based on the
medical records taken during the index visit.

The identification of diagnostic errors in this study was
conducted through the algorithm as discussed in this section.
In the first step, two reviewers (YH and SS) independently
evaluated the diagnostic process of included cases using the
Revised Safer Dx Instrument by reviewing the medical records.
The presence or absence of diagnostic errors in each case was
judged based on the score of item 13 [29]. According to the
recommendation for using the Revised Safer Dx Instrument,
diagnostic error was confirmed in cases where both reviewers
scored 5 or higher on item 13, and diagnostic error was denied
in cases where both reviewers scored 3 or lower on item 13
[29]. The remaining cases were progressed to the second step.
In the second step, the third reviewer (YN) independently
evaluated the cases using the Revised Safer Dx Instrument.
Diagnostic error was confirmed in cases where two out of three
reviewers scored 5 or higher on item 13, and diagnostic error
was denied in cases where two out of three reviewers scored 3
or lower on item 13. For the remaining cases in which diagnostic
error was neither confirmed nor denied, the three reviewers
(YH, SS, and YN) discussed and mutually agreed on whether
diagnostic error occurred or not on a case-by-case basis.

The final diagnoses of all cases were confirmed by two
reviewers (YH and SS) based on the discharge summary.
Disagreements were resolved by discussion among the three
reviewers (YH, SS, and YN). Based on the confirmed final
diagnoses, the other two reviewers (RK and SK), who were
blinded to the evaluation of diagnostic errors, independently
judged whether the final diagnosis of each case was included
in the list of 10 differential diagnoses generated by AI Monshin.
Disagreements were resolved by discussion between the two
reviewers (RK and SK).

Analysis of the Causes of Diagnostic Errors
For cases with confirmed diagnostic errors, further review was
conducted to identify the contributing factors of these errors

via discussion among the three reviewers (YH, SS, and YN).
The Safer Dx Process Breakdown Supplement was used as a
reference to classify the contributing factors of diagnostic errors
and outcomes in this study [29]. To evaluate the effects of AI
Monshin implementation on the diagnostic errors, other than
the items in the Safer Dx Process Breakdown Supplement, the
following were discussed: the frequency of the final diagnosis
(ie, whether the disease was common or uncommon), typicality
of the presentation for the final diagnosis (ie, typical or atypical),
and initial diagnosis at the index visit.

Baseline Data Collection and Outcome
From the medical records, we extracted data on the age and sex
of patients, chief complaints, and the experience of physicians
who saw patients at the index visits (ie, resident: up to 5 years
of experience after graduation; staff: more than 5 years of
experience after graduation). The primary outcome was the
incidence of diagnostic errors.

Sample Size Calculation
We calculated the required sample size to be 139 cases, with
an incidence of diagnostic errors of 10.0% and a margin of
5.0%. It was estimated that there were approximately 150
patients who were eligible for this study between July 1, 2019,
and June 30, 2020. Even with the expectation that approximately
5 to 10 cases could be excluded, 150 cases were a reasonable
target number of cases for this study.

Statistical Analysis
Continuous data are presented as medians with the 25th and
75th percentiles. Categorical data are presented as counts and
proportions (%). For the primary outcome, we calculated the
incidence of diagnostic errors with 95% CI. To evaluate the
baseline factors and the differential diagnosis list of AI Monshin
with regard to the incidence of diagnostic errors, we compared
the incidence of diagnostic errors between the groups of older
adults (aged ≥65 years) and non–older adults (aged <65 years)
[37-40], the groups of males and females [33], the groups seen
by staff and seen by residents [26], and the groups in which AI
Monshin generated or did not generate the final diagnosis in
the differential diagnosis list [26]; these comparisons were made
using the Fisher exact test. We also calculated the odds ratio
(OR) with 95% CI for the incidence of diagnostic errors in these
groups. P values were based on 2-tailed statistical tests, and P
values less than .05 were considered statistically significant.
All statistical analyses were conducted using R (version 4.1.0;
The R Foundation).

Results

Baseline Patient Characteristics
A total of 150 cases were unexpectedly hospitalized within 14
days after the index visit that took place at the outpatient
department of internal medicine; AI Monshin was used at the
index visit. Only 2 (1.3%) patients did not complete
history-taking by AI Monshin: a woman in her 70s complained
of an uncomfortable feeling on her tongue, abdominal pain with
distention, and appetite loss, and a man in his 70s complained
that his cold was not getting better. After excluding 4 (2.7%)
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cases in which AI Monshin did not develop 10 differential
diagnoses (2 cases: incomplete history-taking; 2 cases: patients
presented for further investigation for abnormal test results),
the data from 146 cases were analyzed for this study. The
median age of the patients was 71 (IQR 59-82) years, 72 (49.3%)
were male, 71 (48.6%) were seen by residents at the index visit,
and 103 (70.5%) were admitted to the hospital on the same day
as the index visit.

Chief Complaints and the Final Diagnosis
The top three most common chief complaints were abdominal
pain (37/146, 25.3%), fever (20/146, 13.7%), and melena or
hematochezia (15/146, 10.3%). During follow-up outpatient
visits or admission, the final diagnosis was confirmed for 138
patients (94.5%). The most common diagnosis was lower
respiratory tract infection (15/138, 10.9%), followed by ischemic

colitis (8/138, 5.8%), diverticular bleeding (8/138, 5.8%), and
congestive heart failure (8/138, 5.8%). The final diagnosis was
based on the differential diagnosis list from AI Monshin for 69
out of 138 patients (50.0%).

Primary Outcome
Figure 1 shows the steps of the review for confirming the
diagnostic errors in this study. In the first step of the review,
diagnostic errors were confirmed in 9 cases and denied in 123
cases. Among the remaining 14 cases, diagnostic errors were
confirmed in 6 cases and denied in 5 cases in the second step
of the review. Among the remaining 3 cases, diagnostic errors
were confirmed in 1 case and denied in 2 cases in the third step
of the review. In total, diagnostic errors were confirmed in 16
out of 146 cases (11.0%, 95% CI 6.4%-17.2%).

Figure 1. Flow of reviews for confirming diagnostic errors. AI: artificial intelligence.
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The incidence of diagnostic errors was significantly higher in
patients aged 65 years and older compared to those under 65
years of age (15/96, 16% vs 1/50, 2%; OR 9.1, 95% CI 1.2-70.8;
P=.01). There were no significant differences in the incidence
of diagnostic errors between male and female patients (11/72,
15% vs 5/74, 7%; OR 2.5, 95% CI 0.8-7.6; P=.12), between
patients who were seen by a resident and those who were seen
by a physician at the index visit (9/71, 13% vs 7/75, 9%; OR
1.4, 95% CI 0.5-4.0; P=.60), and between cases in which the
final diagnosis was not included in the differential diagnosis
list from AI Monshin and those in which the final diagnosis
was included in the same list (11/69, 16% vs 5/69, 7%; OR 2.4,
95% CI 0.8-7.4; P=.18).

Details Regarding Cases With Diagnostic Errors
Table 1 and Multimedia Appendix 1 show the details of the 16
cases where there were diagnostic errors. All cases had common
final diagnoses (ie, cholangitis, cholecystitis, diverticular
bleeding, pneumonia, interstitial pneumonia, intestinal
obstruction, pyelonephritis, infectious enteritis, heart failure,
and pulmonary artery embolism), and the final diagnosis
presentation was typical for 15 out of 16 cases (94%). The most
common chief complaint in the 16 cases with diagnostic errors
was abdominal pain (n=5, 31%), followed by cough (n=4, 25%)
and fever (n=3, 19%).

According to the Safer Dx Process Breakdown Supplement, the
most common contributing factors for diagnostic errors in 16
cases were “problems ordering diagnostic tests for further
workup” (n=13, 81%), followed by “problems with data

integration and interpretation” (n=10, 63%), “problems with
physical exam” (n=9, 56%), and “performed tests not interpreted
correctly” (n=8, 50%; Table 2).

From the aspect of the differential diagnosis list for cases with
diagnostic errors, AI Monshin listed the final diagnosis in the
list in 5 out of 16 cases (31%) and the initial diagnosis in 4 out
of 16 cases (25%). On the other hand, in cases without
diagnostic errors, AI Monshin listed the final diagnosis in the
differential list in 64 out of 122 cases (52.5%, excluding 8 cases
where the final diagnosis was unknown). In summary, despite
using AI Monshin, physicians could not make the correct
diagnoses as were suggested in the differential diagnosis list in
5 of 69 cases (7% omission errors). On the other hand, the
incorrect initial diagnoses made by physicians were listed in
the differential diagnosis list in 4 of 69 cases (6% commission
errors). Regarding the outcome, no cases of diagnostic errors
resulted in death or permanent harm. A total of 2 cases out of
16 (13%) were classified as Category C: “An error occurred
that reached the patient but did not cause the patient harm.”
Diagnostic errors resulted in some harm in 14 out of 16 cases
(88%; 2 cases were classified as Category E: “An error occurred
that may have contributed to or resulted in temporary harm to
the patient and required intervention”; 12 cases were classified
as Category F: “An error occurred that may have contributed
to or resulted in temporary harm to the patient and required
initial or prolonged hospitalization”). The median time between
the index visit and the time that the final diagnosis was made
was 3 (IQR 2-6) days.
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Table 1. The details of 16 diagnostic error cases.

Final diagnosis

was on listd
Initial diagnosis

was on listd
Outcome

categoryc
Index visit to

final diagnosis
(days), n

Final

diagnosis

Initial

diagnosis

Chief complaintPhysician
of first

contact

SexbAge
(y)

Case

No.a

NoNoF4CholangitisURIeFeverResidentF951

NoYes;

rank 4

F2CholecystitisGERDfAbdominal painResidentM762

NoNoF3PneumoniaCosto-
chondritis

Abdominal painResidentM833

Yes;

rank 1

Yes;

rank 3

F2Diverticular
bleeding

Infectious
enteritis

HematocheziaResidentM554

NoNoF3Acute
pyelonephritis

UnknownNauseaStaffF895

Yes;

rank 10

NoF3Interstitial
pneumonia

URICoughStaffM756

NoYes;

rank 4

F6Intestinal ob-
struction

Constipa-
tion

Abdominal painResidentM667

Yes;

rank 8

NoF3Heart failureUnknownCoughStaffF708

NoYes;

rank 10

E2Pulmonary
embolism

Heart fail-
ure

PalpitationResidentF779

NoNoF3CholecystitisURIFeverStaffM8210

NoNoC2Acute
pyelonephritis

Choledo-
cholithia-
sis

AnorexiaResidentF8111

NoNoE8Vestibular
neuritis

FatigueHeadache,
lightheadedness

StaffM7212

Yes;

rank 9

NoF0gIntestinal ob-
struction

EnteritisAbdominal painResidentM8613

NoNoC9Infectious en-
teritis

Hemor-
rhoid

Abdominal painStaffM7814

Yes;

rank 3

NoF7Acute
pyelonephritis

URIFever, cough,
back pain

StaffM9115

NoNoF11Interstitial
pneumonia

URIDyspnea,
cough, malaise

ResidentM7216

aAll diagnoses were common. All cases had typical presentations except for case 2.
bFemale (F) or male (M).
cOutcome was classified, along with the Safer Dx Process Breakdown Supplement, as follows: Category C, “An error occurred that reached the patient
but did not cause the patient harm”; Category E, “An error occurred that may have contributed to or resulted in temporary harm to the patient and
required intervention”; Category F, “An error occurred that may have contributed to or resulted in temporary harm to the patient and required initial or
prolonged hospitalization” [29].
dAI Monshin’s differential list; where a diagnosis was on the list, its rank on the list is indicated.
eURI: upper respiratory infection.
fGERD: gastroesophageal reflux disease.
gThe final diagnosis was made at the second visit, which was on the same day as the index visit.
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Table 2. Breakdown analysis of the contributing factors for diagnostic errors.

Cases (N=16), n (%)Contributing factors and details

Patient-related factors

0 (0)Delay in seeking care

0 (0)Lack of adherence to appointments

0 (0)Other

Patient-provider encounter

4 (25)Problems with history

9 (56)Problems with physical exam

13 (81)Problems ordering diagnostic tests for further workup

4 (25)Failure to review previous documentation

10 (63)Problems with data integration and interpretation

0 (0)Other

Diagnostic tests

0 (0)Ordered test was not performed at all

0 (0)Ordered test was not performed correctly

8 (50)Performed test was not interpreted correctly

1 (6)Misidentification

0 (0)Other

Follow-Up and tracking

1 (6)Problems with timely follow-up of abnormal diagnostic test results

2 (13)Problems with scheduling of appropriate and timely follow-up visits

2 (13)Problems with diagnostic specialties returning test results to clinicians

0 (0)Problems with clinicians reviewing test results

0 (0)Problems with clinicians documenting action or response to test results

0 (0)Problems with notifying patients of test results

0 (0)Problems with monitoring patients through follow-up

0 (0)Other

Referrals

1 (6)Problems initiating referral

0 (0)Lack of appropriate actions on requested consultation

0 (0)Communication breakdown from consultant to referring provider

0 (0)Other

Discussion

Principal Findings
Among 146 patients who used the AI-driven, automated
history-taking system, which developed a list of the top 10
differential diagnoses, diagnostic errors occurred in 11.0% of
cases. These patient histories were collected at the index visit
to the outpatient department of internal medicine, followed by
unplanned hospitalization of the patient within 14 days. The
incidence of diagnostic errors was statistically higher among
older adult patients; however, the sex of the patients, the
experience of the physicians, and the accuracy of the differential
diagnosis list of the AI system were not statistically associated

with the incidence of diagnostic errors. In all cases where
diagnostic errors occurred, the final diagnoses were common
diseases, as reported in a previous study that was conducted in
primary care settings in the United States between 2006 and
2007 [4], and the clinical presentation was typical, except in
one case.

Limitations
To the best of our knowledge, this is the first observational
study that evaluated the effects of implementation of an
automated medical history–taking system with a differential
diagnosis generator in routine clinical practice using the
validated Revised Safer Dx Instrument to detect diagnostic
errors. However, this study also had some limitations. First, this
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study did not include patients who did not use an automated
history-taking system with a differential diagnosis generator or
those who were not admitted; therefore, the incidence of
diagnostic errors should be interpreted with caution. Second,
exclusion of the cases in which AI Monshin did not develop 10
differential diagnoses may have reduced the incidence of
diagnostic errors in this study. Since inadequate and
inappropriate history could be a contributing factor for
diagnostic errors, excluding such a case may merit the optimistic
assumption of AI Monshin’s performance. Third, because the
judgment of diagnostic errors was conducted by a retrospective
review of the charts, some bias could not be avoided. However,
as the review process was predefined and at least two reviewers
independently assessed each case, we are sure that these biases
were avoided as much as possible. Fourth, we are unsure of the
effects of COVID-19 on diagnostic errors in the outpatient
department. Future studies may focus on the incidence of
diagnostic errors between hospitals with and without
implementation of an automated medical history–taking system
with a diagnostic decision support function in a prospective
design.

Comparison With Prior Work
The incidence of diagnostic errors in this study was 11.0%,
which was lower than that reported in previous studies (13.7%
and 20.9%) that included cases similar to this study (ie, patients
who were unexpectedly hospitalized within 14 days after their
index visit) [14,28]. In addition, the incidence of diagnostic
errors in this study was lower than that reported in retrospective
studies with chart review (13.3% to 21.8%) [11,41-43] or in
prospective studies (12.3% to 20.0%) [12,44] that investigated
the rate of discrepancy in the diagnosis between admission and
discharge. Therefore, it is possible that the implementation of
an automated history-taking system with a differential diagnosis
generator reduced the incidence of diagnostic errors in the
outpatient department of internal medicine.

The quality of clinical history documented by AI Monshin may
be a key component of the results. There may be high
discrepancies in clinical history between patient reports and
physician documentation [45]; in addition, the automated
medical history–taking system, as compared to physicians, may
have the potential to take clinical histories that are more
diagnostically useful and of higher quality [19,20]. Therefore,
routine use of automated history-taking systems may improve
diagnostic accuracy by establishing a high-quality base of
clinical history for the correct diagnosis. Indeed, in a previous
study that used the documentation made by an automated
medical history–taking system from real patients, the correct
diagnosis appeared in 56.3% of the top three differential
diagnoses made by physicians without using a differential
diagnosis list from an AI-driven system; this increased to 72.7%
in cases where the correct diagnosis was included in the
AI-driven differential diagnosis list [26]. Furthermore, a
previous study of another automated medical history–taking
system with a differential diagnosis generator—DIAANA,
specializing in injury or disease of the musculoskeletal
system—showed that the diagnostic accuracy was superior in
the group in which physicians used the system compared to the
group in which physicians did not use the system; this was a

pilot randomized controlled trial conducted in a real clinical
practice setting [24]. In contrast to the previous study that
identified history-taking as the most common contributing factor
of diagnostic errors [4], the breakdown analysis of the diagnostic
errors in this study did not identify history-taking as the main
contributing factor of these errors, indicating that the
implementation of an automated history-taking system with
diagnostic decision support could reduce the diagnostic errors
associated with poor clinical history–taking.

In addition to making a high-quality document of medical
history, an automated medical history–taking system with a
differential diagnosis generator seems to have some advantages.
First, this system can be integrated into routine diagnostic
processes in clinical practice. Currently, one of the most
important concerns in the diagnostic decision support system
is its low usage rate. For example, in the case of Isabel, which
is one of the most famous AI-driven diagnostic decision support
systems that generates a differential diagnosis list based on
entered information by physicians, a previous study showed
that only 7.9% of participants who were given open access to
Isabel reported using Isabel at least once a week, whereas the
others never used it [46]. According to the other two studies,
on average, Isabel was used for only 3 out of 4840 patients
(0.06%) for 3 months [47], and the usage rate did not increase
despite frequent reminders for clinicians to use Isabel on a
regular basis [48]. Such low use of a diagnostic decision support
system appeared to be caused by physicians who did not
recognize the need for diagnostic support, relying on their own
acumen to deliver the correct diagnosis [49]. However,
diagnostic decision support systems should operate seamlessly
in the background in the diagnostic process in clinical practice,
regardless of whether the physicians need it or not [49]. An
automated medical history–taking system with a differential
diagnosis generator can address such an unmet need and may
reduce diagnostic errors through routine support. Second, the
use of a diagnostic decision support system at the early stage
of the diagnostic process was reported to be more useful than
its use at a later stage. To date, several studies have been
conducted to evaluate the impact of the timing of using a
diagnostic decision support system. According to their studies,
physician diagnosis was associated with their first impression
[50], and early use of diagnostic support systems before
collecting information by physicians significantly improved the
diagnostic accuracy [21-23]. These findings may support the
positive effects of the implementation of an automated medical
history–taking system with a differential diagnosis generator,
which can provide diagnostic decision support before physicians
collect information. Third, an automated medical history–taking
system with a differential diagnosis generator can be used
without additional time consumption. Another barrier for
clinicians to use diagnostic decision support systems in routine
clinical practice is time constraint, as previous studies have
shown that using Isabel usually requires an additional 4 to 7
minutes per case [47,48]. On the other hand, an automated
history-taking system with a differential diagnosis generator
increased only 0.3 minutes of examination time per case in an
internal medicine outpatient department [25]. Therefore,
clinicians can use automated history-taking systems with
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differential diagnosis generators without wasting additional
time.

Furthermore, several limitations exist regarding the
implementation of automated history-taking systems with
differential diagnosis generators. First, at present, the accuracy
of differential diagnosis lists of AI systems is not sufficiently
high to believe the lists every time. A previous study reported
that the prevalence of the correct diagnosis in the top 10 list of
differential diagnoses from diagnostic decision support systems
in clinical practice settings was around 50% [51]; similar to that
study, the correct diagnosis appeared in only 50% of the top 10
lists of differential diagnoses from AI Monshin in this study.
As an a priori incorrect diagnosis before a patient encounter can
lead physicians to an incorrect final diagnosis [52], the relatively
low accuracy of the differential diagnosis list from AI Monshin
may prevent the positive effect of the implementation of an
automated history-taking system with a differential diagnosis
generator on the reduction of diagnostic errors. Although
statistically insignificant, the incidence of diagnostic errors in
cases where the correct diagnosis was included in the differential
diagnosis list from the AI system was twice as high as that in
cases where the correct diagnosis was not included in the list.
However, among the 69 cases in which the final diagnosis was
not included in the differential diagnosis list from the AI system,
an incorrect diagnosis by a physician was observed in the
differential diagnosis list from AI Monshin in only 4 cases (6%).
In addition, a previous study showed that only 15% of
physicians’ diagnoses seemed to be associated with the
differential diagnosis list from the AI system [53]. This indicates
that the majority of diagnostic errors in this study were not

related to the incorrect differential diagnosis list from the AI
system. Second, the correct diagnosis in the automated
differential diagnosis list cannot always be accepted as the most
likely diagnosis by a physician. In 5 out of 69 cases (7%) where
the correct diagnosis was included in the AI-generated
differential diagnosis list, the correct diagnosis was not accepted
as the initial diagnosis by the physician in this study. However,
this type of error was also lower than that reported in previous
studies (10.0% and 15.9%) [24,53]. Third, automated medical
history–taking systems have had difficulty in precise
history-taking for specific patients, such as older adult patients
[54]. Indeed, in cases with diagnostic errors in this study,
important past medical history was not imputed for 3 patients.
However, such missed information seemed to be easily covered
by physicians by checking the past medical history directly from
the patient or reviewing the previous documentation.

Conclusions
The incidence of diagnostic errors seems to be reduced by the
implementation of an automated medical history–taking system
with a diagnostic decision support function in the outpatient
department. Although the accuracy of the differential diagnosis
list from AI Monshin remains low, the negative effects of
incorrect differential diagnosis lists from AI systems on the
diagnostic accuracy of physicians could be counteracted by the
high-quality clinical history taken by AI systems. Therefore, in
total, the implementation of an automated history-taking system
with diagnostic decision support may have more beneficial
impacts than negative effects on diagnostic safety in the
outpatient department.
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Abstract

Background: Intravenous (IV) vancomycin is used in the treatment of severe infection in neonates. However, its efficacy is
compromised by elevated risks of acute kidney injury. The risk is even higher among neonates admitted to the neonatal intensive
care unit (NICU), in whom the pharmacokinetics of vancomycin vary widely. Therapeutic drug monitoring is an integral part of
vancomycin treatment to balance efficacy against toxicity. It involves individual dose adjustments based on the observed serum
vancomycin concentration (VCs). However, the existing trough-based approach shows poor evidence for clinical benefits. The
updated clinical practice guideline recommends population pharmacokinetic (popPK) model–based approaches, targeting area
under curve, preferably through the Bayesian approach. Since Bayesian methods cannot be performed manually and require
specialized computer programs, there is a need to provide clinicians with a user-friendly interface to facilitate accurate personalized
dosing recommendations for vancomycin in critically ill neonates.

Objective: We used medical data from electronic health records (EHRs) to develop a popPK model and subsequently build a
web-based interface to perform model-based individual dose optimization of IV vancomycin for NICU patients in local medical
institutions.

Methods: Medical data of subjects prescribed IV vancomycin in the NICUs of Prince of Wales Hospital and Queen Elizabeth
Hospital in Hong Kong were extracted from EHRs, namely the Clinical Information System, In-Patient Medication Order Entry,
and electronic Patient Record. Patient demographics, such as body weight and postmenstrual age (PMA), serum creatinine (SCr),
vancomycin administration records, and VCs were collected. The popPK model employed a 2-compartment infusion model.
Various covariate models were tested against body weight, PMA, and SCr, and were evaluated for the best goodness of fit. A
previously published web-based dosing interface was adapted to develop the interface in this study.

Results: The final data set included EHR data extracted from 207 subjects, with a total of 689 VCs measurements. The final
model chosen explained 82% of the variability in vancomycin clearance. All parameter estimates were within the bootstrapping
CIs. Predictive plots, residual plots, and visual predictive checks demonstrated good model predictability. Model approximations
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showed that the model-based Bayesian approach consistently promoted a probability of target attainment (PTA) above 75% for
all subjects, while only half of the subjects could achieve a PTA over 50% with the trough-based approach. The dosing interface
was developed with the capability to optimize individual doses with the model-based empirical or Bayesian approach.

Conclusions: Using EHRs, a satisfactory popPK model was verified and adopted to develop a web-based individual dose
optimization interface. The interface is expected to improve treatment outcomes of IV vancomycin for severe infections among
critically ill neonates. This study provides the foundation for a cohort study to demonstrate the utility of the new approach
compared with previous dosing methods.

(JMIR Med Inform 2022;10(1):e29458)   doi:10.2196/29458

KEYWORDS

digital health; web-based user interface; personalized medicine; dose individualization; therapeutic drug monitoring; Bayesian
estimation; antibiotics; vancomycin; infectious disease; neonate

Introduction

Intravenous Vancomycin
Intravenous (IV) vancomycin has long been the first-line
treatment for severe bacterial infections, especially in cases
involving Staphylococci species [1]. Despite its well-established
efficacy, vancomycin has a narrow therapeutic index and is
commonly associated with acute kidney injury (AKI), especially
at high levels of exposure [2]. It was shown that even small
acute increases in serum creatinine (SCr) could be detrimental
to long-term survival in critically ill patients [3]. Therapeutic
drug monitoring (TDM) for vancomycin is a recommended
practice to balance efficacy and the risk of AKI. This involves
the monitoring of the systemic serum vancomycin concentration
(VCs) over time after drug administration and subsequent
adjustments of vancomycin dosage as necessary.

Pharmacokinetics of Vancomycin
Vancomycin is eliminated from the systemic circulation
primarily through glomerular filtration in the kidneys. Thus,
glomerular filtration rate (GFR) is closely correlated with
vancomycin clearance (CL), which is the main factor affecting
VCs [4]. Since GFR is clinically estimated by creatinine
clearance, the major determinants of creatinine clearance,
including body size and SCr, are among the major covariates
of CL among patients from all age groups [5,6]. To improve
the prediction of VCs, the pharmacokinetics of vancomycin has
been widely studied to understand the mathematical relationship
between CL and these covariates [7-11].

Vulnerability of Critically Ill Neonates Requiring
Vancomycin
In the neonatal intensive care unit (NICU), the pharmacokinetics
of vancomycin among neonates is highly variable due to
dynamic patient conditions and interventions [11]. Moreover,
for neonates, it is necessary to account for the maturation of
renal function, a process unique to the neonatal population that
occurs over the first weeks to months postpartum and is
associated with postmenstrual age (PMA) [12]. These conditions
put NICU patients at a higher risk for suboptimal therapeutic
effects of vancomycin and AKI, making accurate TDM of
vancomycin indispensable in this population.

TDM of Vancomycin
A steady-state area under the curve of the VCs-time profile
(AUC) over 24 hours (AUC24) to minimum inhibitory
concentration (MIC) ratio (AUC24/MIC) of ≥400 hours has been
advocated as the primary predictor of vancomycin efficacy [13].
Nevertheless, since AUC estimation requires measuring multiple
VCs values, which is often impractical in the clinical setting,
the American Society of Health-System Pharmacists, the
Infectious Diseases Society of America, and the Society of
Infectious Diseases Pharmacists published a consensus report
in 2009 recommending the steady-state trough VCs (VCs,ss,trough)
as a surrogate marker for the AUC target (assuming MIC at 1
mg/L) [13]. However, data on the efficacy and safety profile
with this trough-based approach are lacking [14]. On the other
hand, there is further evidence supporting AUC24/MIC as the
pharmacokinetic target. The requirement of multiple VCs

measurements could also be resolved by employing the Bayesian
approach as supported by recent research [15,16].

In response, the guideline was updated in 2020 jointly by the 3
societies publishing the 2009 report, together with the Pediatric
Infectious Diseases Society, giving new recommendations. First,
VCs,ss,trough is no longer recommended as a pharmacokinetic
target; dose optimization should instead target an AUC24/MIC
of 400 to 600 hours. Second, the preferred method to estimate
individual AUC is to apply Bayesian estimation using 1 trough
VCs (VCs,trough, presteady-state or steady-state trough) and
preferably 1 peak VCs (VCs,peak, presteady-state or steady-state
peak), based on a population pharmacokinetic (popPK) model
for vancomycin. Third, a less preferred method to calculate
individual AUC is to use the first-order equations on a set of
measured VCs,ss,trough and steady-state peak VCs (VCs,ss,peak)
values [14]. Recommendations for initial dosing were also
revised. A popPK model–based estimation of individual AUC
is preferred over using a universal weight-based dosing scheme
[17]. As AUC becomes the basis of dose optimization, ensuring
a reliable approach for AUC estimation is a prerequisite of dose
optimality. Table 1 summarizes the approaches to AUC
estimation and hence dose optimization used in this text.
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Table 1. Summary of approaches to vancomycin dosing.

Model-based
Bayesian optimization

Estimation of AUCb

by steady-state peak
and trough

Steady-state trough
target

Empirical dosing with

popPKa parameter es-
timates

Weight-basedDosing approach

Maintenance doseMaintenance doseMaintenance doseInitial doseInitial doseWhich dose to guide?

When VCs measure-
ment is available

When VCs measure-
ment is available

When VCs
c measure-

ment is availableBefore the first doseBefore the first doseWhen to use?

VCs,trough
g

(+VCs,peak
h)i

VCs,ss,trough +

VCs,ss,peak
fVCs,ss,trough

e
N/AN/AdRequired VCs measurements

AUCAUCVCs,ss,troughAUCN/APKj target

YeskN/AN/AYeskN/ApopPK model-based?

YesN/AN/AN/AN/ABayesian estimation re-
quired?

Yes, preferredYes, less preferredNo longerYeslYesRecommended?

apopPK: population pharmacokinetic.
bAUC: steady-state area under the curve of the serum vancomycin concentration-time profile.
cVCs: serum vancomycin concentration.
dN/A: not applicable.
eVCs,ss,trough: steady-state trough serum vancomycin concentration.
fVCs,ss,peak: steady-state peak serum vancomycin concentration.
gVCs,trough: trough serum vancomycin concentration (presteady-state or steady-state trough).
hVCs,peak: peak serum vancomycin concentration (presteady-state or steady-state peak).
iPreferrably with VCs,peak.
jPK: pharmacokinetic.
kThe 2 approaches are collectively called the model-based approaches.
lPotentially better compared with the weight-based approach.

Multifaceted Roles of Digital Health in the TDM of
Vancomycin in the NICU Population
The rapid development in digital health has made this study and
the proposed clinical improvements possible in multiple ways.
They are elaborated in the following paragraphs.

To keep up with the current standard of treatment and given the
large variability in NICU patients, separate popPK analyses for
vancomycin are required for the local NICU population [18].
However, prospective data collection is often costly and
burdensome in the clinical environment, while the unstructured
collection of retrospective data is prone to errors. Fortunately,
as digital records are becoming vital on the clinical frontline,
electronic health records (EHRs) now present extractable
information for data analyses [19]. It is now feasible to
consolidate data retrieved from multiple EHR sources to
reconcile a data set suitable for popPK analyses [20].

Establishing a popPK model is the first step to upgrade the TDM
practice for IV vancomycin in the local NICU population. To
maximize the utility of the popPK model, it is necessary to
enable Bayesian estimation for accurate estimations of individual
AUC [14]. Unlike conventional strategies to individual dose
optimization by equations and nomograms, which can be carried
out manually, Bayesian estimation requires numerical

approximation processes that can only be performed digitally
using computers.

Putting popPK model–based Bayesian estimation into clinical
practice is difficult because most clinicians are not experts in
this area. To tackle this, a fully automated web-based interface
incorporating a popPK model, a numerical approximation
solution to Bayesian estimation, and algorithms for dose
optimization would be an ideal tool for clinical use. In contrast
with a client-based interface, a web-based interface (1) allows
remote access with various browser-enabled devices, including
clinical computer workstations, tablets, and smartphones; (2)
saves installation issues; and (3) is easier to maintain. Such an
interface is designed to guide and validate necessary inputs from
clinicians, followed by suggestions of dosing regimens, which
are expected to help clinicians decide the optimal treatment plan
that can enhance clinical outcomes.

Summary and Study Objectives
The use of a model-based dosing interface is in its pilot stage
in Hong Kong. Neonatal vancomycin is among the first drugs
being investigated. Experiences gained in this study are expected
to improve IV vancomycin treatment significantly and, perhaps
more importantly, lay the foundation for the extraction of popPK
data from EHRs and web-based dose optimization interfaces
for other drugs with narrow therapeutic indices. In support of
its implementation, this study was conducted in local medical
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institutions to develop the popPK model of vancomycin for
NICU patients using real-world data from EHR resources.
Besides, a previously reported framework of a web-based
interface performing Bayesian estimation and individual dose
optimization for the use of high-dose methotrexate in local
institutions will be adopted to create the dosing interface for
neonatal IV vancomycin.

Methods

Study Population, EHR Use, and Data Preprocessing
The study data set consists of all Chinese patients within 1 year
of postnatal age (PNA) admitted to the NICUs of Prince of
Wales Hospital and Queen Elizabeth Hospital in Hong Kong
between January 1, 2016, and December 31, 2017. Each
potential subject had to be prescribed IV vancomycin, and have
at least one VCs measurement and one SCr measurement in
order to be eligible. Subjects with major congenital heart
diseases were excluded. Subjects with vancomycin initiated
within 7 days of birth were also excluded due to the variable
effects of maternal creatinine on the estimation of neonatal renal
function. Eligible subjects were identified through the Clinical
Data Analysis and Reporting System (CDARS), a database
developed and maintained by the Hong Kong Hospital Authority
for audit and research purposes. Data of selected subjects were
then collected from several in-house EHR platforms, namely
the Clinical Information System (CIS), In-Patient Medication
Order Entry (IPMOE), electronic Patient Record (ePR), and,
whenever necessary, original copies of medical charts. Ethical
approval was obtained from the Joint Chinese University of
Hong Kong-New Territories East Cluster Clinical Research
Ethics Committee (reference number: 2018.094) and Kowloon
Central Cluster/Kowloon East Cluster Research Ethics
Committee (reference number: KC/KE-18-0096/ER-1) for data
collection. Parental consent was not required due to the
anonymized and retrospective nature of data collection.

Constant data items collected were sex, birth weight, gestation
age, and date of birth. Time-dependent measurements included
body weight, VCs, and SCr. Dosing records were collected in
terms of the dose administered and the infusion rate (assuming
constant rate). The date and time tags of all time-dependent
measurements and dosing records were also collected. Dosing
records were available from IPMOE, while other data items
were collected from CIS and ePR.

All VCs records collected over 7 days after the start of the last
infusion of vancomycin were removed. All subjects started on
vancomycin within the first 7 days of birth were also removed.
At each unique time tag of each subject, PMA was calculated
as the time difference between the tag and the estimated first
day of the last menstrual period of the subject’s mother. SCr
was imputed as the previous or next available value, whichever
was closer in time. Body weight was imputed by linearly
interpolating and extrapolating available values. All VCs values
measured during infusion were removed. SCr values below the
lower limit of quantification (LLOQ) (ie, 15 μmol/L) were
replaced by 7.5 μmol/L. VCs values measured had an LLOQ of

1 mg/L, and records below the LLOQ (below the limit of
quantification [BLQ]) were flagged.

Model Structure and Parameterization
A popPK model adopts the structure of a nonlinear mixed-effect
model [21,22]. A 2-compartment infusion model with first-order
elimination was applied, for which the pharmacokinetic
parameters CL, central volume (Vc), intercompartmental
clearance (Q), and peripheral volume (Vp) of vancomycin were
defined [9]. The between-subject variability (BSV) in CL and
the between-occasion variability (BOV, variability in CL in the
same subject between episodes) were expressed in terms of the
coefficient of variance (CV) (ie, CVCL and CVCLBOV,
respectively). Both CVCL and CVCLBOV were assumed to
follow the log-normal distribution [23]. Residual unexplained
variability was described by a combined proportional-additive
error model [24].

In building the pharmacokinetic parameter model, allometric
scaling was applied to describe the association of CL, Vc, Q,
and Vp against body weight using the power function, with fixed
exponents of 0.75 and 1, respectively [25]. This was tested
against freely estimated exponents (one for CL and Q, and
another for Vc and Vp) using the likelihood ratio test. The
maturation of renal function was described as a function of PMA
and tested against the linear, exponential, first-order, and Hill
functions [26-28]. The function that returned the best goodness
of fit was chosen. The renal function with respect to SCr was
described using the power model [29].

Parameter Estimation and Model Evaluation
Parameter estimation was executed with NONMEM version
7.4 (Icon plc) using first-order conditional estimation with
interaction [30]. BLQ data were handled using the M3 method
[31]. Perl-speaks-NONMEM was used to coordinate NONMEM
execution [32]. Residual plots, predictive plots, and a
prediction-corrected visual predictive check (pcVPC) were
generated [33]. Bootstrapping using 1000 resampled data sets
was performed to assess the stability of parameter estimates
[34]. R and the R package ggplot2 were used for graphics
generation [35,36].

Dose Individualization
Model-based approaches to dose optimization rely on the
estimation of pharmacokinetic parameters for a subject based
on the verified popPK model as described above. The set of
pharmacokinetic parameter estimates are then used to
approximate the AUC distributions at different doses, such that
the dose at which the probability of attaining an AUC24/MIC
of 400 to 600 hours (probability of target attainment [PTA]) is
maximized (ie, the optimal dose) can be identified by numerical
approximation. Practically, the empirical approach helps decide
the initial dose, while the Bayesian approach informs dose
adjustments afterwards (see Table 1).

Web-Based Dosing Interface
The web-based dosing interface in this study is designed to
perform the model-based approach to dose optimization. The
framework of the interface was replicated from that reported in
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a previous study for the dose adjustments of single-dose
high-dose methotrexate in the pediatric population [37]. On
performing the Bayesian approach, the interface demonstrated
the ability to generate individual estimates of AUC identical to
and more efficiently than NONMEM. The interface was
modified to adapt to the popPK model for IV vancomycin
estimated and verified in this study, enable empirical dose (the
first dose) suggestion, and allow dose optimization at various
dosing intervals.

Results

Data Set Management
One VCs value was measured 7 days after the start of the last
infusion and thus removed. Forty-five subjects with PNA <7
days when vancomycin was first started were also removed.
Data extraction from the EHRs and data exclusion resulted in
a final data set consisting of 207 patients and a total of 689 VCs

measurements. The demographics are detailed in Table 2. The
time profile of observed VCs values is shown in Figure 1.

Table 2. Demographic and data characteristics of the final data set (N=207).

ValueCharacteristic

Site, n (%)

156 (75.4)Prince of Wales Hospital

51 (24.6)Queen Elizabeth Hospital

Sex, n (%)

112 (54.1)Male

95 (45.9)Female

30.1±6.9 (24.1-41.3)Gestation age (weeks), median±IQR (min-max)

17±14 (7-114)Postnatal age at first dose (days), median±IQR (min-max)

33.7±7.3 (25.7-53.3)Postmenstrual age at first dose (weeks), median±IQR (min-max)

1.32±0.89 (0.44-4.14)Birth weight (kg), median±IQR (min-max)

1.68±1.13 (0.47-7.36)Median body weight (kg), median±IQR (min-max)

14±3 (5-31)Dose infused (mg/kg), median±IQR (min-max)

42±34 (15-252) (plus 12 BLQb measures of SCr)SCra (μmol/L), median±IQR (min-max)

Number of VCs
c measurements by subject, n (%)

63 (30.4)1

43 (20.8)2

26 (12.6)3

27 (13.0)4

21 (10.1)5

16 (7.7)6-8

11 (5.3)10-21

9.9±9.4 (1.9-84.8) (plus 16 BLQ measures of VCs)Measured VCs (mg/L), median±IQR (min-max)

Number of episodes (after combining) by subject, n (%)

131 (63.3)1

48 (23.2)2

14 (6.8)3

5 (2.4)4

5 (2.4)5

4 (1.9)6

aSCr: serum creatinine concentration.
bBLQ: below limit of quantification.
cVCs: serum vancomycin concentration.
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Figure 1. Profile of the observed VCs in the final data set. The graphs show the profile of the observed VCs in linear (A) and logarithmic (B) scales.
Observed VCs values after the same last dose in the same subject are joined with a solid line. The dashed horizontal line denotes the lower limit of
quantification, below which all measured VCs values are displayed at 0.5 mg/L. VCs: serum vancomycin concentration.

Model Comparison
In the final model, a fixed exponent is used for the power
functions of the body weight effect and a Hill function is used
to describe the PMA-CL relationship. The final model has a
minimum objective function value (OFV) of 2329.272. Allowing
freely estimated exponents for body weight functions on
pharmacokinetic parameters only led to statistically insignificant

improvements in goodness of fit (χ2 value approximates change
in OFV [dOFV]=−5.583, P=.06, at a degree of freedom of 2).
Replacing the Hill function with a linear, exponential, or
first-order function resulted in worsened goodness of fit
(dOFV=+58.440, +83.391, and +140.645, respectively). None
of these alternative models led to significantly better goodness
of fit.

Final Model Parameter Estimates and Evaluation
Parameter estimates for the final model are shown in Table 3.
They are very close to the bootstrap means and well within the
bootstrap CI and have a condition number of 226 (which is
within the usual reference limit of 1000). Accounting for both
CVCL and CVCLBOV, the effects of body weight, PMA, and
SCr alone, and all combined explained 43%, 63%, 54%, and
82% of the variability in CL, respectively. Besides, the overall
shrinkage of random effects in CL is estimated to be 16.9%,
which is within the acceptable range. Predictive and residual
plots of the final model are available in Figure 2. The
prediction-corrected visual predictive check is shown in Figure
3.
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Table 3. Parameter estimates of the final model.

Bootstrap mean (90% CI)Estimate (90% CI)bParametera

0.142 (0.119-0.163)0.140 (0.123-0.159)TVCLc, L/h

6.76 (5.08-9.70)7.02 (5.05-9.76)θ PMA,CL,Hill
d

199 (185-209)197 (188-206)θPMA,CL,Mat50
e, days

0.530 (0.455-0.643)0.541 (0.455-0.644)θ Scr,CL
f

0.782 (0.681-0.868)0.769 (0.705-0.839)TVVc
g, L

0.0887 (0.0267-0.8149)0.147 (0.087-0.249)TVQh, L/h

0.287 (0.169-0.482)0.285 (0.211-0.385)TVVp
i, L

Fixed at 0.75Fixed at 0.75θWT,CL
j and θWT,Q

k

Fixed at 1Fixed at 1θWT,Vc
l and θWT,Vp

m

11.9 (8.8-15.0)12.3 (9.0-14.9)CVCLn, %

13.3 (10.4-15.7)13.3 (9.8-16.1)CVCLBOV
n, %

16.1 (12.0-23.5)16.8 (12.2-23.2)σprop
o, %

1.68 (1.29-2.40)1.76 (1.25-2.47)σadd
p, mg/L

aThe equations for population values are as follows: ; ; ; , where CL is vancomycin clearance, PMA is postmenstrual age in days, Q is
vancomycin intercompartmental clearance, SCr is serum creatinine level in μmol/L, Vc is vancomycin central volume, Vp is vancomycin peripheral
volume, and WT is body weight in kg.
bParameters were estimated on the logarithmic scale (except for coefficient of variance describing between-subject variability in clearance [CVCL] and
coefficient of variance describing between-occasion variability in clearance [CVCLBOV]), and the displayed CIs are calculated based on the estimated
standard errors on the logarithmic scale assuming normal distribution.
cTVCL: typical value of vancomycin clearance.
dθPMA,CL,Hill: Hill factor describing the association between postmenstrual age in days and vancomycin clearance.
eθPMA,CL,Mat50: postmenstrual age in days at which maturation in vancomycin clearance is 50%.
fθScr,CL: exponent describing serum creatinine effect on vancomycin clearance.
gTVVc: typical value of vancomycin central volume.
hTVQ: typical value of vancomycin intercompartmental clearance.
iTVVp: typical value of vancomycin peripheral volume.
jθWT,CL: exponent describing body weight effect on vancomycin clearance.
kθWT,Q: exponent describing body weight effect on vancomycin intercompartmental clearance.
lθWT,Vc: exponent describing body weight effect on vancomycin central volume.
mθWT,Vp: exponent describing body weight effect on vancomycin peripheral volume.
nCoefficient of variance describing between-subject variability in vancomycin clearance [CVCL] and coefficient of variance describing between-occasion

variability in vancomycin clearance [CVCLBOV] are converted from the estimated variance of random effects (ω2) using the formula .
oσprop: proportional component of residual unexplained variability.
pσadd: additive component of residual unexplained variability.
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Figure 2. Predictive and residual plots of the final model. The observed VCs and CWRES are plotted against the population and individual predicted
VCs of the final model in the graphs, as indicated. The dashed lines in the CWRES plots indicate the range of −1.96 to +1.96, within which 95% of the
data points should fall. The observed agreements between observed and predicted VCs and the distributions of CWRES demonstrate the good predictive
power of the final model. VCs: serum vancomycin concentration; CWRES: conditional weighted residual.

Figure 3. Prediction-corrected visual predictive check of the final model. (A) The 3 shaded areas (from bottom to top) for each time bin represent the
95% CI of the 5th percentiles, medians, and 95th percentiles of the corrected predictions; the dots represent the corrected observed VCs; the solid line
represents the binned medians of the corrected observed VCs; the dashed lines represent the binned 5th and 95th percentiles of the corrected observed
VCs. Ideally, the percentiles of the observed VCs should fall within the indicated CIs of predicted percentiles. (B) The shaded area and the line represent
the 95% CI of predicted proportions and the observed proportions of BLQ concentrations, respectively. Most binned percentiles of the corrected observed
VCs fall within or are very close to the 95% CI of corrected predictions, demonstrating the predictive power of the final model. BLQ: below limit of
quantification; VCs: serum vancomycin concentration.

Performance of Dose Individualization
Based on the validated popPK model, the PTAs of different
dosing approaches for the subjects in the data set were

approximated. The graph on the left in Figure 4 shows that dose
adjustments by the steady-state trough approach result in only
half of the subjects achieving a PTA over 50%, which is only
slightly improved when compared to maintaining the initial
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doses given. It is also outperformed by the model-based
approaches, namely, the empirical approach and the Bayesian
approach, which reliably raise the PTA to above 75% for most
subjects. Meanwhile, the graph on the right in Figure 4 shows

some extreme dose adjustments with the steady-state trough
approach when compared to the Bayesian approach, indicating
overcorrection of doses with the trough approach without
achieving a better PTA profile.

Figure 4. Probability of target attainments with different dose adjustment approaches. (A) The maximum PTA among the indicated count of subjects
with the lowest PTAs under different dosing approaches. The lines represent the approximated outcomes of (1) maintaining the initial dose given (red
dotted), (2) steady-state trough approach by targeting a VCs,ss,trough of 8.5 mg/L (orange dot-dashed, where the shaded region represents the previously
recommended target range of 7-10 mg/L), (3) the model-based empirical approach (green dashed), and (4) the model-based Bayesian approach (blue
solid). (B) The percentage changes from the initial 24-hour doses to the optimal doses with the steady-state trough approach (orange triangles with an
orange dot-dashed fitting curve) and the model-based Bayesian approach (blue circles with a blue solid fitting curve). The downward sloping fitting
curves agree with the general trend that the dose is increased (or decreased) when it is too low (or high). PTA: probability of target attainment. VCs,ss,trough:
steady-state trough serum vancomycin concentration.

Web-Based Dosing Interface
A composite screenshot of the developed interface is available
in Figure 5. Detailed screenshots of the developed interface are
available in Multimedia Appendix 1. The top panel is always
displayed and allows the user to navigate different steps using
the interface. By clicking a tab, the corresponding panel will
be displayed below the top panel. Step 1 requires user inputs to
estimate individual parameters. The user may choose between
the model-based approaches (the empirical or Bayesian
approach), depending on whether VCs data are available. If the
latter is chosen, then apart from the current body weight, PMA,
and SCr, the user also needs to input previous doses

administered, measured VCs, and previous body weight, PMA,
and SCr. In step 2, the user may specify the desired therapeutic
targets, which defaults to an AUC24/MIC of 400 to 600 hours
without constraints by VCs,ss,trough and VCs,ss,peak. Step 3 allows
the user to specify the range of doses and dosing intervals
allowed during optimization, which are by default set according
to the usual practices of the hospitals using the interface. In
most cases, accepting the defaults for steps 2 and 3 suffices.
After inputting the required data, the results of individual dose
optimization will be generated in the “optimization” tab, which
suggests the dose (and dosing intervals) required to maximize
PTA and the graphical illustrations of the steady-state VCs

profile and the expected probability distribution of AUC24.
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Figure 5. Example screenshot of the individual dose optimization interface. The top part shows the set of ordered tab buttons that are always displayed
at the top of the window to guide the users through the steps of using the interface. The left part shows the panel for step 1 to get individual parameter
estimates. The upper-right part shows the panel for step 3 to set the ranges of dosing parameters (range of doses and dosing intervals) to optimize. The
lower-right part is the panel showing the results of individual dose optimization.

Discussion

Fulfillment of Study Objectives
Real-world data from EHRs were successfully used to develop
a popPK model of IV vancomycin for the local NICU
population. Based on a previously published dosing interface
for high-dose methotrexate, a dosing interface for individual
dose optimization of IV vancomycin for the local NICU
population was created.

Reconciliation of popPK Data From EHRs
Despite the promising aspects of using EHRs, challenges were
present when attempting to reconcile a popPK data set with
EHR resources. First, especially when encountering a new EHR
source, efforts were required to understand and validate the data
structure of the source to ensure the likeliness of generating
necessary tables for statistical analyses. To enable popPK
analyses, it is essential to ensure that the target information can
be reformatted into tables with different row representations
(ie, 1 row per, for example, subject, dose, and observed VCs).
Then, since EHRs are primarily archived automatically during
clinical operation, there is the issue of unstandardized or
ambiguous inputs, especially for manual fields, because different
clinics may have different logging practices. For instance,
laboratories may run assays with different LLOQs, which could
be logged onto the EHR systems using various syntaxes. Other
problems encountered were suspected duplicated or missing
records. For example, detectable VCs measured before the first
recorded dose or 7 days after the last dose in subjects with
normal renal function may indicate missing dosing records.

A major limitation of using EHR data following the above issues
is that data errors and ambiguity are often untraceable. To ensure
the robustness of the final data set submitted for popPK analyses,
it is crucial to remove problematic data that cannot be clarified
from the EHR sources while keeping an eye on the possible risk
of causing biased estimates (eg, censored data that are missing
not at random).

While having to identify unsalvageable data is a downside,
using EHRs is a convenient way to obtain a useful volume of
data. Under the hectic environment of hospital wards, it is often
difficult for clinicians to cater to the collection of study data.
Making use of EHRs can ease the data collection process by
minimizing the clinical workforce required. Moreover, since
most EHR fields are already standardized, organized, and
validated to a certain extent, typographical errors are less of a
concern when extracting information from EHR sources.

popPK Model Development
The covariates can explain a significant proportion of BSV as
expected. Diagnostic plots and the prediction-corrected visual
predictive check show good predictive performance. The
agreement between final parameter estimates against
bootstrapping results and the relatively small condition number
demonstrates the stability of the estimates. The choices of
parameter-covariate relationships in the final model structures
and the resultant parameter estimates in this study generally
agree with previously reported models [26,28,29]. These positive
results of evaluations help establish the validity of the model
for implementation into the dose individualization interface.
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Advantages of the Web-Based Dosing Interface
It is anticipated that the implementation of the developed
interface can bring about several improvements to the current
practice of administering IV vancomycin to treat severe
infections in critically ill neonates. First, with the support of the
popPK model developed, the interface can estimate individual
AUC more accurately and enhance the optimality of the
recommended initial dose (with the empirical approach) and
maintenance dose (with the Bayesian approach). The
recommended dose is also adaptive to significant changes in
individual vancomycin PK due to variations in body weight,
PMA, and renal functions during treatment. Moreover, with the
Bayesian approach, presteady-state VCs is also usable for
estimation, such that waiting until the release of a steady-state
VCs measurement result for dose adjustment is no longer
required. Together, these advantages promote the PTA profile
and shorten the time to achieve the pharmacokinetic target by
reducing the number of dose adjustments required. This is, in
turn, expected to improve the treatment outcomes by promoting
recovery while mitigating the risk of developing AKI. Apart
from that, implementing the interface eliminates the need for
manual calculation and thus reduces the risks of arithmetic
errors in dose adjustments. The interface is also designed in a

user-friendly and foolproof manner to ease its application by
clinicians. Furthermore, the interface is developed using
open-source software such that accessibility is guaranteed and
licensing costs can be saved.

Conclusions and Future Studies
Based on a data set reconciled from real-world data extracted
from multiple EHR sources, a popPK model of IV vancomycin
has been developed and verified for the local NICU population.
Based on the verified model and adoption of a previously
published framework, a web-based dosing interface has been
built to apply model-based approaches to individual AUC
estimation and dose optimization of IV vancomycin. The
developed interface is expected to improve clinical outcomes
of the treatment of severe infections compared with previously
adopted approaches, namely, the weight-based approach for
initial dosing and the trough-based approach for dose
adjustments. A cohort study will be performed later to show
the superiority of using the interface compared with the previous
approaches in terms of clinical outcomes. The experiences
gained in this study will be valuable for the future use of the
data collected from EHR sources for popPK analyses and the
development of similar interfaces for other drug entities with
narrow therapeutic indices.
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In “Candidemia Risk Prediction (CanDETEC) Model for
Patients With Malignancy: Model Development and Validation
in a Single-Center Retrospective Study” (JMIR Med Inform
2021;9(7):e24651), one error was noted.

Due to a system error, the ORCID number of author Sujeong
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Abstract

Background: Social media has become an important source of health information during the COVID-19 pandemic. Very little
is known about the potential mental impact of social media use on pregnant women.

Objective: This study aims to examine the association between using social media for health information and risk perception
for COVID-19, worry due to COVID-19, and depression among pregnant women in China.

Methods: A total of 4580 pregnant women were recruited from various provinces of China. The participants completed a
cross-sectional, web-based survey in March 2020.

Results: More than one-third (1794/4580, 39.2%) of the participants reported always using social media for obtaining health
information. Results of structural equation modeling showed that the frequency of social media use for health information was
positively associated with perceived susceptibility (β=.05; P<.001) and perceived severity (β=.12; P<.001) of COVID-19, which,
in turn, were positively associated with worry due to COVID-19 (β=.19 and β=.72, respectively; P<.001). Perceived susceptibility
(β=.09; P<.001), perceived severity (β=.08; P<.001), and worry due to COVID-19 (β=.15; P<.001) all had a positive association
with depression. Bootstrapping analysis showed that the indirect effects of frequency of social media use for health information
on both worry due to COVID-19 (β=.09, 95% CI 0.07-0.12) and depression (β=.05, 95% CI 0.02-0.07) were statistically significant.

Conclusions: This study provides empirical evidence on how social media use for health information might have a negative
impact on the mental health of pregnant women. Interventions are needed to equip this population with the skills to use social
media properly and with caution.

(JMIR Med Inform 2022;10(1):e28183)   doi:10.2196/28183
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Introduction

COVID-19 is an infectious disease caused by a newly discovered
coronavirus, named severe acute respiratory syndrome
coronavirus 2 (SARS-CoV-2). The virus is known to have
originated in Wuhan, China, in December 2019, and since then,
it has spread rapidly, resulting in a global pandemic [1]. The
rapid transmission of COVID-19 has caused massive disruption
worldwide. As of February 14, 2021, more than 108 million
people across 235 countries were infected with COVID-19, and
more than 2 million associated deaths were reported [2].

Pregnant women are more susceptible to the morbidity and
mortality associated with COVID-19, owing to the physiological
changes that occur in the immune and cardiopulmonary systems
during pregnancy [3,4]. A systematic review of 27 studies
reported that 9.3% of pregnant women with COVID-19 were
admitted to the intensive care unit, and 5.4% of them required
mechanical ventilation [5]. As a uniquely vulnerable group,
pregnant women require special attention and care during a
pandemic. However, reduced access to health facilities during
the COVID-19 pandemic caused significant psychological toll
among people [6]. Pregnant women also experience serious
stress and anxiety due to fear of infection, antenatal care
suspension, boredom, frustration, and worries about the health
of the fetus [7,8]. This may also lead to adverse effects for the
child, such as inefficient mother-infant bonding [9] and the risk
of inherited psychiatric illness [10]. Previous studies on pregnant
women during the severe acute respiratory syndrome (SARS)
outbreak in Hong Kong have suggested that 12.3% scored higher
than the cut-off for depression, and 87.8% of pregnant women
reported higher than moderate level of anxiety during the
COVID-19 pandemic [11,12]. A recent study among 900
pregnant women in Canada found that, compared to the
pre–COVID-19 period, pregnant women showed a significantly
higher level of depression (from 15% to 41%) and anxiety (from
29% to 72%) during the COVID-19 pandemic [13]. Other
studies have also shown that pregnant women experienced
greater psychological distress than the general population during
the pandemic [14,15].

In recent years, the widespread use of the internet has allowed
individuals to access health information and receive support in
their health care [16]. Women tend to be more involved in
seeking health information on the internet [17], and web
searches for health information have been found to be popular
among pregnant women. For example, a study among 332
Chinese pregnant women showed that 88.7% of them used the
internet to obtain health information, starting from the beginning
of their pregnancies [18]. In general, between 28% and 95% of
pregnant women use the internet for health information [19].
Common web-based search topics for obtaining health
information included fetal development [18,20], stages of
childbirth [20], antenatal pregnancy complications [21], and
pregnancy nutrition [18]. The ease and accessibility of searching
the internet during pregnancy met novice mothers’ information
needs [21-23] and provided them with opportunities to share
similar experiences and apprehensions with other women
[23,24].

During the COVID-19 pandemic, the demand for information
about the pandemic soared, and all published reports elevated
public concerns about the serious threats of the pandemic. Social
isolation measures resulted in consideration of the internet and
social media as the primary sources of information about the
pandemic [25,26]. Although social media has served as a
powerful tool for disseminating health information, challenges
and concerns over social media use have been raised. For
example, there are serious concerns about misinformation and
unsubstantiated rumors that were rapidly spread through social
media, causing distrust and posing additional challenges for
public health efforts to combat the pandemic [27]. Second,
social media tends to overemphasize risks; repeated exposure
to such platforms may, therefore, increase negative emotions
such as panic and fear [28]. Third, compared to traditional
media, social media not only provides information but also
allows personal sharing and emotional expressions. Negative
emotions are more likely to be conveyed on social media during
an infectious disease pandemic [29]. A recent content analysis
of messages posted to social media platforms in China during
the COVID-19 period showed that personal posts are likely to
attribute blame to other individuals or the government and
express concerns about the pandemic [30]. Some studies have
shown that social media exposure was positively related to
increased anxiety, fear, posttraumatic stress disorder, and
forming risk perceptions during previous outbreaks, such as the
Middle East respiratory syndrome (MERS) outbreak, and the
current COVID-19 crisis [29,31,32]. A study among factory
workers in Shenzhen, China, conducted at the beginning of the
COVID-19 pandemic, also found that higher exposure via
unofficial web-based media was associated with higher
depressive symptoms [25].

There could be more than a direct association between exposure
to health information and mental distress during the COVID-19
period. Exposure to distressing health information on social
media may intensify risk perceptions, leading to poor mental
outcomes. Risk perception refers to an individual’s subjective
evaluation of the possibility of a negative event; it consists of
two key components: perceived susceptibility (ie, perception
of the likelihood of contracting the disease) and perceived
severity (ie, perception of the extent of harm of the disease).
The cognitive model suggested that negative perceptions about
a disease could increase worry or anxiety of one’s health status
[33]. Evidence from previous public health crises (ie, Ebola and
H1N1 outbreaks) also revealed that when a community crisis
is repeatedly exposed in the media, considerable information
about the risk of the health crisis could unintendedly lead to
heightened anxiety and stress reactions [34,35].

Furthermore, information about the pandemic might change an
individual’s perceived susceptibility and perceived harm of the
disease [36,37]. Studies have found that during a global
pandemic, mass media information would likely affect the
perceived threat from the disease [38]; perceived threat, in turn,
has shown to have a direct positive effect on negative mental
outcomes, such as sadness, depression, anxiety, and anger [39].
Gender-based difference was also observed, with women
perceiving higher levels of threat than men [38]. For pregnant
women, pregnancy itself is characterized with heightened
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worries. Given the stress and uncertainty brought by the
COVID-19 pandemic, using social media to obtain health
information can be accompanied by various stressors, such as
excessive information, long-term confinement, and fear of
infection, all of which might increase the risk perceptions of
this population [6].

Perception of susceptibility and severity may also lead to
negative emotions, which in turn, could affect an individual’s
mental health. The Appraisal Theory posits that emotions result
from an individual’s evaluation or appraisal of an event, even
in the absence of physiological arousal [40]. The appraisal
process involves evaluation of two aspects of a situation:
motivational relevance and motivational congruence.
Motivational relevance assesses the relevance of the situation
to one’s well-being, whereas motivational congruence evaluates
the congruence of the situation with one’s goal. More intense
emotional responses occur when a situation is judged to be
highly relevant to one’s well-being and inconsistent to one’s
goal [41]. It is therefore contended that the perception that one
is at risk for COVID-19 infection and that the disease would
have severe negative consequences will elicit negative emotions,
leading to an adverse mental response. The association between
risk perception of a disease and negative emotional reactions
has been widely demonstrated in the literature [42,43]. In the
context of COVID-19, studies from some Asian countries,
including the Philippines and Vietnam, also support the findings
that perceived susceptibility and impact of COVID-19 are
related to negative emotions and poor mental health [44,45].

Based on the Appraisal Theory, this study aims to investigate
whether and how social media use for health information might
be associated with mental health outcomes among Chinese
pregnant women during the COVID-19 era. In particular, the
relationship between the use of social media for health
information, risk perception (ie, perceived susceptibility and
perceived severity of COVID-19), worry due to COVID-19,
and depression were examined. It was hypothesized that using
social media for health information would be associated with
a higher level of risk perception that, in turn, would be
associated with higher levels of worry and depression. Worry
due to COVID-19 would also be positively associated with
depression.

Methods

Study Design
A web-based, cross-sectional survey was conducted in March
2020. Pregnant women who were availing health services from
maternal health care centers in Mainland China and who
intended to continue the pregnancy were included in this study.
Those who planned to terminate their pregnancy were excluded
from the sample.

Procedures
Participants were recruited from maternal health care centers
of various provinces of China (ie, Beijing, Chongqing,
Guangdong, Guangxi, Hainan, Shandong, Tianjin, and
Xinjiang). Eligible women were first identified from medical
records obtained from the center, and they were invited to

participate in the survey through WeChat. Interested participants
could access the web-based survey by scanning the quick
response (QR) code or by clicking the link provided in the
WeChat invitation message. Information about the purpose and
procedure of the survey was provided on the first page of the
web-based survey. Participants were assured about the
confidentiality of the study and that refusal to participate in the
survey would not affect any future services they would avail at
the center. Informed consent was obtained from the participants
by asking them to click on the “I agree” button on the first page
of the survey. Ethical approval was obtained from the authors’
institution. A total of 4580 complete responses were collected
(70% response rate).

Measures

Sociodemographic Characteristics
Sociodemographic and pregnancy-related characteristics,
including age, education level, parity, gestational age, and
whether the participants had any pregnancy-related
complications were collected.

Frequency of Social Media Use for Obtaining Health
Information
Participants were asked to rate a single item about their
frequency of using social media to seek health information in
the past week. Responses are rated on a 4-point Likert scale
ranging from 1 (never) to 4 (always).

Perceived Susceptibility to COVID-19
Participants were asked to rate 2 items on the extent to which
they perceived that they and their family members would likely
contract COVID-19. Responses were recorded on a 4-point
Likert scale ranging from 1 (very little) to 4 (very much). A
higher score indicated a higher level of perceived susceptibility.
The internal reliability of the items was satisfactory (Cronbach
α=.93).

Perceived Severity of COVID-19
Participants were asked to rate 3 items on their perceived
consequences of COVID-19 (eg, “maternal infection with
COVID-19 will affect the health of the newborn”). Items were
rated on a 4-point Likert scale ranging from 1 (very little) to 4
(very much), with a higher score indicating a higher level of
perceived severity. The internal reliability of the items was
satisfactory (Cronbach α=.92).

Worry Due to COVID-19
Participants were asked to rate 4 items assessing their level of
worry on various aspects related to COVID-19 (eg, “you will
be infected with COVID-19 when you attend the prenatal
check-up”). Items were rated on a 4-point Likert scale ranging
from 1 (very little) to 4 (very much), with a higher score
indicating a higher level of worry. The internal reliability of the
items was satisfactory (Cronbach α=.91).

Depression
Depression was measured using the Patient Health
Questionnaire-9 [46], which has been validated and used in the
Chinese population [47,48]. Participants were asked to rate how
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often they have been bothered by COVID-19–related symptoms
in the past 2 weeks on a 4-point Likert scale ranging from 0
(not at all) to 3 (almost every day). Total scores ranged from 0
to 27, with a higher score indicating higher level of depression.
A score of 0 to 4, 5 to 9, 10 to 14, 15 to 19, and 20 to 27
represented minimal, mild, moderate, moderately severe, and
severe depression, respectively.

Data Analyses
Descriptive statistics and zero-order correlations among all
variables were performed. To evaluate the association between
social media use for health information, risk perception, worry
due to COVID-19 and depression, confirmatory factor analysis
was conducted to assess the goodness of fit of the measurement
model [49]. Structural equation modeling (SEM) was then
performed to assess the hypothesized associations between the
variables. Bootstrapping analysis, based on 2000 samples, was
used to test the indirect effect. To evaluate the overall model

fit, we considered the following indices: χ2 statistic, comparative
fit index (CFI), incremental fit index (IFI), and root mean square
error of approximation (RMSEA). Analyses were performed

using AMOS 26 (IBM Corp) and tested using the maximum
likelihood method.

Results

Descriptive Statistics of Study Participants
Of the 4580 participants, one-third (n=1538, 33.6%) were above
30 years of age; half (n=2334, 51%) had received postsecondary
level of education; and a similar number (n=2300, 50.2%) were
nulliparous. Slightly less than half (2143/4580, 46.8%) the
participants were in their third trimester of pregnancy. A small
number (n=310, 6.8%) of all participants reported having some
pregnancy-related complications. Slightly less than half
(n=2226, 48.6%) scored higher than the cut-off score for mild
depression, and more than one-third (n=1794, 39.2%) reported
always using social media for health information in the past
week. More than one-third (n=2887, 63.1% to n=3104, 67.7%)
of all participants showed a high level of susceptibility toward
COVID-19. Furthermore, between 79.2% (n=3630) and 86.4%
(n=3959) and between 68.5% (n=3136) and 75.5% (n=3462)
of the 4580 participants reported a high level of severity and
worry about COVID-19 (Table 1).
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Table 1. Background characteristics of study participants (N=4580)

Value, n (%)Characteristic

Age (years)

62 (1.4)≤19

967 (21.1)20-25

2013 (44)26-30

1197 (26.1)31-35

274 (6)36-40

67 (1.5)≥41

Education level

117 (2.6)Primary or lower

1130 (24.7)Junior secondary

999 (21.8)Senior secondary

1218 (26.6)Matriculation

987 (21.6)Undergraduate

129 (2.8)Postgraduate or higher

Parity

2300 (50.2)Nulliparous

2001 (43.7)Primiparous

279 (6.1)Multiparous

Gestational age

904 (19.7)First trimester (≤12 weeks)

1533 (33.5)Second trimester (13-26 weeks)

2143 (46.8)Third trimester (≥27 weeks)

Pregnancy-related complications

4270 (93.2)No

310 (6.8)Yes

Depression (measured by PHQ-9a)

2354 (51.4)Minimal (0-4)

1302 (28.4)Mild (5-9)

567 (12.4)Moderate (10-14)

252 (5.5)Moderately severe (15-19)

105 (2.3)Severe (20-27)

Frequency of social media use for health information in the past week

338 (7.4)Never

845 (18.4)Seldom

1603 (35)Sometimes

1794 (39.2)Always

Perceived susceptibility (score ≥3)

3104 (67.7)Likelihood of contracting COVID-19 themselves

2887 (63.1)Likelihood of family members contracting COVID-19

Perceived severity (score ≥3)

3630 (79.2)“COVID-19 will be transmitted from mother to child”

3827 (83.5)“Maternal infection of COVID-19 will be more difficult to cure than the general population”
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Value, n (%)Characteristic

3959 (86.4)“Maternal infection of COVID-19 will affect the health of the child”

Worry (score ≥3)

3462 (75.5)Worry that you will be infected with COVID-19 when you attend the prenatal check-up

3136 (68.5)Worry that your hospital delivery arrangement will be infected due to COVID-19

3197 (69.8)Worry that accompany delivery will not be available due to COVID-19

3391 (74)Worry that child health services will be affected after delivery due to COVID-19

aPHQ-9: Patient Health Questionnaire-9.

Correlation Between Study Variables
Among the sociodemographic and pregnancy-related
characteristics, age had a negative correlation with depression
(r=–0.03, P<.05). The frequency of using social media for health
information had a positive correlation with perceived

susceptibility (r=0.05, P<.001), perceived severity (r=0.11,
P<.001), and worry due to COVID-19 (r=0.09, P<.001), but it
had no significant correlation with depression. Perceived
susceptibility (r=0.15, P<.001), perceived severity (r=0.19,
P<.001), and worry due to COVID-19 (r=0.22, P<.001) all had
a significant correlation with depression (Table 2).
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Table 2. Correlation between study variables.

DepressionWorryeSeveritydSusceptibilityc
Frequency

of useb
Complica-

tionsa
Gestational
ageParity

Education
levelAge

Age

–0.03–0.020.003–0.030.040.06–0.020.370.121r

.03.19.85.04.01<.001.12<.001<.001—fP value

Education level

–0.01–0.05–0.010.010.250.05–0.10–0.3010.12r

.34<.001.41.44<.001.001<.001<.001—<.001P value

Parity

–0.0040.040.02–0.03–0.08–0.020.091–0.300.37r

.76.01.20.08<.001.12<.001—<.001<.001P value

Gestational age

0.0010.180.140.060.030.1410.09–0.10–0.02r

.92<.001<.001<.001.02<.001—<.001<.001.12P value

Complicationsa

0.0010.030.030.010.0210.14–0.020.050.06r

.996.02.03.40.16—<.001.12.001<.001P value

Frequency of useb

–0.0010.090.110.0510.020.03–0.080.250.04r

.955<.001<.001.001—.16.02<.001<.001.01P value

Susceptibilityc

0.150.370.3110.050.010.06–0.030.01–0.03r

<.001<.001<.001—.001.40<.001.08.44.04P value

Severityd

0.190.7110.310.110.030.140.02–0.010.003r

<.001<.001—<.001<.001.03<.001.20.41.85P value

Worrye

0.2210.710.370.090.030.180.04–0.05–0.02R

<.001—<.001<.001<.001.02<.001.01<.001.19P value

Depression

10.220.190.15–0.0010.0010.001–0.004–0.01–0.03r

—<.001<.001<.001.955.996.92.76.34.03P value

aPregnancy-related complications.
bFrequency of social media use for health information.
cPerceived susceptibility of COVID-19.
dPerceived severity of COVID-19.
eWorry due to COVID-19.
fNot applicable.

SEM Results
Results from the confirmatory factor analysis suggested that
the measurement model showed good fit to the data

(χ2
48=695.76; P=.01; CFI=0.99; IFI=0.99; RMSEA=0.05). All

factor loadings were significant at P<.001 (Table 3). SEM results

also showed that the structural model fitted the data well

(χ2
57=1143.3; P<.001; CFI=0.98; IFI=0.97; RMSEA=0.06).

Frequency of social media use for health information was
positively associated with perceived susceptibility (β=.05;
P<.001) and perceived severity of COVID-19 (β=.12; P<.001),
which in turn were positively associated with worry due to
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COVID-19 (β=.19 and β=.72, respectively; P<.001). Perceived
susceptibility (β=.09; P<.001), perceived severity (β=.08;
P<.001), and worry due to COVID-19 (β=.15; P<.001) all had
a significant positive association with depression. In contrast,
frequency of social media use for health information did not
have a significant association with worry due to COVID-19 and

depression (Figure 1). Bootstrapping analysis showed that the
indirect effects of frequency of social media use for health
information on worry due to COVID-19 (β=.09, 95% CI
0.07-0.12) and depression (β=.05, 95% CI 0.02-0.07) were both
statistically significant.

Table 3. Unstandardized and standardized loadings for the measurement model.

Standardized loadingUnstandardized loading (SE)Parameter estimates

Perceived susceptibility of COVID-19

0.951.00Item 1

0.920.99 (0.03)Item 2

Perceived severity of COVID-19

0.861.00Item 1

0.931.05 (0.01)Item 2

0.911.02 (0.01)Item 3

Worry due to COVID-19

0.821.00Item 1

0.901.16 (0.02)Item 2

0.851.12 (0.02)Item 3

0.881.11 (0.02)Item 4

Depression

0.851.00Parcel score 1

0.931.01 (0.01)Parcel score 2

0.790.73 (0.01)Parcel score 3

Figure 1. Structural equation model for social media use for health information, risk perceptions of COVID-19, worry due to COVID-19, and depression
among pregnant women. The standardized coefficients of structural paths are shown after controlling significant background variables. Nonsignificant
path is shown as a dotted line. Factor loadings and measurement errors have been omitted for clarity. ***P<.001.

Discussion

Principal Findings
With the proliferation and rapid development of internet
technologies and social networking sites, social media has
become an important source of health information. In this study,
more than one-third (39.2%) of the participants reported that

they always used social media for obtaining health information
during the COVID-19 pandemic. These findings are consistent
with previous reports documenting an extensive use of social
media for health information following the COVID-19 outbreak
[25,26]. With the practices of physical and social distancing,
individuals have increasingly turned to social media for
information related to safety precautions and news updates
related to COVID-19. Understanding how social media use for
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health information may change the information-seeking
behaviors and health of pregnant women would be particularly
valuable and meaningful.

To our knowledge, this is the first study that examined the
associations between social media use for health information
and depressive symptoms among pregnant women during the
COVID-19 pandemic. It is important to note that, in the present
study, nearly half (48.6%) of the participants were classified as
having mild to severe depression—a figure that was significantly
higher than that reported in the general population of pregnant
women (ie, 7.4% to 12.8%) [50]. Furthermore, our findings
show that the frequency of social media use for health
information was indirectly associated with higher levels of
worry and depression. These findings are in line with previous
reports of a substantial proportion of pregnant women being
confused about the complex or incorrect information available
on the internet and experiencing heightened anxiety [24], as
well as reports that have documented a positive relation between
social media use and spread of fear and panic related to
COVID-19 [51]. This study was conducted during the early
phase of the COVID-19 pandemic, when China was significantly
impacted; hence, it may be possible that participants in the
present study did not only search for factual information about
the pandemic, but they might also be exposed to the sharing of
negative views, hot debate and arguments, and exaggerated
worries toward COVID-19 via social media [30]. The mental
impact of social media use during the COVID-19 period thus
requires additional public health attention.

It would be important to understand the underlying mechanism
through which social media use is associated with mental health.
It is intriguing that using social media for health information
was found to be indirectly associated with depression through
perceived susceptibility and perceived severity about
COVID-19, suggesting that social media use can affect the
formation of risk perception of a pandemic. These findings are
consistent with previous studies, which have documented that
exposure to news media about a disease, such as H1N1, is
associated with the formation of risk perceptions of the disease
[52,53]. Social media has served as a useful tool for obtaining
instant and up-to-date information during the COVID-19
outbreak. Nevertheless, since anyone can post on social media,
it may also facilitate the sharing of inaccurate or unfiltered
information, or the sharing of negative views, including
uncertainty, severity, or suspicions of the disease. It is likely
that exposure to the symptoms or complications related to
COVID-19 may increase one’s perceived severity of the disease,
whereas exposure to the statistics about disease prevalence or
mortality rates may increase one’s perceived susceptibility to
the disease. In general, the focus on negative information on
social media may increase individuals’ level of risk perceptions
toward the pandemic.

When an individual faces a health threat, they generate not only
cognitive appraisal regarding the level of disease risk but also
affective and emotional responses. Our study findings show
that perceived susceptibility and severity are directly and
indirectly associated with depression as a result of worry due
to COVID-19. These findings are supported by the Appraisal
Theory, which advocated that appraising an event as highly

relevant and influential to one’s well-being leads to an emotional
and affective response [40,41]. These findings concurred with
previous studies, which showed that negative emotions during
the COVID-19 outbreak could be amplified by misinformation
fueled with rumors about the severity of the disease [54]. The
perception about increased susceptibility and disease severity
may mislead the public and increase uncontrolled panic
associated with COVID-19 [44,45,55,56]. Our findings are also
consistent to the extant literature that individuals who are
exposed to excessive information about the harmful effects of
a health issue might experience higher levels of health-related
anxiety [57,58].

Study Implications
Findings from this study suggest that the mental health of
pregnant women during the COVID-19 pandemic warrants
special attention. Screening for mental health problems,
continuous monitoring of mental health status, and provision
of psychological support throughout the pregnancy during a
pandemic are highly warranted. Furthermore, these findings
have raised the potential impact of social media in shaping risk
perceptions and negative mental response among pregnant
women. As social media has become one of the most important
sources of health information during the COVID-19 pandemic,
there is an urgent need to formulate strategies to minimize the
potential negative effect that its use may have for pregnant
women. It is suggested that accurate information and effective
communication can be valuable to reduce misperception of risk,
fear, and negative reactions toward the pandemic. It is important
that appropriate social media strategies are developed to counter
misinformation or negative information, and to ensure the
credibility and accuracy of information shared during this period.
Interventions to detect and counter inaccurate information about
the media would also be important to reduce its negative impact.

Findings of our study also call for the need for intervention to
guide pregnant women regarding the proper use of social media
for health information. Alarming evidence suggests that most
pregnant women perceive health information available on the
internet to be reliable and that they rarely discuss the information
with their physicians or midwives [18,20]. Without proper
guidance, using social media for health information may lead
to harmful consequences, such as information overload, or
consumption of unreliable or misleading information [16,59,60].
Interventions are thus needed to empower pregnant women with
the skills to identify credible source for obtaining health
information, to provide thoughtful consideration of the veracity
and quality of health information, and to process the information
in an objective manner. Previous studies have also shown that
people are likely to absorb negative information and react
emotionally on social media. It is important to educate them
about the potential bias that may occur in social media, and how
these will affect their mental health during the pandemic. They
should also be guided to manage their negative emotions, which
may be elicited by exposure to stressful information and how
to seek social support when they encounter stress as a result of
social media use.
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Limitations
This study is subjected to several limitations. First, this study
was cross-sectional in nature, so causality between the variables
cannot be assumed. Nevertheless, it is important to note that
the hypothesized association between social media use for health
information, perceived susceptibility, perceived severity, worry
due to COVID-19, and depression made theoretical sense. The
cross-sectional nature of the study also precluded the opportunity
to investigate change in the study variables. Second, only
pregnant women from several provinces of China were recruited
in this study; hence, the sample may not be generalizable to the
whole population of pregnant women in China. Third, since no
validated measures for measuring social media use for health
information, perceived susceptibility, perceived severity, and
worry related to COVID-19 were available, items were
self-developed with reference to previous studies on other
pandemics. The validity of survey items should therefore be
cautioned. Fourth, as no information about those who did not
participate in the study was available, no comparison between
respondents and nonrespondents could be made. Finally, as the
current model was based on the Appraisal Theory that highlights
the important role of cognitive appraisal and resulting emotions,
only cognitive and emotional factors were included in the study;
other factors of depression, such as media literacy, resilience,
confidence in fighting against the pandemic, and social support,

have not been considered. Future studies could include a broader
range of factors from different perspectives to allow a better
understanding on the role of social media on mental health
among pregnant women.

Conclusions
Despite the limitations, given the scarcity of studies on the role
of social media use for health information and mental health
among pregnant women during the COVID-19 pandemic and
the limited application of theoretical frameworks in
understanding the topic, we believe that the findings of this
study would provide valuable insights into the potential mental
impact of social media use on mental health of pregnant women.
This study shows that more than one-third of pregnant women
surveyed reported that they always used social media for
obtaining health information during the COVID-19 pandemic.
Using social media for health information was indirectly
associated with depression, based on our analyses of perceived
susceptibility, perceived severity, and worry due to COVID-19.
With the growing popularity of social media as a source of
health information, interventions are needed to equip pregnant
women with the skills to properly identify and access useful
information from social media, as well as to educate them about
the potential negative impact that social media use may pose to
their health.
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Abstract

Background: The China Hospital Information Network Conference (CHINC) is one of the most influential academic and
technical exchange activities in medical informatics and medical informatization in China. It collects frontier ideas in medical
information and has an important reference value for the analysis of China's medical information industry development.

Objective: This study summarizes the current situation and future development of China's medical information industry and
provides a future reference for China and abroad in the future by analyzing the characteristics of CHINC exhibitors in 2021.

Methods: The list of enterprises and participating keywords were obtained from the official website of CHINC. Basic
characteristics of the enterprises, industrial fields, applied technologies, company concepts, and other information were collected
from the TianYanCha website and the VBDATA company library. Descriptive analysis was used to analyze the collected data,
and we summarized the future development directions.

Results: A total of 205 enterprises officially participated in the exhibition. Most of the enterprises were newly founded, of which
61.9% (127/205) were founded in the past 10 years. The majority of these enterprises were from first-tier cities, and 79.02%
(162/205) were from Beijing, Zhejiang, Guangdong, Shanghai, and Jiangsu Provinces. The median registered capital is 16.67
million RMB (about US $2.61 million), and there are 35 (72.2%) enterprises with a registered capital of more than 100 million
RMB (about US $15.68 million), 17 (8.3%) of which are already listed. A total of 126 enterprises were found in the VBDATA
company library, of which 39 (30.9%) are information technology vendors and 57 (45.2%) are application technology vendors.
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In addition, 16 of the 57 (28%) use artificial intelligence technology. Smart medicine and internet hospitals were the focus of the
enterprises participating in this conference.

Conclusions: China's tertiary hospital informatization has basically completed the construction of the primary stage. The average
grade of hospital electronic medical records exceeds grade 3, and 78.13% of the provinces have reached grade 3 or above. The
characteristics are as follows: On the one hand, China's medical information industry is focusing on the construction of smart
hospitals, including intelligent systems supporting doctors' scientific research, diagnosis-related group intelligent operation
systems, and office automation systems supporting hospital management, single-disease clinical decision support systems assisting
doctors' clinical care, and intelligent internet of things for logistics. On the other hand, the construction of a compact county
medical community is becoming a new focus of enterprises under the guidance of practical needs and national policies to improve
the quality of grassroots health services. In addition, whole-course management and digital therapy will also become a new hotspot
in the future.

(JMIR Med Inform 2022;10(1):e33600)   doi:10.2196/33600

KEYWORDS

medical informatics; China Hospital Information Network Conference; industry analysis; county medical community; smart
hospital; cross-sectional study; digital therapeutic; information network; health care; hospital information; medical information;
tertiary hospital

Introduction

With the Chinese government's strong push for health care
reform in 2009, the informatization construction of China's
tertiary hospitals has basically completed the primary stage of
popularization. The Chinese government first proposed taking
health information technology (HIT) as the key direction for
motivating medical reform in March 2009 [1] and vigorously
promoted electronic medical records (EMRs). After 20 years
of construction, the informatization of Chinese hospitals has
made phased achievements. The Hospital Management Research
Institute of the National Health Commission issued the new
edition of evaluation criteria and management measures, which
divided the application level of the EMR system into 9 levels
ranging from 0 to 8 in December 2018. The Chinese government
required that all tertiary hospitals reach grade 3 or above by the
end of 2019 and that all tertiary hospitals reach grade 4 or above,
while secondary hospitals reach grade 3 or above by the end of
2020 [2]. In 2019, 7870 medical institutions completed the
graded evaluation of the application level of the EMR system,
and the average level was 2.08. A total of 1874 tertiary hospitals
participated in the evaluation, with an overall participation rate
of 99.36%, and the average level exceeded grade 3 [3]. In
addition, 34% of tertiary hospitals and 24.3% of secondary
hospitals received level 5 or above. There were 0 institutions
that received level 8, 4 institutions that received level 7, 19
institutions that received level 6, and 100 institutions that
received level 5 [4]. It can be said that China's hospital
informatization construction has completed the infrastructure
construction stipulated by the National Health Commission and
is facing the initial stage of digital transformation. This year,
the China Hospital Information Network Conference (CHINC)
2021 was held during this special period.

The purpose of the conference is mainly communication, and
it is also the most important way to understand the current
situation of a country's industry. Conferences on medical
informatization can be divided into two categories: academic
and industrial. The most famous academic conference is the
American Medical Informatics Association (AMIA) annual

symposium. In 2020, more than 2100 people attended the online
conference, involving 111 academic topics [5]. In addition, the
most famous industrial conference is the Healthcare Information
and Management Systems Society (HIMSS) conference, with
more than 45,000 participants and 1300 enterprises. There are
4 well-known conferences in China, including two academic
conferences (the Chinese Medicine Information Association
Annual Symposium [CMIAAS] and the China Proceedings of
Medical Informatics [CPMI]), and two industrial conferences
(CHINC and the China Health Information Technology
Exchange Conference [CHITEC]) [6]. The scale of China’s
medical informatization academic conferences is small, with
fewer than 1000 participants. Studies have shown that medical
informatics conferences in China and the United States have
differences and similarities. From the scale point of view, as
mentioned above, even the largest CHINC in China has only
half the number of participants as the HIMSS. From the
perspective of discussion themes, EMRs are the research hotspot
and focus shared by medical informatics academia and industry
worldwide [7]. In contrast, China is more application oriented:
the implementation rate of EMRs in Chinese hospitals has been
approaching and surpassing that of the United States in recent
years [8], but theoretical research and educational discussions
are advanced in the United States [9].

In contrast, the scale of industrial conferences is much larger.
CHITEC lasted for 2 days, and the number of participants
reached 230,000 in 2020. CHINC introduced in this paper has
a larger scale, a longer duration, and more submeetings
compared with CHITEC.

Chinese hospitals are in the transition period of informatization
and digitization. Understanding the research direction in the
next stage is of great guiding significance for developing the
medical information field. Therefore, CHINC, which involves
many cutting-edge ideas, plays a special role in the field of
medical information at this stage. CHINC is sponsored by the
Institute of Hospital Management of the National Health
Commission and has been held annually in China since 1995.
It is one of the most influential academic and technical exchange
activities in the field of medical informatics and medical
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informatization in China [6]. At present, it has successfully been
held 25 times [10]. With the country's increasing attention
toward public health and intelligent medical care, CHINC has
attracted increasing attention. Only 6000 people attended
conferences in 2016, but 17,000 people attended conferences
in 2020. In addition, the number reached approximately 40,000
in 2021. Moreover, 2021 is the first year of the 14th 5-year plan.
To implement the new requirements of the 14th 5-year plan and
the Healthy China strategy for hospital construction and
development, more than 400 experts gave wonderful lectures
in 69 forums and academic activities, and 207 cooperative
enterprises held roadshows to exchange and discuss new
technologies, new achievements, and new experiences in
hospital information construction to help the high-quality
development of hospitals [11].

The main characteristics of CHINC include the organizer,
history, cycle, holding time, number of participants, participating
manufacturers, and conference forum. The number of
participating enterprises and the main business of the enterprises
are important factors reflecting the current situation of the
industry. Therefore, we extracted the features of the enterprises

participating in CHINC 2021. We analyzed the main concerns
of the enterprises, gained insight into the current situation of
China's medical information industry, and defined the future
development direction. The conclusion can be used for reference
by relevant experts in China and abroad.

Methods

Data Collection
First, the list of all participating enterprises (including enterprise
name, exhibition booth, and keywords; Figure 1) was obtained
from the conference’s official website [10]. We compared the
list with the on-site list on the participation day one by one to
exclude enterprises that did not attend the conference. Second,
we used the TianYanCha website [12] to search all exhibitors
and obtain basic information about the enterprises, including a
brief introduction, region, establishment time, personnel scale,
financing rounds, registered capital, and listing. Finally, we
used the VBDATA company library [13] to obtain deep-seated
information, such as the industrial field, application technology,
and company concept of each enterprise. All data collection
was completed by May 6, 2021.

Figure 1. Information about enterprises provided on the official CHINC website. CHINC: China Hospital Information Network Conference.

Data Storage and Analysis
We used Microsoft Excel 2019 for data storage and analysis.
Percentages, bar charts, Venn charts, and statistical charts were
used to display the exhibitors’ basic information, industrial and
commercial information, classification, and grade data.
Percentiles, medians, and quartile ranges were used to describe
skew continuity data. We analyzed the data results according
to the actual development of China's medical information
industry.

Results

Exhibitors’ Characteristics
A total of 207 cooperative enterprises were listed on the official
website of CHINC. After checking each enterprise one by one

on the conference day, the results indicated that 205 enterprises
attended the conference. The participating enterprises were
established from 1987 to 2021. A total of 61.9% (127/205) of
enterprises were established from 2009, and 43.3% (55/127) of
them were established from 2015 (Figure 2). A total of 79.02%
(162/205) of the enterprises were from Beijing, Zhejiang,
Guangdong, Shanghai, and Jiangsu Provinces, and 2 of them
were from New Zealand (Figure 3). The enterprises’ scale is
shown in Figure 4. Most enterprises (62/205, 30.02%) have
fewer than 50 members, followed by 54/205 (34%) enterprises
with 101-500 members.

JMIR Med Inform 2022 | vol. 10 | iss. 1 |e33600 | p.254https://medinform.jmir.org/2022/1/e33600
(page number not for citation purposes)

Zhang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Establishment year of enterprises, displayed by year.

Figure 3. Establishment location of enterprises, displayed by province.
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Figure 4. Establishment size of enterprises, displayed by scale.

Industrial and Commercial Information Analysis
The median registered capital of the 205 enterprises participating
in the conference is 16.67 million RMB (a currency exchange
rate of RMB 1=US $0.16 is applicable; IQR 10-60 million RMB,

maximum value=30 billion RMB; Table 1). In addition, 35
(17.1%) enterprises have a registered capital of more than 100
million RMB; see Table 2. Furthermore, 99 (48.3%) enterprises
provided their financing information, of which 17 (8.3%) were
initial public offerings (Figure 5).

Table 1. Registered capital of enterprises (N=205).

MaximumP95aP75aP50aP25aP5aMinimumVariable

30,000,00086,941.15600016671000200100Enterprise registered capital (10,000 RMBb)

aPx: Percentile occupied by the x-th position.
bA currency exchange rate of RMB 1=US $0.16 is applicable.
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Table 2. Information about enterprises with more than 100 million RMBa of registered capital.

Scale, nRegistered capi-
tal/10,000 RMB

Date of establishmentAreaBrief introductionCompany name

>50086,941.15November 21, 2003ZhejiangSmart health care service providerHangzhou Century Co., Ltd.

101-50013,000.00May 1, 2012BeijingIT service provider in the big health fieldDHC MediWay Technology
Co., Ltd

>500110,962.71December 10, 1997ZhejiangHospital information platform providerB-Soft Co.,Ltd

101-50019,246.86February 6, 2016BeijingIntegrated smart medical solution providerBeijing Lenovo Wisdom
Medical Information Tech-
nology Co., Ltd

>5004,030,813.18September 15, 1987GuangdongThe world's leading information and
communication (ICT) infrastructure and
smart terminal provider

Huawei Technologies
Co.,Ltd

>50040,901.47December 25, 2000GuangdongSecurity and cloud computing solution
provider

Sangfor Technologies Inc

>50051,000.00July 13, 2005BeijingInformation system development, sales,
and service provider

Goodwill Information Tech-
nology Co., Ltd

101-50010,224.00September 6, 1999ZhejiangMedical information service providerMediinfo I.t.Co.,Ltd

>5006,942,460.80September 9, 1999Zhejiang—bAlibaba(China)Network
Technology Co., Ltd

>50010,481,551.96June 18, 1994Beijing—Unicom (Guangdong) Indus-
trial internet Co., Ltd

>500124,237.03June 17, 1991LiaoningInternet and software product and service
provider

Neusoft Corporation

>500164,100.58April 7, 2004ShanghaiMedical and health information solution
provider

Winning Health Technology
Group Co., Ltd

>50030,000,000.00July 22, 1999Beijing—China Mobile Communica-
tions Group Co., Ltd

>50050,000.00October 28, 2003FujianInformatization solution provider, China's
leading brand of data communication so-
lutions

Ruijie Networks Co., Ltd

>50011,776.88August 7, 2009ShanghaiSmart medical technology and service
provider

Shanghai KingYee Informa-
tion Technology Co., Ltd

>50011,719.05October 26, 2010ZhejiangMedical information providerHeren Health Co., Ltd

>50012,000.00April 29, 2005FujianSmart hardware developerDnake (Xiamen) Intelligent
Technology Co., Ltd

>50029,257.96January 18, 2000BeijingInformatization solution provider in the
medical field

Baidu Online Network
Technology (Beijing) Co.,
Ltd

>50059,752.79February 8, 2012LiaoningSmart city, smart medical solutions, data
center integration and operation, and

Bringspring Science and
Technology Co.,Ltd

maintenance services, financial IT out-
sourcing service provider

>50017,091.03August 9, 2005BeijingProfessional developer of medical informa-
tion system

Beijing Tianjian Yuan Da
Tecnology Co., Ltd

51-100200,000.00November 18, 2019ShanghaiMedical big data analysis service providerLianren Health and Medical
Big Data Technology Co.,
Ltd

>50013,400.00January 28, 1997ZhejiangMedical information service and hardware
provider

Wanma Technology Co.,
Ltd

>50019,289.54January 1, 1988ShanghaiAviation products and services, building,
home, and industrial control technology,

Honeywell Integrated Tech-
nology (China) Co., Ltd

automotive products, turbochargers, and
special material R&D and manufacturer
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Scale, nRegistered capi-
tal/10,000 RMB

Date of establishmentAreaBrief introductionCompany name

>50079,967.41April 25, 2000BeijingEnterprise-level information security ser-
vice provider

NSFOCUS Technologies
Group Co., Ltd

>50011,245.48August 14, 2009JiangsuComprehensive solution provider for
clinical information systems and digital
hospitals

Suzhou MedicalSystem
Technology Co., Ltd

>50065,578.91November 13, 1992ZhejiangMobile computing, intelligent identifica-
tion, data fusion, and other technology
developers

Enjoyor Co.,Ltd

>5008,093,236.83September 10, 2002Beijing—China Telecom Corporation
Limited

51-10013,007.04September 22, 2016ShanghaiBedside information service providerShanghai Aihui Healthy
Technology Co., Ltd

>50058,172.18August 2, 1995GuangdongR&D, production, sales, and service
provider of medical electronic equipment

Edan Instruments, Inc

101-50032,365.00April 17, 2013Jiangsu—Nexans (Suzhou) cable solu-
tion Co., Ltd

>500324,872.13January 18, 1995BeijingData collection and business application
solution provider

Yonyou Network Technolo-
gy Co., Ltd

101-50021,339.70April 12, 2001ShanghaiFilm R&D producerFUJIFILM (China) Invest-
ment Co., Ltd

101-50010,000.00November 19, 1999ZhejiangSoftware development, information sys-
tem, integration service provider

Zhejiang Jandar Technology
Co., Ltd

101-50010,203.04August 15, 2011Beijing—Newlink Technology Inc

>50017,186.84December 29, 1997FujianElectronic equipment manufacturerDell (China) Company
Limited

aA currency exchange rate of RMB 1=US $0.16 is applicable.
bNot available.
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Figure 5. Financing of enterprises.

Analysis of Industrial Fields, Applied Technologies,
and Related Concepts
The nature of the enterprises, current hot concept directions,
and the essence behind it could be analyzed by the keywords
of exhibitors provided by the CHINC official website and the
industrial field, applied technology, and concept of the
enterprises provided by the VBDATA company library.

The conference's official website provided 151 enterprise
keywords, which indicated the exhibition direction of the
participating enterprises. We created word frequency statistics
for the keywords. The keyword “smart hospitals” appeared 41
times at most and “internet hospitals” 22 times. The rest is
shown in Table 3. We drew a cloud map according to the
keyword frequency.

A total of 126 enterprises were found in the VBDATA company
library. All (100%) companies disclosed their industrial field,
57 (45.2%) companies disclosed the technology used, and 114

(90.5%) companies provided the relevant concept labels. In the
industry field, the number of information technology vendors
was the largest (39/126, 30.9%), followed by EMRs (34/126,
26.9%). The distribution of industrial fields is shown in Figure
6. We also calculated statistics of the technologies used by
enterprises. Of the 57 application technology enterprises, 16
(28.1%) use artificial intelligence (AI) technology and are
ranked first, and 15 (26.3%) use the internet of things technology
and are ranked second. The distribution of other technologies
is shown in Figure 7. The VBDATA company library also
provides conceptual labels of current mainstream products and
innovative technologies of each enterprise, similar to the
keywords given on the official CHINC website. We compared
the top 15 concepts with the highest frequency by comparative
analysis, and the results are shown in Table 3. Both smart
medicine and internet hospitals were the focus of enterprises,
and big data appeared most in VBDATA, but they were rarely
mentioned at this conference.
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Table 3. Enterprise concepts of VBDATA and enterprise keywords given by CHINCa.

Appearance, nCHINC enterprise keywordsEnterprises, nVBDATA conceptRank

41Smart hospital34Big data1

22Internet hospital29Smart health care2

19Smart health care27COVID-193

17Medical community21SaaS4

14Big data14Telemedicine5

13Electronic medical records14Cloud computing6

11Smart services9Internet hospital7

10Artificial intelligence9Medical equipment8

10Hospital informatization7AI device9

10Internet of things7Industrial internet10

9Medical cluster6Medical device supplies11

9Integration platform6Equipment12

7Hospital information system5Consumer health care13

7Interoperability5mHealth14

7Internet health care5Public health services15

aCHINC: China Hospital Information Network Conference.

Figure 6. Industry field of enterprises.
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Figure 7. Technologies used by enterprises.

Discussion

Preliminary Results Have Been Achieved in the Process
of Hospital Informatization in China
Many information manufacturers have emerged in the past 10
years, and hospital information has basically completed the
primary stage of popularization. Our research group has
predicted that by 2021, the popularization rate of EMRs in
domestic secondary hospitals or higher hospitals may exceed
80%. The popularization rate of EMRs in tertiary hospitals may
even exceed 95% [14]. According to official Chinese documents
published by the National Health Commission, the rate of
tertiary public hospitals participating in grading the EMR
application level in 2019 was 99.36%, which confirmed our
prediction. From the perspective of enterprises, approximately
half of the information-based manufacturers were established
in the past 10 years, of which approximately 25% were
established in the past 6 years (see the Exhibitors’
Characteristics section). With the help of innovative
technologies, including AI and the internet of things (see the
Analysis of Industrial Fields, Applied Technologies, and Related
Concepts section), they have launched information-based
solutions for various scenarios in hospitals.

It can be foreseen that the traditional basic content-related
market in hospital information construction, for example,
hospital information system (HIS), EMRs, laboratory
information system (LIS), and picture archiving and
communication system (PACS), has been gradually saturated.
Therefore, the discussion of traditional hospital information
systems and the exhibition of related products at this conference

are not particularly ongoing. A new generation of hospital
management systems began to appear in 2017, but few hospitals
have the courage to carry out thorough information reform [15].
However, the National Health Commission of China has adopted
the policy of linking EMR ratings with hospital performance
appraisals in the past 3 years. COVID-19 will further strengthen
the basic content of hospital informatization construction and
gradually encourage new directions of construction. The reform
will promote interconnection and high integration between
information systems, provide high-quality management and
treatment support by using operation data and clinical data,
rebuild the hospital management system, and finally complete
the digital and intelligent transformation of hospitals [16].

Smart Hospitals Are the Focus of Hospital
Construction in the Future
Under the background that the informatization of tertiary
hospitals has been basically completed and is steadily being
carried out in secondary hospitals, the National Health
Commission issued related official documents and further
released a document revision in May 2020. At present, the
complete definition and construction standards of smart hospitals
have not been unified at the national level, and the focus and
direction in the exploration of smart hospital construction are
not the same among hospitals. The government pointed out that
the scope of smart hospitals mainly includes three areas: smart
medical care for medical personnel, smart service for patients,
and smart management for hospital management. However, it
is certain that different from the previous informatization
handing over the paper process to the computer for processing,
the essence of smart hospitals is to collect, use, and analyze the
data inside and outside the hospital. The purpose of smart
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hospitals is to provide basic support for hospital scientific
research, clinical and management activities, and, finally,
feedback to doctors and leaders for decision making.

Meanwhile, the government has put forward strict scoring
requirements for the performance appraisal of 3-level public
hospitals for several consecutive years. The performance
appraisal includes data quality on the first page of EMRs, the
application level of EMRs, comparability of clinical tests, the
degree of intelligence of medical services, and the equality of
rational use of liquid medicine. This is also an important factor
in promoting the construction of smart hospitals.

The largest focus of enterprises in this conference is smart
hospitals, which can be seen in Figure 6 and Table 3. Smart
hospital solutions emerge one after another, mainly including
the following points: First, we focus on scientific research
systems and advocate data governance. Natural language
processing helps the knowledge graph build a hospital special
disease database and assist doctors in efficient scientific research
to realize intelligent medical treatment. Related projects were
carried out by Hangzhou Century Co Ltd., Shanghai Senyi
Intelligent Technology Co Ltd., and Anxiang Medical
Technology (Shenzhen) Co Ltd. Second, EMR quality control
and diagnosis-related group (DRG)/big data
diagnosis-intervention packet (DIP) are continuously hot.
Automatic coding technology based on AI is introduced to
promote exemplary management of hospitals and meet the
quality of the first page of EMRs. Companies such as Hangzhou
Firetree Technology Co Ltd. and BaseBit AI have designed
intelligent operation systems. Third, the clinical decision support
system (CDSS) still focuses on a single disease, and a
knowledge graph is still the main technology. Deep learning
methods are still used in medical image recognition. Companies
such as Beijing Shenrui Bolian Technology Co Ltd, Beijing
Airdoc Technology Co. Ltd., and Suzhou Mediston Medical
Technology Co Ltd. are involved in this type of business. Fourth,
we emphasize the ability of the middle platform and build an
office automation (OA) system of smart hospitals. We also
realize the personalization of different hospitals by using a
middle platform and promote the office mode of a new
generation of smart hospitals, on which DingTalk advocates
and Xiniu Health Technology (Zhejiang) Co Ltd. is focusing.
Fifth, the internet of things is hardware-upgraded to ensure
intranet security and clinical efficiency. Hardware companies,
such as Ruijie Networks Co Ltd. and Onco Information
Technology (Shanghai) Co Ltd., have launched hospital
dual-network routers based on Wi-Fi 6.0 and 5G to ensure strict
internal and external network isolation, realizing intelligent
wards.

The year 2021 was the first year of the 14th 5-year plan. Under
the guidance of the above policies, the construction of smart
hospitals has received more attention from hospitals. Starting
from this demand, enterprises at conferences have launched
customized smart hospital construction services.

The Construction of a Compact County Medical
Community Has Become a New Focus of Enterprises
Compared with other countries, China faces more severe
challenges in the distribution of medical services. Although

China has the largest number of hospitals globally, the
distribution of medical resources is extremely uneven: 80% of
medical resources and patients are concentrated in large
hospitals and 20% in community general clinics [17]. China
introduced the market mechanism into the medical service
system in the 1980s, and people can go to any level of medical
institutions according to their wishes. Primary medical
institutions no longer play the role of health gatekeepers. Many
patients give priority to higher-level medical institutions when
they need medical assistance. This has led to a large reduction
in patients in grassroots hospitals, a decline in the level of
grassroots health service personnel [18], and a rapid increase
in medical expenditure [19]. The concentration of medical
resources in high-level medical institutions further weakens the
ability of grassroots health services, resulting in more detours
and more waste.

The Chinese government is trying to solve the uneven
distribution of medical services by promoting the integration
of regional health services. With the Chinese government's
strong push for health care reform in 2009, the first contact
point between the hierarchical medical service system and
grassroots medical institutions was proposed as a key task. The
reform strategy notes that the construction of a regional medical
consortium is the key to promoting hierarchical diagnosis and
treatment [20]. At present, the construction methods of the
medical union in China mainly include the Cross-Regional
Professional Alliance, the Urban Medical Group, and the County
Medical Community. The importance of a compact county
medical community is particularly prominent for China’s large
rural population. Therefore, carrying out the integration of health
services, realizing cooperation between medical institutions at
all levels in rural areas, and improving the quality of health
services, treatment rate, and patient satisfaction is the
fundamental way to truly enable the majority of grassroots
residents to obtain health-centered, equal, homogeneous, and
integrated health care services [21].

Information construction is an important basis for the
construction of compact county medical communities. There
are obvious information system breaks between different
medical institutions in county medical communities. In the past,
the township-level health institution system lacked unified
development and business processes, data processes lacked
unified norms, and the phenomenon of information islands was
serious [22]. County medical communities require a high degree
of entity integration and information interconnection to ensure
the high continuity of medical services and truly realize the
original intention of common service, common interests,
common responsibilities, and common development.

The market scale of medical community information
construction is huge. China officially issued a document to
determine Shanxi and Zhejiang Provinces as pilot provinces of
the medical community and 567 counties as pilot counties in
September 2019. The compact county medical community is
developing rapidly, and a unified, efficient, and easy-to-use
regional health information system is one of the important
information supports. According to national statistics, there are
2843 county-level divisions in China, and the informatization
project of the medical community in each county is
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approximately 40-80 million. It is roughly estimated that the
market scale reaches approximately 113.7-227.4 billion RMB.
A new county-level medical and health service system with
clear objectives, clear rights and responsibilities, and division
of labor and cooperation should be preliminarily established in
500 county-level units, gradually forming a community of
services, responsibilities, interests, and management, and finally
used throughout China [23]. At this conference, the county
medical community informatization solution has become the
struggle focus of major medical IT enterprises. Enterprises, such
as YLZ Information Technology Co., Ltd., proposed establishing
a regional information platform and achieving regional
information interconnection, data sharing, and aggregation
through unified data standards and service specifications. Big
data mining and analysis technology can also be used to conduct
intelligent analysis and judgment on operation management,
providing intelligent auxiliary services for managers' scientific
decision making.

Whole-Course Management and the Concept of Digital
Therapy Are New Hotspots and Starting Points of HIT
It is worth mentioning that with many information manufacturers
in hospitals and relatively mature solutions, there is a huge
potential development space for targeting the market for
out-of-hospital medical services, and several new technologies
and solutions have emerged. These products are mainly named
after the concepts of special disease bank, scientific research
follow-up, whole-course management, and digital therapeutics
(DTX). It is widely recognized that most chronic diseases need
comprehensive management outside the hospital and cannot be
cured by short-term drugs in the hospital. At present, the best
intervention measure is to carry out various self-management
measures of the patients' diet, exercise, and medication outside
the hospital. This requires patients to have a certain reserve of
medical knowledge, to grasp their own disease changes clearly,
and to have high compliance. Digital therapy based on emerging
technologies, such as mobile medicine, big data, and AI, is the
potential best solution. DTX is an intervention program driven
by software programs and based on evidence-based medicine
that is used to treat, manage, or prevent diseases [24]. Digital
therapy transforms the existing medical principles, medical
guidelines, or standard treatment schemes into application
software–driven interventions by digital means, which can

effectively improve the compliance and accessibility of patients'
chronic disease management. It is an innovative way to
overcome the limitations of traditional drug treatment [25].
Compared with the application of assisted diagnosis,
telemedicine, and all new technologies in health, digital therapy
can be used alone or together with other therapies to promote
disease remission [26].

At this conference, we can see that several companies, such as
Weimai Technology Co., Ltd. and Hangzhou Zhuojian
Information Technology Co., Ltd., mentioned the concept of
digital therapy and proposed corresponding solutions. However,
the clinical effect of such schemes has not been verified. This
lack of progress may be related to several reasons. On the one
hand, the landing effect of products is poor, and the products
labeled with digital therapy are often simple technical upgrades
of traditional business products. On the other hand, most
products have not been clinically verified or recognized by
peers. Whole-course management and digital therapy are mostly
based on concepts. The process of scientific research and
standardized verification based on inquiry medicine in the clinic
should be accelerated. Due to the relatively mature
informatization in hospitals and the large gap and imagination
space of out-of-hospital medical services, the corresponding
informatization has a large development space and many
opportunities in the future, which may form new hotspots.

Conclusion
China's tertiary hospital informatization construction has
basically completed the primary stage of popularization,
showing two characteristics. First, China's medical information
industry is focusing on the construction of smart hospitals. The
most important directions include a smart system to support
doctors' scientific research, a DRG smart operation system and
an OA system to support hospital management, a single-disease
CDSS to assist doctors in clinical practice, and the smart internet
of things for logistics. Second, under the guidance of the
practical needs for improving the quality of grassroots health
services and national policies, the construction of a compact
county medical community has become a new focus of
enterprises. In addition, it can be foreseen that whole-course
management and digital therapy will become new hotspots in
the future. The process of scientific research and standardized
verification should be accelerated.
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Abstract

Background: Real-world data (RWD) and real-world evidence (RWE) are playing increasingly important roles in clinical
research and health care decision-making. To leverage RWD and generate reliable RWE, data should be well defined and structured
in a way that is semantically interoperable and consistent across stakeholders. The adoption of data standards is one of the
cornerstones supporting high-quality evidence for the development of clinical medicine and therapeutics. Clinical Data Interchange
Standards Consortium (CDISC) data standards are mature, globally recognized, and heavily used by the pharmaceutical industry
for regulatory submissions. The CDISC RWD Connect Initiative aims to better understand the barriers to implementing CDISC
standards for RWD and to identify the tools and guidance needed to more easily implement them.

Objective: The aim of this study is to understand the barriers to implementing CDISC standards for RWD and to identify the
tools and guidance that may be needed to implement CDISC standards more easily for this purpose.

Methods: We conducted a qualitative Delphi survey involving an expert advisory board with multiple key stakeholders, with
3 rounds of input and review.
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Results: Overall, 66 experts participated in round 1, 56 in round 2, and 49 in round 3 of the Delphi survey. Their inputs were
collected and analyzed, culminating in group statements. It was widely agreed that the standardization of RWD is highly necessary,
and the primary focus should be on its ability to improve data sharing and the quality of RWE. The priorities for RWD
standardization included electronic health records, such as data shared using Health Level 7 Fast Health care Interoperability
Resources (FHIR), and the data stemming from observational studies. With different standardization efforts already underway
in these areas, a gap analysis should be performed to identify the areas where synergies and efficiencies are possible and then
collaborate with stakeholders to create or extend existing mappings between CDISC and other standards, controlled terminologies,
and models to represent data originating across different sources.

Conclusions: There are many ongoing data standardization efforts around human health data–related activities, each with
different definitions, levels of granularity, and purpose. Among these, CDISC has been successful in standardizing clinical
trial-based data for regulation worldwide. However, the complexity of the CDISC standards and the fact that they were developed
for different purposes, combined with the lack of awareness and incentives to use a new standard and insufficient training and
implementation support, are significant barriers to setting up the use of CDISC standards for RWD. The collection and dissemination
of use cases, development of tools and support systems for the RWD community, and collaboration with other standards
development organizations are potential steps forward. Using CDISC will help link clinical trial data and RWD and promote
innovation in health data science.

(JMIR Med Inform 2022;10(1):e30363)   doi:10.2196/30363

KEYWORDS

real-world data; real-world evidence; clinical trials; Delphi survey; clinical data standards; regulatory submission; academic
research; public health data; registry data; electronic health records; observational data; data integration; FAIR principles

Introduction

Background
Real-world data (RWD) and real-world evidence (RWE) have
an increasingly important role in clinical research and health
care decision-making in many countries [1-6]. To leverage RWD
and generate reliable RWE, a framework must be in place to
ensure that the data are well-defined and structured in a way
that is semantically consistent across stakeholders to facilitate
learning. The Clinical Data Interchange Standards Consortium
(CDISC) RWD Connect Initiative was designed to better
understand the barriers to implementing CDISC standards for
RWD and to obtain a picture of what tools and guidance may
be needed to implement CDISC standards more easily for this
purpose.

In the world of traditional clinical trials, which are undertaken
with the intent of submitting a new medical product or
intervention to regulatory authorities such as the US Food and
Drug Administration (FDA) or the Japanese Pharmaceutical
and Medical Devices Agency for marketing authorization

approval, a set of global data standards has been adopted and
is being required by an increasing number of national and
regional regulatory agencies. These standards were developed
through CDISC, a global nonprofit organization that started
>20 years ago to generate open-access platform-agnostic data
standards for clinical research and its link to health care.

The CDISC standards span the clinical research process and
include standards for the exchange of nonclinical data (SEND),
data collection case report forms (CRFs; clinical data acquisition
standards harmonization [CDASH]), aggregation and tabulation
(study data tabulation model [SDTM]), Biomedical Research
Integrated Domain Group (BRIDG) logical model, and
operational data model (ODM) for transport (Figure 1). In
collaboration with the National Cancer Institute’s Enterprise
Vocabulary Services (NCI-EVS) program, CDISC has
developed a rich controlled terminology that is linked to other
common research semantics through the NCI-EVS tools. These
standards, presented in data models, implementation guides,
and user guides, are globally recognized and heavily used by
the biopharmaceutical industry and some academic institutions.

Figure 1. Clinical Data Interchange Standards Consortium standards in the clinical research process. ADaM: Analysis Data Model; BRIDG: Biomedical
Research Integrated Domain Group; CDASH: clinical data acquisition standards harmonization; ODM: operational data model; PRM: Protocol
Representation Model; SDM: Study Design Model; SDTM: study data tabulation model.

Although there are other standards developed and designed for
different purposes (eg, health care data and observational

studies), we believe that the benefits of using CDISC standards
for purposes outside regulatory submission are many and include
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improvements in data sharing, cross-study analysis, and
meta-analysis of data for all clinical researchers, as well as
streamlining the regulatory submission, review, and approval.
Please see the Multimedia Appendix 1 of the full RWD Connect
report for 4 supportive use cases (Infectious Diseases Data
Observatory, Finger Lakes, Pan American Health Organization
Hearts, and the Clinical Innovation Network) [7].

Currently, CDISC standards are required for electronic
submissions of study data to the US FDA [8] and the Japanese
Pharmaceutical and Medical Devices Agency [9] and are
recommended by Chinese [10] and European regulators in rare
instances where raw data are requested [4]. Government
initiatives or centers that fund research also recommend and
use CDISC standards, which include the Innovative Medicines
Initiative [11], the US National Cancer Institute, and the
National Institute of Allergy and Infectious Diseases. In
addition, the Japan Agency for Medical Research and
Development (AMED) has stated the following:

In the future, clinical trials including
investigator-initiated studies will need to comply with
the CDISC standards from the planning and
implementation stages. Sooner or later, it is expected
that we will require the use of CDISC standards for
AMED’s contract research [11]

Although there are multiple definitions of RWD currently in
use, the CDISC glossary has adopted the following:

Data relating to patient health status and the delivery
of health care routinely collected from sources other
than traditional clinical trials. Examples of sources
include data derived from Electronic Health Records
(EHRs); medical claims and billing data; data from
product and disease registries; biobanks;
patient-generated data, including from in-home-use

settings; and data gathered from other sources that
can inform on health status, such as mobile devices
[15]

This definition of RWD is similar to the European Medicines
Agency (EMA) definition, “routinely collected data relating to
a patient's health status or the delivery of health care from a
variety of sources other than traditional clinical trials [12].”

Figure 2 describes the data sources for RWD as they relate to
research and nonresearch activities involving human health data
[7]. This diagram was developed in collaboration with the Expert
Advisory Board (EAB) members, with a majority consensus,
and it is an oversimplification of reality. It would be impractical
to attempt to cover all possible sources and types of RWD.
Attempts were made to accommodate all suggestions, some of
which contradicted each other. The diagram was meant to
generate consensus on the main types of data that are considered
RWD and their possible data sources. The FDA defines RWE
as “the clinical evidence about the usage and potential benefits
or risks of a medical product derived from analysis of RWD
[1]”. Therefore, if we have a consensus on the definition of
RWD, then we believe that the FDA definition of RWE can be
applied. Furthermore, we acknowledge that public health
activities can involve research activities, which would then be
included in the research activities on the left of the diagram.
Research activities comprise activities using any kind of data,
including public health sources and patient registries. The
diagram shows that there are some research activities and many
nonresearch activities that generate RWD.

There is no single definition of pragmatic randomized controlled
trials. Pragmatic design elements exist on a spectrum [13].
Therefore, further discussion on the definition and scope of
pragmatic clinical trials is needed to better understand where
they fit in the realm of RWD.

Figure 2. Major activities and sources of human health data. CDISC: Clinical Data Interchange Standards Consortium; RCT: randomized controlled
trial; RWD: real-world data.
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Sherman et al [14] proposed the following working definition
for RWE, “Information on health care that is derived from
multiple sources outside typical clinical research settings,
including electronic health records (EHRs), claims and billing
data, product and disease registries, and data gathered through
personal devices and health applications.” The CDISC Glossary
defines RWE as follows, “The clinical evidence derived from
analysis of Real-World Data (RWD) regarding the usage and
potential benefits or risks of a medical product [15].” The FDA
issued a Framework for RWE [3] in December 2018 to announce
a program that included demonstration projects, stakeholder
engagement, and internal processes to evaluate RWE and
promote shared learning and constituency, as well as guidance
to assist in using RWD. This framework also states the
following, “RWD sources can also be used for data collection
and, in certain cases, to develop analysis infrastructure to support
many types of study designs to develop RWE, including, but
not limited to, randomized trials (eg, large simple trials,
pragmatic clinical trials) and observational studies (prospective
or retrospective).”

Similarly, the EMA is also exploring ways to leverage RWD
in the generation of RWE. In a recent EMA paper, the authors
imagined a future that leverages both regulated clinical trials
and RWE to assess safety and effectiveness [16].

Insufficient data standardization in academic and public health
settings hinders the use of RWD as part of a regulatory
submission package. The use of RWD is increasingly being
encouraged by regulatory authorities, given the potential of
RWD to provide relevant evidence for new drug or product
applications. As noted by Califf [17], RWD could complement
and enhance the results of clinical trials. The FDA has expressed
the need for new research paradigms to break down the barriers
between RWD and clinical research so that evidence can be
shared rapidly to improve both domains with increased validity
and interoperability [18].

Despite their increasing acceptance as part of regulatory
submissions, it is commonly acknowledged that RWD are not
collected with research as their primary objective. Therefore,
there are significant challenges in using and representing these
data for research purposes, which can make the analysis of RWD
difficult and resource intensive.

There are a number of disparate standards and systems currently
in use to support the collection and analysis of RWD. The
diverse panoply of common data models (CDMs; eg,
Observational Health Data Science–Observational Medical
Outcomes Partnership [OMOP], BRIDG, FDA Sentinel,
Patient-Centered Clinical Research Network [PCORNet], and
Informatics for Integrating Biology and the Bedside (i2b2)),
data exchange standards (eg, Health Level 7 [HL7] Fast Health
care Interoperability Resources [FHIR], Define-XML and
extension CDISC ODM, and SAS V5 XPORT), and
terminologies (eg, Systematized Nomenclature of
Medicine–Clinical Terms [SNOMED-CT], Logical Observation
Identifiers Names and Codes [LOINC], and Current Procedural
Terminology coding) in health care settings across electronic
health records (EHRs), insurance claims systems, and medical
billing systems are all in varying degrees of development and

may not be interoperable as they were not designed to meet the
requirements of global regulatory submission [19]. A list of
collaborations with other standards and initiatives is provided
in Multimedia Appendix 2. Meanwhile, in most other academic
and public health settings, data are usually collected in a
nonstandard way using different formats and different
terminologies [20], which do not allow for the data to be
consolidated, compared, and shared. In cases where data are
standardized, the variety of approaches, including openEHR,
the US National PCORNet, Informatics for Integrating Biology
and the Bedside (i2b2), OMOP, and HL7 FHIR, can lead to
standard-specific silos. This disconnect creates an evidence gap
that slows scientific and public health advances [21]. The need
to coordinate across standards is clear, and organizations such
as the ISO Joint Initiative Council provide forums to coordinate
across standards development organizations; however, these
need more support, participation, and adoption.

The benefits of the implementation of standards for RWD are
potentially many and include better documentation of data
collection, enabled analysis processes, and data sharing [22].
In response, multiple initiatives and tools have been developed
in the last few years to seize the opportunity and tackle the
challenges resulting from the sudden accessibility of massive
amounts of information from multiple RWD sources. For
example, in rare diseases where there are many small data
collection efforts underway but large regulated clinical trials
may not be feasible because of insufficient patient numbers and
ethical issues, being able to combine or compare data from
different sources becomes even more critical [23]. Cancer is
another therapeutic area where there are efforts underway to
pool and share data. The National Cancer Institute Cancer
Research Data Commons (CRDC) is an infrastructure that
connects data sets with analytics tools to allow users to share,
integrate, analyze, and visualize cancer research data to drive
scientific discovery.

Objective
With these potential benefits in mind and considering the
increasing need and interest in data standardization beyond
regulatory submissions, CDISC created the CDISC RWD
Connect Initiative to develop a vision and strategy for the
implementation of CDISC standards for RWD [7]. The first
step of the CDISC RWD Connect Initiative was to invite
international experts to join an EAB and to involve them in the
Delphi survey process described in this paper to better
understand what it will take to achieve CDISC standards
implementation beyond regulatory submissions.

Methods

Overview
The goal of the RWD Connect initiative was to listen to the
stakeholder community to better understand the barriers to
implementing CDISC standards for RWD and to get a picture
of what tools and guidance may be needed to more easily
implement CDISC standards. The second phase focused on
creating a strategy for fostering the consistent implementation
of CDISC standards within the academic community. In
addition, the initiative identified concrete examples of the use
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of CDISC standards for RWD and worked collaboratively with
the implementers to document the use cases, their scope and
characteristics, challenges, and lessons learned. With these goals
in mind, we chose to conduct a qualitative Delphi survey to
collect an array of different opinions about the use of CDISC
standards for RWD and to assess the level of agreement or
disagreement on key issues in an asynchronous, global manner.
The results from the Delphi and the use cases were the
foundation for the proposed vision and strategy described in
this manuscript [7].

Qualitative Delphi
In September 2019, the CDISC RWD Connect formed an EAB
with key stakeholders. The criteria were knowledge of CDISC
standards (any level) and experience working with RWD. In
selecting candidates, an effort was made to balance the different

regions of the world to the extent possible and to include experts
from academia, government, regulators, and health care settings.
A list of EAB members is provided in Multimedia Appendix
3.

We identified an initial list of potential members who were
either already CDISC partners or collaborators or had been
referred by a partner or collaborator. We sent out email
invitations to these 70 individuals inviting them to join the
initiative, with a required commitment to participate in 3
qualitative Delphi rounds and a final web-based to discuss the
results and agree on a way forward. Of the 77 experts invited
to participate, 66 (86%) participated in round 1, 56 (73%)
participated in round 2, and 49 (70%) participated in round 3
(Figure 3). All EAB members were invited to join the writing
committee, and those who accepted are the coauthors of this
paper.

Figure 3. Rounds and participants of the modified qualitative Delphi process.

From October 2019 to May 2020, we conducted a modified
version of a 3-round qualitative Delphi survey based on
published methodology [24]. The goal of the CDISC RWD
Connect modified qualitative Delphi survey process was to
answer the following questions: what are the priorities, needs,
and challenges around the use of CDISC data standards outside
regulated clinical trials; how can CDISC minimize the barriers
to implementing CDISC standards for RWD; and what are the
requirements for potential tools and educational materials for
implementation support? The Delphi questionnaire is presented
in Multimedia Appendix 4.

In November 2019, the first round of the qualitative Delphi
survey was sent to the EAB. The survey comprised 2 sections:
section 1 with questions for background information and section
2 with questions for the generation of group statements, as
described in the CDISC RWD Connect: Report of Qualitative
Delphi Survey [7]. During this first round, we received 50
answered surveys, which included perspectives and insights
from at least 66 participants globally (at least 8 answered
surveys had consolidated answers from multiple people within
a team). From the responses obtained from the first round of
the qualitative Delphi, we developed a summary of group
statements containing the prevailing views of the EAB.

In February 2020, a second round of the qualitative Delphi
survey was sent to the EAB. In it, participants were provided
with group statements and were given a chance to state whether
they agreed with each group statement and how they would

modify it. We did not add any new questions. During the second
round, we received 44 completed surveys from 56 participants.

In April 2020, the third and final round of the qualitative Delphi
survey was sent to the EAB, and participants had a chance to
review the final version of the group statements and share
whether they strongly agreed, moderately agreed, or disagreed
with each of the statements and their reasons for the same.
During the final round, we received 45 completed surveys from
49 participants.

Use Cases
Examples are an effective way of showing how CDISC
standards can be deployed in use cases outside regulated clinical
trials. There are creative and innovative studies already being
performed globally in various organizations that make use of
CDISC standards. A key part of this study was to collect a
number of these use cases from CDISC’s existing network of
partners and collaborators, as well as to ask for use case
recommendations from the EAB.

To collect information on the selected use cases, we performed
phone interviews and reviewed databases, presentations, and
other documentation relevant to the experience of using CDISC
standards for RWD [7].
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Results

Overview
In total, 66 experts were included, and 139 feedback instances
were collected and analyzed. There was broad agreement that
the standardization of RWD is necessary, and the primary focus
should be on its ability to improve data sharing and the quality
of evidence. The RWD diagram shown in Figure 2 was
extensively discussed by the EAB through the Delphi process.
Approximately 49% (32/66) of the participants strongly agreed
with the final version of the diagram, 42% (28/66) moderately
agreed, and 9% (6/66) disagreed.

The priorities of data resources for the CDISC RWD Connect
Initiative, as agreed strongly among the experts, included EHRs
with a particular interest in data shared using the HL7 FHIR
standard, data stemming from observational studies, and
wearable devices and patient-reported data. The experts
recommended that a gap analysis be performed, as there are
different standardization stakeholders in these areas. An official
mapping between CDISC and other standard terminologies and
a common model to represent the data across different sources
was considered necessary. Efforts have been undertaken to fill

this void, such as the BRIDG model work group and the FDA
CDM Harmonization project [25,26]. This work could be
extended to use CDISC as a common model based on existing
standards. The duplication of effort should be avoided where
possible.

Participants’ Background Information
During the first round of the qualitative Delphi survey, which
was the most comprehensive and had the greatest impact on the
results of this process, we received 50 answered surveys, which
included the perspectives and insights from at least 66
participants globally (at least 8 answered surveys had
consolidated answers from multiple people within a team). The
respondents represented the following continents: Americas,
49% (32/66); Asia, 29% (19/66); Europe, 20% (13/66); and
Africa, 2% (1/66). Regarding the represented institutions, 34%
(22/66) of the participants represented universities, 24% (16/66)
government organizations, 15% (10/66) research centers, 13%
(9/66) nonprofit organizations, 6% (4/66) international
organizations, and 8% (5/66) others, including hospitals,
software companies, and other enterprises. Approximately 95%
(63/66) of the participants had experience with RWD, with
varying degrees of expertise (Table 1). The Acknowledgments
section contains a list of institutions represented in the EAB.

Table 1. Expert advisory board participants’ experience with real-world data (RWD; not mutually exclusive; N=66).

Participant, n (%)Participant experience

27 (21)I have conducted experimental research or academic studies using RWD that were not intended for regulatory
submission.

24 (19)I have conducted observational research studies (cohort study and case control etc).

24 (19)I have worked with routine health care data.

20 (16)I have worked with public health data (surveillance and public health programs).

17 (13)I have worked with multiple RWD sources to conduct research around health care delivery.

6 (5)I have not worked with RWD.

1 (1)I attempted to use RWD data but gave up because of challenges.

9 (7)Other

Benefits and Opportunities From Standardization of
RWD
We also asked what participants saw as the primary benefits
and opportunities from the standardization of RWD, and
specifically, how they would make this case to their colleagues.
Most participants (53/66, 80%) strongly agreed that the primary
benefits and opportunities from RWD standardization focused
on the ability to share data and improve the data quality.
Specifically, they stressed that a CDM with no additional
mapping was important. As one respondent stated, “achieving
accurate results requires a common language, harmonization,
and codified and structured data.” Respondents acknowledged
that implementing standards requires significant investment.
However, the use of data standards and vocabularies could
enable standard data collection, machine readability, automated
data extraction from EHRs, data pooling, an increase in
statistical power and scalability (especially for neglected or rare
diseases), reproducibility, and allow long-term follow-up of a

clinical trial. All of these benefits could be achieved while
saving time and effort, enhancing productivity, and speeding
the publication of results, which essentially enables findability,
accessibility, interoperability, and reusability (FAIR) data
principles [27,28].

Participants also noted that with the increased standardization
of RWD, there might be an opportunity to better understand
RWD and to improve or optimize the study design, which could
facilitate more research studies being able to use RWE to
support regulatory decision-making. Participants also noted that
standards would be key to using data acquired via devices,
especially in Bring Your Own Device research, and for
leveraging other sources of data (eg, claims data). Standards
can also increase consistency in clinical trial initiation and
execution in both academic and industry settings, which could
speed the development of new therapies and treatments. Others
noted that standards could reduce the cost of archiving and
long-term storage of data, allow for ethics and privacy protection
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to be more strictly addressed, and contribute to the learning
health care system [29,30].

Priority Components for CDISC RWD Connect
We asked participants to share which types of RWD CDISC
should focus on first and why. Below is a summary of the
participants’ answers after 2 rounds of revisions based on the
feedback received. Of note, 62% (41/66) of the participants
strongly agreed with the following summary of the priorities
and the rationale, and 38% (25/66) moderately agreed with
them.

The responses to why CDISC should prioritize EHRs were as
follows: EHRs are one of the most available and largest data
sources; EHRs are already in electronic format; EHRs contain
important and essential information directly relevant to the
patients’ health status; it would allow us to identify how EHRs
could be improved to support better RWE; and EHRs will be
the hardest to implement but the most important source of data
for the generation of RWE.

The responses to how CDISC should prioritize the
harmonization of their standards with HL7 FHIR were as
follows: by harmonizing CDASH data elements with FHIR; by
working with HL7 working groups to connect clinical research
with health care, to update FHIR resources, or develop new
FHIR resources needed for research; and by creating a canonical
representation of FHIR in CDISC ODM as the electronic data
capture vendors will likely be using ODM to ingest and share
data from EHRs.

The responses for why CDISC should prioritize observational
study data were as follows: observational study data are far less
developed in terms of standard use compared with EHRs, and
observational studies and pragmatic clinical trials collect similar
data to randomized clinical trial data that can be leveraged to
inform clinical or policy decision making [31]; CDISC should
collaborate with Observational Health Data Science and
Informatics (OHDSI)–OMOP CDM on observational research
data; as standardized data can be shared and reused more
broadly, observational studies using standards will have a greater
impact; and the OMOP CDM is a standard-on-the-rise (for
observational studies) that should be considered.

Secondary areas of focus should include data commons,
registries, mobile health (including automatically generated
data), billing records, and medical claims data.

The EAB also mentioned that before broadening the scope of
CDISC, a gap analysis and insight into other standardization
stakeholders should be conducted. There are already many
standards for some of the areas above and often institutional
standards as well. At a minimum, to help aggregate and analyze
data from these different systems, a published mapping between
CDISC controlled terminology and other standard terminologies
used for the same data element might be useful; however, the
potential lack of equivalence could be problematic. Given that
many standard terminologies used in health care do not contain
explicit definitions for the concepts contained therein, these
mappings could potentially improve those terminologies as
CDISC defines all of its controlled concepts. CDISC should
also focus on the fundamentals of how to model and represent

data and how to manage changes. Unless these are done well,
building new additional standards on top of poor foundations
will not necessarily bring any benefit. It was the opinion of
some on the EAB that some CDISC models have underlying
principles, mainly in the areas of data types and data modeling,
that can make the implementation challenging. The EAB has
recommended augmenting and extending CDISC standards with
generalized forms and classes of RWD to address these issues.

Standards for Devices and Wearables
There are significant challenges related to implementing data
standards for innovative data collection technologies, such as
consumer wearables (eg, Fitbit [Google LLC], Apple Watch
[Apple Incorporated], and other monitoring devices). The data
itself suffers from credibility, accuracy, and reliability issues
associated with proprietary, nonclinically tested algorithms that
differ across vendors. This naturally leads to interoperability
issues when comparing the same data across different devices;
that is, given two different proprietary algorithms, one cannot
say that a heart rate measurement is the same across two
different devices. Concern was also expressed around privacy,
data ownership, and inequitable access, which may leave certain
populations out of the analysis. Finally, the current
direct-to-consumer marketing approach ensures that there is
very little incentive for competing companies to standardize
and harmonize among each other.

Patient Perspectives in RWD
There was general agreement that the perspective of the patient,
with respect to the collection and use of RWD, is vitally
important to ensure the ethical use of the data. However, there
was no consensus as to whether the patients' perspective
regarding the use of data standards was relevant. At the very
least, it was thought that data standards should enable data
sharing with the patients themselves and help clinicians make
decisions about patient care. Collaboration with professional
organizations such as clinical medical societies and disease
foundations, as well as patient advocacy groups, was thought
to be of value in this effort. A good place to start with respect
to patient-valued data standardization was with the
standardization of patient-reported outcome data models and
measures. Another potential resource currently under
development is the Critical Path Institute’s Best Practice
Recommendations for ePRO Dataset Structure and
Standardization to Support Drug Development, which uses
CDISC standards.

In addition, patient groups should be educated about the benefits
of data standards and how this can lead to better and more
efficient data sharing. Increasing patients’ awareness of the
usefulness of the data for themselves and for knowledge
generation would ensure strong, patient-lead advocacy groups
that promote data standards.

Making the Case for Using CDISC Standards for RWD
Participants were asked what they saw as the main challenges
in academic clinical research that could be overcome with the
increased standardization of RWD. Their responses focused on
issues related to the different sources of data, inconsistency in
data collection, inconsistencies in the data, text fields, poor
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integration and interoperability, too many standards used or
none at all, no standards analysis or meta-analysis tools that
results in the development of in-house standards, mapping and
the accompanying loss of data or errors, and finally, lack of
awareness regarding standards and harmonization of clinical
trial initiation and conduct across academic clinical research
sites, all of which contribute to the creation of data silos.

Tools or Support Needed
We asked participants what tools or support would be helpful
in the implementation of CDISC standards to support RWD in
academic settings. The responses focused on providing data
collection templates, CDMs, standard user guides, and
dictionaries. It was reported that data collection templates
containing preannotated fields that link data collection activities
to CDISC standards would be useful. In addition, CDISC
standards would need to be expanded to include those elements
commonly collected and analyzed in observational studies.
Finally, educational and training opportunities for CDISC
standards will be required to support those working in academic
research.

Robust software tooling would also be needed to enable efficient
data collection, mapping, quality control or validation,
integration, transformation, and analysis. Ideally, software
tooling should be open-source, easy to use, flexible, and
web-based, containing CRFs and ODM files with built-in
CDASH and SDTM coding. Given the heterogeneity of systems
used across health care and academic institutions, novel software
tooling should be able to interact with the existing standards,
such as HL7 FHIR. Mapping across data elements and
dictionaries to marry in-house standards with CDISC-standard
variables and terminology would also be a useful feature in any
software tool. Terminology and metadata validation tools based
on open-source Export, Transform, and Load (ETL) tooling
may help with quality control issues. These tools would also
need to be usable and supported by regulatory agencies.

Building Knowledge and Expertise on CDISC
Implementation
We also asked about the most effective ways to build knowledge
and expertise on the implementation of CDISC standards in
academic institutions. The responses included providing funding
for capacity building (eg, award grants to academic institutions
and fund institutional roles to support implementation). One
respondent noted that CDISC has a role in communicating with
research investors or funders to streamline requirements and
competing standards across funder organizations. Other
recommendations included collaboration and compromise with
and among institutions, creation of a certification program,
development of simple, free web-based tools (eg, templates for
CRFs, data dictionaries, and data sets based on real-world
scenarios), documenting and highlighting the use cases and
demonstrations, and providing web-based and on-site training.

Discussion

Principal Findings
Existing standards support many facets of human health
activity–related data and clinical research. However, there is a

lack of standardization for the process to derive RWE from
RWD, which results in limited use of RWD in clinical medicine
and therapeutics development. CDISC standards have been
successfully used in trial-based data management for regulated
research worldwide. CDISC aims to extend its standards to
support RWD to bridge the existing gaps. However, the
complexity of CDISC standards, lack of awareness and incentive
to use a new standard, and insufficient training and
implementation support were reported to be barriers to setting
up standards for RWD following the CDISC methodology,
although CDISC has been successful in the trial-based data area.
As commented, potential solutions include building use cases
for using CDISC for RWE studies, developing tools and support
systems, and collaborating with other standards and initiatives
(Multimedia Appendix 2).

Barriers to the Use of CDISC Standards for RWD
EAB participants identified the most significant barriers to using
CDISC standards in academic settings for RWD. First, it was
reported that CDISC standards were considered to be more
complex than those used currently for RWD and that their
implementation in an academic setting might be burdensome
because of unstructured data. There are likely insufficient
financial and trained human resources within academic
institutions to put toward an implementation. Granting agencies
should consider including resource allocation for the use of data
standards within their awards. Free, open-source, and
easy-to-use tools that incorporate CDISC standards, as well as
free or reduced-price training, could also be used to support the
implementation of data standards within academic institutions.

Second, there are real gaps in CDISC standards related to RWD
that prevent their use in fully supporting RWD at this time. It
was the opinion of some on the EAB that some CDISC models
have underlying principles, mainly in the areas of data types
and data modeling, that can make their implementation
challenging. For example, data elements related to longitudinal,
prospective, and observational study designs are not sufficiently
modeled in CDISC standards currently. The EAB recommended
augmenting and extending CDISC standards with generalized
forms and classes of RWD to address these issues. A gap
analysis between CDISC and OMOP data elements could be
the first step in reducing the disparity.

Third, there may be insufficient knowledge of the value of data
standards, and more specifically, CDISC standards, coupled
with a lack of real and perceived incentives for using standards
within institutions such that implementation of CDISC standards
may be considered a low priority. In addition, the value of the
use of CDISC standards, which has been established in certain
sectors (eg, pharmaceutical industry), might not be as well
known outside of the regulated research context. An increase
in public presentation and publication of case studies showing
the enormous value of CDISC standards would go a long way
toward educating groups outside of the pharmaceutical industry.

Finally, RWD is currently supported by a number of disparate
CDMs, standards, and terminology in use by EHRs, insurance
claims systems, and medical billing systems in varying degrees
of development; however, they are not connected to one another.
These data models, standards, and terminologies are not usually
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the same as CDISC, which would require harmonization or
mapping to remedy. Currently, there is little incentive for EHR
vendors and health care providers to adopt data standards.
Furthermore, academic institutions may lack CDISC-trained
human resources, which would require financial and temporal
resources to remedy. In addition, academic institutions may use
multiple disparate systems within and across organizations that
would disallow standardization even within a single institution.
There is also insufficient knowledge on the importance of data
standards and, more specifically, a perceived lack of benefit to
using CDISC standards beyond reporting to regulatory agencies.
For example, journal publication of results does not require the
use of data standards of any kind.

The Future of RWD and CDISC Standards
CDISC initiated the CDISC RWD Connect Initiative with the
aim of developing a vision and strategy for the use of CDISC
standards for RWD. The following is a list of the key
requirements and steps to achieve this goal:

• Simple and flexible tools (eg, templates, plug-and-play
tooling, master user guide for mapping and terminology,
and open-source file formats)

• Free or affordable training and education (eg, quick start
for academics, one-to-one training to create new resources
or apps, or registries using CDISC standards)

• Support for standardization of EHR data (eg, decrease the
use of open text fields in EHRs to facilitate artificial
intelligence data extraction from physician’s notes, use new
terminologies, and collaborate with health care standards
experts and vendors to align and design systems that bridge
the health care to research gap) while being mindful of the
fact that the primary role of EHRs is patient care, and this
process should, therefore, minimize the impact on providing
that care

• Publication of use cases that demonstrate the value in the
use of CDISC standards outside regulated clinical trials

• Standardization across terminologies used by health care
and research

• Simplification where possible and minimizing the number
of standards

• Regulation and requirements; specifically, where data
cannot be standardized at collection, regulatory
requirements must be established to confirm the validity of
the mapped data

• Ongoing support for implementation (eg, information
technology staffing, 24-hour support, data standards experts,
and data warehouse expertise in staff to help implementers)

• Champions and key opinion leaders to support or influence
the use of standards and cooperation

• Development of a well-defined purpose and scope for the
use of CDISC standards for RWD

• Financial support for development, maintenance, and
implementation; specifically, resources are needed for
implementation support in the form of educational programs
and consulting services

• Incentives in the form of grants to consortiums
implementing CDISC standards, free education, free CDISC
membership, and granters allowing budget lines for the use

of standards and other funding mechanisms can also help
encourage the use of CDISC standards

Areas of Nonagreement During the Qualitative Delphi
Process
For the most part, EAB participants were able to reach a
consensus on the main areas of discussion. However, there were
some specific issues on which consensus was not reached.
Participants had different ideas regarding the types and sources
of data that could be considered RWD. Most participants agreed
that RWD standardization efforts should focus on EHRs as a
priority. However, the few who strongly disagreed explained
that the implementation of CDISC standards in EHRs would
be difficult and that HL7 FHIR was addressing the EHR space.
Registries were another area of nonagreement, with some
participants prioritizing registry data standardization and others
saying it should not be a priority. Finally, some participants
maintained that CDISC standards should be made easier to use
before attempting to expand their scope, whereas others
proposed improving the standards in parallel with exploring
and testing the expansion of use for RWD.

Limitations
This survey was sampled by convenience; therefore, we were
not able to generalize the results of the survey to all settings of
RWD generation and use. This project was also geographically
limited, as most participants originated from North America
and Europe and to a lesser extent from Asia and Africa. We
note that the risk for bias is present because of the reasons for
which people chose to take part in the Delphi survey.

Conclusions
The CDISC RWD Connect project sought to better understand
the barriers to implementing CDISC standards for RWD and
to articulate steps toward making CDISC standards easier to
use in settings outside regulated clinical trials.
Recommendations included identifying the tools and guidance
needed for consistent implementation and the expansion of
CDISC standards to accommodate data stemming from
observational studies, which account for a large amount of
available clinical data. Other potential standards development
focus areas included data commons, registries, mobile health,
and billing and medical claims.

Other practical steps included bringing the standards up to date
with current data science technology, making implementation
guides easier and more intuitive to be implemented by novice
users, and creating a number of tools, strategies, and adaptations
to facilitate and promote the use of RWD. Examples included
augmenting the SDTM with generalized forms and classes of
RWD, creating simpler and more flexible templates and tools,
providing free or affordable training and education, increasing
regulations and requirements for RWD standards, encouraging
champions and financial support, and disseminating concrete
examples of the implementation of CDISC standards for RWD.
Underpinning these steps, CDISC should support a community
of practice that highlights successful implementations and shares
their experience by publishing use cases and presenting at
conferences and connectathons. Finally, global regulatory
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support and mandates from funders of academic studies were
also cited as key factors in fostering implementation.

There is a unique opportunity for CDISC to broaden the scope
of its suite of data standards to accommodate and connect with
RWD to better facilitate RWD sharing. We believe that CDISC
standards can provide FAIR structure and semantics for common

clinical concepts and domains and help bridge the gap between
RWD and clinical trial–generated data for the benefit of all
stakeholders. CDISC will use the findings and recommendations
from the RWD Connect initiative as inputs to their strategic
plan and take the next steps toward developing standards, tools,
and guidance for the use of RWD in global regulatory
submissions.
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