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Abstract

The use of machinelearning to develop intelligent software toolsfor the interpretation of radiol ogy images has gained widespread
attention in recent years. The development, deployment, and eventual adoption of these models in clinical practice, however,
remains fraught with challenges. In this paper, we propose a list of key considerations that machine learning researchers must
recoghize and address to make their models accurate, robust, and usable in practice. We discuss insufficient training data,
decentralized data sets, high cost of annotations, ambiguous ground truth, imbalance in class representation, asymmetric
misclassification costs, relevant performance metrics, generalization of models to unseen data sets, model decay, adversaria
attacks, explainability, fairness and bias, and clinical validation. We describe each consideration and identify the techniques used
to addressit. Although these techniques have been discussed in prior research, by freshly examining them in the context of medical
imaging and compiling them in the form of a laundry list, we hope to make them more accessible to researchers, software

developers, radiologists, and other stakeholders.
(IMIR Med Inform 2021;9(9):e28776) doi:10.2196/28776
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Introduction

Although radiology imaging has emerged as an indispensable
tool in diagnostic medicine, there is a worldwide shortage of
qualified radiologiststo read, interpret, and report these images
[1,2]. The volume of imagesis growing faster than the number
of radiologists. The high workload that this causes leads to
errors in diagnosis because of human fatigue, unacceptable
delays in reporting, and stress and burnout in radiologists. On
the other hand, artificial intelligence (Al) and machinelearning
models have shown remarkable performance in the automated
evaluation of medical images [3-5]. In this situation, hospitals
are increasingly drawn toward adopting computer-aided
detection technologiesfor processing scans. Thesetechnologies
show considerable promise in improving diagnostic accuracy,
reducing reporting time, and boosting radiologist productivity.

https://medinform.jmir.org/2021/9/e28776

Supervised machine learning, the most common form of
machine learning, works in two phases. In the first phase, the
algorithm implemented as a software reads a training data set
consisting of images along with their corresponding labels. It
processes these data, extracts patterns from it, and learns a
function that maps an input image to its corresponding label.
Thelearned mapping function along with the extracted patterns
aremathematically represented in theform of thetrained model.
This is called the training phase. In the second phase, called
the inference phase, the trained model is used to read input
images and make predictions. Artificial neural networks are a
class of machinelearning algorithms; artificial neural networks
with many layers are called deep neural networks. In the
literature, the terms deep learning, Al, and artificial neural
networks tend to be used interchangeably. In this paper, we use
machine learning to broadly refer to all the terms mentioned
earlier in addition to conventional machinelearning algorithms,
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such as linear regression, support vector machines, decision
trees, and random forests.

The development of machine learning models for radiology
involves many challenges. High-quality training data are vital
for good model performance [6] but are difficult to obtain.
Available datamay lack volume or diversity. It may be scattered
across multiple hospitals. Even if the image data are available,
they may not be labeled. Radiology scans suffer from a high
degree of interreader variability, where 2 or more radiol ogists
label the data inconsistently [7,8]; this may lead to noise or
uncertainty in the ground truth labels. The distribution of target
classes may be heavily skewed, especially for rare pathologies.
Thisimbalancein class representation is often accompanied by
unegual misclassification costs across classes. Care must be
taken when dealing with imbalanced data sets, and this
sometimes requires using special performance measures[9]. A
model that works well on data from one hospital may perform
poorly on datafrom adifferent hospital [10]. Similarly, amodel
deployed in practice at a hospital may experience a gradual
decay in performance at the same hospital [11]. Machine
learning model s have been shown to be vulnerableto malicious
exploits and attacks [12-14]. To support adoption by
radiol ogists, the deployed models should be ableto explain their
decisions[15], and they should not discriminate patients on the
basis of gender, ethnicity, age, income, among others [16].

This study has a simple structure. In the Key Considerations
section, we enumerate the key considerations that machine
learning researchers should acknowledge and address. For each
consideration, we describe the common challenges and their
significance before suggesting solutions to overcome them. In
the Conclusions section, we discuss other overarching
limitations that hinder the adoption of machine learning in
clinical radiology practice.

Key Considerations

Insufficient Training Data

Machinelearning models are datahungry, and their performance
depends heavily on the characteristics of the data used to train
them [6]. Thetraining set size hasadirect and significant effect
on the performance of the models. However, the heterogeneity
and diversity of the training data influence the ability of the
models to generalize to unseen data sources [17]. To develop
robust machine learning models, researchers need access to
large medical data sets that adequately represent data diversity
in terms of population features such as age, gender, ethnicity,
and medical conditions and imaging features such as equipment
manufacturers, image capture settings, and patient posture. Most
available data sets in medical imaging do not meet these
requirements [18-20]. As many critical conditions have low
rates of occurrence, very little data are available for them.
Machine learning models trained using these scanty data to
diagnose rare conditions fail to perform well in practice even
if they demonstrate good performance in retrospective
evaluations.

Several methods have been proposed for dealing with
insufficient data for training models. Data augmentation
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techniquesincluding geometric transformations and col or-space
transformations can enhance the quantity and variety of training
data[21]. Generative adversarial networks have shown success
in generating synthetic images for rare pathologies, which can
be further used for model training [22]. Although these
techniques alow models to be trained on scarce data by
artificially increasing the variation in the data set, they cannot
serve as a substitute for high-quality data.

Decentralized Data Sets

Many medical datasetsare naturally distributed across multiple
storage devices connected to networks owned by different
institutions. In traditional machine learning settings, these data
sets need to be consolidated into a single repository before
training the models. Moving large volumes of data across
networks poses severa logistical and legal challenges [23].
Government policies such as the General Data Protection
Regulation [24], the Hedth Insurance Portability and
Accountability Act [25], and the Singapore Personal Data
Protection Act [26] also stipulate restrictions on sharing and
movement of data across national borders.

Privacy-preserving distributed learning techniques such as
federated learning [27] and split learning [28] enable machine
learning models to train on decentralized data sets at multiple
client siteswithout moving the dataand compromising privacy.
Implementing these techniques, however, entails additional
overheads, which may render the exercise unfeasible. These
overheads include the high cost of developing software that
supports these technol ogies, the high network communication
bandwidth required, the orchestration effort in deploying it at
multiple sites, and the possibly reduced performance of the
predictive models [29]. Federated learning generates a global
shared model for al clients, leading to situations where, for
some clients, the local models trained on their private data
perform better than the global shared model. In such situations,
additional personalization techniques may be required to
fine-tune the global model individually for each client [30].

High Cost of Annotations

Supervised machine learning requires the annotation of
radiology images before they can be used to train the model.
Image-level annotations classify each image into one or more
classes, whereas region-level annotations highlight regions
within an image and classify each region into one or more
classes. Asthe predictive performance of the model is directly
influenced by the quality of the annotations, it isimperative that
the data are annotated by qualified radiologists or medical
practitioners [31]. This makes the process of annotation
exorbitantly expensive in many cases.

Several efforts have been made to use natural language
processing (NLP) techniques to automatically annotate images
by extracting labels from radiology text reports [32-34].
Semisupervised approaches can be used when a small amount
of labeled data are available along with a larger amount of
unlabeled data [35,36]. As manual annotations are expensive,
Al-based automated image annotation techniques can be
considered [37].
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Ambiguous Ground Truth

As hospital data sets usually contain images accompanied by
their text reports, many projects are kickstarted by using NLP
techniques to automatically annotate the images using the
reports. Radiology reports, however, vary widely in their
comprehensiveness, style, language, and format [38]. Even if
state-of-the-art NLP manages to accurately extract al the
findings from the text report, the report itself may not mention
al the findings. Olatunji et a [39] showed that thereisalarge
discrepancy between what radiol ogists seein animage and what
they mention in the report; reporting radiologists usually
document only those findingsthat are relevant to theimmediate
clinical context and are likely to miss reporting nonactionable
or borderline findings.

Radiology images suffer from significant interreader variability,
where 2 or more experts may disagree on the findings from a
scan [7,8,40-43]. Sakurada et al [44], for instance, report low
interreader K values ranging from 0.24 to 0.63 for assessment
of different pathologies from chest radiographs. In practice,
annotation workflows generally engage asingle reader to assign
ground truth labels to images. An improvement over this
involves engaging multiple independent readers and considering
their majority vote as the ground truth label. However, single
reader or majority vote approaches may miss labeling
challenging but critical findings.

Thisrisk can be mitigated by using multiphase reviews [45] or
expert adjudication [46] to create high-quality labels.
Majkowska et a [46] showed that adjudication improved the
consensus among radiol ogists to 96.8% compared with 41.8%
after the first independent readings when assessing chest
radiographs. Raykar et a [47] proposed a probabilistic approach
to determine the hidden ground truth from labels assigned by
multiple radiologists and demonstrated that this method is
superior to majority voting. In some clinical settings, radiology
imaging is used for initial screening before conducting
subsequent confirmatory tests. For example, chest x-ray scans
may be used as afirst-line test before subsequently conducting
a computed tomography scan, laboratory tests, or biopsy. Data
from these subsequent tests, if available, should be used to
validate and correct the |abels assigned to the images from the
screening test. In situations where human-labeled ground truth
isnoisy or ambiguous, devel oping aprocessto reduce variability
and improvelabel quality may yield better model sthan attempts
to improve model performance on the original 1abels by other
means.

Imbalancein Class Representation

Class imbalance occurs when all label classes are not equally
represented in the training data set [48]. This is a common
situation when building binary classifiers for medical data sets
where the number of normal examples in which the target
abnormality is absent is many times larger than the number of
abnormal examplesinwhichit ispresent. As machinelearning
models are usually trained by optimizing aloss function across
al training examples, the trained models tend to favor the
majority class over the minority class. Researchers have
empirically evaluated the adverse effect of class imbalance on
classification performance in several studies[9,49-53].
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Class imbalance can be handled at the data level or the
algorithmic level. Resampling strategies can be used to address
imbalances in the training data by either undersampling the
majority classes or oversampling the minority classes. Many
comparative evaluations of these approaches exist, sometimes
with contradictory conclusions. Drummond et a [54], for
instance, argued that undersampling works better than
oversampling, whereas Batista et a [55] reported superior
performance using oversampling. However, we caution the
reader against hasty generalizations and note that these
comparisons are highly dependent on the data set, the machine
learning agorithm, the sampling technique used, and the
parameters of the experiments. Chawla et a [56] proposed the
synthetic minority oversampling technique, a technique to
generate synthetic examplesto balance the data set, and showed
that the combination of synthetic minority oversampling
technique and undersampling performs better than plain
undersampling or oversampling. Similarly, oversampling can
also be performed using geometric augmentations, color-space
augmentations, or generative models to produce synthetic
images. An imbalance in the number of examples can also be
addressed at the algorithmic level using methods such as
one-classclassification, outlier or anomaly detection, regularized
ensembles, and custom loss functions [9,57-60].

Asymmetric Misclassification Costs

Standard machine learning settings assume that all
mi sclassifications between classes are equal and incur the same
penalty. This assumption is not true for many medical imaging
problems. For example, the cost of classifying a normal scan
as abnormal may be very different from the cost of classifying
an abnormal scan as normal.

This asymmetrical nature of the classification problem can be
handled either at the time of deployment or during development.
Thetrained model can be tuned to achieve higher sensitivity or
specificity according to the requirements at deployment time.
Alternatively, the variation in misclassification penalties can
be represented as a cost matrix, where each element C(i,j)
represents the penalty of misclassifying an example of class i
as class j. The model can then be trained by minimizing the
overal cost as defined by the asymmetrical loss function. For
more details, we refer the reader to the literature on
cost-sensitive learning [9,61,62].

Relevant Performance M easures

Machine learning researchers and practitioners tend to ignore
the question of how model performance should be evaluated in
cases of imbal anced data sets and asymmetric misclassification
costs. Most binary classification models produce a
continuous-valued output score. This score is converted into
discrete binary labels using a cutoff threshold. Owing to its
simplicity, it is tempting to use accuracy, defined as the
percentage of predictions that are correct, as a measure of
performance. However, in the case of imbalanced data sets,
accuracy is ineffective and provides an incomplete and often
misleading picture of the ability of the classifier to discriminate
between the two classes [63,64].
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Using two or more measures such as sensitivity, specificity,
and precision, provides a better picture of the discriminative
performance of a classifier [65]. However, these measures
depend on the cutoff threshold mentioned earlier. Furthermore,
the decision to set the threshold is often guided not by
technology but by business or domain concerns. Comparing the
two models by considering multiple performance measures
across different operating thresholdsis challenging. The receiver
operating characteristic curve, on the other hand, captures the
model performance at all threshold operating points. The area
under the receiver operating characteristic curve (AUROC) thus
serves as a single numerical score that represents the

Kulkarni et al

performance of the model acrossall operating threshold points.
This has made AUROC a metric of choice for reporting the
classification performance of machine learning models.
Unfortunately, AUROC too can be deceptive when dealing with
imbal anced data sets and may provide an overly optimistic view
of performance [9]. The precision-recall curve and the area
under it are more suitable for describing classification
performance when data sets areimbalanced [66,67]. Drummond
and Holte proposed cost curves that describe the classification
performance over asymmetric misclassification costs and class
distributions [68,69]. Table 1 shows how accuracy can be
misleading because of imbalanced data sets.

Table 1. Exampleillustrating how accuracy can be misleading in case of imbalanced data sets.

Predicted as negative Predicted as positive Total
Actual negative 80 10 90
Actual positive 5 5 10
Total 85 15 100

In the confusion matrix mentioned earlier, of 100 test examples,
90 are negative and 10 are positive. The classifier predicts 85
of them as negative and 15 as positive. This gives a high
accuracy of 0.85 and a high specificity of 0.89. However, the
complete picture is seen when we consider the low sensitivity
of 0.50 and precision of 0.33.

Generalization of Modelsto Unseen Data Sets

Machine learning models are routinely evaluated on a hold-out
set taken from the same source as the training set [70]. The
available data are divided into two parts. One part is used to
train and validate the models. The second part, called the test
set or hold-out set, is used to estimate the final performance of
the trained model when deployed. The underlying premise is
that the data used to train the model are representative of the
data that the model will encounter during clinical use. This
assumption is often violated in practice, and this makes the
performance on the hold-out set an unreliableindicator of future
performance in clinical deployment.

Poor generalization of models to diverse patient groups is one
of the biggest hurdles for the adoption of Al and machine
learning in health care. One reason for the poor generalization
is the difference in the image characteristics between images
from thetraining sites and those from the deployment site. This
variation, also known as data set shift, can occur because of
differences in hospital procedures, equipment manufacturers,
image acquisition parameters, disease manifestations, patient
populations, among others. Owing to the data set shift, models
trained using data from one hospital may perform poorly on
datafrom another hospital [ 71]. We note here that thisinability
to generalize to data setsfrom an unseen origin isdifferent from
the problem of overfitting, where the model shows poor
performance even on test sets from the same origin. Learning
irrelevant confounders instead of relevant features is another
reason why modelsfail to generalizeto datafrom unseen origins.
Machine learning models are notorious for exploiting
confounders in the training data. For example, Zech et a [72]
showed that a pneumonia classification model trained on data

https://medinform.jmir.org/2021/9/e28776

from 2 hospitals learned to leverage the difference between
prevalence rates at the 2 hospitals instead of the relevant visual
features.

Data augmentation can improve model generalization by
increasing the variations in the training set [73]. Image
processing techniques, including standardization, normalization,
reorientation, registration, and histogram matching, can be used
to harmonize images sourced from different originsand remove
domain bias. However, Glocker et a [74] showed that even
with a state-of-the-art image preprocessing pipeline, these
techniques for harmonization were unable to remove
scanner-specific bias, and machinelearning modelswere easily
able to discriminate between the different origins of the data.

Domain adaptation techniques can be used to fine-tune models
to anew target domain by narrowing the gap between the source
and target domainsin adomain-invariant feature space[75-79].
On the other hand, domain generalization techniques attempt
to train model sthat are sensitive only to features relevant to the
classification task but insensitive to confounding features that
differentiate between the domains [80-85].

Model Decay

Model decay refersto the phenomenon in which the performance
of a deployed machine learning model deteriorates over time
[11]. Supervised machine learning agorithms extract patterns
from the training data to learn a mapping between independent
input variables and a dependent target variable. This process
involves making an implicit assumption that the data
encountered in deployment will be stationary and will not
change over time; this assumption is often violated in practice
because of the changes in hospital workflows, imaging
equipment, patient groups, evolving adoption of Al solutions,
among others.

Model decay occurs owing to changes in the underlying data.
These changes can be broadly classified into three types: (1)
covariate shift occurswhen there are changesin the distribution
of the independent input variables (eg, the average age of the
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population increases over time); (2) prior probability shift occurs
when there are changes in the distribution of the dependent
target variables (eg, the prevalence of aparticular diseasein the
target population may change because of seasonality or an
epidemic); and (3) concept drift occurs when there are changes
in the relationship between the independent and dependent
variables (eg, changes in a hospital’s diagnostic protocols or a
radiol ogist’sinterpretation regarding which visual manifestations
should or should not be considered indicative of a pathology).
These changes can be sudden, gradual, or cyclic.

Detecting model decay requires continuous monitoring of the
deployment time performance against a human-labeled
subsample of the data. If the performance drops below a
predetermined threshold, an alarm is triggered, and the model
is retrained or fine-tuned using the most recent data. This
retraining can also be conducted periodically as a routine
maintenance activity. For more details, including theoretical
frameworks for understanding model decay or practica
solutions, readers can refer to additional reviews[11,86-89].

Adversarial Attacks

An adversarial exampleisconstructed by deliberately injecting
perturbations in the original image to trick the model into
misclassifying the label for that image [12]. Machine learning
models are susceptible to manipulation using such adversarial
examples [90,91]. Data poisoning attacks [13] introduced
adversarial examples in the training data to manipulate the
diagnosis of the model being developed. On the other hand,
evasion attacks [14] use adversaria examples to influence
predictions during deployment. Health care is ahuge economy,
and many decisions regarding diagnosis, reimbursements, and
insurance may be governed or assisted by algorithmsin the near
future. Hence, the discovery of these vulnerabilities has raised
pressing concernsregarding the saf ety and usability of machine
learning modelsin clinical practice.

Qayyum et al [92] provided a detailed taxonomy of defensive
techniques against adversarial attacks by grouping them into
three broad categories: (1) reconstructing thetraining or testing
data to make it more difficult to manipulate [90,93-96], (2)
modifying the model to make it more resilient to adversarial
examples[97-101], and (3) using auxiliary models or ensembles
to detect and neutralize adversarial examples [102-106].
Adversarial attacks and their countermeasures are an evolving
research area, and there are excellent reviews for the same
[107-109].

Explainability

The power of neural networks to uncover hidden relationships
between variables and use them to make predictionsistempered
by one disadvantage: the exact process the neural network uses
to arrive at adecision is unclear to humans. Thisiswhy neural
networks are sometimes called black boxes whose inner
workings cannot be observed. To what extent can we delegate
decision-making to machines while we remain unaware of how
the machine arrives at a decision is a key question that stands
intheway of adopting algorithmsin many industries, including
autonomous vehicles, law, finance, among others.

https://medinform.jmir.org/2021/9/e28776
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Algorithmic explainability is especially important in medicine,
where stakes are high, and thefield is proneto litigation. In the
context of radiology, explainability can be improved by using
localization models that highlight the region of interest within
the scan that is suspected to contain the abnormality instead of
classification modelsthat only indicate the presence or absence
of an abnormality. However, the development of localization
models aso requires training data to have region-based
annotationsin the form of bounding boxes or free-form masks.
Where region-based annotations are not available, saliency maps
[110] and explainability frameworks [111] can be used to
identify a region within the image that most contributes to a
particular decision. Another way to improve the user'strust in
the models is to predict a confidence score in addition to the
prediction. For example, instead of merely stating the prediction
“Probability of Tuberculosis: 75%,” the system should also state
the model’s confidence “Probability of Tuberculosis: 75%,
Confidenceinthisprediction: Low.” Deployment settingswhere
predictive models are used to autonomously make decisions
demand more stringent conditions of explainability than settings
where the model s are used to guide humans who make the final
decisions. A comprehensive analysis of explainersin thedomain
of computer vision was performed by Buhrmester et al [112].

There have been calls to limit the use of Al and machine
learning only to rule-based systemsin fields where algorithmic
decisions affect human lives [113]. These systems are
transparent and can trace the rel ationship between the input and
the output as a sequence of rules that humans can understand.
Wefind two problemswith this approach. First, one of the chief
advantages of using neura networks is that they can model
complex rel ationships that humans cannot understand, and this
is precisely what makes them so effective. Second, making
decision systems transparent and explainable also makes them
vulnerableto malicious attacks. A transparent rule-based method
to make decisions can be hacked, gamed, or exploited more
easily than ablack box system [114,115].

Fairness and Bias

Algorithmic systems play a key role in guiding decisions that
impact the delivery of health care to patients. Therefore, it is
desirable that these systems are free of societal biases and their
decisions are fair and equitable. Unfortunately, many existing
data sets [18,43] reflect the biases of the societies that they
represent [116], and it is difficult to detect and remove bias
inherent in the training data. Obermeyer et al [16] showed, for
exampl e, that awidely used al gorithmic system exhibited racial
bias against Black patients, which reduced the number of Black
patients eligible for extra care by more than half.

In principle, a predictive model is considered fair if it does not
discriminate patients on the basis of sensitive variables such as
gender, ethnicity, disability, and income. However, trandating
this seemingly simple principle into practice is a chalenging
issue. Researchers have developed numerous mathematical
definitions of fairness and techniquesto implement them [117].
One technique, for example, excludes sensitive variables from
theinput when training the model. Another techniqueisto tune
themodel so that it demonstratesthe samelevel of performance
as measured by sensitivity, specificity, among others, acrossall
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groups defined by the sensitive variables. Corbett-Devies and
Goel [118] show that although appealing, these techniques suffer
from significant statistical limitations and may adversely affect
the same groups they were designed to protect. Pleisset al [119]
show how different definitions of fairness can be mutually
incompatible, and a model designed to comply with one
definition may violate another equally valid definition.

Algorithmic bias and fairness are evolving fields of research
that lie at the intersection of machine learning, public policy,
law, and ethics. We believe that fairness is not inherently a
technological problem but a societal one. Coercing technology
to solveit can lead to automated systemsthat tick the right boxes
for some arbitrary definition of fairness but eventually end up
worsening social inequality and discrimination behind aveneer
of technical neutrality [120].

Clinical Validation

A comprehensive evaluation to assess the predictive
performance and clinical utility of amodel must be conducted
before it can be deployed in clinical practice. When amodel is
evaluated on a hold-out set collected from the same sources
from which the training data are collected, the evaluation is
caled an internal validation. When a data set from an unseen
source is used to evaluate the model, the evaluation is called
external validation. As described earlier in the section
Generalization of Models to Unseen Data Sets, the lack of
generalization to unseen data sources is one of the biggest
challenges in the adoption of machine learning in practice.
Despite this, only afraction of the published studies report the
results of an external validation [121]. Mahgjan et a [122]
presented examples to advocate the case for independent
external validation of models before deployment and described
a framework for the same. Park et a [31] proposed a
methodology with a checklist for evaluating the clinical
performance of the models. The TRIPOD statement [123]
provides guidelinesfor transparent reporting of the devel opment
and validation of prediction modelsfor prognosisand diagnosis
models. Although retrospective evaluations allow machine
learning developers to test their models on large and diverse
data sets, prospective evaluations allow testing in real-world
environments; both types of evaluations are equally important
and should be meticulously carried out before full-scale
adoption.
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Conclusions

We identify the key challenges that researchers face in
developing accurate, robust, and usable machine learning models
that can create value in clinical radiology practice. These
challenges and the techniques to overcome them have been
discussed previously in a piecemeal manner in prior research
literature. In this study, we re-examined them in the context of
medical imaging. By compiling them in the form of alaundry
list, we hope to make this research more readily accessible.

Hospital workflowsand practices vary widely from one hospital
to another, even within the same geography. This increases the
difficulty of seamlessly integrating predictive models into
hospital workflows. The nonuniformity in workflowsalso raises
the question of whether the reported performance of amodel is
reproducible in adifferent clinical context. Thisis an ongoing
research, and satisfactory solutions are yet to be found.

The ultimate objective of diagnostic machine learning models
is to improve patient outcomes. However, improvement in
diagnostic performance does not, by itself, cause an
improvement in patient outcomes [31]. Radiological diagnosis
isonly one of the many stepsthat eventually leadsto treatment.
Therefore, a computerized diagnostic system must be placed
appropriately in the workflow. How the system presents the
resultsto the reporting radiol ogist and what action the radiol ogi st
takes on receiving them are important factors that influence the
usefulness of the system in practice.

On the one hand, medical imaging isabroad and complex field
that encompasses numerous imaging modalities, pathological
conditions, and diagnostic protocols. On the other hand, machine
learning is an active area of research with thousands of new
techniques published every year. The combined diversity of
both fields along with nonuniform hospital practices, regulatory
restrictions on data sharing, and lack of standardized reporting
of resultsmakeit difficult to clearly assesstherole and potential
of machinelearning applicationsin medical imaging. Webelieve
that machinelearning has great potential inimproving diagnostic
accuracy, lowering reporting times, reducing radiologist
workloads, and ultimately improving the delivery of health care.
Torealizethis potential, however, a concerted across-the-board
effort will be required from physicians, radiologists, patients,
hospital administrators, data scientists, software developers,
and other stakeholders.
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Abstract

Physician burnout in the United States has been growing at an alarming rate, and health care organizations are beginning to invest
significant resources in combating this phenomenon. Although the causes for burnout are multifactorial, a key issue that affects
physiciansis that they spend a significant proportion of their time interacting with their electronic health record (EHR) system,
primarily because of the need to sift through increasing amounts of patient data, coupled with asignificant documentation burden.
This has led to physicians spending increasing amounts of time with the EHR outside working hours trying to catch up on
paperwork (“pajamatime”’), which is afactor linked to burnout. In this paper, we propose an innovative model of EHR training
using high-fidelity EHR simulations designed to facilitate efficient optimization of EHR use by clinicians and emphasize the
importance of both lifelong learning and physician well-being.

(IMIR Med Inform 2021;9(9):€29374) doi:10.2196/29374
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Introduction Is There a Relationship Between

Electronic Health Record Use and

Physician burnout is a significant problem in the United States

today. One study has suggested that over 50% of physicians
have experienced at |east one symptom of burnout; alarmingly,
the authors also noted that the frequency of burnout increased
by 10% in just three years (2011-2014) [1].

Therisk of burnout has only intensified because of the additional
stress on physicians caused by the COVID-19 pandemic [2],
further underscoring the urgent need to find a way to mitigate
this professional crisis.

https://medinform.jmir.org/2021/9/e29374
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Burnout?

Whilethe etiology ismultifactorial, the el ectronic health record
(EHR) has been strongly implicated in physician burnout [3],
particularly because physicians spend a substantial proportion
of their workday using the EHR. For example, primary care
physicians spend more than half of their workday (nearly 6
hours) interacting with the EHR, both during and after regular
patient care hours [4].

Commercial EHRs tend to be large, complex, clunky software
that are often not praised for their ease of use. Needless to say,
physician satisfaction with their EHR is generally low [5]. As
many as 70% of EHR users have reported health information
technology—related stress and a substantial proportion of

JMIR Med Inform 2021 | vol. 9 | iss. 9| €29374 | p.15
(page number not for citation purposes)


mailto:mohanv@ohsu.edu
http://dx.doi.org/10.2196/29374
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

physicians are unable to complete many of their EHR-related
tasks when at work. Therefore, they end up spending an
excessive amount of time[6] catching up on EHR “ paperwork”
(the irony of using this word in the context of the EHR is not
lost on us) at home. The implications for this are significant:
physicians who reported moderately high or excessive time
spent on EHRs at home had almost twice the risk of burnout

(71

Why Do Physicians Spend So Much Time
Catching Up on EHR Work After Hours?

The emphasis on clinical workflow efficiency (a phenomenon
that has seen a sharp increase in attention after the advent of
the EHR) coupled with theincreasing complexity of the medical
record hasled to an exponential increasein the amount of patient
datarecorded inthe EHR. Not only do primary care physicians
spend half their working day at the computer, about half their
timeinthe EHR isspent engaging in clerical and administrative
tasks (eg, documentation, order entry, billing, and coding) and
about a quarter of the remainder of their EHR time is spent
managing their inbox [8]. The clerical burden associated with
EHR use, a consequence of compliance and regulatory
requirements, may play a key role in promoting physician
burnout [9,10]. The amount of EHR time may increase with the
inclusion of more genomic and consumer data into the patient
record. Combine this with a rapid rise in the use of patient
portals due to the COVID-19 pandemic and the result is a
“perfect storm” of excessive data and cognitive burden [11].
Some of this can be mitigated by reducing administrative
requirements using regulation directed from the federal level
and optimizing clinical workflows. However, the continual
increase in the information needs of physicians highlights the
importance of ensuring that physicians are effectively trained
in how to use the EHR to effectively and efficiently perform
these tasks, thus minimizing pain points [12,13].

What Is the Root of the Problem?

One primary issue is that current models of EHR training are
limited. As EHR use has become ubiquitous in health care,
organizations have typically focused on providing initial training
on EHR use to clinicians. These initial training offerings
typicaly focus on basic EHR use but do not provide
opportunities to gain workflow proficiency. One study has
suggested that 43% of clinician users considered initial EHR
training to be “less than adequate” and almost 95% felt that it
could be improved [14].

Once they have completed basic EHR training, physiciansthen
learn EHR skills on the job and typically improve their EHR
use by the process of trial and error while interacting with the
system interface, by gleaning nuggets of best practices from
their peers, or by gaining additional insight when there is a
significant system update that typically necessitates rolling out
a new wave of EHR training. This is not only inefficient, but
also offers no certainty that what is gleaned in this on-the-job
fashion istruly the best way to use the system.

https://medinform.jmir.org/2021/9/e29374
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Additionally, current EHR training models are typicaly not
tailored to a physician’s unique workflow and information
needs—in essence, thetype of information, the way information
is retrieved, and the specifics of documentation are different
for, for example, an ambulatory obstetrician, a medical
intensivist, and a trauma surgeon. The current model of EHR
training, relying on a one-size-fits-all approach, is unable to
accommodate for these variationsin clinical workflows between
specialties and locations.

What Interventions Have Been Proposed?

Areas for potential interventions include the following: (1)
improving EHR-related training, (2) remodeling clinical
workflows, and (3) redesigning the EHR to better reflect optimal
workflows. In this paper, we present a viable model for
transforming EHR education.

Some organizations have attempted to mitigate gaps in EHR
training by organizing additional sessionsto optimize clinician
use of the EHR, either through refresher courses or retreats[15].
One organization has combined this with a structured, rapid
assessment of workflow patterns and designed training that is
informed by clinician feedback [16]. Others have used
one-on-one or group proficiency training to improve
self-reported EHR efficiency [10,17], while another organization
described an individualized learning plan for physicians to
improve their use of the EHR [18].

However, these solutions are, in essence, rescue therapies
designed to “undo” the damage of poor initial training. They
are aso time intensive and for the most part focus on one
specific domain, usually centered around improving efficiency
in documentation or optimizing charge capture, and do not
encompass the full spectrum of EHR activities encountered in
aphysician’s specialty and workflow.

What Is Our Model of EHR Training?

Overview

Over the past few years, we have conducted substantial research
in the area of optimizing EHR use using simulations. We
pioneered the use of high-fidelity simulation casesthat replicate
clinical cognitive loads and maintain EHR interface and
documentation customizations created by the provider in their
clinical environment. This allows learners to use the EHR just
as they would when they deliver clinical care [19]. We then
developed an intelligent simulation model to facilitate EHR
training, which involved the use of an environment that
replicated real-world EHR use [20] We also studied clinician
interaction with the EHR by using eyetracking systemsto assess
EHR use during patient simulations [21].

Informed by our research, we have been able to show the utility
of EHR-based simulation to improve efficiency and
documentation in the patient record in a sustained manner [22]
and identify and correct information gathering issues
experienced by clinical end users [23]. Another key success
factor is the importance of organizational investment in EHR
training [24], particularly those that emphasize standards and
personalization [25].
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The results of our research coupled with those of others have
alowed us to articulate a model of EHR training that allows
efficient optimization of EHR use by clinicians while
emphasizing the importance of both lifelong learning and
physician well-being (Figure 1).

The model reorganizes EHR training into four levels, each
capable of inducing aprogressively higher degree of proficiency

Mohan et al

with respect to EHR use, and uses a stratified approach to the
training process that compensates for prior EHR-related
experience and proficiency (Figure 2). We believe that this
model represents aparadigm shift inthe EHR training universe,
one that is more adaptive and responsive to clinician needs.
This new model is currently being implemented at our
institution.

Figure 1. Levelsof electronic health record training. EHR: electronic health record.

Level 1 — Basic Computer
Skills Training

operating system,
on demand

»Promotes development of fundamental computer use skills (such as familiarity with
login/logoff techniques)

» Delivered as asynchronous online modules that can be accessed remotely by the learner

Level 2 — Entry-level EHR
Use Skills Training

-'I’rain&' 5 covers basic EHR features and functionality — this is the level of training
ided to all providers who are new to the EHR

«EHR-related terminology and use conventions are covered
» Predominantly taught by EHR trainers in a classroom setting

Level 3 — Workflow-specific
EHR Training

-Caac-basedleaming using simulations that mimic learner clinical specialty and

Sma]l group sessions led by EHR subject matter experts (physician builders, clinical
informaties fellows) that offer coaching

»Sessions emphasize patient safety/EHR best use practices

immediate feedback and

assistance using the

Level 4 — One-On-One EHR
Use Optimization Training

https://medinform.jmir.org/2021/9/e29374

XSL-FO

RenderX

+Individualized tm.mﬁlseuamns for providers who are identified as needing additional
«Sessions with senior EHR trainers or subject matter experts may be prescheduled or
arranged on demand

«Sessions intended to diagnose and treat specific EHR-related use issues or deficiencies
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Figure 2. Algorithm for determining level of electronic health record training for physicians. EHR: electronic health record.

Do Clinicians
Know Their
Workflows?

Are Clinicians
New To The
Organization?

Level 1. Basic Computer Training

A surprising number of clinical end users strugglewiththe EHR
because they lack basic computer skills—for example, aprovider
who exclusively uses Apple products as a consumer may have
difficulty navigating the EHR because they are unfamiliar with
the Windows operating system. These users may need to
participate in learning that builds basic skills. This level of
training can easily be delivered asynchronously, using online
training modules that learners can complete on their own.
Software-based sol utions can also be used to correct some basic
computer-related deficiencies (eg, improving the speed and
accuracy of typing skills).

Level 2. General EHR Training

Second-level EHR training uses the typical one-to-many
instructional model as commonly seen in EHR initial training
sessions offered by most health care organizations. These are
typicaly delivered in the classroom by EHR trainers and focus
on explanations of basic features and functionality, as well as
a demonstration of the fundamentals of EHR navigation,
documentation, and order entry. Basic EHR training is an
opportunity to emphasi ze standardized approachesto EHR use;
training may also include highlighting high yield screens that
clinicians can navigate to in order to optimize their EHR use
[26]. Level 2 training is an appropriate entry point for all new
usersto an EHR system; however, thetraining should also alow
a “test out” option for physicians who may be new to the
organization but not to the EHR to avoid repetition of
fundamentals.
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Have Clinicians
Previously Used
The EHR?

Training Level

Level 3: Workflow-Specific Training Using the EHR

Level 3 training integrates specialty-specific workflows and
best practices related to clinical domains and patient safety.
Thisis best achieved by using high-fidelity EHR simulations,
where the clinical complexity of the environment can be
duplicated in areplicable manner without endangering patient
safety, as might occur if using rea patient records in a
production environment. Small groups of physicians complete
simulation-based training sessionsled by clinical informaticians,
using specialty- and workflow-appropriate patient charts that
have been imported into the simulation EHR environment prior
to the activity. Thismodel alows for instant debriefing as well
as formative and summative feedback and coaching, and
promotes retention of conceptslearned during the session [22].
Coupling clinically relevant content to workflows familiar to
the learner during EHR training is critical to successfully
implementing this stage [27].

Level 4: One-on-one Training and Retraining

Thislevel ischaracterized by tailored one-on-one EHR training
and is typically reserved for providers who are identified as
needing additional assistance. Level 4 sessions can be provided
on demand or be scheduled to minimally disrupt the provision
of clinical care by the learner. We use asimulated clinical case
relevant to the provider’s clinical specialty to impart this level
of EHR training, coupled with observation and eye tracking and
keylogging software to differentiate information retrieval from
cognitive issues that the provider may be encountering [23].
The session typicaly involves running through EHR use
activities such as reviewing charts prior to rounding,
documenting an encounter, and completing orders. One-on-one
observations by the trainer (usually a clinical informatician or
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expert EHR user familiar with the clinical context) coupled with
EHR use data recorded by the eye tracking and/or keylogging
software allowsthe simulation team to effectively analyze EHR
use, identify specific deficiencies, and prescribe a bespoke
training solution to “diagnose and treat” EHR use issues.

Final Thoughts

The addition of an instructional designer to the training team
greatly improves the quality of learning materials, particularly
those that are offered asynchronously. We are obtaining
continuing medical education and Maintenance of Certification
credits for our EHR training, which promote compliance.

Mohan et al

Importation of simulation cases into the training environment
can be challenging, and the value of a team member who is
trained in dataimportation into the EHR iscritical to the success
of any simulation-based training program.

COVID-19 has led to the virtualization of most nonclinical
activities conducted by health care organizations, including
EHR training. We believe that some forms of simulation-based
training can only be provided in the face-to-face setting.

Finally, securing organizational commitment and allocation of
adequate resources are often the most challenging elementsin
developing and deploying acomprehensive EHR training plan,
but we believe these are a so the most critical factorsto ensure

Success.
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Abstract

Background: Increasingly popular in the health care domain, electronic persona health records (PHRs) have the potential to
foster engagement toward improving health outcomes, achieving efficiencies in care, and reducing costs. Despite the touted
benefits of PHRs, their uptake is lackluster, with low adoption rates.

Objective: This paper reports findings from an empirical investigation of the sociotechnical factors affecting the adoption of
PHRs.

Methods: A research model comprising personal and technological determinants of PHR adoption was devel oped and validated
in this study. Demographic, technographic, and psychographic data pertaining to the use of PHRs were collected through a
web-based questionnaire for past, current, and potential users. Partial least squares-based structural equation modeling was used
to estimate a structural model of cognitive and affective factors impacting intentions to use PHRs.

Results: The analysis revealed that in addition to the expected positive impact of a PHR system’s usefulness and usability,
system integration also positively affects consumers' intention to adopt. The results also suggest that higher levels of perceived
usability and integration do not translate into higher levels of perceived usefulness. The study also highlights the importance of
subjective norms, technology awareness, and technology anxiety as direct antecedents of the intention to adopt PHRs. The
differential effects of the adoption factors are also discussed.

Conclusions: We hope that our study will contribute to the understanding of consumer adoption of PHRs and help improve the
design and delivery of consumer-centric health care technologies. After discussing the implications for research, we provide
suggestions and guidelines for PHR technology developers and constituents in the health care delivery chain.

(JMIR Med Inform 2021;9(9):€30322) doi:10.2196/30322

KEYWORDS

electronic personal health records;, PHR; patient facing information systems; technology adoption; technology acceptance;
consumer health informatics

: [1-5]. Asaconsumer-centric technology, a PHR can be defined
Introduction as “an electronic application through which individuals can
Background access, manage, and share their health information and that of

others for whom they are authorized, in a private, secure, and
confidential environment” [6]. In this regard, PHR systems
compriseinformation and communication technol ogiesthat can

Within the realm of health systems and applications, electronic
personal health records (PHRs) represent a burgeoning
technol ogy that is gaining traction in many countriesworldwide
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potentially help all types of end users maintain health and
wellness[7], and specifically facilitate patients to manage their
ongoing illnesses[8].

In this paper, we characterize PHR technologies as those
specifically pertaining to digitally stored health careinformation
about an individual patient under the control of that patient or
their caregiver [5,9]. Thisisin contrast to other technologies,
such aselectronic medical records (EM Rs) and electronic health
records (EHRS) that are typically maintained by health care
providers or payor organizations [10]. Furthermore, our
discussion applies to various forms of PHR systems identified
inthe extant literature, including stand-alone PHRs that require
users to manually enter their health data and medical history
[8,11,12], tethered PHRs that are offered as an extension of a
health institution’s back-end EHR or EMR [8,11,13], and
interconnected PHRs that offer interoperability across various
health information systems (HISs) [11,14].

Industry analysts have predicted great market potential for
PHR-related technologies. For instance, according to studies
conducted by the Markle Foundation, over 70% of US health
care consumers believe that PHRs can improve health care
quality [6,15]. Similarly, a study by Deloitte [16] highlighted
that more than half of the US adult popul ation may beinterested
in using web-based PHR services.

At the macro level, leveraging the potential value of PHRs in
facilitating patient engagement and improving consumer health
outcomes has been a key constituent of several government
eHealth initiatives around the world. For example, in the United
States, the Health Information Technology for Economic and
Clinical Health Act established a meaningful use incentive
program offering financial support to providers and health
systems adopting EHR-related technologies [17]. Meaningful
use stage 2 specifically calls for technologies that facilitate
patient engagement in terms of personal health information
management and care coordination, whereas stage 3 extends
the requirements for these systems to include patient
communication functions, patient education features, and
interoperability with back-end EHRs [17,18]. Similarly, the
European Union has funded several eHealth infrastructure
projects with the aim of supporting personalized medicine,
including the p-medicine EU project and the eHealthMonitor
project [5]. Along similar lines in Canada, the Canada Health
Infoway sponsors several federally funded projects to promote
the adoption of consumer-focused digital health technologies
ranging from health information records to patient-physician
communication and remote patient monitoring [19].

Notwithstanding theindustry forecasts about abundant consumer
interest and government commitments to PHR technologies,
the adoption of these technologies has been much slower than
originaly expected [4,20]. This disconnect between active
interest and low actual use has been termed the PHR paradox
[21]. Various reasons for lackluster adoption have been cited
in the extant literature, often contradicting intuition, and
sometimes with inconsistent findings across studies [22-25].
Consequently, many researchers have called for further studies
in the area of consumer adoption of PHRs [21,22,25-27]. Our

https://medinform.jmir.org/2021/9/€30322
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research aimsto answer thiscall and further explore and clarify
the role of sociotechnical factorsin the adoption of PHRs.

In delineating the scope of investigation of this study, wewould
liketo highlight our deliberate use of the term consumer instead
of patient throughout the discussion. Our objective is to
investigate factors that impact the adoption of PHRs from the
perspective of all userswho may be current aswell as potential
users of these systems. Toward this, we aim to include not only
userswho are currently receiving active care (patients), but also
those who may simply be interested in maintaining their health
information and medical history, or in using other nonclinical
functionalities of PHRs (consumers). Other academic researchers
and industry analysts have also commented on the distinction
between patients and consumers, noting that consumers may
include both current and prospective patients [28]. Moreover,
consumers often have more decision-making flexibility than
patients because the latter are primarily concerned with the
management of their specific medical conditions [29-31].

By virtue of its orientation, this research study is principally
situated in the field of consumer health informatics (CHI), a
field concerned with health and health care-related preferences
and information needs of consumers and associated medical
and public health practitioners[32,33]. Technology applications
such as PHRs, which can help empower consumers to manage
their own health, constitute an important focus of attention in
the CHI field [14,26,34]. In this study, we seek to explore
various persona and technological factors that can affect the
adoption of PHR tools and applications, identifying with the
broad objectivesfor CHI research toward analyzing, modeling,
and integrating consumer preferencesinto medical information
systems (1Ss) [35].

Related Work

Researcherswho have investigated user adoption of PHRs have
suggested that possible adoption barriers may be related to
technology factors, such as privacy and security concerns,
system usability, and poor integration with health care provider
systems [36,37]. Furthermore, persona factors, such as
inadequate technol ogy competency, low technol ogy awareness,
unrealistic expectations, and presence of chronic medical
conditions, have also been linked to the likelihood of adoption
of these technologies [38-40]. Some of these factors have been
empirically validated, but the results across investigations are
often inconsistent [23-26,41-43].

Consequently, researchers have called for further empirical
studiesto explore and validate the role of specific PHR adoption
factors. Multimedia Appendix 1 [8,22,24-26,39,41,44-57]
provides a chronological summary of research studies in the
area of PHR adoption and outlines key takeaways from each
study. Specific calls for further research in each study are al'so
highlighted.

Our review of the extant literature indicates that patients with
chronic illnesses or disabilities, their caregivers, and people
caring for older persons are more likely to adopt and use PHR
technologies[15,44-46,58-61]. These groups of userswill find
PHR technologies useful as a communication tool to obtain
personalized care from their clinicians [7,47-50,59] and as an
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organizational tool to help track patient heath conditions,
maintain medication lists, write patient diaries, and keep notes
from physician consultations [7,8,41,49,50,60,62] .

Current research also shows that factors such as computer
anxiety, security and privacy concerns, and perceptions of
usefulness are key determinants of PHR adoption across
different consumer strata [22-24,43,51-54,63]. In contrast,
research on several adoption factors, such as usability
perceptions, consumer health literacy, and user self-efficacy,
has shown varied and inconsistent resultsin the extant literature.
For example, in multiple studies, Archer and Cocosila found
different results pertaining to the impact of health-information
seeking preferences and self-efficacy of individuals on the
adoption of PHR systems [22,23,51].

In terms of key areas for further exploration, our review
indicates the need for more research on PHR adoption along
several lines. From the perspective of personal factors, thereis
a significant lack of empirical evidence on the role of social
influence processes in PHR adoption. In our review, we found
only two studies that investigated the role of subjective norms
in the adoption of PHRs [52,64]. On the technology side, very
few studies have empirically validated the role of usability
perceptions and system integration attributes as part of the
cognitive instrumental processes that impact PHR adoption.
With respect to the former, only afew studies have investigated
usability through the limited lens of perceived ease of use
[24,52,55,56] despite anecdotal evidence and expert opinion
that suggeststhat PHR usability includes additional dimensions
[25,26,65]. Our study aims to address these gaps in the extant
literature by conceptualizing these key factors and their
relationships with other PHR adoption determinants. The next

Table 1. Research model constructs.

Runhi et &

section describes our research model and its underlying
constructs and hypotheses.

Research Maodel and Theoretical Under pinnings

Overview

Notwithstanding the differences in results across some studies,
researchers continue to investigate factors impacting consumer
adoption of PHRs with the aim of improving our cumulative
understanding of this phenomenon. Assuch, additional research
in this area has been recommended by many researchers to
further explore the impact of personal, technological,
organizational, and environmental factors on consumer
acceptance of PHR technologies, including patients and their
caregivers[21,24,25,48,66].

This paper answersthe call by theorizing and validating therole
of various personal and technological factors as possible
determinants of PHR adoption. We aim to contribute to the
body of knowledge on the adoption of PHR systems by
exploring sociotechnical factors that not only further clarify or
complement those previously studied by other researchers, but
also offer new avenues of inquiry. The scope of our investigation
includes the study of subjective norms, technology awareness,
and technology anxiety as persona factors affecting PHR
adoption, and system integration, perceived usefulness, and
perceived usability as technological antecedents of PHR
adoption. These constructs and their definitions are provided
in Table 1, and their posited interrelationships are shown in
Figure 1. The theoretical justification for all research model
constructs and hypotheses is outlined in the following
subsections.

Theme and constructs

Conceptual definition

Per sonal factors (deter minants)

Subjective norm

Technology awareness

Technology anxiety

Technology factors (deter minants)

System integration

Perceived usefulness

Perceived usability (ease of use and accessibility)

Adoption outcome (consequent)

Behavioral intention

The degree to which users perceive that most people who are important to them
think they should or should not use the system [67,68]

Anindividual’s familiarity with the purpose and benefits of the technology [69,70]

An individual’s apprehension or fear when confronted with the use of technology
[71,72]

Extent of connection and interoperability among technology components and sub-
systems [73]

The degree to which users believes that using the system will help them toward
achieving their desired goals [68,74]

The degree of ease associated with the system [68,74]
Intuitive interface and information structure that is comprehensible and available
when needed [75,76]

The degree to which a person has formulated conscious plans to perform or not
perform some specified future behavior [68]
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Figure 1. Research model and construct definitions.
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Subjective Norm

In technology adoption studies, the concept of subjective norm
is appropriated to account for social influences that impact a
potential user’s decision to adopt and use a technology. The
concept of subjective norm hasits theoretical underpinningsin
the theory of reasoned action, which defines it as “person’s
perception that most people who are important to him think he
should or should not perform the behavior in question” [67]. In
technology adoption studies, subjective norm represents
perceived socia pressure to use a hew technology [68,71] and
has been shown to be a significant determinant of behavioral
intention to use atechnology [77,78].

In the context of PHR system adoption, there is a dearth of
research exploring the role of social influence on a user's
decision to adopt these technologies. In our literature review,
we identified one study that investigated subjective norms in
the context of hardware-based (USB) PHRs within the specific
regional context of Taiwan [52], and one study in Thailand, in
which socia influence was key in influencing the use of PHR
[64]. As such, we expect subjective norms to play an even
greater role as an antecedent of adoption for web-based PHRs,
given that web-based technologies are likely to diffuse faster
than hardware technologies. In addition, in this study, we aim
to investigate whether subjective norm has only adirect impact
on use intention, or whether it also plays an important role in
internalizing the benefits of PHR technologies by affecting

https://medinform.jmir.org/2021/9/€30322
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individual perceptions of the usefulness of these technologies.
Thefollowing hypotheses related to subjective normsare posited
in our research model:

H1: Favorable subjective norms pertaining to the use of
PHR technologies have a positive effect on the behavioral
intention to use PHRs.

H2: Favorable subjective norms pertaining to the use of
PHR technologies have a positive effect on the perceived
usefulness of PHRs.

Technology Awareness

Despite PHR technologies having been introduced more than
adecade ago, research hasfound that thereisalack of awareness
about them among many potential end users [49,54,56,79-82],
thus inhibiting their use. This lack of awareness about PHR
technol ogies has al so been attributed to people having unredlistic
expectations of these technologies [26,39,83], leading to their
abandonment. A report by the Office of the National Coordinator
for Health Information Technology [80] also found that people
in the United States were especially unaware of stand-alone
PHR offerings because they do not get similar promotional
exposure as to health care institution-sponsored tethered PHR
systems. Given the repercussions the lack of awareness can
have on PHR adoption, several researchers have stated the need
to address this research gap [26,79,84], and further posit calls
for further research into the promotion of PHRs [82,85],
including strategic wording [86] and educational or training
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programs[54,81]. Toward this, we draw upon the consideration
of adoption studies conducted in the realm of other technol ogies
to explore therole of technology awareness as a prerequisite to
the devel opment of perceptions about PHR usefulness [69,78].

In addition to exploring the role of technology awareness as a
direct antecedent of perceived usefulness, we also explored its
relationship with subjective norms. Research literature on the
diffusion of innovation considersinterpersonal relationships as
an effective channel for creating awareness about an innovation
[87,88]. Theseinterpersonal channels can help create awareness
by emphasizing the personal val ue of aninnovationto apotential
adopter [69]. We expect this to be the case for PHR
technologies. The following two hypotheses related to
technology awareness were tested in our research model:

- H3: Favorable subjective norms pertaining to the use of
PHR technologies have a positive effect on technology
awareness of PHRs.

« H4: Greater technology awareness of PHR technologies
has a positive effect on the perceived usefulness of PHRs.

Technology Anxiety

Previous research in ISs shows technology anxiety to be a
significant barrier to the adoption of new technologies[71,89],
and the same findings have been echoed in research on the
adoption of PHR systems[22,51]. However, amgjority of PHR
research to date smply considersthedirect impact of technology
anxiety on auser’'s intention to adopt PHRs without exploring
its indirect effect on adoption through other key antecedents
such as perceived ease of use. Past | S research showstechnol ogy
anxiety to be an emotional anchor that leads to negative
expectations of atechnology [90], especially during the initial
stages of its adoption. Previous IS studies have validated the
importance of anxiety as an antecedent of perceived ease of use
[91,92].

To addressthis gap in PHR adoption research, our model posits
technology anxiety as an affective construct that affects the
adoption of PHRs. We explored the direct link between anxiety
and behaviora intention and its indirect effect on perceptions
of usahility (ease of use and accessibility). In doing so, our
model attempts to capture the varying causes and effects of
anxiety expressed in the extant literature on PHR adoption.
These include inadequate technology literacy [27,59,81],
individual uneasinesswith setup of in-person authentication for
tethered PHRs, lack of technical ability to integrate multiple
data sources into stand-alone PHRs [80], or a general fear of
technology [48,53]. In summary, we propose that technology
anxiety potentially playsan important rolein shaping cognitive
responses toward PHR systems and directly affects behavioral
intention to use these technologies. The following two
hypotheses related to technology anxiety are proposed:

« H5: A higher level of technology anxiety has a negative
effect on the perceived usability of PHRs.

« H6: A higher level of technology anxiety has a negative
effect on the behaviora intention to use PHRs.

https://medinform.jmir.org/2021/9/€30322

Runhi et &

System | ntegration

Among the various contemporary PHR architectures, one may
expect greater consumer interest in interconnected PHRs rather
than stand-alone PHRs or even tethered PHRs. It isour position
that with greater access to health and medical information
available through multiple sources, consumers may be more
motivated to use PHR systems. Such systemsarelikely to garner
more interest through their one-stop shopping appeal, offering
users a unified view of their health and medica information
across the health care delivery chain.

Although many researchers and industry experts have
commented on the lack of interoperability asamajor barrier to
consumer adoption [11,12,93-96], our literature review did not
revea any empirical substantiation of thisconjecture. To address
this issue, our research model incorporates system integration
as a posited antecedent of perceived usefulness, as well as a
direct determinant of behavioral intention. By exploring these
relationships, we aim to investigate whether system integration
aspects of PHRs are internalized through gradual system use,
hence shaping user perceptions of usefulness, or whether the
system integration factor ismore prominent as an upfront reason
to adopt or reject a PHR system. We offer the following two
hypotheses related to system integration:

« H7: Greater system integration in PHR technologies has a
positive impact on the perceived usefulness of PHRs.

« H8: Greater system integration in PHR technologies has a
positive impact on the behavioral intention to use PHRs.

Perceived Usefulness

The extensive body of knowledge on the technology acceptance
model (TAM) [74,97] shows that perceived usefulness is one
of the strongest determinants of technology adoption [68,71,78].
Therefore, we expect perceived usefulness to be a strong
determinant of PHR system adoption. Previousresearch on PHR
adoption has validated theimportant role of perceived usefulness
as a predictor of adoption [23,45,51,84,98]. In our model, we
use perceived usefulness to signify performance expectancy in
the use of PHRs, that is, the belief that using PHR will help in
managing personal health. Furthermore, we also appropriately
perceived usefulness as a cognitive response construct that is
affected by other personal and technological determinants of
PHR adoption. In addition to the previously posited hypotheses
with perceived useful ness asthe consequence (H2, H4, H7), we
retained the conventional TAM hypothesis:

«  H9: The higher perceived usefulness of PHR technologies
has a positive impact on the behavioral intention to use
PHRs.

Perceived Usability

Our fina technological construct in the research model is
theorized as a multidimensional factor consisting of the
dimensions of perceived ease of use and perceived accessibility.
The perceived usability construct in our model aimsto capture
the notion of effort expectancy associated with PHR systems,
that is, the degree of ease associated with using PHRs.

The traditional view of the perceived ease of use construct in
TAM aso signifies effort expectancy [68,71]. However, research

JMIR Med Inform 2021 | vol. 9 | iss. 9| €30322 | p.25
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

has shown that effort expectancy is usually a combination of
ease of use and other contextual factors that shape end user
perceptions about the relative difficulty of understanding and
using the system [71]. In the context of PHR technologies, we
believe that accessibility is a contextual factor that impinges
effort expectancy. Research on PHR adoption factors indicates
that aspects related to the intuitiveness of the user interface,
understandability of information, availability through multiple
channels (eg, desktop, web and mobile), and convenience of
anytime anywhere access are important factors that affect
individual perceptions of usability of PHR systems
[8,65,99,100]. As such, our conceptualization of perceived
accessihility attemptsto assessthe significance of these elements
in determining end user perceptions of the usability of PHR
technologies. To our knowledge, no previous research on PHR
adoption has corroborated the role of accessibility in the
acceptance of these technologies.

In conceptualizing perceived usability, we retain ease of use as
an underlying dimension because it relates directly to other
aspects of software usability, including end user efficiency and
learnability with the system [101,102]. Furthermore, although
previous research on PHRs has commented on the importance
of ease of usefor PHR adoption [53,56,83,95,96,103,104], very
few studies have explored its role in the nomological network
of other cognitive, affective, and behavioral factors [52,105].
On the basis of our multidimensional conceptualization of
perceived usability, we propose the following two hypotheses:

« H10: Greater perceived usability of PHR technologies has
apositive impact on the perceived usefulness of PHRs.

« H11: Greater perceived usability of PHR technologies has
apositive impact on the behavioral intention to use PHRs.

Behavioral I ntention

To characterize the adoption of PHRs, we used behavioral
intention as the ultimate downstream construct in our research
model. Asacritical outcome of various cognitive and affective
antecedents, this construct hasitsoriginal basiswithin thetheory
of reasoned action [67], which conceptuaizes it as a
consequence of individual beliefsand as an antecedent of actual
behavior. The construct has been commonly deployedinthe IS
literature to study the adoption of various types of technologies
[74,97] including PHRs[22,23]. Furthermore, within the context
of health behaviors, past research indicates that behavioral
intention is significantly correlated with actual use [106-108].
Therefore, we expect greater behavioral intention to correspond
to higher levels of actual use of PHR systems.

Overal, our research model aimsto offer an inclusive basisfor
validating the role of three different types of determinants on
PHR adoption—(1) individua differences, (2) system
characteristics, and (3) socia influence. Research models that
include these categories of factors have been recommended as
a practical foundation for investigating the adoption of new
technologies [109]. It should be noted here that although we
intend to be inclusive of these categories, we do not claim to
be exhaustive over al possible adoption factors. As such, other
adoption factors such as security and privacy concerns and
health literacy have aready been investigated in previous
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research studies, with largely consistent findings about the
importance of these factors[22,51,84,110].

Interms of organization, our empirical methodol ogy isdescribed
in terms of key procedures, and the results of our investigation
are outlined. Finally, the discussion and conclusion sections
offer an interpretation of the results, especially with respect to
their implications for research and practice.

Methods

Survey Questionnaire Content

Theresearch model posited in the previous section was validated
through aquantitative empirical investigation using aweb-based
survey instrument. Details of the survey content, measurement
scales, analysis procedures, and data collection techniques are
presented below.

The survey comprised demographic information questions about
the respondents age, gender, and country of residence;
technographic behavioral items related to respondents
experience and interest in using PHR technologies, as well as
their preferences for different PHR features and functions, and
psychographic questions pertaining to different constructs in
theresearch model. For the latter, each construct in the research
model was operationalized using multi-item psychometric scales
with Likert-scale questions. Where possible, the items for a
construct were adapted from previously validated measurement
scales. We created new items for system integration and
perceived accessibility constructs and modified the wording of
items related to other constructs to align with the context of
PHR systems.

To develop the two new scales, various qualitative and
guantitative content validity assessment procedures were used,
including concept dicitation interviews with subject matter
experts (n=7) to generate representative and relevant
measurement items; cognitive interviews with potential
respondents from the target sampling frame (n=5) to ensure
item relevance and clarity, and the fina selection of
measurement indicators based on item relevance ratings of
subject matter experts, which were subsequently used to
calculate item-level content validity indices (I-CVI). Drawing
upon recommendations from the extant literature [111-113], a
conservative cutoff value of 0.80 was used for item-level content
validity indicesto select itemsfor the new scales. The 7 people
in the subject matter expert panel included 2 faculty members
from the health informatics domain at the authors' home
institution, 1 health information technology business analyst
working in a government agency, 2 doctoral students
specidizing in health information technology interoperability,
one experienced end user of a PHR system, and a website
manager of a patient portal of a health care institution.

At the end of the survey, participants were also invited to
optionally respond to this open-ended question about PHR use:
“Do you have any other comments about the use of personal
health records (PHRs)? What factors do you consider to be
important in your decision to start using or keep using
technologies such as PHRs?’
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The complete survey instrument was assessed for face validity
through consultationswith other HI S researchers, and construct
validity for each theoretical construct was assessed through
exploratory factor analysis of the pilot survey responses (n=20).
Multimedia Appendix 2 [70,71] lists the final survey
measurement items used for each construct in the research
model.

Data Collection

Datafor this study were collected through a web-based survey
administered to actual and potential usersof PHR technologies.
Screening questions were asked at the beginning of the survey
to determine different classes of respondents, and a brief
overview of PHR technologies was offered to ensure qualified
responses. As outlined in Multimedia Appendix 2, two
alternative versions of questions were used to elicit responses
from potential and actua (past or current) users of PHR systems.

The sampling techniques used were primarily based on
convenience and self-selection. We recruited respondents who
had basic familiarity with PHRs or similar tools for health care
self-management. We used a two-pronged approach for data
collection to ensure across section of potential PHR consumers.
First, we solicited participation from current and past users of
a PHR portal sponsored and supported by a teaching hospital
(tethered PHR) in Ontario, Canada. In distributing our call for
participation, we emphasized our interest in obtai ning responses
from current and past users of the PHR system. Second, calls
for participation were also communicated through various
web-based forums and social media groups dedicated to the
discussion of health-related topics. To ensure adiverse selection
of respondents, our sampling frameincluded both general health
and wellness sites, as well as sites for chronic illness support
groups. Once again, we underlined our goal of including
responses from existing and potentia users of PHR technol ogies.

Permission was sought from site administrators or forum
moderators before posting our call for participation. Inthe case
of the hospital PHR, our call for participation was distributed
by the administrator to a mailing list of PHR users who had
opted to receive news and information from the website at the
time of their registration with the portal. No respondent
incentives were offered for compl eting the survey.

The survey responseswere collected over a4-week period, with
one reminder posted at each site with the original call for
participation. Key suggestions from the Dillman tailored design
method [114] were used to promote response rates for the
survey. These included customizing the call for participation
according to each site and posting personalized answers to any
guestions posted by potential respondents in a timely fashion.
An interactive approach to collecting web-based survey data
has been suggested by various researchers[115,116].

https://medinform.jmir.org/2021/9/€30322

Runhi et &

Because partial least squares (PL S) wasthe planned multivariate
statistical analysis procedurein this study, the minimum sample
sizeheuristic for PLS studies[117,118] wasused for an apriori
calculation of the required sample size. Using this heuristic, the
minimum target sample size for this study was determined to
be 60 valid responses. The heuristic suggests that the minimum
sample size requirement for PLS- based models is determined
by finding the larger of the following values: (1) 10 times the
largest number of antecedent variables that affect any
consequent in the model, or (2) 10 times the number of
maximum indicators (manifest variables) in alatent variablein
the model [117,118]. For the theoretical model under
investigation, the Behavioral Intention construct has 5 direct
antecedents, whereas Perceived Usability hasthemost indicators
assigned to its measurement, specifically 6 items as shown in
Multimedia Appendix 2. Therefore, the minimum target sample
size for this study was determined to be 60 valid responses.

Analysis Procedures

Responses to demographic and technographic questions were
analyzed using descriptive stati stics and nonparametric statistical
tests, and testing of research model constructs and hypotheses
was conducted through exploratory factor analysis and
PL S-based structural equation modeling (SEM) techniques. The
PLS approach for SEM was selected for this study because of
its suitability for small-sample exploratory research [119] and
its flexibility with multivariate normality assumptions[120].

Testing for common method bias was achieved by using three
different procedures—(1) the Harman post hoc one-factor test
[121], (2) verification of latent variable correlations as
recommended by Pavlou et a [122], and (3) the PLS-based
common latent factor test suggested by Liang et al [123].

Results

Overview

A total of 224 responses were collected from various sources,
including the hospital PHR portal, web-based forums, and social
media groups in our sampling frame. After discarding partial
responses, 168 responses were retained for further statistical
analysis. This exceeded our minimum sample size target, as
specified above. The results from our analysis of the survey
responses are detailed in the following subsections.

Demographic and Technographic Highlights

Table 2 provides a summary of the basic demographic and
technographic information from the survey responses analyzed.
A significant proportion of respondents indicated familiarity
with PHR technologies, with many respondents indicating
current or past use of PHRs. Overal, 62% of the respondents
self-identified themselves as either patients or caregivers.
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Table 2. Key highlights from the respondent sample (n=168).
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Demographic and technographic factors

Frequency, n (%)

Gender
Female
Male

Age (years)
18-25
26-35
36-45
46-55
55 or older

Respondents source

PHR? portal
Online health communities
PHR familiarity and use
Familiar
Current use
Past use
Health statusidentification
Patients

Caregivers

96 (57.1)
72 (42.9)

22(13.1)
31 (18.5)
66 (39.3)
28 (16.7)
21 (12.5)

59 (35.1)

109 (64.9)

116 (69.1)
64 (38.1)
30 (17.9)

66 (39.3)
39 (23.2)

8PHR: personal health record.

On the survey question pertaining to the importance of various
health care issues, respondents consistently identified better
clinical health care outcomes asthetop priority for them. These
were followed by issues surrounding better delivery of health
care, including access and cost of health care, as well as better
communication with physicians. Multimedia Appendix 3 shows
the top 5 issues identified in our survey based on the mean
importance of each health care issue. In addition, the figure
shows the top 10 PHR features identified in our survey. On the
basis of the mean utility scoresranging from 1 to 7, we can see
that content-based features that allow consumers to exercise
control over their medical information take precedence for most
people, followed by connectivity features that facilitate
patient-provider and patient-physician  communication.
Juxtaposed alongside each other, the health care issues that are
top priority seemto bedriversfor the use of many PHR features,
for example, system features related to the management of
chronic illnesses through tracking of health information and
medical history were deemed extremely important overall.

The next section outlines the results of the assessment of
psychographic variables in the posited research model.
Following the two-step approach for SEM analysis suggested
by Anderson et a [124], an examination of the measurement
model was conducted before testing the structural model. Both
the measurement and structural models were estimated using
the SEM facilities of Smart PLS[125].

https://medinform.jmir.org/2021/9/€30322

M easurement Model Assessment

The measurement model was assessed through a combination
of exploratory factor analysis procedures and various tests for
discriminant and convergent validities for the constructs in the
research model.

We assessed our multidimensional operationalization of the
perceived usability construct through exploratory factor analysis.
Using principal axisfactoring with promax rotation, atwo-factor
model emerged with 3 out of 7 itemsloading on the first factor
and 3 on the second factor, all above the threshold of 0.70. One
item that did not load well on either factor was dropped, and
the scale was recalibrated with the remaining items, three
corresponding to perceived ease of use, and three loadings on
perceived accessibility. Subsequently, perceived usability was
operationalized as a reflective higher-order factor structure in
our model. To this end, we applied the repeated indicators
(superblock) technique[126], whichisthe most commonly used
approach for estimating hierarchical component modelsin PLS
[127].

For our main measurement model, we inspected the loading
and cross-loading of theindicators, as presented in Multimedia
Appendix 4, Table S1. The highest loading for each
measurement item (shown in bold) correspondsto its respective
latent variable, and these loading values were higher in
comparison to theitem cross-loading on other model constructs.
Moreover, except in one case, the substantive loading of each
item on its construct exceeded the recommended threshold of
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0.70, indicating item reliability [118]. In the case of item
T_Anx_3, where the loading was slightly below the threshold,
because the loading was rounded up to 0.70, the item was
retained to ensure content validity. Overal, the assessment of
loading and cross-loading demonstrated satisfactory reliability
and discriminant validity at the item level.

We also followed the Fornell and Larcker guidelines [128] to
ensure that the theoretical model constructswere all distinct. A
visual inspection of Multimedia Appendix 4, Table S2 shows
that for each construct, the square root of the average variance
extracted (AVE; shown in bold on the diagonal) exceeds other
interconstruct correlations. This demonstrates the discriminant
validity of our measurement model at the construct level.

Various tests of convergent validity were performed through
an assessment of quality indices, as shown in Multimedia
Appendix 4, Table S3. As shown, the AVE value for each
construct is higher than 0.5, indicating that at least 50% of the
variance in each block of indicators can be attributed to the
pertinent latent variables [118,128]. Moreover, the values of
the Cronbach a are in the range of .60 or higher, thus
demonstrating the internal reliability consistency of each
construct [119]. Finaly, the composite reliability values for
each construct are higher than .70, which is the recommended
cutoff to validate the internal reliability consistency of each
construct relative to al other constructs in the model [128].

Finally, as part of the measurement model, we assessed the
possibility of the common method bias using three different
procedures.

First, the Harman post hoc one-factor test [ 121] was conducted.
Principal component factor analysis (unrotated solution)
revealed 6 factors extracted, with thefirst factor accounting for
27.3% of the variance. Common method bias was not deemed
to be a serious problem with the data because multiple factors
emerged, and no single factor accounted for a majority of the
variance [121,129].

We subsequently applied the procedure specified by [122] and
examined the latent variable correlation matrix from our PLS
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analysis. Usually, interconstruct correlations of over 0.90
indicate common method variance. In our data, the positive
correlations ranged from 0.02 to 0.63, with no observed
correlations exceeding the 0.90 threshold. Furthermore, the
existence of several low correlations below 0.10 among some
of themodel constructsindicated that there was no single factor
that influenced all constructs [122].

Finaly, we used the PLS-based common method bias test
suggested by Liang et a [123]. A method factor measured using
indicators from all model constructs was added to the research
model, and the variance of each item was then explained by its
principal construct and method factor. Our results showed that
the average variance explained by the principal constructs was
65.2%, whereas the average variance explained by the method
factor was 21.5%. The ratio of substantive variance to method
variance was approximately 3:1, suggesting that although there
may be some common method variance, it does not account for
the majority of the variance explained by the model.

Overall, the assessment of the measurement model was deemed
satisfactory in termsof item reliability and discriminant validity,
and the model constructs were considered to be internally
consistent as a measurement scale.

Structural Model Assessment

Following the measurement model assessment, the structural
model was estimated to provide details of the strengths of the
relationships among the latent constructs and the overall
predictability of the endogenous latent variables in the model.

To estimate the structural model, path coefficients and
significance levels were obtained by running PLS with
bootstrapping using 1000 resamples. The structural model and
P values are presented in Figure 2, with path B coefficients
depicted along each path. As shown in Figure 2, 8 of the 11
hypotheses were supported with high degrees of confidence,
and the model emerged asagood predictor of intention to adopt

PHRs, as evidenced by the coefficient of determination (R?)
value of 0.69 for the ultimate criterion variable. The results are
discussed next.
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Figure 2. Estimated structural model. *P<.05, **P<.01, P<.001; n.s.: not significant at the .05 level.
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With respect to personal factors, a significant relationship was
validated between subjective norm and behavioral intention to
adopt PHR technologies (H1 supported). In addition, as
predicted, subjective norm had a significant positive effect on
perceived usefulness and technology awareness (H2 and H3
supported). The path from technology awareness to perceived
usefulness was also supported by the model (H4 supported). In
terms of the effects of technology anxiety with PHRs, no
significant association was found with perceived usability (H5
not supported), but adirect relationship with behavioral intention
to use PHR technologies was validated (H6 supported).

The results pertaining to technology factors indicate that,
contrary to expectations, system integration did not have adirect
effect on the perceived usefulness of PHR technol ogies (H7 not
supported). However, system integration was shown to have a
direct impact on the user behavioral intention to adopt PHR
technol ogies (H8 supported). As expected, perceived usefulness
was shown to be a strong predictor of behavioral intention (H9
supported). With respect to perceived usability, we found an
unexpected result of no significant relationship with perceived
usefulness (H10 not supported). However, the direct effect of
perceived usability on behavioral intention was validated in our
model (H11 supported). Further comments on these results are
provided in the Discussion section.

To determine the efficacy of the model in terms of predictability
and goodness of fit (GoF), the coefficients of determination

(R?) and average communality (AVE) for each construct were
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evaluated. Together, these measures were used to calculate the
global criterion of GoF, asrecommended by severa researchers

[130,131]. Multimedia Appendix 4, Table $4 provide the R?
values for al inner model constructs along with their average
communalities and the cal culated GoF index.

The R? values suggest that the model performed well for the
endogenous variables pertaining to technology awareness,
perceived usefulness, and behavioral intention. These

coefficients of determination (R?) explain the proportion of a
construct’s variance that can be predicted by antecedent
constructsin the model. Most endogenous variablesin the model
compel lingly exceed the minimum threshold of 0.10, indicating
the usefulness of that variable in the model [132]. In terms of
the ultimate criterion variable in the model, that is, behavioral
intention to use PHRs, a significant portion of its variance
(around 69%) can be explained by the posited research model.

To calculate the GoF index, the average communality of each
construct is calculated as a weighted average of communality
(AVE) based on the number of itemsin each construct taken as
its weight [131]. Once calculated, the geometric mean of the

average communality and the average R? can be calculated as
specified in the GoF formula[131] in Multimedia Appendix 4,
Table $4. The suggested baseline values for GoF are 0.1, 0.25,
and 0.36 indicating small, medium, or large effect sizes,
respectively [133]. Asshown in Multimedia Appendix 4, Table
$4, the GoF value of our model is 0.480, which exceeds the
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cutoff value of 0.36 for large effect sizes, allowing us to infer
that the model performswell compared with the baseline values
of effect sizes. Hence, it can beinferred that the structural model
performed well overall.

Onthe basis of the evaluation of the measurement model validity
and reliability, aswell asthe verification of predictive relevance
and GoF of the structural model, we believe that the structural
equation model was able to establish a strong basis for
relationships posited in the research model hypotheses. Overall,
the proposed model acts as an adequate predictor of behavioral
intention to use PHRs.

Content Analysis of Open-ended Responses

Asoutlined earlier, we asked survey respondents to optionally
provide comments about PHRsthrough textual responsesto the
guestion, “Do you have any other comments about the use of
personal health records (PHRs)? What factors do you consider

Runhi et &

to be important in your decision to start using or keep using
technologies such as PHRs?’

A total of 63 responseswere submitted, and these were analyzed
using simple content analysis techniques at the manifest level.
In coding and classifying the qualitative data, we searched for
themes or concepts related to the adoption of PHRs. An
emergent coding technique was used whereby two researchers
independently reviewed the responses and created a list of
themes and codes. The list was consolidated after mutual
consultation. Table 3 summarizes the comments that were
classified using this procedure. In thetable, we have only shown
the three themes that are relevant to our research study—(1)
consumer interest in PHR technology as a whole, (2) user
interest in specific PHR features (grouped into categories), and
(3) user concerns and potential barriers to adoption. It should
be noted that each respondent could have contributed to multiple
categories through their responses. Therefore, the frequency
counts should be interpreted with caution.

Table 3. Content analysis summary for open-ended survey responses (n=63).

Themes and comments

Freguency, n (%)

General consumer interest in PHRS?

Support the idea of PHRs looking forward to their wider availability

PHRs are useful as they provide control or options to patients and their families

PHRs useful for chronic illness patients
Willing to pay or subscribe for PHR technologies
Interest in different PHR features (grouped into categories)
Medical information patient and provider records
Contact and communication with physician or provider
Decision support tools
Shared access and social networks
Concernsand barriersto adoption
Prefer data integration; unwilling to do manual data entry
Security and privacy concerns
Should be available through maobile apps

40 (64)
16 (25)
12 (19)
14 (22)
4(6)
16 (25)
8(13)
6 (10)
4(6)
3(9
18 (29)
12 (19)
11 (18)
6 (10)

3PHR: personal health record.

On the whole, many respondents commented on the useful ness
of PHR technol ogies asawhole and indicated their support and
anticipation in adopting these technologies. Features related to
the maintenance of medica information and online
communication with physicians emerged asthe most commonly
cited PHR functions of interest. Interoperability, security, and
privacy issues were frequently mentioned as key factorsin the
PHR adoption decision. Finally, some respondents stated their
interest in using PHR technol ogies through mobile apps, hence
alluding to the notion of accessibility as an important
consideration for them.
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Discussion

Overview

The results outlined in the previous section corroborate the
general premisethat acombination of personal and technological
factors plays a role in determining the adoption of PHR
technologies. In exploring these factors, our study has attempted
to integrate constructs related to socia influence beliefs
(subjective norm), individual affective states (awareness and
anxiety), and cognitive instrumental perceptions (system
integration, perceived usability, and perceived usefulness) that
potentially impact adoption behavior (behavioral intention)
toward PHR technologies. This section provides an
interpretation of the results and discusses the implications for
research and practice.
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Personal Factors

Our resultsindicate that aperson’sjudgment of subjectivenorms
pertaining to the use of PHR systems plays an important role
in the adoption of these technol ogies through multiple cognitive
and affective processes. Itsdirect impact on behaviora intention
suggests that social influence plays arole in people’'s decision
to adopt PHR technologies. The relatively weak association
between subjective norms and behavioral intention can also be
explained with reference to past research that shows that
subjective norm does not factor prominently as a direct
antecedent of behaviora intention in situations where the use
of technology is voluntary [68]. This s certainly the case for
most users of PHRs. In comparison, there is a stronger
association between subjective norm and perceived usefulness,
which suggests that internalization of social influence plays a
far more important role in the context of PHR adoption.
Internalization refersto the process by which auser incorporates
the beliefs of an important referent into one's own belief
structure [134]. What this meansin the case of PHRsisthat the
consumers are more likely to develop their own perceptions
about the usefulness of these technol ogies through information
they receive from other important people, and thisin turn can
foster their intention to use PHR systems. Our model also shows
that social influence through favorable subjective norms can
improve an individual’s awareness of PHR technologies.
Overdll, subjective norms seem to be an important factor in
cognitive and affective mechanisms that alow an individual to
make sense of the purpose and benefits of PHR systems.

The positive impact of technology awareness on perceived
usefulness also alludes to a process of internalization whereby
consumers familiarity with the various use cases of PHR
technologies allows them to develop beliefs about the
technology’s overall usefulness to them. Because the use of
PHR systems is voluntary, it is reasonable to assume that
consumers would take time to discover and understand the
technology before deciding to adopt it. Once again, the
relationshi p between subjective normsand technology awareness
implies that observations and interactions with other people
play an important role in this process.

Our results also support the critical role of technology anxiety
as a determinant of PHR system adoption. Although no
significant relationship emerged between technology anxiety
and perceived usability, the construct exhibited a significant
direct impact on behaviora intention to adopt PHR technologies.
With respect to the former, although recent IS studies have
shown anxiety to be an important antecedent of perceived ease
of use[91,92], our study did not support thisrelationship. This
finding can be attributed to adifferencein the type of technology
being investigated, as previous studies have generally focused
on mandatory use or hedonic technologies. In the case of PHR
applications, the technologies are expressly voluntary and
instrumental for most consumers. It should also be noted that
in adopting the current conceptualization of technology anxiety
from the extant IS literature, we might have overlooked the
multidimensional nature of anxiety asapsychological construct.
Aligned with the IS literature, our construct conceptualization
is reflective of anticipatory anxiety (apprehension preceding
the use of PHR systems) rather than situational anxiety (distress
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during the use of PHR systems). The latter may indeed exhibit
a relationship with perceived usability. Therefore, we
recommend that the multidimensional nature of technology
anxiety and its role in the adoption of PHR systems be
investigated in future research.

Technology Factors

The construct of system integration wastheorized in our research
to measure the importance that users confer on interoperability
(among PHRs and other back-end EHR or EMR systems) in
their decisions to adopt PHR technologies. Our results
demonstrate a positive association between consumer beliefs
about PHR interoperability and the intention to adopt these
technologies. However, the lack of support for the relationship
between system integration features and perceptions of the
usefulness of PHR technologies is counterintuitive. In the
context of PHRSs, it can be expected that better functionality of
these systemsin terms of connection and interoperability with
other back-end systems would translate into better perceptions
of the system’s usefulness. This posture is supported by current
research on PHR systems that consider a lack of integration
between patient-facing systems and back-end eHealth systems
as a barrier to adoption for both consumers and health care
professionals[21,135].

These differential effects of system integration beliefs can be
explained in the context of user expectations. It may bethe case
that given today’s vast user experience with web-based tools
and the pervasive deployment of web serviceslinking different
web-based systems, users simply expect PHR systems to be
interoperable at the outset. Their common perception about
PHRs would align with tethered and interconnected system
models of PHRs, and it isthese types of technologies that users
are interested in adopting. Consumers may factor in these
aspects of interoperability only during the initial stages of
adoption, and these features are not internalized over timeinto
higher-order cognitive states that represent perceptions of the
usefulness of the system. As such, in our research model, the
system integration construct is conceptualized in the form of
initial expectations pertaining to PHR technologies, and it does
not capture or measure aspects of assimilation of these
technologies. Therefore, we suggest that future studies use a
different approach to model the relationship between system
integration and perceived usefulness. One possibility may be
to draw upon the experience-disconfirmation theory, which has
its roots in consumer behavior research [136], and posits that
beliefs and behaviors result from the congruence between
expectations and experiences [137].

Unlike many studies investigating technology adoption, our
study did not find a significant relationship between perceived
usability and perceived usefulness. Although this finding may
be at odds with the general IS literature, the findings are not
completely surprising in the specific context of PHR system
adoption. Previous studies on PHR technology adoption have
also shown varied resultsregarding the effects of perceived ease
of use. Some studies confirm construct rel ationships as defined
in the original TAM [107], whereas others contradict them
[138]. We offer a possible explanation for this lack of a
significant relationship by noting that PHR systems are
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characterized by their voluntary and instrumental use by
potential end users, which requires an extended commitment
on the part of end users to keep the system up-to-date and
relevant and useful over time. Such systems have recently been
the subject of IS research under the category of high
maintenance |Ss [139]. Initial research on high maintenance
| Ss contendsthat usability or ease of use may not be aprominent
determinant of usefulness and behaviora intention, asits effect
is usually superseded by the effect of other variables such as
perceived maintenance effort [139]. In the case of PHR
technologies, we expect a greater role for a construct, such as
perceived maintenance effort, and future studies should
incorporate this variable in their models.

In terms of direct effects on behavioral intention to adopt PHR
systems, our results are consistent with the extant research
literature. The role of perceived usability and perceived
useful ness as antecedents of behavioral intention to adopt PHR
systems was validated. Furthermore, having demonstrated
internal reliability and construct validity, our integrated
conceptualization of perceived usability as a combination of
perceived ease and accessibility shows promise in the context
of studying PHR technol ogies. Conceptualization lends support
to many researchers’ viewpoints on the synergistic relationship
between usability and accessibility [2,65,99].

Responses to technographic questions and the open-ended
questions in our survey also reveal consumer preferences for
specific PHR features and functions. Our findings contribute
to answering the call by other researchers, such as [57], who
had asked future researchers to verify their own findings that
consumers prefer health care process management support
functions, such as communication and contact tools, more than
other types of PHR tools. Our research verifies that these tools
are among the most preferred tools, along with the category of
tools that facilitate the maintenance of patient and provider
records. Our findings show patient and provider recordsin PHRs
to be the most preferred category of features, followed by
communication and contact features. However, at |east until the
time when PHR adoption reaches its tipping point, we agree
with other research studies that tools related to messaging,
appointments, and prescription refillswill remain thetop-priority
features for potential adopters of PHR technologies [140,141].

Implications for Research

Future studies should further investigate the role of norm
internalization and technology assimilation as individual
psychological processes affecting behavior toward PHR
technologies. We suggest that the relationships among
sociotechnical constructs reflect a gradual process in the
development of beliefs about PHR technologies and their
consequent adoption. For example, in this study, our results
suggest that subjective norm and technology awareness are key
constructs that affect the consolidation of individual and social
values into higher-order cognitive beliefs about the purpose of
the benefits of PHR technologies, that is, the internalization
process. Inthe same vein, technology attributes, such as system
integration and usability, feature more prominently in the
affective and cognitive processes pertaining to technology
assimilation. Asapossible avenue for future investigations, we
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believe that incorporating mediating constructs from
experience-disconfirmation theory could provide potentially
valuable insights into PHR adoption research.

Future research should also seek to explore and validate the
potentially multidimensional nature of some of the personal
constructs posited in our theoretical model. Specifically,
technology anxiety should be studied in terms of anticipatory
and situational anxiety. We believe that both of these dimensions
play an important role during the different stages of adoption
of PHR technologies. Similarly, on thetechnology side, system
integration should be operationalized through specific attributes
of integration, such as singlewindow patient information access,
system-to-system health data sharing, and information
communication capabilities, such as patient-physician
exchanges. Doing so would also have the added benefit of
deconstructing the specific needs and preferences of consumers
in terms of their expectations of integration features and
functions between PHR technol ogies and other HISs.

Our research aso provides opportunities to improve health
technology assessments. The conceptualization of the two new
technol ogy factors of system integration and perceived usability
offered in our study may help enhance future systematic
evaluations of health care technology. As highlighted earlier,
our research shows that functionality, ease of use, and
accessibility all play an important role in the adoption of PHR
technologies.

Implications for Practice

In terms of practica implications, our research offers
recommendationsfor PHR technol ogy developers and designers,
solution vendors, clinicians, and health policy makers.

Our study highlights the importance of system integration as a
significant element affecting theinitial decision to adopt PHRs.
Technology developers should am to incorporate
interoperability as much as possible. Given the various
challenges that exist in achieving seamless point-to-point
integration across various types of HISs, devel opersand vendors
should consider the use of health information exchanges as a
viable alternative. Industry research suggests that health
information exchanges may provide a practical solution to
ensuring consumer accessto comprehensive longitudinal health
records from across the health care delivery chain [80,94].

PHR technology designers should also strive to incorporate
accessibility asan element of overall PHR usability. In addition
to being easy-to-learn and efficient-to-use, PHR tools should
be available through a variety of channels, such as desktop,
web, and mobile. Furthermore, PHR systems should facilitate
help options and learning pathwaysto assist end user interactions
with the technology features of PHR systems and to support a
gradua learning curve. Technology should be developed in
such away as to mitigate anticipatory and situational anxiety
with PHR technologies, and it should help end users feel in
control of the system. A delineation of basic versus advanced
features, context-sensitive suggestions for tasks and actions,
and readily available technical support may help alleviate user
anxiety and support the adoption of PHR systems[100].
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Technology vendors can also help improve the uptake of their
PHR systems by influencing personal affective and cognitive
beliefs that influence behavior toward PHR technologies. For
example, technol ogy awareness can beimproved and technology
anxiety can be reduced by incorporating additional aspects of
trialability and observahility in PHR offerings. The availability
of free triad versions or free subscriptions, interactive
demonstration vignettes and how-to-use videos, access to a
community of end users, and spotlights on positive consumer
stories can provide useful mechanisms to help alleviate
challenges pertaining to technology anxiety and awareness.

Health care providers and practitioners can help improve the
uptake of PHR technologies by integrating these tools into
clinical encountersand by engaging patientswith the technology
along various touchpoints in care delivery. The long-term
benefits expected from the effective use of these technologies
could potentially outweigh any increase in the short-term
workload experienced by practitionersin helping promote these
technologiesto their patients.

From a policy perspective, relevant government agencies can
prioritize training and development initiatives for people to
become more proficient with the use of PHR systems. Thetarget
audience for such programs could include both consumers and
health care professionals. The latter factor into the technology
adoption process as key influencers as their engagement with
patients and their endorsement of relevant PHR applications
can accelerate the wuptake of these technologies.
Government-sponsored technology demonstrations can be

https://medinform.jmir.org/2021/9/€30322

Runhi et &

administered at community centersor librariesto help improve
literacy about PHR technologies, thereby improving consumer
awareness, reducing anticipatory anxiety, and leading to greater
adoption of these systems. Finally, at the infrastructure level,
governments can accel erate the devel opment of interoperability
and health data interchange standards that would help make
these systems more attractive to consumers and enable faster
mainstream adoption.

Applicability Checks

To further confirm the relevance of our research to the health
care sector, we performed applicability checks with several
health care professionals, including two physicians, one hospital
administrator, one system developer, and one health policy
analyst. Applicability checks have been recommended as a
useful method for researchers to improve communication
between research and practice [142] and substantiate the
practical relevance of research [143]. In conducting applicability
checks for this research, we sought feedback on our research
findings from health care professionals and asked them to
comment on the importance of the issues identified in our
research. A summary of key comments from the applicability
check participants is included in Table 4. Overdl, the
participants indicated that research studies such as ours could
potentially help improve the effective uptake of PHRs and
produce efficiencies in the health care system. Furthermore,
they commented on the potential of our research to help
overcome PHR adoption barriers through actionable guidelines
for the health care sector.
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Table4. Applicability checks and comments from health care professionals.

Health care professional  Perspective

Key comments

Generd practitioner

: U1 PHR? adoption for improved
(family medicine)

clinical health outcomes

Primary care physician
(pediatrics)

PHR adoption for improved
clinical health outcomes

Hospital administrator
(director of operations)

PHR adoption for ensuring
continuity of care

Systems devel oper Functionality and usability re-
(EHRP systems; mobile  quirements for PHR adoption
health apps)

Health policy analyst eHedlth initiatives and PHR
(digital health strategies) adoption

“PHRs can be great tools to allow patients to become more informed about their
conditions and treatments.”

“|1 believe that we can help patients get familiar with the benefits of PHRs and also
help them get over their initial hesitation in using these tools”

“1 think PHR tools can be great for parents to keep track of their children’s medical
history. The information can later be handed over to children once they are able to
manage it themselves”

“Once the technical hurdles are resolved, | think clinicians can play an important
role in encouraging people to use these technol ogies. However, we [physicians]
have to start using them too and lead by example.”

“We currently provide access to patientsto alimited part of their medical records.
Having an integrated medical record across healthcare organizations can be very
useful for timely interventions.”

“As pointed out in this research, there are many technical obstacles to providing an
integrated medical record and this probably hurts overall adoption.”

“Providing accessto patient information across organizationsisachallenge. Various
industry standards are attempting to resolve this issue. Once the problems are re-
solved, we can expect more user interest in these technologies.”

“| agreethat usability ismore than just thinking about user-friendliness. Userstoday
expect anytime anywhere access to information. This appliesto PHRs aswell.”

“Thereisalot of work going on at the national and provincia levelsto create the
right conditions to support potential applications of PHR technologies.”

“ Suggestions made in this research can be useful in creating more awareness at the
user level. Ultimately, we would like to see PHRs as atechnology for all citizens”

3PHR: personal health record.
PEHR: dlectronic health record.

Study Limitations

As an exploratory study, our research has inherent limitations
intermsof the posited research model. Thisincludes hypotheses
that did not emerge as significant. Another limitation of our
study pertains to the use of convenience and self-selection
sampling techniques. This may limit the generalizability of the
results of this study. Furthermore, most of the respondents
comprised a relatively younger age demographic from North
America, and the results may not be representative of the general
population.

We also notethat by virtue of soliciting responsesfrom acurrent
PHR portal site, health information websites, and forums, our
data were collected from respondents with some level of
previous interest in health self-management. This limits our
findingsto current internet users with potentially higher health
literacy and may not accurately account for the population of
userswith less exposureto health information or with less access
to computing resources. Future research should include potential
and actual users of PHR technologies through more diversified
sourcesand utilize recruitment mechanismsto alleviate sampling
bias.

Conclusions

Advancing the use of technologies in all walks of life is also
increasing people’s expectations of user-centered health care
technol ogies. Consequently, consumer demand for PHR systems
is likely to remain strong in the upcoming years. Recent
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academic and industry research on PHR systems has affirmed
abundant consumer interest in these technologies [4,80,94].

The empirical research findings reported in this paper aim to
contribute to the body of knowledge on consumer adoption of
PHRs. To this end, we have attempted to explore and analyze
possible factors contributing to what has been termed the PHR
paradox [21], that is, despite their predicted benefits and
considerable consumer interest, the adoption of PHRs has
generaly remained low. Our study also answers the call for
researchers to investigate the facilitators and inhibitors of PHR
adoption at multiplelevels, including personal and technological
[2,21,51,66].

By developing and validating a parsimonious research model
comprising personal and technological determinants of PHR
adoption, we were ableto obtain several insightsinto the social
influence and cognitive instrumental processes that impact
consumer adoption of PHRs. Our resultsindicate that subjective
norms, technology awareness, and technology anxiety are
important factors that predict individual attitudes and beliefs
about the usefulness of PHR systems and the ultimate adoption
of these technologies. Our study aso shows the differential
effects of system integration capabilities and perceived usability
on perceived usefulness and behavioral intention to adopt PHRs.
Our characterization of PHR technologies in terms of their
voluntary, instrumental, and high maintenance attributes has
allowed us to make sense of some of the seemingly
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counterintuitive findings about technol ogy antecedents of PHR
adoption.

Assuch, our findings support the viewpoint of other researchers
who contend that PHR technologies are complex innovations
in which perceived attributes of technology are neither stable
features nor sure determinants of adoption [21,95]. We
encourage future research to examine the adoption of PHRsin
a longitudinal fashion, exploring the role of different

Runhi et &

sociotechnical factors affecting users’ cognitive and behavioral
processes during the stages of internalization, assimilation, and
maintenance of PHR systems.

We hope that the takeaways from our study will prove to be
constructive in helping align PHR offerings more closely with
consumer beliefs and attitudes, as well as their informational
needs and functional requirements. This should help alleviate
the risk of PHR technology rejection or abandonment.
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Abstract

Background: Twitter isareal-time messaging platform widely used by people and organizations to share information on many
topics. Systematic monitoring of social media posts (infodemiology or infoveillance) could be useful to detect misinformation
outbreaks as well as to reduce reporting lag time and to provide an independent complementary source of data compared with
traditional surveillance approaches. However, such an analysisis currently not possible in the Arabic-speaking world owing to
alack of basic building blocks for research and diaectal variation.

Objective: We collected around 4000 Arabic tweets related to COVID-19 and influenza. We cleaned and labeled the tweets
relative to the Arabic Infectious Diseases Ontology, which includes nonstandard terminology, as well as 11 core concepts and
21 relations. The aim of this study was to analyze Arabic tweets to estimate their usefulness for health surveillance, understand
theimpact of theinformal termsin the analysis, show the effect of deep learning methodsin the classification process, and i dentify
the locations where the infection is spreading.

Methods: We applied the following multilabel classification techniques: binary relevance, classifier chains, label power set,
adapted algorithm (multilabel adapted k-nearest neighbors [MLKNN]), support vector machine with naive Bayes features
(NBSV M), bidirectional encoder representations from transformers (BERT), and AraBERT (transformer-based model for Arabic
language understanding) to identify tweets appearing to be from infected individuals. We also used named entity recognition to
predict the place names mentioned in the tweets.

Results:. We achieved an F1 score of up to 88% in the influenza case study and 94% in the COVID-19 one. Adapting for
nonstandard terminology and informal language helped to improve accuracy by as much as 15%, with an average improvement
of 8%. Deep learning methods achieved an F1 score of up to 94% during the classifying process. Our geolocation detection
algorithm had an average accuracy of 54% for predicting the location of users according to tweet content.

Conclusions: This study identified two Arabic social media data sets for monitoring tweets related to influenzaand COVID-19.
It demonstrated the importance of including informal terms, which are regularly used by social media users, in the analysis. It
also proved that BERT achieves good results when used with new terms in COVID-19 tweets. Finally, the tweet content may
contain useful information to determine the location of disease spread.

(IMIR Med Inform 2021;9(9):e27670) doi:10.2196/27670

KEYWORDS

Arabic; COVID-19; infectious disease; influenza; infodemiology; infoveillance; socia listening; informal language; multilabel
classification; natural language processing; named entity recognition; Twitter
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Introduction

Background

Although millions of items of data appear every day on socia
media, artificial intelligencethrough natural language processing
(NLP) and machinelearning (ML) a gorithms offersthe chance
to automate their analysis across many different areas, including
health. In the area of health informatics and text mining, social
media data, such as Twitter data, can be analyzed to calculate
large-scale estimates of the number of infections and the spread
of diseases, or help to predict epidemic events[1]; thisfield is
known as infodemiology, and the systematic monitoring of
social media posts and Internet information for public health
purposesisknown asinfoveillance. However, previousresearch
has focused almost exclusively on English data.

Time is clearly an important factor in the health surveillance
domain. In other words, discovering infectious diseases as
quickly as possible is beneficial for many organizations and
populations, as we have seen internationally with COVID-19.
It is also important to have multiple independent sources to
corroborate evidence of the spread of infectious diseases.

https://medinform.jmir.org/2021/9/e27670
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Twitter is one of the main real-time platforms that can be used
in health monitoring. However, it contains noisy and unrelated
information; hence, there is a crucial need for information
gathering, preprocessing, and filtering techniques to discard
irrelevant information while retaining useful information. One
key task is to differentiate between tweets written for different
reasons where someone is infected or worried about a disease,
taking into account the figurative usage of some words related
to adisease or spread of infection [2].

While such tasks are obviously relevant globally, there islittle
previousresearch for Arabic-speaking countries. There are some
characteristics of the Arabic language that make it more difficult
to analyze compared with other languages, and NL P resources
and methods arelesswell devel oped for Arabic than for English.
Arabic, which has more than 26 dialects, is spoken by more
than 400 million people around the world [3]. We hypothesize
that Arabic speakers will use their own dialects in informal
discourse when they express their pain, concerns, and feelings
rather than using modern standard Arabic[4]. Table 1 describes
some examples of Arabic words related to health that may
represent different meanings owing to dialect differences. For

instance, the word @ can be understood as influenza in Ngjdi
dialect and feeling cold in Hejazi dialect [3].
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Table 1. Some examples of Arabic words that have different meaning.

Alsudias & Rayson

Word in Arabic Potential meaning confusion sets

Influenza (cold)/feeling cold

i

Vaccination/reading supplication

|

Runny nose/nosebleed

|

Ointment/paint

= (=]

Antibiotic/opposite

=l

Tablets/pimples/some kind of food

|

X-ray/sunlight
E

Weakness/double
El

Painkiller/home

=l

Prescription/method

|

il

Sneezing (cold)/filter the liquid thing/be nominated for a position

Medicine (like vitamin C fizz)/sparkling spring (fizz)

The real-world motivation of thiswork isto reducethelag time
and increase accuracy in detecting mentions of infectious
diseases in order to support professional organizations in
decreasing the spread, planning for medicine roll out, and
increasing awareness in the general population. We also wish
to show that Arabic tweets on Twitter can provide valuable data
that may be used in the area of health monitoring by using
informal, nonstandard, and dial ectal language, which represents
social media usage more accurately.

We focused on COVID-19 and influenzain particular owing to
their rapid spread during seasona epidemics or pandemicsin
the Arabic-speaking world and beyond. Most people recover
within aweek or two. However, young children, elderly people,
and those with other serious underlying health conditions may
experience severe complications, including infection,
pneumonia, and death [5]. While it takes specialized medical
knowledge to distinguish between the people infected by
COVID-19 and influenza as the symptoms are similar, tracing
and planning vaccination and isolation are important for both
diseases. In addition, there may be some infected people who

https://medinform.jmir.org/2021/9/e27670

do not take the test because of personal concerns and lack of
availability of testsin their city, or those who need support to
self-isolate.

The overall question being answered in this paper is how NLP
can improve the analysis of the spread of infectious diseases
viasocial media. Our first main contribution is the creation of
a new Arabic Twitter data set related to COVID-19 and
influenza, which was labeled with 12 classes, including 11
originating from the Arabic Infectious Disease Ontology [6]
and anew infection category. We used this ontology sincethere
are no existing medical ontologies, such as International
Classification of Diseases (ICD) and/or Systematized
Nomenclature of Medicine-Clinicadl Terms (SNOMED),
availablethat originatein Arabic [1]. Crucially, we also showed
for the first time the usefulness of informal nonstandard
discase-related terms using a multilabel classification
methodology to find personal tweets related to COVID-19 or
influenza in Arabic. We comparatively evaluated our results
with and without the informal terms and showed the impact of
including such terms in our study. Moreover, we showed the

JMIR Med Inform 2021 | vol. 9 | iss. 9 | €27670 | p.45
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

power of ML and deep learning algorithmsin the classification
process. Finally, we devel oped methodsto identify thelocations
of the infectious disease spread using tweet content, and this
also helped to inform dialect variants and choices.

Related Work

Previous studies have proven that NL P techniques can be used
to analyze tweets for monitoring public health [7-12]. These
studies have analyzed socia media articles that support the
surveillance of diseasesin different languages such as Japanese,
Chinese, and English. Diseases that were analyzed included
listeria, influenza, swine flu, measles, meningitis, and others.
Asjustified in the previous section, we will focus on previous
work related to monitoring influenza and COVID-19 using
Twitter data.

I nfluenza-Related Research

The Ailment Topic Aspect Model (ATAM) isamodel designed
by Paul and Dredze [13]. It uses Twitter messages to measure
influenza rates in the United States. It was later extended to
consider over a dozen ailments and apply several tasks such as
syndromic surveillance and geographical disease monitoring.
Similarly, an influenza corpus was created from Twitter [8].
The tweets needed to meet the following two conditions to
include them in the training data with infected people and
timing: (1) the person tweeting or a close contact is infected
with the flu and (2) the tense should be the present tense or
recent past tense.

The goal of a previous study [2] was to distinguish between flu
tweets from infected individuals and others worried about
infection in order to improve influenza surveillance. It applied
multiple features in a supervised learning framework to find
tweets indicating flu. Likewise, a sentiment analysis approach
was used [14] to classify tweets that included 12 diseases,
including influenza. A forecasting word model was designed
[15] using several words, such as symptoms, that appear in
tweets before epidemics to predict the number of patients
infected with influenza.

A previous study [16] used unsupervised methods based on
word embeddingsto classify health-related tweets. The method
achieved an accuracy of 87.1% for the classification of tweets
being related or unrelated to a topic. Another study [17]
concluded that there is a high correlation between flu tweets
and Google Trends data.

A recent survey study [1] showed how ontologies may be useful
in collecting data owing to the structured information they
contain. However, there were serious challenges as medical
ontologies may consist of medical terms, while the text itself
may contain slang terms. The study suggested the inclusion of
informal language from social mediain the analysis processin
order to improve the quality of epidemic intelligence in the
future, but this was not implemented.

COVID-19-Related Research

Many researchers in computer science have made extensive
efforts to show how they can help during pandemics. In terms
of NLP and social media, there are various studies that support
different languages with multiple goals. These goals include
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defining topics discussed in social media, detecting fake news,
analyzing sentiments of tweets, and predicting the number of
cases[18].

There have been multiple Arabic data sets published recently
[19,20]. The authors explained the ways of collecting tweets,
such astime period, keywords, and software library used in the
search process, and summed up the statistics for the collected
tweets. However, they only included statistical analysis and
clustering to generate summaries with some suggestion of future
work. Yet, there are some studies with specific goals, such as
analysis of the reaction of citizens during a pandemic [21] and
identification of the most frequent unigrams, bigrams, and
trigrams of tweets related to COVID-19 [22]. In addition,
considering the study by Alanazi et al [23] that identified the
symptoms of COVID-19 from Arabic tweets, the authors noted
the limitation that they used modern standard Arabic keywords
only, and it would beimportant to consider dialectical keywords
in order to better catch tweets on COVID-19 symptoms written
in Arabic, because some Arab users post on social media in
their own local dialect.

In a previous study, we analyzed COVID-19 tweets in the
following three different ways: (1) identifying the topics
discussed during the period, (2) detecting rumors, and (3)
predicting the source of the tweets in order to investigate
reliability and trust [24].

Critically, none of the above studies utilized the Arabic language
for monitoring the spread of diseases. There are some Arabic
studies that used Twitter with the goal of determining the
correctness of health information [25], analyzing health services
[26], and proving that Twitter is used by health professionals
[27]. Moreover, other studies, which did not involve Arabic,
used only formal language terminol ogieswhen collecting tweets,
and we would argue that this is not representative of the
language usage in social media posts.

Arabic Named Entity Recognition—Related Research

Previous research on named entity recognition (NER) aimed to
accomplish the following two key goals: (1) the identification
of named entities and (2) the classification of these entities,
usualy into coarse-grained categories, including personal names
(PER), organizations (ORG), locations (LOC), and dates and
times (DATE). In this study, our interest was in estimating one
of these categories, which is the location element of the
information on Twitter. NER methods use a variety of
approaches, including rule-based, ML-based, deep
learning—based, and hybrid approaches. These approaches can
be used for Arabic, athough specific issues arise, such as lack
of capitalization, nominal confusability, agglutination, and
absence of short vowels [28,29]. In addition, there are more
challenges in terms of social media content, which includes
Arabic diaectsand informal terms. Thereisalack of annotated
data for NER in dialects. The application of NLP tools,
originaly designed for modern standard Arabic, on dialects
leadsto considerably less efficiency, and hence, we see the need
to devel op resources and tools specifically for Arabic dialects
[29].
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The goa of a previous study [30] was to illustrate a new
approach for the geolocation of Arabic and English language
tweets based on content by collecting contextual tweets. It
proved that only 0.70% of users actually use the function of
geospatial tagging of their own tweets; thus, other information
should be used instead.

Data Collection and Filtering

Thereis alack of an available and reliable Twitter corporain
Arabic in the health domain, which makes it necessary for us
to create our own corpus. We obtained the data using the Twitter
application programming interface (API) for the period between
September 2019 and October 2020, and collected around 6
million tweetsthat contained influenzaor COVID-19 keywords.
The keywords are in the code that we will release on GitHub
[31]. We collected the tweetsweekly since the Twitter API does
not otherwise allow usto retrieve enough historical tweets. We
utilized keywords related to influenzaand COVID-19 from the
Arabic Infectious Diseases Ontology [6], which includes
nonstandard terminology. We used a disease ontology because

Table 2. The number of tweetsin each label.

Alsudias & Rayson

it has been shown to help in finding all the terms and synonyms
related to the disease [14].

A previous survey [1] suggested the inclusion of informal text
used in social mediain medical ontologies and search processes
when collecting datain order to improve the quality of epidemic
intelligence. Therefore, we hypothesize that informal terms may
help to find the rel evant tweets rel ated to diseases. Additionally,
in the Arabic scenario, we hypothesize that we need to account
for dialectal terms.

Wefiltered the tweets by excluding duplicates, advertisements,
and spam. Using Python, we also cleaned the tweets by
removing symboals, links, non-Arabic words, URLS, mentions,
hashtags, numbers, and repeating characters. From the resulting
data set, we took a sample of about 4000 unique tweets (2000
tweets on influenza and 2000 tweets on COVID-19). Then, we
used asuite of approachesfor preprocessing the tweets, applying
the following processes in seguence: tokenization,
normalization, and stop-word removal. Table 2 shows the
number of tweets with each label from the ontology after
filtering and preprocessing.

Label Tweets?, n

Influenza COVID-19
Name of the disease 1544 1795
Slang term of the disease 456 327
Symptom 398 789
Cause 178 530
Prevention 666 209
Infection 51 15
Organ 2 202
Treatment 152 97
Diagnosis 25 2
Place of the disease spread 17 415
Infected category 52 12
Infected with 907 915

8Each tweet can have multiple labels.

Manual Coding

In order to create a gold standard corpus, our process started
with tweet labeling by two Arabic native speakers, including
the first author of the paper, following the guidelines of the
annotation process described in Multimedia Appendix 1. We
manually annotated each tweet with 1 or O to indicate Arabic
Infectious Diseases Ontology classes, which are infectious
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disease name (ie, influenza and COVID-19 in our case), dang
term, symptom, cause, prevention, infection, organ, treatment,
diagnosis, place of disease spread, and infected category. We
also labeled each tweet as 1 if the person who wrote the tweet
was infected with influenza or COVID-19 and 0 if not. Table
3 describes some examples of Arabic influenzaand COVID-19
tweets with their labels.
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Table 3. Examples of tweets with their assigned labels (1 or 0).

Tweet in Arabic TweetinEn- Name 9ang Symp- Cause Pre- Infec Or- Tre- Diag- Place Infect- In-
glish name tom ven- tion gan ment nosis of dis edcat- fect-

tion ease  egory ed

spread with

solution with
flu, fever and
cold killed me

B What isthe 12 1 1 0 0 0 0 0 0 0 0 1b

Influenzavac- 1 0 0 0 1 0 0 0 0 0 0 0
|E cination cam-

paignin coop-

eration with

King Khalid

Hospita in

Al-Kharj

B Flumorning 1 0 0 0 0 0 0 0 0 0 0 1

When you 0 1 1 1 0 0 1 0 1 0 0 0
|E have symp-

tomsof aflu

or cold, Does

the clinic take

asample of

nose and

throat to check

if itsbacteria

or avirus

B My experi- 1 0 1 1 0 0 1 0 0 0 0 1
encewith after

my infection
with the
Covid-19
viruswas con-
firmed, | did
not initially
care about eat-
ing food,
enough water,
and also food
supplements,
because the
symptoms
weredlight, |
noticed that
the virus
worksin
stages, at first
| noticed
sweating,
headache, and
then eye pain.

hands with
soap and wa-
ter, and wear-
ing amedical
mask ... Here
are anumber
of precaution-
ary measures
that are till
the best ways
to prevent
Corona

IE Washing 0 1 0 0 1 0 0 0 0 0 0 0
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Tweet in Arabic Tweet in En-

glish

Name 9dag Symp- Cause Pre-
name tom

Inffec- Or-  Tredt-
tion gan ment

Place Infect- In-
of dis edcat- fect-
ease  egory ed
spread with

Diag-
ven- nosis

tion

Thefirstthing 1 0 1
that struck me
was |ethargy,
paininthe
bones and
muscles, a
strange
headache that
was not
painful but
bothersome,
and then had
diarrhea. | did
not expect
Coronabe-
cause the
symptoms
weremild, not
like what peo-
plesay. But |
was surewhen
my sleep be-
came strange,
asif | wokeup
not asleep,
and after that
| fell adeep
for an hour or
two, and
sometimes |
did not sleep.

5

0 0 0 1 0 0 0 0 1

A\e |abeled each tweet with 1 or 0 to indicate Arabic I nfectious Diseases Ontology classes.
Bwe labeled each tweet as 1 if the person who wrote the tweet was infected and O if not.

Interrater Reliability

We used the Krippendorff apha coefficient statistic, which
supports multilabel input, to test the robustness of the
classification schemefor both data sets[32]. The result showed
that the Krippendorff al phascorewas 0.84 in theinfluenzadata
set and 0.91 in the COVID-19 data set, which indicates strong
agreement between the two manual coders. The remaining
disagreement between the annotators was dueto informal terms

and Arabic dialectsfound in social media. For instance, @ can
be understood as “cold is playing with us,” which represents
that an uninfected person or flu is playing with us (indicating

an infected person). Another example is@, which in English
means “get along with Corona is easier than the lockdown.”
This may be classified as an infected person or an uninfected

person because the word @ has various meanings.

Methods

Overview

In order to create methods to find individuas who have been
self-identified as infected and to determine their geolocation in
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RenderX

the Twitter data set, we applied multiple supervised learning
algorithms on the labeled data set and used NER on the tweet
content.

Multilabel Classification

The overal architecture of our pipeline for finding infected
peopleis shown in Figure 1. Using a supervised paradigm, we
first annotated the corpus with labeling information as described
above, before moving on to classify the tweets by applying
machine and deep learning algorithms. We used this method
for both the influenza and COVID-19 case studies. Each tweet
has different |abelsassigned to it. For instance, thefirst example

in Table 3 contains the labels influenza name (‘E), slang term

of influenza (‘E ), and symptom (E). It also representsthat the
person isinfected with influenza. Therefore, we assigned avalue
of 1totheselabels. On the other hand, the tweet does not include
the labels cause, prevention, infection, organ, treatment,
diagnosis, place of disease spread, and infected category. Thus,
these were marked with 0.
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Figurel. System architecture. API: application programming interface; AraBERT: transformer-based model for Arabic language understanding; BERT:
bidirectional encoder representationsfrom transformers; MLKNN: multilabel adapted k-nearest neighbors; NBSVM: support vector machinewith naive

Bayes features.
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Label

Classifier
Chains

Binary
Relevance

Powerset

Multilabel classification

Adapted
Algorithm
(MLKNN)

NBSVM BERT AraBERT

From Table 3, we can see that we have amultilabel classification
problem where multiple labels are assigned to each tweset.
Basically, the following three methods can be used to solve the
problem: problem transformation, adapted algorithm, and
ensemble approaches. For each method, there are different
techniques that can be used. We applied the following
algorithms, which represent ML and deep learning algorithms,
to classify the tweets: (1) binary relevance, which treats each
label as a separate single class classification problem; (2)
classifier chains, which treats each label as a part of a
conditioned chain of single-class classification problems, and
itisuseful to handlethe classlabel relationships; (3) label power
set, which transforms the problem into a multiclass problem
with one multiclass classifier that is trained on all unique label
combinations found in the training data; (4) adapted algorithm
(MLKNN), which is a multilabel adapted k-nearest neighbors
(KNN) classifier with Bayesian prior corrections; (5) support
vector machine with naive Bayes features (NBSVM), which
combinesgenerative and discriminant model stogether by adding
NB log-count ratio features to SVM [33]; (6) bidirectiona
encoder representations from transformers (BERT), whichisa
condition where all left and right meanings in both layers are
used to pretrain deep bidirectiona representations from
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unlabeled text [34]; and (7) transformer-based model for Arabic
language understanding (AraBERT), which is a pretrained
BERT model designed specifically for the Arabic language[35].

Since some labels were O for most tweets, we removed these
labelsin order to avoid overfitting. In other words, we removed
the labels that did not appear in most tweets as shown in Table
3. The remaining important |abels were determined depending
on the disease case study because they represented different
valuesfor different tweetsasjustified in Table 2. For influenza,
they are influenza name, slang term of influenza, symptom,
prevention, treatment, and infected with. Whilefor COVID-19,
they are name, dang term of COVID-19, symptom, cause, place,
and infected with. We also repeated the experiment twice to
show the effectiveness of theinformal termsin the results. One
of them had the labels“ disease name,” “ slang term of infectious
disease” and “infected with,” and the other had all |abels, except
“dlang term of infectious disease” in both case studies.

In our study, we used the Python scikit-multilearn [36] and
ktrain [37] libraries and applied different models. To extract
the features from the processed training data, we used a word
frequency approach. We split the entire sampleinto 75%training
and 25% testing sets.
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We followed NER systems that used ML algorithms to learn
NE tag decisions from annotated text. We used the conditional
random fields (CRF) algorithm becauseit achieved better results
than other supervised NER ML techniquesin previous studies
[29].

Figure 2. Three phases of the geolocation detection agorithm.

Alsudias & Rayson

Therewerethree phasesin our geolocation detection algorithm
as shown in Figure 2. In phase 1, the infected person was
specified from themultilabel classification algorithm described
in the previous section. Then, weretrieved the historical tweets
of this person (around 3000 tweets per person on average) and
passed them to the next phase.

Tweets
Infected
Person , m
. . . Historical Tweets ’ ™
o —— d —
, Tn
Location Identified
Tweets Names Locations
o~ T1 Name 1 Location 1
e » Entity Detection Entity Detection
= T2 From Several Name 2 From New Location 2
e Corpus and Kingdom of Saudi
Gazetteers Arabia Gazetteer
Tn Name n Location n
Identified
Locations Feature set
: Main
(1] .
% Location 1 ocation Feature 1 Scoring of Location
o feature
£ . . . B— i
o Location 2 identification Feature 2 reglons Location x
Location n Feature n

Phase 2 consisted of two consecutive stages. First, the tweets
were submitted to a named entity detection algorithm to select
location records from multiple corporaand gazetteers, including
ANERCorp [38,39], and ANERGazet [40]. A set of location
names needs to be filtered out from the general names and

ambiguous ones. For example, the word ] (Bdli in English)
can be a province in Indonesia or “my mind” as an informal
termin Arabic. Thisstep isimportant in order to ensure that al
unrelated location names are not included in the final phase.
Second, the identified locations were determined by applying
our new entity detection gazetteer, which represents Saudi
Arabia regions, cities, and district. The data, which will be
released on GitHub [31], are public data collected from the
Saudi Post website [41].

In phase 3, common features were identified, such as the most
frequent locations, aswell as other features, such as occurrence
time, which gives a higher score for locations within the last 6
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months. Then, each location isscored by anumber, which allows
usto rank thelist and determine the best estimated main location
of the user.

After each tweet set with a predictable location, we compared
this location with the location field mentioned in the user
account, which is not always set by the user because it is an
optiona field. Here, we kept only users with valuable location
information in either the location or description fields.

Ethical Consider ations

Although Twitter has obtained informed consent from users to
share information, there was a need to obtain research ethics
approval from our university, especially considering our focus
on health-related topics [42]. Ethica approva for this study
was obtained from Lancaster University on June 21, 2019 [43].
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Results

Multilabel Classification

A multilabel classification problem is more complex than binary
and multiclass classification problems. Therefore, various
performance measures were calculated to evauate the
classification process, such as accuracy, F1 score, recal,
precision, areaunder the receiver operating characteristic curve
(AUC), and Hamming loss [44]. For all these measures, except
Hamming loss, higher scores are better. For Hamming loss,
smaller valuesreflect better performance. It isimportant to note
that the accuracy score function in multilabel classification
computesonly subset accuracy, which meansasampleof labels
will betakenin the calculation process, as mentioned previously
[36].

Table 4 illustrates the performance measures of the seaven models
on our training data set with six, five, and three labels for the
influenza case study. In the six labels, which are “influenza
name,” “dang term of influenza” “symptom,” “prevention,”
“treatment,” and “infected with,” the classifier chainsalgorithm
achieved the highest results in most measures compared with
the other algorithms. It had an F1 score of 86.1%, recall of
81.0%, precision of 91.8%, AUC of 88.6%, accuracy of 56.2%,
and Hamming loss of 8.9%. The label power set algorithm
provided a result dlightly lower than the classifier chain by
around 2%. The lowest F1 score was observed for NBSVM,
which was 58.9%.

The repeated experiment results for the seven models on our
training data set with three labels, which were* influenzaname,”
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“dang term of influenza,” and “infected with,” and five labels,
which were “influenza name,” “symptom,” “prevention,’
“trestment,” and “infected with,” aredescribed in Table 4. There
was up to 20% enhancement for accuracy in the seven
algorithms. The highest F1 score was achieved by the classifier
chains agorithm, which was 88.8%. The recall and precision
ranged from 60% to 92%. Consequently, informal terms were
shown to represent key factorsin the classification process.

Table 5 shows the performance measures of the seven models
on our training data set with six, five, and three labels for the
COVID-19 case study. Here, the six |abels were different from
those in the previous case study because they were determined
according to the results from the number of tweetsin each label
asexplainedin Table 2. Thesix labelswere“ COVID-19 name,”
“dang term of COVID-19,” “symptom,” “cause,” “place of
disease spread,” and “infected with category.” The best results
were achieved by the BERT algorithm with an F1 score of
88.2%, recall of 86.7%, precision of 89.7%, AUC of 90.3%,
accuracy of 62.0%, and Hamming loss of 8.8%.

The repeated experiment results for the seven models on our
training data set with three labels, which were “COVID-19
name,” “slang term of COVID-19,” and “infected with,” and
five labels, which were “COVID-19 name,” “symptom,”
“cause,” “place of disease spread,” and “infected with category”
are described in Table 5. There was up to 20% enhancement
for accuracy in the seven algorithms. The highest F1 score was
achieved by the BERT algorithm, which was 94.8%, followed
by AraBERT, which was 93.3%. The informal terms in the
COVID-19 case study showed around 15% enhancement in the
evaluation results.
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Table 4. Training results of the seven algorithms with six, five, and three labels for the influenza case study.

Number of labelsand multilabel classification F1 score (%) Recall (%) Precision (%) AUC?(9%)  Accuracy (%) Hamming loss (%)

techniques

Six?
Binary relevance 731 74.4 719 79.7 39.6 18.7
Classifier chains 86.1 810 91.8 88.6 56.2 8.9
Label power set 85.7 83.8 87.6 88.7 56.2 9.7
Adapted algorithm (MLKNN®) 76.9 75.5 784 82.3 39.9 155
BERTY 78.1 83.4 734 85.4 389 137
AraBERT® 79.7 727 88.2 83.9 49.2 125
NBSVM' 58.9 46.3 81.2 70.9 26.8 189

FiveY
Binary relevance 755 76.9 74.1 80.7 451 183
Classifier chains 88.0 85.7 90.5 90.2 64.9 85
Label power set 87.6 86.2 89.2 90.0 63.9 8.9
Adapted algorithm (MLKNN) 79.9 76.4 83.9 84.0 479 14.0
BERT 84.1 83.1 85.0 88.0 575 10.3
AraBERT 87.3 86.3 884 90.0 64.3 9.0
NBSVM 61.6 49.7 81.2 72.0 26.8 20.2

Three"
Binary relevance 80.8 80.0 817 81.2 60.4 18.8
Classifier chains 88.8 85.7 92.2 89.3 724 10.7
Label power set 88.3 88.0 88.6 88.4 70.8 116
Adapted algorithm (MLKNN) 80.9 84.7 775 80.2 54.0 19.8
BERT 87.6 93.9 82.1 88.9 68.1 11.7
AraBERT 85.9 815 90.9 86.8 66.9 131
NBSVM 79.5 75.1 84.3 82.1 59.9 17.1

8AUC: area under the receiver operating characteristic curve.

PThe six labels are “influenza name,” “slang term of influenza,” “symptom,” “prevention,” “treatment,” and “infected with.”
°MLKNN: multilabel adapted k-nearest neighbors.

dBERT: bidirectional encoder representations from transformers.

CAraBERT: transformer-based model for Arabic language understanding.

'NBSVM: support vector machine with naive Bayes features.

9The five labels are “influenza name,” “symptom,” “prevention,” “treatment,” and “infected with.”

P The three labels are “influenza name,” “slang term of influenza,” and “infected with.”
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Table5. Training results of the seven algorithms with six, five, and three labels for the COVID-19 case study.

Number of labelsand multilabel classification F1 score (%) Recall (%)  Precision (%) aAyuc2 (%)  Accuracy (%) Hamming loss (%)

technique

Six?
Binary relevance 54.6 52.8 56.6 64.0 156 333
Classifier chains 539 49.8 58.7 64.2 185 323
Label power set 58.6 59.4 57.9 66.5 222 318
Adapted algorithm (MLKNN®) 54.5 51.0 58.4 64.4 10.0 32.4
BERTY 88.2 86.7 89.7 9.3 62.0 8.8
AraBERT® 82.0 84.4 79.8 86.0 505 136
NBSVM' 64.3 51.7 85.0 73.1 207 217

FiveY
Binary relevance 57.0 56.0 58.1 63.1 158 35.9
Classifier chains 56.2 53.0 59.9 63.3 18.3 351
Label power set 60.8 63.4 58.4 65.0 220 34.8
Adapted algorithm (MLKNN) 56.5 54.6 58.7 63.1 10.4 357
BERT 87.3 87.9 86.7 88.9 59.0 109
AraBERT 86.3 92.7 80.7 88.6 53.9 121
NBSVM 55.2 40.6 86.4 67.9 179 28.0

Three"
Binary relevance 68.5 69.0 68.0 69.2 36.9 30.8
Classifier chains 69.7 68.1 714 71.2 39.9 28.7
Label power set 70.3 69.0 715 71.6 40.1 28.3
Adapted algorithm (MLKNN) 716 70.7 726 72.8 414 27.1
BERT 94.8 96.4 93.3 94.9 93.2 51
AraBERT 93.3 94.8 91.9 935 85.3 6.5
NBSVM 70.6 59.6 86.5 75.4 46.5 242

8AUC: area under the receiver operating characteristic curve.

PThe six labels are “COVID-19 name,” “slang term of COVID-19,” “symptom,” “cause,” “place of the disease spread,” and “infected with category.”

°MLKNN: multilabel adapted k-nearest neighbors.

dBERT: bidirectional encoder representations from transformers.
CAraBERT: transformer-based model for Arabic language understanding.
'NBSVM: support vector machine with naive Bayes features.

9The five labels are “COVID-19 name,” “symptom,” “cause;” “place of the disease spread,” and “infected with category.”
P The three labels are * COVID-19 name,” “slang term of COVID-19,” and “infected with.”

NER

A Kkey point to be noted is that our geolocation detection
evaluation is based on the location of users where they were
tweeting. We filtered tweets that did not have any information
in the location field and/or had nonplausible locations, such as
moon and space. We created a manually annotated set from the
information in thelocation field in order to demonstrate greater
accuracy. This is due to the ambiguous information in the
location field that can be detected by hand. For instance, we

found some adjectives of the location, like Eﬁ@ and E,
referring to Jeddah city in Saudi Arabia.

https://medinform.jmir.org/2021/9/e27670

In the influenza study, around 907 users were classified as
infected with influenza, and 397 of these users provided valuable
information in their accounts that could be used to identify the
location. As a result, our agorithm achieved an accuracy of
45.8% for predicting locations.

Regarding the COVID-19 study, 915 people were considered
to be infected, and around 358 user accounts had useful
information about the location. Therefore, after applying the
algorithm, the accuracy was up to 63.6% for identifying the
locations of the infected users.
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Discussion

Principal Findings

To understand the effect of deep learning algorithms on the
classification process, we needed to compare the results of the
ML agorithms with deep learning onesin the two case studies
for influenzaand COVID-19. In the influenza study, the results
of deep learning agorithms and ML ones were close to each
other. In other words, there was no improvement in the results
when applying deep learning methods, such as BERT and
AraBERT. On the other hand, in the COVID-19 case study,
there was up to a25% enhancement in the resultswhen applying
BERT and/or AraBERT. These results helped to confirm that
deep learning methods show good returns when dealing with
new terms or unknown vocabul aries that represent COVID-19
terms.

By applying our previouswork [45], which classified the sources
of the tweets into the following five types: academic, media,
government, health professional, and public, we found that
informal language was used in the public type (examples 1, 3,
and 7 in Table 3), while the other types (academic, media,

Alsudias & Rayson

government, and health professional) utilized moreformal styles
(examples 2, 4, 5, and 6 in Table 3). Hence, disease-related
dang names or other symptoms play an important role in
detecting the disease mentionsin social media. People not only
used slang terms but also expressed their feelings using other

terms such as metaphors[46]. For example, E which means
“hi flu,” shows that the person, who wrote the tweet, was
affected by flu. Here, 71.9% of the tweets proved that there was
arelationship among theinformal language used by flu-infected
people.

We also found that there was a relationship among the
“symptom,” “prevention,” and “infected with” labels. Overall,
64.3% of people infected by influenza sent tweets mentioning
symptoms, such as sneezing, headache, coughing, and fever.
Among tweets about prevention, 69.3% werewritten by aperson
who was not infected with influenza. However, there were a
number of tweets that broke these patterns. In other words, we
observed tweets written about symptoms that did not represent
an infected person or tweets written about prevention that
represented an infected person. Table 6 shows some examples
of the tweets that described these relationships.

Table 6. Examples of tweets describing the relationships among the symptom, prevention, place, and infected with labels.

Tweet in Arabic Tweet in English

Description

Flu headache is bad

The relationship between symptom and infected
with influenza

=] [@] (=]

=] @] @]

| think | will die from flu; | sneeze 10 times from
thetime | wake up

The flu vaccine does not prevent colds, as some
believe, but it prevents serious influenza A and B
infectionsthat kill large numbers around the world

Corona, what did you do for me? For two weeks, |
will not be able to feel the taste of something

Riyadh records 320 new coronavirus cases and 15
deaths

Adhere to the precautions and prevention from
Corona, as the wave has really started, so wear
masks, stay away from gatherings, and sterilizeand
wash your hands with soap and water for a period
of no less than thirty seconds

The relationship between symptom and infected
with influenza

Therelationship between prevention and noninfect-
ed with influenza

The relationship between symptom and infected
with COVID-19

The relationship between place and noninfected
with COVID-19

Therelationship between prevention and noninfect-
ed with COVID-19

The study by Saker et a [47], which was published recently,
proved that users who tested positive for COVID-19 aso
reported their symptoms using Twitter. Alanazi et a [23]
described the most common COVID-19 symptoms from Arabic
tweetsin their study. These symptoms can be further evaluated
in clinical settings and used in a COVID-19 risk estimate in
near real time.

There are many ways to know the location of the Twitter user,
such as geocoordinates, place field, user location, and tweet
content. The most accurate method is using the network
geolocation system for either the tweet or the user. However,
because it is an optional field, less than 3% of users provide
thisinformation [19,48]. In addition, thereis noisy information
in the user location field because users can type anything like
“home” or “in the heart of my dad.” As aresult, we used the

https://medinform.jmir.org/2021/9/e27670

tweet content by assuming that users mentioned helpful
information when they tweeted.

On the other hand, some researchers have tried to predict the
location of the user using dialect identification from the twest
content [49]. Although this may prove fruitful, in our scenario,
it may not reflect the current location that would be required,
since a person may tweet in the Egyptian dialect but live in
Saudi Arabia.

Conclusion

This paper has, for thefirst time, shown that Arabic social media
data contain a variety of suitable information for monitoring
influenza and COVID-19, and crucialy, it has improved on
previous research methodol ogies by including informal language
and nonstandard terminology from social media, which have
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been shown to help in filtering unrelated tweets. 1t should be
noted that we are not trying to provide a single source of
information for public health bodiesto use, but want to provide
a comparable information source through which to triangulate
and corroborate estimates of disease spread against other more
traditional sources.

We aso introduced a new Arabic social media data set for
analyzing tweetsrelated to influenzaand COVID-19. Welabeled
the tweets for categories in the Arabic Infectious Disease
Ontology, which includes nonstandard terminology. Then, we
used multilabel classification techniquesto replicate the manual
classification. The results showed a high F1 score for the
classification task and showed how nonstandard terminology
and informal language areimportant in the classification process,

Alsudias & Rayson

with an average improvement of 8.8%. The data set, including
tweet IDs, manually assigned labels, and other resources used
in this paper, have been released freely for academic research
purposes, with aDOI viaLancaster University’sresearch portal
[50].

Moreover, we applied an NER algorithm on the tweet content
to determine the location and spread of infection. Although the
number of users was limited, the results showed good accuracy
in the analysis process.

There are several further directionsto enhance the performance
of the system in the future, including expanding the data used
to train the classifier, analyzing different infectious diseases,
and using more NL P techniques and linguistic features.
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Abstract

Background: Inthe case of Korean institutions and enterprises that collect nonstandardized and nonunified formats of electronic
medical examination results from multiple medical ingtitutions, a group of experienced nurses who can understand the results
and related contextsinitially classified the reports manually. The classification guidelines were established by years of workers
clinical experiences and there were attempts to automate the classification work. However, there have been problems in which
rule-based algorithms or human labor—intensive efforts can be time-consuming or limited owing to high potential errors. We
investigated natural language processing (NL P) architectures and proposed ensemble models to create automated classifiers.

Objective: This study aimed to develop practical deep learning models with electronic medical records from 284 health care
institutions and open-source corpus data sets for automatically classifying 3 thyroid conditions: healthy, caution required, and
critical. The primary goal is to increase the overall accuracy of the classification, yet there are practical and industrial needs to
correctly predict healthy (negative) thyroid condition data, which are mostly medical examination results, and minimize
false-negative rates under the prediction of healthy thyroid conditions.

Methods: The data sets included thyroid and comprehensive medical examination reports. The textual data are not only
documented in fully compl ete sentences but also written in lists of words or phrases. Therefore, we propose static and contextualized
ensemble NL P network (SCENT) systemsto successfully reflect static and contextual information and handleincompl ete sentences.
We prepared each convolution neural network (CNN)-, long short-term memory (LSTM)-, and efficiently learning an encoder
that classifies token replacements accurately (ELECTRA)-based ensemble model by training or fine-tuning them multiple times.
Through comprehensive experiments, we propose 2 versions of ensemble models, SCENT-v1l and SCENT-v2, with the
single-architecture-based CNN, LSTM, and ELECTRA ensemble models for the best classification performance and practical
use, respectively. SCENT-v1isan ensemble of CNN and ELECTRA ensemble models, and SCENT-v2 isahierarchical ensemble
of CNN, LSTM, and ELECTRA ensemble models. SCENT-v2 first classifies the 3 labels using an ELECTRA ensemble model
and then reclassifies them using an ensemble model of CNN and LSTM if the ELECTRA ensemble model predicted them as
“healthy” labels.

Results: SCENT-v1 outperformed all the suggested models, with the highest F1 score (92.56%). SCENT-v2 had the second-highest
recall value (94.44%) and the fewest misclassifications for caution-required thyroid condition while maintaining O classification
error for the critical thyroid condition under the prediction of the healthy thyroid condition.

Conclusions: The proposed SCENT demonstrates good classification performance despite the unique characteristics of the
Korean language and problems of data lack and imbalance, especialy for the extremely low amount of critical condition data.
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The result of SCENT-v1 indicates that different perspectives of static and contextual input token representations can enhance
classification performance. SCENT-v2 has a strong impact on the prediction of healthy thyroid conditions.

(IMIR Med Inform 2021;9(9):e30223) doi:10.2196/30223

KEYWORDS

deep learning; natural language processing; word embedding; convolution neural network; long short-term memory; transformer;

ensemble; thyroid; electronic medical records

Introduction

In South Korea, a large portion of medical services are
maintained and operated under the public health insurance
system [1-4], and the Korean National Health Insurance
Corporation conducts biannual national health screening
examinations. Apart from government-sponsored biannual health
examination services, which are different from the health
insurance system in the United States, Korean companies
provide regular medical checkups to their employees annually
according to Article 43 of the Occupational Safety and Health
Act [5]. The entrusted companies conduct the examination in
partnership with affiliated examination centersin large hospitals
or professional examination centersand collect theresultsfrom
individual medical institutionsto provide follow-up health care
services to the clients.

Electronic medical records (EMRs) and other forms of medical
documentation are designed to focus on the convenience of
work for medical personnel in line with the primary use of
patient care. The text records of any examination numerical
values and comprehensive findings provided by more than 1
examination institution are not standardized and are written in
nonunified formats with different periods and health
professionals. Thus, to ensure that consistent services are
offered, agroup of experienced nursesin examination work has
been established using classification guidelines based on
important keywords and by manually classifying individual test
results to organize these results into asingle unified format. In
this study, thyroid ultrasonography and hormone tests were
selected among the various measurements for the application
of ensemble language models. The following sections are
targeted for this study: individual text diagnosis of thyroid
diseases, 3 numeric variablesfor thyroid hormone examination
results, and comprehensive medical examination reports,
including doctors comments.

When the rule-based text classification is considered for the
analysis of contents in EMRs, repetitive classification and
human labor—intensive verification can be required for an
extensiverule set, regular expression, and branch logic because
of adatamodel that is not designed for secondary usage of text
data or sharing and interworking between multiple agencies
[6-8]. However, various implementations in medical natural
language processing (NLP) and applications of diverselanguage
models can be considered with recent advances in NLP and
techniques based on artificial neural networks [9-16] for data
extraction, early detection of diseases, diagnostic support, and
prediction of outcomes. Deep learning (DL) models represent
intricate structures in large data sets by updating the internal
parameters from backpropagation. Such learning techniques

https://medinform.jmir.org/2021/9/€30223

produce promising resultsin various tasksin processing images,
videos, audio, and text data[17].

The data sets in our study are textual data that describe the
findings and doctors' comments from thyroid ultrasonography
and additional comprehensive medical examination results.
Such textual data can be considered and processed using NLP
methodsin DL. Referring to Wu et a [9], the most widely used
DL model is recurrent neural network (RNN) variants, while
Word2Vec [18] isthe most common in embedding architectures.
Among their reviewed papers, text classification hasthe highest
percentage (41.5%) for clinicad NLP tasks, followed by
bidirectional encoder representationsfrom transformers (BERT)
[19]. BERT can be used by either training from scratch, directly
using fixed pretrained models, or fine-tuning it.

In this study, we initialy developed multiple
single-architecture-based deep neural network modelsin NLP
not only by using the efficiently learning an encoder that
classifies token replacements accurately (ELECTRA) [20]
model, which is a pretrained model with open Korean corpus
datasets[21] inour study, but also by inventing a convolutional
neural network (CNN) [22] model and long short-term memory
(LSTM) [23] model. We chosethe ELECTRA language model,
which has an identical structure to BERT, because it achieves
better performance on various NLP benchmarks than BERT
and verifiesthat different pretraining methods are more effective
for downstream NL Ptasks. However, ELECTRA hasasequence
limitation of 512 input tokens; thus, the LSTM structure is
employed to capture thefull length of contextual representations
of input words. For the ELECTRA model, we propose a
keyword-based trimming method for the comprehensive medical
examination section of the input data sets to reflect
thyroid-related information, which could be compulsively
truncated because of limitations, effectively for the contextual
representations.

Furthermore, we investigate and establish ensemble
classification modelsbased onthe CNN, LSTM, and ELECTRA
models. The combination of static and contextual NLP models
is required not only to capture different perspectives of static
and contextual word representations from the same input
sequences but also to consider the characteristics of the data.
The format of the data setsis not standardized or unified; thus,
they can be prepared as complete sentences, lists of
terminol ogy-based words or phraseswith or without numbering
them, and groups of numerous medical examination
measurements. Such aspects can be an obstacle, particularly for
training the contextual relationships between input word tokens.
Consequentially, we propose ensemble model sto capture static
and contextualized input word representations of textual
examination data and classify them into 3 labels: healthy,
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caution required, and critical thyroid conditions. We construct
2 ensemble models and call them static and contextualized
ensemble NLP network (SCENT) systems. SCENT version 1,
SCENT-v1, isan ensemble or soft voting method for the CNN
and ELECTRA ensemble models. SCENT-v2 is a hierarchical
ensemble of CNN, LSTM, and ELECTRA ensemble models.

Shinet d

SCENT-v2 initialy classifiesthe 3 thyroid conditionsusing the
ELECTRA ensemble model and reclassifiesthe selected labels,
only if the ELECTRA ensemble model predicted them as
“healthy” thyroid conditions, using an ensemble of CNN and
LSTM ensemble models (Figure 1).

Figurel. Overall flow of our proposed ensemble approach. T3: triiodothyronine; Free-T3: freetriiodothyronine; T4: thyroxine; Free-T4: freethyroxine;
TSH: thyroid stimulating hormone; ELECTRA: Efficiently Learning an Encoder that Classifies Token Replacements Accurately; Uni-LSTM: unidirectiona
long short-term memory; CNN: convolution neural network; SCENT: Static and Contextualized Ensemble NL P-neTworks; -v1: version 1; -v2: version

2.
T3, Free-T3, T4, Free-T4, TSH MeCab-ko & | Token Embedding Ensemble of
L ) -WordPiece —|+ Segment Embedding— ELECTRA
Individual Hormone Comprehensive tokenizer + Position Embedding models
thyroid (¥ examination (¥) examination
diagnosis  results reports - Ensemble of
. N bk Uni-LSTM models
I Data Clearing D —?:E;;l;:;o—w Word2Vec embedding
2. Data Split é ] Ensemble of
3. Data Augmentation CNN models
Three logit values from Tl
ELECTRA ensemble models \ Ensemble of ELECTRA & CNN I "ec-d
.nsemble ol ELE SCENT-v] = ler91 .
. ] / ensemble models Conditions
Thr'ee logit values from ) Classification
Uni-LSTM ensemble models Hierarchical Ensemble of ELECTRA& | cpnp o ED
Three logit values from / Uni-LSTM & CNN ensemble models w
CNN ensemble models ‘—'—’
|—> ELECTRA » (Abnormal) “Caution-required” and *“Critical”
' “Healthy™
(Normal) “Healthy” ————— Ensemble of Uni-LSTM & CNN *Caution-required”
“Critical”
discussions on the parts with differences in classification. In
Methods P

Data L abeling Using Thyroid Ultrasonogr aphy
Keywords

Thyroid glands are butterfly-shaped endocrine glands located
in the lower front of the neck and are responsible for the
production of thyroid hormone[24]. Thyroid nodules are lumps
produced by abnormal growth of thyroid cells that appear as
either solid (hard lumps) or cystic (water lumps). If nodulesare
found in the thyroid gland during amedica examination, thyroid
ultrasonography can be performed to check for signs of cancer.
Itisalso possibleto check thyroid hormone levels and conduct
blood tests on thyroid antibodies to identify other types of
thyroid disorders [25]. Thyroid nodules typically do not cause
symptoms or require treatment, but a small number of thyroid
nodul es can be diagnosed as cancerous. Thyroid cancer ismainly
detected and diagnosed using blood tests and thyroid
ultrasonography. Thyroid ultrasonography may show the size
and shape (solid or liquid-filled cysts) of thyroid nodules.

For our experimental data sets, to minimize classification errors,
an experienced nurse with expertise in the field of health
examination performed thefirst 1abeling task, and amember of
another nurse group performed the second labeling of each
entry. After that, reclassification proceeded through group

https://medinform.jmir.org/2021/9/€30223
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this study, the final classification tags for each entry were used
aslabels. Thebasic test results classification criteriaare defined
asfollows:

« Heathy: no abnormalities (normal), simple cyst, tubular
cy<, thyroid resection (thyroidectomy), benign calcification.

« Caution required: hypothyroidism, unequal parenchyma,
internal thyroid disease, thyroiditis, nodule, thyromegaly,
hyperechoic lesion, hypoechoic lesion, hyperechoic nodules,
hypoechoic nodules, cystic lesions.

«  Critical: tumor, malignant, biopsy, fine-needle aspiration
cytology.

Data Preprocessing

The data sets, which consist of individual text diagnosis of
thyroid diseases, comprehensive medical examination text
reportsincluding doctors comments, and 3 categorical variables
for individual hormone examination results, were classified as
healthy, caution required, and critical labels in total. The
categories of hormone examination results were classified as
normal or abnormal by comparing the results of the numerous
subtests for triiodothyronine (T3), free triiodothyronine (Free
T3), thyroxine (T4), free thyroxine (Free T4), and
thyroid-stimulating hormone with the reference range for each
device and test. A total of 122,581 textual data were collected
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in the free form of EMRs from 284 health care institutions in
the Republic of Korea between January 2015 and May 2020;
thus, data clearing was compulsory. The data sets were written
in Korean with numerous English biological and chemical
terminologies, including various special characters. Many
special characters and measurement unitswith brackets such as
“blood pressure 120/80 mm/Hg”, “microabuminuria is less
than 30 mg/g”, and “renal cyst (Ieft side 1.4 cm)” can increase
vocabulary size and lengthen the sequence of input texts
unnecessarily. Therefore, Korean, English, numerical characters,
and only selected special characters, suchas“%”, “™, “/",“~",
wer e ey and . remained after preprocessing. In addition,
the 3 dummy variables of hormone examination were converted
concisely into 3 sentences before tokenization: “hormone
examination resultswere normal,” hormone examination results
were abnormal,” and “hormone examination was not
conducted.”

Among the total sample size of 122,581 text data, 84,111
samples, 37,220 samples, and 1250 samples were labeled as
healthy, caution required, and critical conditions, respectively.
The extreme dataimbal ance can be troublesome for training or

Shinet d

fine-tuning the DL models, so the least amount of critical
condition datawasinitialy divided into 7:1:2 ratiosfor training,
validation, and test data sets. The training data were then
augmented by splitting sentences and each sentence was attached
one by one starting from the first sentence to the last. For
instance, a sample datum with 3 consecutive sentences was
multiplied into 3 samples with the first 1 sentence, the first 2
sentences, and the entire 3 sentences each from the origina
sample data. During the augmentation, the order of sentences
was preserved asthe original sample data because split sentences
were added in the order of original sequences. Consequently,
the critical condition data sets were split and then augmented,
and the healthy and caution-required condition data sets were
only divided according to the ratio of prepared data (Table 1).
Thetraining data setsfor thecritical condition were augmented
from 875 to 29,174 samples. After that, the entire prepared
training data sets were randomly shuffled. Relatively short
examples of data and trandations for each class are listed in
Table 2. The data sets consist of a sequential combination of
individual diagnosis, hormone examination results, and
comprehensive medical examination reports. Comprehensive
reports are occasionally omitted.

Table 1. Numbers of divided sample data sets. Only train data for critical thyroid condition are augmented and the original amount of data before the

augmentation is given in brackets (N=122,581).

Thyroid conditions Total number of prepared data sets

Train (n=87,524), n (%) Validation (n=21,119), n (%)  Test (n=42,237), n (%) Total, n (%)
Healthy 29,175 (33.33) 18,312 (86.71) 36,624 (86.71) 84,111 (68.62)
Caution required 29,175 (33.33) 2682 (12.70) 5363 (12.70) 37,220 (30.36)
Critical 29,174 [875] (33.33) 125 (0.59) 250 (0.59) 1250 (1.02)
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Table 2. Short examples and English translations for each thyroid condition.

Shinet d

Examples Contents
Healthy condition
Original A ZEE A A AUk uibe 74, A F7F & ZU2HE 571 glucoses 7, EoheE
Trandation Normal. Hormone examination resultswere normal. UIBC decreases, iron increases, total cholesterol increases,
glucose increases, osteoporosis.
Original Zé*&.iEE 7“} FA v BAGUTH AT dejol =9 7F F ek & FHl2HE AT E5Y
th FAALTFA L EHEUTE AU E FE 2 E £ 7 w5
Trandation Normal. Hormone examination was not conducted. Please be aware of weight management. Total cholesterol

level is high. Neutral fat level is high. Low-density lipoprotein cholesterol level is high.

Caution-required condition

Original W 322 A4/ A B4AUTh b 3 A v 4. 3G 2 59 7, 8 8 A
33} F=.

Trandation Thyroiditis. Hormone examination results were normal. Hepatitis B antibody not formed. Thyroiditis. Dense
breast, positive cacification for both.

Original A S A S B2 AN A AT, G5 D {2 AP A A
FRE R Y AN Y 2U2HE 54 AY 5 ATAEN 4 6.a83E A E

Trandation Suspect thyroiditis or scars. Hormone examination results were normal. Dense breasts for both. 2. Suspect thy-

roiditis or scars 3. Gallstone and cholesterol polyps 4. Gastritis 5. Cervicitis 6. No antibody for hepatitis A.

Critical condition

Original

1_,
o 2

= B

A

[

Bl
A]

2

92
ek

ulo
>
o

g
A=
=

I

o o

&

=

Translation

A 2.78cm

e}
1l

=]
=

e
it

AAYY T A AEANE e A AU &

5
H

Thyroid ultrasonography shows 2.78 cm of |eft nodule. We recommend taking afine needle aspiration cytology.

Hormone examination was not conducted.

1A 22320 10.2mm =71 €] A
RN E

Hx}— 1015}0:17:11 71—_:_731011/]1:}.

Original

Translation

=
A4, o A AR
=

5}o]

A
38

j5s

$ A3
yx :

K 7
i

ol 224 e

ap

O+ fjlo

fo 2o
v 2

aw
)

1]

Rl

A Lo
}

i) nN‘

-

O>4 _I\,‘l

o1 N
gl g TA
ERREEE R

L

o}

Thereis 10.2mm size of 1 hypoechoic nodule in |eft-sided thyroid and requires fine needle aspiration cytology

for differential diagnosis. Left-sided thyroid nodule in the conclusion. Have consultations with doctors and
confirm with fine needle aspiration cytology. Hormone examination results were normal. Blood sugar level
beforeameal ishigh. Upper gastrointestinography resultswere abnormal. Thyroid ultrasonography resultswere

abnormal.

Tokenization

Korean is an agglutinative language and one of the
morphologically rich [26] and typologically diverse [27]
languages; a character is composed of consonants and vowels
of the Korean a phabetsin 3 positional forms: choseong (syllable
onset), jungseong (syllable nucleus), and jongseong (syllable
coda). The positional forms are displayed in the lexicographic
order of Korean a phabets as follows:

Choseong: TTLCIE T HHBEANRXRO RARAEILS

J;Jngseong: FHERAANA A 2ol A Al —-

Jongseong: (None) 1 1T AL WAL = & 2121 EHEATE BI85 T H
HMAMROARAEIL S

One of the common challengesin text preprocessing for Koreans
is the ambiguity of word spacing, unlike other languages. For
example, an English phrase “Be ableto do” istrandated into a
grammatically accurate Korean phrase & <= 21 t},” which has

2-word spaces. When not strictly aware of Korean orthography,

it can also bewritten as“ &<~ 31t} (Beabletodo) with 1-word
space or “&=2l T} (Beabletodo) without any word space.

https://medinform.jmir.org/2021/9/€30223

RenderX

Furthermore, various postpositions or particles, which means
“helping words’ in English, are immediately attached after
nouns or pronouns without any white space. For instance,
English phrases “l am” and “You and me” become “lam” and
“Youand me” in Korean phrases. This can make it difficult to
decompose sentences into distinguishable morphemes; for
exampl e, the same noun(s) or pronoun(s) can be tokenized into
multiple tokens, even if their actual meaning may not differ.
Such inconsistent grammatical errors and unique grammatical
aspects can cause the same expression of word-level textsto be
tokenized into different tokens, which may result in difficulty
in training NLP models.

To resolve such problems, we used the MeCab-ko [28]
tokenizer, which was originaly introduced as MeCab for
Japanese morphological analysis by Kudo et a [29]. The
variation for the Korean tokenizer yields good performance to
handle such problems by reconstructing and unifying a
grammatical structure with arelatively faster speed than other
Korean tokenizers [30]. WordPiece [31-33], which was
originally introduced for Japanese/Korean segmentation, was
employed for the transformer [34] encoder—based models such
as BERT and ELECTRA for various purposes. One of the magjor
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advantages is that it can increase the robustness against the
out-of-vocabulary (OOV) problem with a relatively small
vocabulary size by disassembling words into subword units
using a given text corpus. Therefore, in this study, we used the
combination of MeCab-ko and WordPieceto pretrain thethyroid
text data sets to fine-tune the ELECTRA [21] model, which
was pretrained with a Korean open-source corpus. The input
sentenceswereinitially identified and reconstructed into possible
grammatical morphemes by MeCab-ko and then segmented
into divisible subwords that maximize the log likelihood of a
language model by WordPiece. For instance, “ 144 o2
which means*clinically” in English, can eventually be tokenized
into* A7) “##4 ) “ O 2" as“clinic,” “##al” and“ly,” where

Shinet d

the last part was initially separated by MeCab-ko and the first
and second parts were segmented by WordPiece after that.

The average and maximum lengths of the input sequence
resulting from different tokenizers are listed in Table 3. All
input tokens from every sample had right-skewed (positive
skewness) distributions. To reduce the sequence length,
especialy for the ELECTRA model, which has a limitation of
512 tokens, only comprehensive examination reports were
trimmed for every sample. Based on thefirst sentence containing
the word “thyroid,” all subsequent sentences including 1
previous sentence were extracted and then recombined with
individual text diagnosis of thyroid diseases and textualized
hormone examination results. Original comprehensive text
reports were used when the word “thyroid” does not exist.

Table 3. Comparison of different tokenizers and the numbers of input tokens.

Tokenizer Average number of tokens Maximum number of tokens
Train Valid Test Train Valid Test
MeCab-ko 494.2 522.3 520.1 2227 2219 2240
WordPiece for BERT? 664.7 6987 6959 4096 2943 471
WordPiece for ELECTRAP 5649 5963 5937 2656 2472 2500
MeCab-ko and WordPiece 540.6 570.0 567.6 2608 2431 2435
MeCab-ko (trimmed®) 3704 4196 4188 2162 2219 2216
404.9 457.6 456.6 2365 2431 2412

MeCab-ko and WordPiece (trimmed®)

3BERT: bidirectional encoder representations from transformers.

PELECTRA: efficiently learning an encoder that classifies token replacements accurately.
“Trimmed: The data sets were trimmed based on the keyword “thyroid” in the comprehensive medical examination text part.

Proposed Framewor k

Overview

In this study, we propose ensemble models, SCENT-v1 and
SCENT-v2, which can reduce generaization errors of the
prediction and reflect static and contextual perspectives of word
representations in accordance with thyroid and general
examination reports. Our proposed ensemble models consist of
multiple single-architecture—based ensemble modelsfrom CNN,
LSTM, and transformer encoder architectures as shown in
Figures 1 and 2. We initially created a CNN with batch
normalization (BN) [35] transform approach, LSTM with 2
shortcut connections [36] including an attention mechanism
[37], and ELECTRA models. Each model was trained or

https://medinform.jmir.org/2021/9/€30223

fine-tuned 10 times with different settings of epochs, learning
rates, and batch sizes. Subsequently, each
single-architecture-based model was trained or fine-tuned 10
times and then combined into an ensemble model. In other
words, 3 respective CNN, LSTM, and ELECTRA ensemble
models were constructed by combining each of the 10 model’s
prediction averages from softmax functions, or simply by
performing soft voting, to stabilize the variances of classification
performance. Based on the experimental results of
single-architecture-based ensemble models, we selected the
CNN-Word2Vec, Uni-LSTM, and ELECTRA-v2 ensemble
models for further ensembl e approaches. The 3 distinct models
were CNN with trainable Word2Vec embedding, unidirectional
LSTM with trainable Word2Vec embedding, and the second
version of ELECTRA fine-tuned with trimmed data sets.
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Figure 2. The architecture of the proposed ensemble models. Each model is trained or fine-tuned ten times for each ensemble model. Best viewed in
color. CNN: convolution neural network; Batch Norm.: batch normalization transforms, LSTM: long short-term memory; ELECTRA: Efficiently

Learning an Encoder that Classifies Token Replacements Accurately; Norm.: layer normalization.
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The final predictions for the thyroid condition classification
werethen determined using ensembleand hierarchical ensemble
methods, namely, SCENT-v1 and SCENT-v2, respectively. In
this experiment, static word representations were captured from
the CNN-Word2Vec ensemble model, and contextualized word
representations were captured from the Uni-LSTM ensemble
model with the ELECTRA-v2 ensemble model, which
exclusively considers the initial 512 token sequences in the
trimmed data sets. SCENT-v1 is an ensemble of CNN and
ELECTRA ensemble models, and SCENT-v2 is a hierarchica
ensemble of CNN-Word2Vec, Uni-LSTM, and ELECTRA-v2
ensemble models (Figure 1). The multilabel classification in
SCENT-v2 was based on the 3 thyroid condition predictions
from the ELECTRA-v2 ensemble model and reclassified the
selected labels using an ensemble of CNN-Word2Vec and
Uni-LSTM ensemble models, where only the ELECTRA-v2
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ensemble model predicted “ healthy” thyroid conditions. In other
words, SCENT-v2 kept the decisions from the ELECTRA-v2
ensemble model for “caution required” and “critical” thyroid
condition predictions, and then made final decisions from an
ensemble of CNN-Word2Vec and Uni-LSTM ensemblemodels
only for the“healthy” thyroid conditions, which were predicted
by the ELECTRA-v2 ensemble model.

Our proposed SCENT-v2 isdesigned for theindustrial purpose
inthat it savestime and cost by reducing the number of manual
thyroid condition classification steps required and human
misclassification errors. Perfect overall classification accuracy
for current and future data sets must be the ideal solution.
However, there are numerous obstacles such as imbalanced
numbers of data sets and the difficulty level of the problem.
This hierarchical ensemble method, therefore, was pursued to
minimize the numbers of false negatives and maximize the
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numbers of true negatives as depicted in Figure 3. It primarily
aimed to correctly predict an exceedingly high number of
healthy thyroid conditions with 100% precision of heathy
(negative) thyroid labels and leave the remaining data sets for
manual classification to provide precise health care services
and reduce the human classification workloads. This approach
was proposed to take into account aspects of practical and
industrial usage efficiency by sacrificing the overall accuracy
but reducing the large manual workloads. Based on the

Shinet d

validation data sets, among the 3 single-architecture-based
ensemble models, the ELECTRA-v2 ensemble model indicates
a relatively low number of false positives, and the 2
CNN-Word2Vec and Uni-LSTM ensemble models show a
relatively small number of false negatives in the prediction of
healthy thyroid conditions (Figure 3). Accordingly, we
constructed SCENT-v2 for the hierarchical ensemble model in
this study.

Figure 3. A confusion matrix for healthy thyroid condition datasets. TN: true negative; FP: false-positive; FN: false-negative; TP: true positive.
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Embedding

Word embedding is a way of expressing words that are
converted into distributed vector representations. Mikolov et al
[18] introduced Word2Vec embedding, which provides
remarkable performance for capturing syntactic and semantic
word relationships. Continuous bag of words (CBOW) and
Skip-gram methods were proposed with several loss function
approachesin their paper, and we used skip-gram with negative
sampling (SGNS) Word2Vec in our NLP models. For a given
corpus sequence T length of wordswy, ..., W,_q, W;, Wiyq, -.., Wr,
where the training context size is ¢, CBOW predicts the
probability of the current word w; as P(W|Wi.¢, ..., Wiio). BY
contrast, the skip-gram method predicts the probability of the
context words as P(Wi_c, ..., We_q, Wey1, ---» Weao|Wy) Dy the softmax
function calculated as
E

where v,, and v,, are the input and output word vector
representations, respectively; |V| isthe vocabulary size; and wg
and w, refer to the target word representations and the given
word representations, respectively. Negative sampling is
suggested as an aternative to the initialy used hierarchical
softmax function because of the cost of computing the
vocabulary size. It isdefined by the objective function calculated
as

https://medinform.jmir.org/2021/9/€30223

@

where every logP(wg|w,) in the objective is replaced. The
probability Ppy(w)=f(w;)¥¥ o[ f(w;)**] isaunigram distribution
that allows the use of a selected number of n negative samples
instead of the number of vocabulary sizes. To use the SGNS
Word2Vec, we initially predefined 5 context sizes, 5 negative
samples, and 300 dimensions for each vector representation.
The embedding was then pretrained unsupervised using
Wikipedia corpus data[38], which contain 162,861 articles on
various topics. The grammatical expressionsin the corpus data
were restructured and prepared using the MeCab-ko tokenizer
before pretraining. This method helps convert the ith word w;
to afixed length of 300-dimensional word vector x;, and thus,
can be calculated algebraically; for instance, vector(* 3=
Korea )—VECLOr (“ A1 Ergeoy” )+ VeCtor (* = il pyy0” ) Tesults in a
vector representation with most similarity of theword & 5,0,
(the subscripts are English trandation).

Word embeddings for transformer-based models BERT and
ELECTRA have a different approach for establishing word
vocabulary because of the tokenizer called WordPiece. Rather
than the n-gram strategy in Word2Vec, this approach initializes
the vocabulary with its size to include all character
representations in each corpus by using a greedy
longest-match-first [39] approximation, which picksthelongest
subwords or prefixes inside the corpus. It selects a new word
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piece that maximizesthelog likelihood for the corpus when the
word pieceisadded to the language model. For example, aword
piece“un” isadded to the vocabulary if the probability of “un”
divided by “u” and “n” ishigher than other subword units. After
the preparation of token embeddings, both transformer-based
models create their input representations by summing up the
token, segment, and position embeddings. Two special tokens
were used to distinguish sentences. A specia classification
token (CLS) was inserted as the first token of all sentencesfor
the classification task, and a special separator token (SEP) was
used to distinguish sentence pairs as the first and second
sentences, where the segment embedding distinguishes them.
The position embedding shows the location of each token as
PE,,2)=Sin(”10000%"%) and PE, 5i.1,=cos(p*10000%"%), where
p indicates the location of the embedding vector in the input
sentence; and i is the index of the dimension within the
embedding vector. A hyperparameter d=768 indicates the
dimensionsof al corresponding embedding vectors and encoder
layers of the transformer.

Convolution Neural Networks

CNN can be described as a structure that is originally designed
for processing imagesto identify patterns of features by weight
sharing and local connectivity. CNN can be used for NLP as
well and extracts the same features regardless of positions by
diding CNN filtersover consecutive tokenswith afixed window
size. CNNs have become an essential method in computer vision
tasks[40-42] and produce good results on sentence classification
tasks[43]. Inthisstudy, we suggest deep CNN feature-earning
methods to determine how static word vector representations
areachieved intext classification. The model, which is depicted
at the top of Figure 2, considers input word tokens through
pretrained Word2Vec, where the maximum length of input
sequences is set to 2240 tokens. The CNN model initialy
vectorizes input word tokens through word embeddings with a
dimensionality of 300 for each vector representation. A
convolution operation then generates afeature map c=f(Wi+b),
where Wand b are the weight and bias parameters of the model,
respectively, and f(-) is a nonlinear function such as rectified
linear units[44] and ReL U(x)=max (0, X). We employed the BN
transform in the convolutional operation before the nonlinearity
function. In this study, we used the BN transform in the CNN
operations because it [35] can reduce the necessity for dropout
[45], and other methods such as L, regularization become
ineffective when combined with BN, but only influencelearning
rates [46].

Starting from the lower layers of the CNN model, we conducted
the summation of 2 consecutive 3 kernel sizes of convolution
layers with BN and 1 kernel size of the convolution layer
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without BN from pretrained SGNS Word2Vec. Theword vectors
with a dimensionality of 300 are represented as local features
of word vectors with 250 dimensions. The structure then
connectsto amax-pooling combination consisting of size3and
stride 2 of max-pooling, 2 consecutive 3 kernel sizes of
convolution layers with BN, and a simple shortcut connection
with aconsistency of 250 dimensionality. The combination was
repeated 6 times to determine deep representations of static
word features, and a global max-pooling operation extracted
the maximum values over the dimensions. The penultimate
layer was then connected to the softmax computation layer for
the label prediction using BN with a dropout rate of 0.5. The
CNN model was constructed with 3 variants of word embedding:
CNN-random, CNN-fixed-Word2Vec, and CNN-Word2Vec.
The only difference is that the parameters of the embedding
part were randomly initialized, transferred from pretrained
SGNS Word2Vec, maintained nontrainable, and fine-tuned
pretrained SGNS Word2Vec during model training.

Long Short-term Memory

RNN can be described as a neural network that learns from
sequential data such as time-series data. It has a recurrent
structure that learns temporal or sequential patterns and makes
the information persistent. However, gradient vanishing is a
significant problem while training RNN-based models, and it
can cause along-range dependency when along input sequence
is given. LSTM is aform of RNN structure with added gates
inthe LSTM interface (Figure 4). Memory cell block alleviates
long-term dependency problems. In aunit of LSTM, the forget
gate fi=a[Wi(h,_q, X;)+by] decides how much to neglect when the
previous hidden state and the vector x; at timet are given. The
new memory node g=tanh[Wy(h;, X)+by] stores new
information from the previous hidden state and the vector x;.
The input gate i;=0[W(h,_;, X)+b;] decides how much new
infformation can be accommodated by eement-wise
multiplication of the new memory cell. The output gate
0=0[Wy(h1, X)+b,] determines how much information is
delivered to the hidden state h; at time t. In conclusion, the
hidden state h=0,-tanh(c,) is produced with the element-wise
multiplication of the output gate and memory cell of ¢, where
the memory cell ¢=f;-c,;+i;-g; is produced by the summation
of the element-wise multiplication of the forget gate with
previous memory cell of ¢,_; and element-wise multiplication

of the input gate with the new memory node. o(X)=1/(1+€”) is
a sigmoid function, tanh(X)=(e**~1)/(€*+1) is a hyperbolic
tangent function, and W and b are distinguishable weight and
bias parameters, respectively.
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Figure4. One sample unit of long short-term memory. x: vector; h: hidden state; f: forget gate; i: input gate; g: memory node; o: output gate; c: memory

cell; o: sigmoid function; tanh: hyperbolic tangent function.

As shown in the middle of Figure 2, for the contextual LSTM
model, we constructed 5 unidirectional LSTM layers with 650
units per layer with 2 shortcut connections and a 50% dropout
rate on the nonrecurrent connections for every LSTM layer.
The bidirectional LSTM model follows the same structure, but
each forward and reverse LSTM has 310 units, and 620 units
are concatenated per layer. The 2 shortcut connections, which
can help prevent the models from overfitting, are linked from
thefirst to the third LSTM layers and from the third to the fifth
LSTM layers. We then apply an attention mechanism that can
measure the importance of the given tokens before thyroid
classification. A hidden representation u,=tanh(W-h;+b_) from
the last hidden layers of LSTM is calculated, and a weighted
summation vector v=3%,a;h, is determined by attention as

follows:
E

where W, and b, are the weight and bias parameters,
respectively; and u, is a context vector that is randomly
initialized and jointly learned. The weighted vector then passes
to the last layer of this model to compute the softmax
probabilities of each thyroid condition. Both Uni-LSTM and
Bi-LSTM models vectorize input tokens using the MeCab-ko
tokenizer and use trainable pretrained SGNS Word2Vec
embedding.

Transformer

RNN-based model stake along timeto compute input sentences
because the calculations are performed sequentially. However,
transformer processes input sentences in paralel and capture
various rel ationships between wordsin a sentence with the help
of a multihead self-attention mechanism. Because the input
tokens are not computed sequentialy, transformer includes
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RenderX

specia position embedding that reflects position information
in the attention mechanism to construct word-to-word
importance and dependency. The BERT and ELECTRA models
are based on the transformer. The authors of the transformer
proposed the architecture of encoder and decoder with aunique
attention mechanism. Both BERT and ELECTRA, which are
pretrained BERT and ELECTRA, respectively, in our study,
use multiple encoder layers of the transformer exclusively, as
shown at the bottom of Figure 2. After summing up the 3 tokens,
segments, and position embeddings as described above, the
transformer encoder obtains linear projections of key, query,
and value for each input representation. The scaled dot-product
attention is calculated through

@

Attention scores are obtained from each query projection by
keys, attention weight distribution is computed through a
softmax function, and the final values are obtained through the
product of the value projection. This attention step is repeated

A=12 times and concatenated to Concate(head,, ..., head;,) W°
from head,=attention(KW,X, QW,2, WW,"), where the
dimensions are d,=d,=d,=64, and the distinguishable weights
are WP, W, W,@, and W,". This can help train the model in
which the same input tokens can be represented from multiple
perspectives. The results from multihead attention are then
connected to 2 layers of feed-forward neural networks
FFNN=ReLU(0, xXW,;+b,)W,+h,, where the shape of W, is
(d=768, dy=3072) and W, is (d=3072, d=768), and processed
with residual connection and layer normalization, as depicted
with arrowsin Figure 2. In conclusion, these encoder layers are

stacked 12 times and then connected to the penultimate layer,
which is a dense layer with 768 units. Then, the softmax
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probabilities are computed for predicting the 3 thyroid
conditions. The 2 transformer encoder-based models are
pretrained with different learning methods: random masking
procedures [19] for BERT and replaced token detection [20]
for ELECTRA.

Experimental Settings

The hyperparameters of the different NLP models are listed in
Table 4. CNN- and LSTM-based models were trained for 30
epochs with adaptive learning rates by monitoring validation

Table 4. Detailed information about different NLP models.

Shinet d

loss; the learning rate decays by afactor of 0.7 if the validation
loss is not improved (decreased) within 1 epoch. Transformer
encoder—based models, which wereinitially pretrained with the
open-source Korean corpus data, were fine-tuned for 15 epochs
with afixed learning rate. Adam [47] optimizer, where 3,=0.9,
3,=0.999, and e=1e-8, is considered for all NLP models. The
experimentswereimplemented with TensorFlow [48], PyTorch
[49], and Hugging Face[50] libraries, and a GeForce RT X 2080
Ti 11-GB graphic processor unit.

Models Tokenizer Embedding vocabulary size Number of parameters  Initial learning rate Batch size

Convolution neural network MeCab-ko 100,000 32 million le-3 64

Unidirectional long short-term MeCab-ko 100,000 46 million 2e4 32

memory

Bidirectiona long short-term MeCab-ko 100,000 40 million 2e4 32

memory

Bidirectional encoder representa- WordPiece 8002 92 million 2e-5 8

tions from transformers

ELECTRA®version 1 WordPiece 32,200 110 million 2e-5 8

ELECTRA-version 2 MeCab-ko & 35,000 112 million 2e-5 8
WordPiece

3E| ECTRA: efficiently learning an encoder that classifies token replacements accurately.

Results

According to Table5 and Figure 5, the macroaveraged precision,
recall, and F1 scores are calculated due to the imbalance of
multilabel data sets and confusion matrices, respectively. For
the single-architecture-based ensemble models, in general, we
observed that CNN-Word2Vec achieved the highest F1 score
among the ensemble models, and Uni-LSTM outperformed
Bi-LSTM by achieving dlightly higher F1 scores. Performance
degradation was observed in the CNN-Word2Vec and
Uni-LSTM models while training with trimmed data sets, but
improvement was observed in ELECTRA-v2. The LSTM
architecture has the characteristics of an RNN, and it has

https://medinform.jmir.org/2021/9/€30223

connections between units along a tempora sequence. Thus,
we assume that there must be a difficulty in learning contextual
representations owing to theinconsistency of the data structure:
lists of words or phrases and full compl ete sentences. Although
both  BERT and ELECTRA models have recorded
state-of-the-art results on multiple NLP benchmarks, it is
surprising that fine-tuned transformer encoder layer—based
models do not achievethe highest F1 scorein thisclassification
task even with the highest number of parameters. Thisislikely
because there must be an information loss by input sequence
truncation even after the keyword-based trimming method or
quality issues about these data sets themselves and the data
clearing part.
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Table 5. Experimental results from different NLP models. The test results are macroaverage classification values.

Methods (model name) and models Precision (%) Recall (%) F1 score (%)

Convolution neural network (CNN)

CNN-random? 89.33 90.67 89.91
CNN-fixed-Word2Vec? 88.01 93.12 90.43
CNN-Word2Vec® 92.01 92.87 92.33

Long short-term memory
Unidirectional long short-term memory 87.23 93.89 90.32
Bidirectional long short-term memory 87.97 92.48 90.09

Transformer encoder

Bidirectional encoder representations from transformers 86.44 89.69 87.99
ELECTRAversion 1 87.73 92.12 89.82
ELECTRA-version 2 91.03 92.33 91.60

Data trimming

CNN-Word2Vec (trimmed®) 90.59 93.56 91.98
Unidirectiona long short-term memory (trimmed) 84.77 93.30 88.61
ELECTRA-v2 (trimmed) 89.63 94.47 91.92

Ensemble combination

CNN-Word2Vec + Uni-LSTM 89.53 94.24 91.76
SCENT'-v1: CNN-Word2Vec + ELECTRA-v2 (trimmed) 91.10 94.18 92.56
Unidirectional long short-term memory + ELECTRA-v2 (trimmed) 89.53 94.24 91.76
CNN-Word2Vec + unidirectional long short-term memory + ELECTRA-v2 (trimmed)  91.02 94.19 92.52

Hierarchical ensemble

CNN-Word2Vec and unidirectional long short-term memory + ELECTRA-v2 (trimmed) 91.30 92.86 91.92
Unidirectional long short-term memory and CNN-Word2Vec + ELECTRA-v2 (trimmed) 86.83 93.88 90.09
SCENT-v2: ELECTRA-Vv2 (trimmed) and CNN-Word2Vec + unidirectional long short-  89.04 94.44 91.58
term memory

8Random: randomly initialized embedding.

bFixed-Word2Vec: nontrainable pretrained Word2Vec embedding.

SWord2Vec: trainable pretrained Word2Vec embedding.

dELECTRA: efficiently learning an encoder that classifies token replacements accurately.

®Trimmed: data sets are trimmed based on the keyword “thyroid” in the comprehensive medical examination text part.
fSCENT: static and contextualized ensemble NLP network.
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Figure 5. Confusion matrices of multi-label thyroid classification results from the test datasets. All single-architecture-based models are trained or
fine-tuned to each ensemble model. The models are (8) CNN-Word2Vec (b) Uni-LSTM (c) ELECTRA-v2 with trimmed data (d) CNN-Word2Vec +

Uni-LSTM + ELECTRA-v2 with trimmed data (€) SCENT-v1 (f) SCENT-
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SCENT-v1 shows the best performance by calculating the
average softmax values, or simply soft voting, from the
unnormalized prediction logits of the 2 ensemble modelsamong
the NLP models. SCENT-v1 results in O misclassifications of
healthy thyroid conditions under the prediction of critical thyroid
conditions. SCENT-v2 substantially reduced the number of
misclassifications of caution-required thyroid condition to the
minimum under the prediction of healthy thyroid condition
while maintaining 0 misclassifications of critical thyroid
condition. According to Figure 5, SCENT-v2 records the highest
precision value for the “healthy” thyroid condition among all
models, including hierarchical ensemble models. In
“Hierarchical Ensemble” section of Table 5, the word “and”
distinguishesthe base model and the combined model. The base
model initially classifies the 3 labels and the other combined
model reclassifies selected labels where only the base model is
predicted as having “healthy” labels.

The classification results based on tokenizing Korean input
sequencesinto subwordswith or without morphol ogical analysis
by MeCab-ko differ as represented in the transformer encoder
section by the variants of ELECTRA. It may be argued that the
number of vocabulary sizes is different in ELECTRA-v1 and
-v2; however, the WordPiece tokenizer has a strong effect on
OO0V, and approximately a 2% increase in F1 score is worthy
of close attention. The parameters of word embedding are
randomly initialized and pretrained from CNN-random and
CNN-Word2Vec, and there are increases in the macroaveraged
precision, recall, and F1 scores observed from CNN-random to
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CNN-Word2Vec. This verifies that transfer learning from a
pretrained architectureis an effective and convincing technique
for developing deep neura network models. Unlike the
validation results in which the false negatives for the healthy
thyroid condition (Figure 3) are reatively lower in
CNN-Word2Vec and Uni-L STM ensemble models, the numbers
of false negatives from the CNN-Word2Vec, Uni-LSTM, and
ELECTRA-v2 (trimmed) ensemble modelsin the test data sets
do not differ. The fase positives from the ELECTRA-v2
(trimmed) ensemble model were still lower than those from the
other ensemble models. Overall, all ensemble models, including
SCENT-vl and SCENT-v2, showed poor performance in
classifying healthy thyroid conditions under the prediction of
the caution-required thyroid condition data sets.

Discussion

Limitations

The experiments were originally intended to use only the
medical results of the individual thyroid diagnoses. However,
the full results of individual text diagnosis of thyroid diseases
with hormone examination results and comprehensive medical
examination text reports, including doctors' comments, ssimple
body checkups, health care—related guides, and so on, are used
as inputs of the models to reduce human curation as much as
possible. If the results are labeled as healthy, the keyword
“normal” may be mentioned in the reports. In some cases, the
results of the examination, which are supposed to be classified
as caution required, are labeled as healthy based on the phrase
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“no change” compared with reports of previous years (1 or 2
years). This can be one of the reasons as to why the number of
misclassifications does not dramatically decrease in every
experimental model. Furthermore, it cannot guarantee that data
clearing was perfectly conducted over the entire nonstandardized
122,581 data sets from 284 headlth careinstitutions. It is highly
expected that systematic improvement of data quality may
enhance al models’ performance.

The amount of information in each data varies, and individual
or comprehensive finding reports cannot be directly used as a
single unit during manual classification. Accordingly, the final
decisions were concluded by considering all the data sets. The
comprehensive text reports may contain information about
thyroid tests regardless of the flow in context, and some are
typed manually on a case-by-case basis or automatically filled
by enumerating predefined text phrases or sentences depending
on the institutions and medical professionals, such as sample
dataof healthy and caution-required thyroid conditionsin Table
2. Depending on the experts, the selection and order of
predefined texts may differ for the samethyroid diagnosis. This
is partly considered advantageous in deciding thyroid
classification by only considering numerous static word
representationsrather than full contextual word representations
and their rel ationshi ps based on such fragmentary compositions
of keywords or phrasesin the data sets. This can be areason as
why the single-architecture-based CNN ensemble model
achieves the highest F1 score compared with other
single-architecture ensemble models of Uni-LSTM and
ELECTRA-v2 with trimmed data. However, both contextual
models recorded higher recall scores than the static model.

Trimming sentences based on the keyword “thyroid” in
comprehensive examination reports because of the limitation
of 512 tokens shows an improvement in recall and F1-scores
in the ELECTRA-v2 ensemble mode. This simple
preprocessing, however, cannot guarantee whether the optimal
data corresponding to thyroid ultrasonography are used asinputs.
We find that the improvement in ELECTRA-v2 indicates that
preparing a more suitable data set is meaningful under the
sequence length limitations. It is highly expected that the
performance of the ELECTRA ensemble model can be further
enhanced if the limitation is addressed, and the thyroid
ultrasound—rel ated contents can be accurately summarized from
comprehensive examination reports. However, performance
degradation was observed in the CNN-Word2Vec and
Uni-LSTM ensemble model swhen the sametrimming procedure
was conducted. This proves that other examination reports in
addition to thyroid ultrasound data may have valuable
information that can help in the classification of thyroid
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conditions. This allows us to assume that the decline in health
conditions caused by thyroid disease can have an effect related
to aperson’s physical and biological vitality.

Conclusions and Future Research

Our SCENT models show meaningful results despite the lack
of data, especialy for the critical condition and unique
characteristics of Korean, such as auxiliary, adverbial case
markers, and word spacing inconsistency. Additionally, our
ensemble model methodol ogies can be applied to data setswith
diverse languages and different sequence lengths if only the
WordPiece tokenizer isused. Our SCENT models can not only
automate the classification of large-scale text datasetsat ahigh
speed while maintaining multiclassification performance, but
also reduce the human labor force. For SCENT-v1,
misclassifying the“ critical” case as* caution required” ismuch
less damaging than misclassifying it as “healthy” in this study.
However, this model cannot be directly adopted in real-life
applications because both type 1 and 2 errors must be
considered. Specifically, the false-positive errors under the
prediction of caution-required thyroid conditions are too high
to be used.

To consider SCENT modelsfor practical use, we preferentially
aim to correctly predict the healthy condition labels, which
congtitute the largest portion among the 3-class data sets. The
model SCENT-v2, which is a hierarchicad ensemble of
CNN-Word2Vec, Uni-LSTM, and ELECTRA-v2 with trimmed
data ensemble models, can reduce the number of incorrect
classifications of caution-required condition datato aminimum
compared with other approaches, while maintai ning the number
of misclassified critical condition data set to O under the healthy
thyroid condition prediction. For further studies, the receiver
operating characteristic (ROC) and area under the curve (AUC)
algorithms, or simply the AUC-ROC curve, can be considered.
For the healthy (negative) thyroid classification, the best or
optimal threshold valuefor the classifier based onrest (positive)
conditions can be calculated for suitable heathy thyroid
prediction performance. Furthermore, as discussed above, the
keyword-based trimming method shows that incorporating
additional medical results, which are relevant to disease
diagnosis and other physical examinations, may enable us to
build classification models to outperform the current models
that consider only selected examination results: individual text
diagnosis of thyroid diseases, hormone examination results, and
comprehensive medical examination text reports, including
doctors’ comments. We may aso consider developing DL
models that can reflect the results derived from the existing
interdisease correlation study [51-53] or causality study [54-57].
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Abstract

The capabilities of natural language processing (NLP) methods have expanded significantly in recent years, and progress has
been particularly driven by advances in data science and machine learning. However, NLP is still largely underused in
patient-oriented clinical research and care (POCRC). A key reason behind thisisthat clinical NL P methods are typically developed,
optimized, and eval uated with narrowly focused data sets and tasks (eg, those for the detection of specific symptomsin freetexts).
Such research and development (R& D) approaches may be described as problem oriented, and the devel oped systems perform
specialized taskswell. As standalone systems, however, they generally do not comprehensively meet the needs of POCRC. Thus,
there is often a gap between the capabilities of clinical NL P methods and the needs of patient-facing medical experts. We believe
that to increase the practical use of hiomedical NLP, future R& D efforts need to be broadened to a new research paradigm—one
that explicitly incorporates characteristics that are crucial for POCRC. We present our viewpoint about 4 such interrelated
characteristics that can increase NLP systems' suitability for POCRC (3 that represent NLP system properties and 1 associated
with the R& D process)—(1) interpretability (the ability to explain system decisions), (2) patient centeredness (the capability to
characterize diverse patients), (3) customizability (the flexibility for adapting to distinct settings, problems, and cohorts), and (4)
multitask evaluation (the validation of system performance based on multiple tasks involving heterogeneous data sets). By using
the NLP task of clinical concept detection as an example, we detail these characteristics and discuss how they may result in the
increased uptake of NLP systems for POCRC.

(IMIR Med Inform 2021;9(9):e€18471) doi:10.2196/18471
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Introduction

Health informatics is an emerging interdisciplinary field that
has undergone considerable evolution over recent years. This
evolution has largely been driven by the availability of big data
and progress in artificial intelligence, machine learning, and
datascience[1]. Big datafrom electronic health records (EHRS)
have enabled researchers to train and execute neurd
network—based machinelearning (eg, deep learning) algorithms
for targeted problems, which have sometimes achieved
performances that are comparable to those of human experts
[2,3]. Clinical natural language processing (NLP)—one of the
most complex subfields of heath informatics—has also
undergone rapid progress recently, which has been propelled
by advanced machine learning, including deep learning [4] and
text representation methods[5,6]. Clinical NLP holds particular
promise for improving evidence-based, patient-oriented clinical
research and care (POCRC), since significant volumes of
knowledge regarding patients and research evidence are
encapsulated in the form of free text [7,8]. Patient-centered
medicine and patient-oriented research focus on the unique
needs and characteristics of patientsin addition to the specialized
skills of domain experts and the best available research evidence
[9-13]. Due to its emphasis on outcomes that are important to
patients, the POCRC model has been suggested to be superior
intermsof quality compared to disease-oriented models, which
focus on surrogate end points such as laboratory measurements
and physical signs [13-17]. There has therefore been a
continuous push, particularly in the practice of evidence-based
medicine, to promote POCRC.

NL P toolsand methods are traditionally optimized and evaluated
based on their abilitiesto perform specialized, problem-specific,
site-specific technical tasks. Such methods typically lack the
capabilities to go beyond the problems that they are devel oped
for and are unable to describe the relevant diverse characteristics
of individual patients or help medical experts with
patient-oriented decision-making. For example, studies on the
fundamental NL P task of clinical concept detection (ie, concepts
from EHRs or other sources) aretypically designed to detect or
extract small sets of disease-specific or problem-specific
homogeneous concepts and are evaluated intrinsically via
metrics such as accuracy and the F-measure. Such concepts, for
example, include health conditions such asobesity [18], bleeding
[19], and drug reactions [20] and behavioral patterns such as
tobacco [21] and acohol [22] use. Velupillai et al [23] explained
that although such systems may show high performances in
intrinsic evaluation, they may have reduced value at the higher
patient level. When the abovementioned problem-oriented NLP
models are viewed through the lens of the well-defined model
of patient-centered health care[9], they appear to be analogous
to disease-oriented, evidence-based medicine models, as they
focus on a particular disease or problem instead of holistically
taking patients into account. Such problem-oriented NLP
research and development (R&D) has resulted in the creation
of state-of-the-art model sfor many clinical text processing tasks
and is essential for incorporating NLP progress into health
informatics. However, NLP methods inability to meet the
diverse requirements of medical experts has restricted their
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utility in POCRC. In aclinical scenario, particularly at the point
of care, it is generally unrealistic to expect medical experts to
customize and use multiple complex NLP methods to fully
characterize patients based on the free-text information in
patients EHRs. As a consequence of these limitations, the
trangition of clinical NL P systemsfrom their R& D environments
to regular use by medical experts has been slow and limited
[24,25]. By building on recent advances, clinical NLP R&D
has the potential to progress from the use of disease- and
problem-oriented modelsto the use of patient-oriented models,
provided that the needs from an NLP perspective are clearly
defined. The gap between the capabilities of NLP systems and
the POCRC needs of medical experts may be dueto the lack of
specification regarding what a patient-oriented perspective for
clinical NLP should comprise and how patient-oriented clinical
NLP systems can complement traditional problem-oriented
systems. There have been little to no forma schemes,
definitions, or discussionsin medical informaticsliterature about
the aspects of patient-orientednessfor NLP. Given the explosive
recent advances in NLP, it is now crucia to establish the
building blocks of the requirements of patient-oriented NLP,
so that methodological research may be targeted to directly
improve POCRC. In the following paragraphs, we attempt to
formulate what aspects should be considered when developing
patient-oriented NL P systems.

Key NLP Needs for POCRC

Interpretability asa Core System Component
(Interpretability)

Recent advances in machine learning, particularly in deep
learning, have resulted in their successful application to specific
clinical tasks [26,27], and while most studies have relied on
structured data from EHRS, some have used free-text
information [4,28,29]. Some studies have even generated patient
representations based on the nonlinear transformations of all
encoded information in EHRs[30]. Despite the excellent results
obtained by these systems in some cases, an obstacle to using
these systems for POCRC—specifically when free text is
involved—isthe lack of interpretability. In fact, understanding
how deep neural networks make their decisions is an area of
active research in computer science[31,32]. Automation without
interpretability means that the basis of a forecast or decision
that is made by a system cannot be deciphered or explained by
amedical expert. The inability to interpret the reasons behind
automated systems decisions results in the inability of
patient-facing medical experts to communicate these reasons
to patients for tasks such as shared decision-making.

When designing and developing clinical NLP systems,
informaticians must consider interpretability as a necessary
constraint. Black-box models may be effective for agiven task,
but unless the decisions of asystem aretraceablein the desired
manner, their application may not evolve beyond the
problem-specific task for which they were developed [ 33]. One
method for potentially addressing this issue is integrating
reporting mechanisms with machine learning models, so that
the outputs of a task are not only predictions and numeric
performance metrics but also modular reports that attempt to
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explain the reasons behind the predictions (eg, “which span of
text in the note did the system think matched with concept X7’
or “what were the top features that contributed to the system’s
decision?’). The hypothetical framework depicted in Figure 1
illustratesthe generation of reports by a system alongside other
outputs, such as performance metrics. Such reporting

Sarker et d

mechanisms are uncommon in current clinical NLP systems,
as the focus of R&D is amost invariably on some type of
problem-specific performance metric. This is one aspect in
whichinvolving clinical stakeholdersinthe devel opment process
is essential, as clinical interpretability needs may be distinct
from mathematical or statistical interpretability needs [31,34].

Figurel. An outline of a patient-oriented NLP framework illustrating (1) the ability of the caregiver to input the required criteria via an interface that
is decoupled from the technical NL P modules and (2) outputs, including reports for ensuring interpretability. NLP: natural language processing.
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Broadening the Scopes of Clinical NLP Systems
(Patient Centeredness)

We envision that clinical NLP systemswill see greater adoption
and use by medical experts for POCRC if their scopes are
broader and are centered on patients rather than problems. For
example, inthetask of clinical concept detection, theideal NLP
systemsfor domain experts (and, hence, the patientsthey serve)
would be those designed to detect ad hoc clinical concepts in
free text (as specified by the expert) rather than a set of
homogenous concepts. Using the current problem-oriented NLP
systems perhaps adds to the burden imposed on experts, such
as the burden of the “4000 clicks per shift” [35] problem, and
contributes to burnout [36]. In practice, patient-oriented
researchers and caregivers require a holistic view of a patient,
and from the perspective of clinical concept detection, such a
representation of patients requires the detection of diverse
information from patients’ EHRs. Such information may range
from typical concepts that past NLP research has focused on,
such as diseases or symptoms, to atypical concepts such as
descriptions of daily life interactions that affect the mental and
physical well-being of apatient. Thisis perhapsthe key reason
why structured EHR data are preferred and are commonly used
for patient-level analytical and predictive tasks. Such data
present a varied set of information that, when combined,
provides a detailed representation of a patient [37].

https://medinform.jmir.org/2021/9/e18471

Future clinical NLP research that complements the existing
advances in problem-based models should thus focus on
devel oping frameworksthat enable generalization at the patient
level. For concept detection, this means enabling the
specification of arbitrary clinical concepts of interest and
detecting these conceptsin the free-text portions of EHRS, which
would result in the characterization of target patients based on
these concepts. Since uncertainty is an inherent aspect of free
text mining, instead of representing patient characteristics as
binary variables, they can be represented by using continuous
variables that represent the likelihood of a patient exhibiting
specific characteristics (eg, the likelihood of viral exposure for
apatient) [38]. Such aframework for concept detection can, for
example, facilitate the construction of research cohorts or be
used to identify eligible subjects for study enrollment based on
the diverse subject information that is encoded in free text. We
have seen some recent research in clinical NLP naturally evolve
to take this approach to concept detection and patient
characterization. For example, Stubbs et a [39] defined 13
variables, which involved diverse concepts that ranged from
drug abuse to specified ranges of hemoglobin A, levels, for
identifying patients who meet the selection criteriafor aclinical
trial. Although this approach to patient characterization viaNLP
was not explicitly described by the authors as patient centered
and contrasted with typical problem-focused approaches, it
represents a natural evolution toward patient-oriented NLP
systems because its parameter flexibility can be used for
practical tasks. Ideally, the technical complexities of the NLP
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algorithms for concept detection (or other purposes) should be
decoupled from the interface that medical experts use, so that
they may focus on specifying their patient-oriented needs (eg,
ad hoc clinical concepts) without having to learn how to use
multiple systems or how to execute such algorithmsin multiple
environments. Building NLP systems that are generalizable in
such a manner is not trivial by any means, but we believe that
thetimeisnow right for designing and developing clinical NLP
frameworks that incorporate such broader scopes.

Flexible Systems Are More Likely to Stand the Test
of Time (Customizability)

A problem that has been plaguing clinical NLP systemsisthe
lack of customizability and adaptability. Many systems are so
specialized to the problem-specific task for which they were
designed that substantial effort is needed to adapt them to other
tasks or data sources [24,40]. The complexities of most clinical
NLP systems, particularly those of recent systems that involve
resource-heavy language model s and intricate machinelearning
codes (eg, systems written in TensorFlow [41]), are difficult
for medical experts with non-NLP educational backgrounds to
comprehend. As such, even for very similar tasks, such experts
cannot customize previously developed systems to address the
needs of new studies. We suspect that in most cases clinician
researchers and caregivers do not even consider the possibility
of diving deep into system source codes (eg, those of potentially
customizable tools such as the Clinical Language Annotation,
Modeling, and Processing Toolkit [42]) and customizing them
according to the specific needs of a study, as they are already
burdened with information overload [43].

Clinical NLP systems should thus focus on simplicity and
customizability. Incorporating these aspects into the R&D of
clinical NLP systemsis also not trivial. However, they may be
achieved by adhering to typical software development best
practices. Thismay include using layered architectures, inwhich
complexities are hidden under simple interfaces that expose
usersto customizable options. Such an architectureisshownin
Figure 1. In terms of clinica concept detection, the
customizability of clinical NL P systems should enable medical
experts to not only specify ad hoc concepts but also tune the
system for different patient-oriented tasks (eg, cohort selection)
by modifying system inputs, configurations, or parameters.
Improving the customizability and simplicity of clinical NLP
systems will undoubtedly increase their use in POCRC.

System Evaluations Using Multiple Data Sets With
Heterogeneous I nfor mation (Multitask Evaluation)

System performance metrics obtained via eval uations based on
asingledataset can be misleading. Typical EHR-based free-text
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data sets are often constrained to small sets of patients with
similar conditions, clinical settings, and social determinants,
thereby causing systems that are built and evaluated based on
such data sets to be overfit to the problem being studied [44].
Furthermore, the unique characteristics of the site from which
the EHRs originated, such as the focus of the entity (eg, an
urban children’s hospital referral center) and the educational
and training backgrounds of the note writers (eg, primary care
physicians vs subspecialists), also influence how free text
components are written. To gauge the true performances of
clinical NLP methods, including performances associated with
the three previously mentioned aspects, evaluations must be
conducted based on multiple data sets with differing
characteristic. The reuse utility of a system is substantially
diminished if it is overfit to the characteristics of a specific data
set. Reporting a system’s performance metrics (eg, the
F-measure for concept detection) based solely on intrinsic
evaluations of such specialized data sets may also be potentially
perilous, since future users may incorrectly assume that the
system will exhibit similar performances on other data sets.
Consequently, the evaluation of systems based on multiple data
sets with distinct characteristics is imperative for ensuring the
robustness of systems.

Conclusion

To facilitate the greater adoption of NLP in POCRC, R&D
models need to build on problem-oriented approaches and
transition to patient-oriented ones. In this paper, we outlined
thefundamental characteristics of patient-oriented NLP system
design and development. We discussed 4 interrelated factors
(Figure 2) that are essential—(1) interpretability, (2) patient
centeredness, (3) customizability, and (4) multitask evaluation.
We believe that given the rapid recent advancesin data science,
it istimeto initiate a new paradigm for NLP R& D—one with
a patient-oriented focus—in order to increase the impact that
NLP R&D hason health care. Such aparadigm shift will require
overcoming many barriers, which include, but are not limited
to, challenges posed by informal texts, diversities in
health-related languages [24], the scarcity of annotated or
labeled data, and difficultiesthat inhibit NLP systems’ progress
from processing texts to understanding them [45]. Recent
advances in NLP, such as low-shot learning [46], have the
potential to aid researchers with the development of systems
that are patient-oriented and, consequently, increase the impact
of NLP in health care. This paradigm shift will be necessarily
incremental, as researchers will build on and improve initial
systems over time.
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Figure 2. Thefour foundational components of patient-oriented NLP. NLP: natural language processing.
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Abstract

Background: The emergency department (ED) triage system to classify and prioritize patients from high risk to less urgent
continues to be a challenge.

Objective: This study, comprising 80,433 patients, aims to develop a machine learning algorithm prediction model of critical
care outcomes for adult patients using information collected during ED triage and compare the performance with that of the
baseline model using the Korean Triage and Acuity Scale (KTAS).

Methods: To predict the need for critical care, we used 13 predictors from triage information: age, gender, mode of ED arrival,
the time interval between onset and ED arrival, reason of ED visit, chief complaints, systolic blood pressure, diastolic blood
pressure, pulse rate, respiratory rate, body temperature, oxygen saturation, and level of consciousness. The baseline model with
KTAS was developed using logistic regression, and the machine learning model with 13 variables was generated using extreme
gradient boosting (XGB) and deep neural network (DNN) algorithms. The discrimination was measured by the area under the
receiver operating characteristic (AUROC) curve. The ability of calibration with Hosmer—Lemeshow test and reclassification
with net reclassification index were evaluated. The calibration plot and partial dependence plot were used in the analysis.

Results: The AUROC of the model with thefull set of variables (0.833-0.861) was better than that of the baseline model (0.796).
The XGB model of AUROC 0.861 (95% Cl 0.848-0.874) showed a higher discriminative performance than the DNN model of
0.833 (95% CI 0.819-0.848). The XGB and DNN models proved better reclassification than the baseline model with a positive
net reclassification index. The XGB models were well-calibrated (Hosmer-L emeshow test; P>.05); however, the DNN showed
poor calibration power (Hosmer-Lemeshow test; P<.001). We further interpreted the nonlinear association between variables
and critical care prediction.

Conclusions. Our study demonstrated that the performance of the XGB model using initial information at ED triagefor predicting
patientsin need of critical care outperformed the conventional model with KTAS.

(IMIR Med Inform 2021;9(9):e30770) doi:10.2196/30770

KEYWORDS

triage; critical care; prediction; XGBoost; explainable machine learning; interpretable artificial intelligence; machine learning;
algorithm; prediction; outcome; emergency; triage; classify; prioritize; risk; model
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Introduction

Overcrowding in the emergency department (ED) has become
amajor worldwide health care problem [1-3]. Therefore, most
EDs have a triage to manage growing patient volumes [2,4,5].
ED triage isthefirst risk assessment for prioritizing patients at
high risk and determining the course of ED care for patients
[5-8]. It is vital to accurately identify patients who need
immediate care at triage and provide rapid care to patients in
ED since delay in care may result in increased morbidity and
mortality for many clinical conditions[2,4,5,7,9,10].

Five-level triage systems, including the Canadian Triage and
Acuity Scale (CTAS), Manchester Triage System (MTS), and
emergency severity index (ESI), are widely used [2,8,9]. The
Korean Triage and Acuity Scale (KTAS) was developed in 2012
based on CTAS and has been used nationally as the ED triage
tool in Korea since 2016 [11-13]. Although five-level triage
systems are well established in ED, they need to be improved
because they heavily rely on healthcare providers' subjective
judgment, resulting in high variability [5,7-10,12].

M achine learning algorithms such as extreme gradient boosting
(XGB) and deep neural networks (DNNSs) have the advantage
of fitting nonlinear relationships between predictors and
outcomes in large data sets [10,14-17]. Recent literature has
shown machine learning prediction models using triage
information perform better than the baseline model using the
conventional approach of thefive-level triage scorefor screening
ED patients at risk of hospitalization, intensive care unit (ICU)
admission, mortality, and critical care, which is defined as the
combined outcome of ICU admission and mortality
[3,6-10,12,17-20].

Clinical prediction models should be characterized by
discrimination, which indicates how well the model
differentiates patients who will have an event from those who
will not, and by calibration, which refers to the agreement
between predictions and the observed outcome [20-23].
Systematic reviews have reported that machine learning model
studies for clinical predictions amost always assessed
discriminative performance using the area under the receiver
operating characteristic (AUROC) curve, and the reliability of
risk prediction, namely calibration, wasrarely evaluated [24-27].
In most of the previous studies for triage in ED, performance
metrics pertaining to discriminating power were provided, but
calibration, which assesses how close the prediction is to the
truerisk, wasrarely reported. Raita et al provided the AUROC
of ED triage prediction of critical care outcomes using four
machine learning algorithms [9]. Kwon et al evaluated the
discrimination of deep learning—based triage and acuity score
model for critically ill patients[12]. Goto et al [10] investigated
the discriminative performance of machinelearning approaches
for predicting critical care outcomes for patients with asthma
and chronic obstructive pulmonary disease exacerbationsin the
ED. However, the calibration of the models for critical care
outcomes was not included as a performance measure in the
studiesreviewed. Poorly calibrated prediction algorithm models
can be misleading, which may result inincorrect and potentially
harmful clinical decisions [24,26-28]. Therefore, a study

https://medinform.jmir.org/2021/9/€30770
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including a performance evaluation of calibration in the
prediction model for patients with a critical illness at triage in
ED isrequired.

Moreover, no study has investigated the interpretability of
machine learning models for the triage in ED to date. The
interpretability of machine learning is defined as the degree to
which the machinelearning user understands and interpretsthe
prediction made by amachinelearning model [14-16]. Thelack
of interpretation is the barrier to establishing clinicians' trust
and the broader adoption of machinelearning modelsin clinical
practices [14,15,29]. Explaining the justification of prediction
outcomes of the machine learning algorithm model ensuring
that the model makes the right predictions for the right reasons
isrequired to enhance clinicians' buy-in[14-16,29]. Therefore,
in this study, we apply the partia dependence plot (PDP), a
global model-agnostic technique for explaining the relationship
between predictors and prediction results, to investigate the
interpretability of machine learning prediction for clinical care
in ED [15,16].

We developed and validated the machine learning prediction
model for critical care outcomes using routinely availabletriage
information. We hypothesized that applying amachinelearning
algorithm to ED triage information could improve the
performance of critical care outcome prediction for patients
who visited an ED compared with the baseline KTAS model
using logistic regression.

Methods

Study Design, Setting, and Data Source

This was a retrospective study of patients that visited the
emergency department of an urban tertiary-care academic center
with an annual census of about 70,000 from January 1, 2016,
and December 31, 2018. We collected the demographics (age
and gender), mode of ED arrival, the time interval between
onset and ED visit, reason of ED visit, chief complaint, initial
vital sign measurements, KTAS score, and disposition results
(ED resultsand admission results). All datawere acquired from
the Korean National Emergency Department Information
System.

Study Population

We considered adult patients (aged =18 years) who visited an
ED during the study period. We excluded patients who did not
need clinical outcomes prediction at triage, that is, cardiac arrest
or death upon ED arrival. Furthermore, we excluded patients
transferred to another hospital or those with uncompleted care
becauseit wasimpossibleto ascertain their ED results. Patients
with missing or invalid information at triage were not included
(Table S1, Multimedia Appendix 1).

Outcome

The primary outcome in this study was critical care outcome,
defined as the composite of direct admission to ICU or
in-hospital mortality following previous studies[4,7,9].
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Variables and Preprocessing

For the prediction of critical care, we included a total of 13
variables: age, gender, mode of ED arrival, the time interval
between onset and ED arrival, reason of ED visit, chief
complaint, systolic blood pressure (SBP), diastolic blood
pressure (DBP), pulse rate (PR), respiratory rate (RR), body
temperature (BT), oxygen saturation, and level of consciousness
namely, alert, verbal, painful, and unresponsive (AVPU). The
mode of ED arrival was categorized into two options as either
ambulance use or not. The reason for the ED visit had two
values, either illness or injury. The chief complaints, which
were based on the Unified Medical Language System (UMLS),
were selected from the list of 547 codes. The preprocessing
details for the variables are described in Multimedia Appendix
1 (Table S1).

Model Development

The prediction model of critical outcome was developed by
using two modern prediction algorithms: XGB and DNN.

XGB algorithm is a cutting-edge machine learning application
of gradient boosting mechanisms [3,8,9,30]. The gradient
boosting is an ensemble algorithm with which new trees focus
on adjusting errors produced by the previous tree models
[8,30-32]. We implemented the XGB model on the training set
using five-fold cross-validation. The maximum depth of five
and a learning rate of 0.1 were selected from grid search for
tuning hyperparameter (Table S2, Multimedia Appendix 1). For
a DNN algorithm that equips the learning mechanism to fit
nonlinear relationships and high order interactions, [5,10,20,33],
we used three hidden layers selected from the grid search: (1)
arectified linear unit as the activation function; (2) an adaptive
moment estimation asthe optimizer; (3) adrop-out rate of 10%,
zero value for lambda, and binary cross-entropy as the loss
function (Table S2, Multimedia Appendix 1).

Random sampling was applied to split the entire data set into
training (80%) and validation sets (20%). The performance of
the prediction model was evaluated in the validation data set.

Statistical Analysis

For the characteristics of the study population according to
critical care, atwo-tailed t test or Mann—Whitney U test was
conducted for the continuous variables, and the chi-sgquare test
or Fisher's exact test was performed for the categorical
variables.

The discriminating power as a primary measure was eval uated
by AUROC, which refers to how well the model differentiates
those at a higher risk of having an event from those at lower
risk [17,21]. We used the Del.ong test to compare AUROC
between models [9]. Reclassification improvement was
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evaluated using the net reclassification index (NRI) [9,10,21].
The NRI gquantifies how well anew model reclassifies subjects
compared with the reference model [9,10,21]. Model calibration
was assessed with the Hosmer-L emeshow test, agoodness-of -fit
measurefor prediction models of binary outcomes[20,21,23,34].
Furthermore, the calibration was depicted on a reliability
diagram to represent the relationship between predicted
probability and observed outcomes[17,20,21,23,34]. The perfect
calibration should be in the 45-degree line [17,23,34]. The
sensitivity, specificity, positive predictive values (PPVs), and
negative predictive values (NPV s) were reported on performance
metrics. We used a sensitivity cutoff point of 85% for the
illustration of performance.

Thevariableimportance of each prediction model was assessed
and determined using the approach of permutation variable
importance, which computes the importance by measuring the
decrease of model prediction performance (AUROC) when each
variable is permuted [35-38].

Finally, for the best prediction model, the PDP was visualized
for both the direction and effect size of each variable after
averaging out the effect of the other predictors in the model
[38-40]. More concretely, the partial dependence by calculating
the marginal effect of a single variable on the prediction
outcome demonstrates whether the association between a
variable and the prediction response is linear or nonlinear
[15,40,41].

A two-tailled P value of <.05 was considered statistically
significant, and a 95% CI was provided. All analyses were
performed using the R software (version 3.6.1, R Foundation
for Statistical Computing).

Ethics Statement

The Ingtitutional Review Board of Seoul National University
Hospital approved this study, and they waived the requirement
for consent. All methods were performed in accordance with
the relevant guidelines and regulations.

Results

Characteristics of Study Subjects

Therewere 147,865 adult ED encountersfrom January 1, 2016,
to December 31, 2018. After excluding patients with cardiac
arrest or death upon ED arrival (n=401), those transferred to
another hospital (n=6230), discharged with uncompleted care
(n=2696), and with missing or invalid values (n=58,105), atotal
of 80,433 ED adult patients were included in this study, with
3737 (4.6%) of them identified as experiencing critical care
(Figure 1).
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Figure 1. Study population. ED: emergency department. EMR: electronic medical record.

147,865 Adult ED encounters (2016~2018)
. Patients aged 18 years or older

Excluded
b -

401 Cardiac arrest or death on ED arrival
6,230 Transferred to other hospital

2,696 ED Discharge with uncompleted care

58,105 With missing or invalid value on EMR

80,433 ED Patients

(Training set 80%)
64,346 ED Patients
] ‘
l X
ED Discharge
61,331 patients (95.3%)

Critical Care
3,015 patients (4.7%)

The study population of this study was split into two samples:
(1) atraining data set, comprising 80% of the data set, with
64,346 patients and containing 3015 (4.7%) critical care patients,
and (2) a validation data set, consisting of the remaining 20%
of the data set, with 16,807 patients, including 722 (4.5%) of
them ascertained as receiving critical care. The characteristics
of the training and validation data sets were not significantly
different (Table S3, Multimedia Appendix 1).

The characteristics of the ED patients according to the study
outcome are presented in Table 1. Critically ill patients were
more likely to be female, older, call EMS, and have a higher
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proportion of illness than those without critical care. The time
interval between onset and ED arrival was not significantly
different between patients with and without critical care. Initial
vital signs and levels of consciousness were significantly
different between the two groups. The most common chief
complaint among critically ill patients was dyspnea and fever
among those without critical care. The median of KTAS at ED
triage was 2 points (emergent level) for the critical care group
and 3 points (urgent level) for the noncritical care group. The
ED length of stay of patients was 6.4 hrs in the critical care
group and 4.0 hrsin the noncritical care group (Table 1).

JMIR Med Inform 2021 | vol. 9 | iss. 9| €30770 | p.89
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Table 1. Baseline characteristics of adult emergency patients according to critical care.
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Characteristic Total (N=80,433) EDA discharge (n=76,696) Critical care (n=3737) P value
Gender, n (%) <.001
Male 39,210 (48.7) 37,010 (48.3) 2200 (58.9)
Female 41,223 (51.3) 39,686 (51.7) 1537 (41.1)
Age, median (IQR) 61.0 (46.0-73.0) 61.0 (45.0-72.0) 69.0 (58.0-77.0) <.001
Interval between onset and ED arrival (hour), 23.9 (3.8-96.0) 23.9(3.8-96.0) 23.1(4.4-95.8) a7
median (IQR)
Mode of ED arrival (EMS® use), n (%) 19,264 (24.0) 17,162 (22.4) 2102 (56.2) <.001
Reason for ED visit, n (%) <.001
lliness 73,645 (91.6) 70,021 (91.3) 3624 (97.0)
Injury 6788 (8.4) 6675 (8.7) 113 (3.0)
Initial vital sign data, median (IQR)
SBF®, mmHg 141.0 (126.0-165.0) 142.0 (126.0-165.0) 133.0 (113.0-160.0) <.001
pBFY, mmHg 81.0 (72.0-92.0) 82.0 (72.0-92.0) 75.0 (63.0-88.0) <.001
PR® beats/min 86.0 (74.0-101.0) 86.0 (74.0-101.0) 94.0 (77.0-112.0) <.001
RR'. breathg/min 18.0 (16.0-20.0) 18.0 (16.0-20.0) 20.0 (18.0-24.0) <.001
BTY, °C 36.5(36.3-36.7) 36.5(36.3-36.7) 36.5 (36.3-37.0) <.001
S0, % 97.0 (96.0-98.0) 97.0 (96.0-98.0) 97.0 (94.0-98.0) <.001
Nonalert, n (%) 3592 (4.5) 2858 (3.7) 734 (19.6) <.001
Chief complaint, n (%) <.001
Dyspnea 7705 (9.6) 6793 (8.9) 912 (24.4)
Fever 7275 (9.0) 6991 (9.1) 284 (7.6)
Abdominal pain 5302 (6.6) 5136 (6.7) 166 (4.4)
Chest pain 5042 (6.3) 4487 (5.9) 555 (14.9)
Dizziness 3550 (4.4) 3505 (4.6) 45(1.2)
Others 51,559 (64.1) 49,784 (64.9) 1775 (47.5)
KTAS level, n (%) <.001
1: Resuscitation 870 (1.1) 404 (0.5) 466 (12.5)
2: Emergent 12,646 (15.7) 10,692 (13.9) 1954 (52.3)
3: Urgent 47,977 (59.6) 46,702 (60.9) 1275 (34.1)
4: Less urgent 16,637 (20.7) 16,599 (21.6) 38 (1.0)
5: Nonurgent 2303 (2.9) 2299 (3.0) 4(0.0)
ED LOS (hour), median (IQR) 4.1(2.4-7.3) 4.0(24-72) 6.4 (3.7-10.4) <.001
ED disposition, n (%) <.001
ED discharge 57,014 (70.9) 57,014 (74.3) 0(0.0)
Ward admission 19,123 (23.8) 18,630 (24.3) 493 (13.2)
1CUK admission 3170 (3.9) 0(0.0) 3170 (84.8)
OR' admission 1080 (1.3) 1052 (1.4) 28(0.7)
ED mortality 46 (0.1) 0(0.0) 46 (1.2)
In-hospital mortality, n (%) 804 (1.0) 0(0.0) 804 (21.5) <.001

%ED: emergency department.
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bEMS: emergency medical service.
CSBP: systolic blood pressure.
4DBP: diastolic blood pressure.
®PR: pulserate.

RR: respiratory rate.

9BT: body temperature.

hSpOz: oxygen saturation.

IKTAS: Korean Triage and Acute Scale.
ILos: length of stay.

Kicu: intensive care unit.

loR: operating room.

Main Analysis

Classification results for the validation data set are presented
in Table 2. While the baseline model with a single variable of
KTAS had the lowest discriminative ability of AUROC 0.796
(95% CI 0.781-0.811), the machinelearning models had higher
discriminative ability. When using triage information, age,
gender, mode of ED arrival, the time interval between onset
and ED arrival, reason of ED visit, chief complaints, the six
vital sign measurements, and level of consciousness, the XGB
algorithm yielded a higher AUROC of 0.861 (95% CI
0.848-0.874) than DNN of 0.833 (95% CI 0.819-0.848) for the
validation data set. The machine learning models achieved
higher reclassification improvement over the reference model
with positive NRI (P<.05). AsFigure 2 depicted, the AUROCs
between the model swith the full set of variablesand the baseline
model were significantly different. (DeLong’s test for the
validation data set: P<.05) The XGB model showed good
calibration (Hosmer—L emeshow test for the validation data set:
P>.05), and calibration of the DNN model was poor with
P<.001. The calibration plots on the validation data set were
illustrated in Figure 3. We selected the XGB model as the final
model in this study, considering discrimination, net
reclassification, and calibration.

Yun et al

The predictive performance metrics of the validation cohort,
including sensitivity, specificity, PPV, and NPV, are presented
in Table 3. The XGB and DNN model showed a higher
sensitivity of 0.85 than the baseline model (0.65, 95% ClI
0.61-0.68) with a cutoff at the level of KTAS 2. As atrade-off,
the specificity of the conventional model using asinglevariable
of KTAS had a higher specificity of 0.85 (95% CI 0.84-0.86)
than that of the XGB model at 0.71 (95% CI 0.70-0.72) and the
DNN model at 0.64 (95% CI 0.64-0.65). Due to the low
prevalence of critical care outcomes, al models had high NPV
with a95% ClI ranging from 0.98 to 0.99.

The number of the actual and predicted outcomes according to
the level of KTAS is provided in Table 4. For the validation
data set, the baseline model correctly identified 469 patients
needing critical carein triage levels 1 and 2, which accounted
for 65.0% of all critical care outcomes. However, it overtriaged
2296 patients in these high acuity categories. Undertriaging
35% of patientsin need of critical care, the conventional model
usingasinglevariable of KTASfailed to predict all critical care
outcomes (253 cases) for triage levels 3 to 5. Compared to the
baseline model, the XGB model reduced false-positive cases
from 2296 to 1533 in KTAS levels 1 and 2 and the
false-negative cases from 253t0 80 in KTAS levels 3 to 5.

Table 2. Discrimination, reclassification, and calibration of critical care outcome prediction models for the validation cohort.

Model Discrimination Reclassification Calibration
AUROC?® (95% Cl) P value NRI® (95% Cl) Pvalue H-L9 test, P value

KTASE 0.796 (0.781-0.811) Reference Reference Reference .80

xGa' 0.861 (0.848-0.874) <001 0.293 (0.219-0.366) <.001 24

DNNY 0.833 (0.819-0.848) <.001 0.032 (0.024-0.041) <.001 <.001

8AUROC: area under the receiver operating characteristic.
bp value for AUROC was calcul ated usi ng DeLong's test.
°NRI: net reclassification index.

9H-L: Hosmer-L emeshow test.

®K TAS: Korean Triage and Acute Scale.

"X GB: extreme gradient boosting.

9DNN: deep neural network.
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Figure 2. Areaunder the receiver operating characteristic curve for validation data set. DNN: deep neural network; KTAS: Korean Triage and Acute
Scale; XGB: extreme gradient boosting.
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Figure 3. Cadlibration plot for validation data set. DNN: deep neural network; H-L test: Hosmer-Lemeshow test; KTAS: Korean Triage and Acute
Scale; XGB: extreme gradient boosting. The observed probability of critical care with 95% Cl is plotted against predicted probability by 10% interval.
The diagonal line, which is represented as ideal, means perfect prediction. Point size indicates the relative number of observationsin each bin.

| KTAS XGB DNN
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Observed Proportion of Critical Care (%)

Predicted Probability (%)

Table 3. Performance of critical care outcome prediction modelsin validation cohorts.

Model Cutoff score TP FP®  TN®  FNY  Sensitivity (95%Cl) Specificity (95%Cl) PPVE(95% Cl) NPV (95% ClI)
Basdline 0.156" 469 2296 13069 253  065(0.61-068)  0.85(0.84-086)  017(0.16-0.18) 0.98(0.98-0.98)
KTASY

XGB 0.036 616 4476 10889 106  0.85(0.83-0.88)  0.71(0.70-072)  0.12(0.11-0.13) 0.99(0.99-0.99)
DNNI 0.444 614 5475 9890 108  0.85(0.82-0.88)  0.64(0.64-065  0.10(0.09-0.11) 0.99(0.99-0.99)

8TP: true positive.

bFP; false positive.

°TN: true negative.

9EN: false negative.

€PPV: positive predictive values.

NPV negative predictive values.

9K TAS: Korean Triage and Acute Scale.

Pcutoff probability of 0.156 for the baseline model by logistic regression corresponds to KTAS score of 2.
X GB: extreme gradient boosting.

IDNN: deep neural network.
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Table 4. The performance comparison of prediction modelsin validation cohorts according to the level of KTAS.

KTAS? level Actual critical care, n (%)  Baseline model XGBP model

™ TN RN TP FP TN RN
1: Resuscitation (n=178, 1.1%) 98 (13.6) % 80 0 0 % 77 3 2
2: Emergent (n=2587, 16.1%) 371 (51.4) 371 2216 0 0 347 1456 760 24
3: Urgent (n=9559, 59.4%) 244.(33.8) 0 0 9315 244 170 2622 6693 74
4: Less urgent (n=3312, 20.6%) 9(1.2) 0 0 3303 9 3 297 3006 6
5: Nonurgent (n=451, 2.8%) 0(0.0) 0 0 451 0 0 24 471 0
Total (n=16,086, 100%) 722 (100) 469 2296 13069 253 616 4476 10,889 106

3 TAS: Korean Triage and Acute Scale.
bx GB: extreme gradient boosting.

°TP: true positive.

9Fp: false positive.

®TN: true negative.

EN: false negative.

Variable Importance and Partial Dependence Plot

We computed permutation-based variable importance for the
XGB and DNN model in Figure 4. The variable ranked asatop
priority was chief complaintsfor the XGB model and EMS use
for the DNN model. Despite the ranking differencein variable
importance between the X GB and DNN models, variableshigher
in the list, including chief complaints, EMS use, age, AVPU,
PR, and RR, were identical.

For the XGB model defined as the fina prediction model, the
relationship between each variable and the prediction outcome

for the validation data set is illustrated in Figure 5. The PDP
shows the marginal effect of asingle variable on the prediction
outcome. The value of the y-axis on PDP is the predicted
probability for critical care. The nonlinear associations of all
vital sign variables to critical outcome predictions were
demonstrated. For age, RR, and SpO,, we found the pattern of
the critical care prediction in the XGB model, indicating the
probability of being classified as patientsin need of critical care
increased with older age, higher RR, and lower SpO,. For SBPR,
DBP, and PR, we observed a U-shaped relationship between
each vital sign and the critical care prediction.

Figure4. Featureimportance. Thetimeinterval denotesthetime between onset and ED arrival. AUROC: areaunder the receiver operating characteristic
curve; AVPU: dert, verbal, painful, and unresponsive; BT: body temperature; DBP: diastolic blood pressure; DNN: deep neural network; ED: emergency
department; EMS: emergency medical service; PR: pulse rate; RR: respiratory rate; SBP: systolic blood pressure; SpO,: oxygen saturation; XGB:

extreme gradient boosting.
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Figure 5. Partia dependence plot. A. gender, B. age, C. time interval between onset and ED arrival, D. EMS use, E. reason of ED visit, F. SBP, G.
DBR H. PR, I. RR, J. BT, K. SpO,, L. AVPU, and M. chief complaints. The partial dependence plot shows the marginal effect of a single variable on
the prediction outcome; the value of the y-axis is the predicted probability for critical care. AVPU: dert, verbal, pain, and unresponsive; BT: body
temperature; DBP: diastolic blood pressure; ED: emergency department; PR: pulse rate; RR: respiratory rate; SBP: systolic blood pressure; SpOy:

oxygen saturation; X GB: extreme gradient boosting.
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Principal Findings

In this study, based on the data of 80,433 ED adult patients, we
applied two modern machinelearning approaches (ie, XGB and
DNN) to theroutinely collected triage information (age, gender,
mode of ED arrival, the time interval between onset and ED
arrival, reason of ED visit, chief complaints, six vital signs, and
level of consciousness) for the critical care outcome prediction
in ED. The prediction models demonstrated superior
performance of discrimination from AUROC 0.833 to AUROC
0.861 for the validation cohort and net reclassifi cation compared
to the conventional baseline model using KTAS (AUROC
0.796). The XGB model showed better discriminating power
(AUROC 0.861) than the DNN model. We revealed that the
XGB model was well-calibrated in predicting critical care
outcomes (Hosmer-L emeshow test; P>.05).
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The objective of this study was to accurately differentiate
high-risk patientsfrom the less urgent patients at the triage stage
in the ED. Expedited evaluation and ED care of patients with
critical illnesses are crucial for maximizing clinical outcomes,
providing astrong rationale for their prediction at triage[7,42].
Previous studies have documented that current five-level triage
systems (eg, ESI, MTS, and KTAS) have a suboptimal ability
to identify patients at high risk, low inter-rater agreement, and
high variability within the same triage level [4,6-10]. Hence,
machine learning models incorporating variables of
demographics, mode of ED arrival, chief complaints, and vital
signs extracted from triage information have been investigated
to support accurate and rapid decision-making of ED clinicians.
This study extends the earlier research. The discriminative
performance gains of the critical care outcome prediction were
obtained from the XGB agorithm, which has the excellence to
handle nonlinear interactions between variables and the
prediction outcome.
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In this study, a large number (85.5%) of the patients without a
need of critical care were classified into KTAS levels 3 to 5
(83.2% of the entire population), while the majority (64.8%) of
the critically ill patient group was assigned into KTAS level 1
and 2 (16.8 % of all patients). We demonstrated that the XGB
model correctly detected critically ill patients who were
undertriaged into lower-acuity KTAS levels 3 to 5 in the
baseline model. The ability to reduce false-negative cases
provides a strong rationale for adopting the machine learning
algorithm model at ED triage, where the accurate and rapid
identification of patients at high risk is a matter of the utmost
importance. Furthermore, we observed that the XGB model
reduced the number of false-positive casesthat were overtriaged
into high-acuity levels 1 to 2 in the baseline model, which may
prevent excessive resource utilization in ED practices.

This research proved that the XGB model had agreement
between the predicted probability and the observed proportion
of critical care occurrences. The calibration plot in Figure 3
visualized how well the forecast probabilities from the XGB
model were calibrated. Despite theimportance of calibrationin
the prediction model to support clinician decision, systematic
reviews have found that calibration is assessed far less than
discrimination [24,25,27], which is problematic since poor
calibration can make predictions misleading [24,26-28].
Machine learning algorithms are vulnerable to overfitting
[24,33,43]. Due to overfitting, most machine learning
algorithms, especially neural networks, are known to produce
poor calibration when validated with new data [24,33,44,45].
However, XGB controls the model complexity by embedding
a regularization term into the objective function to avoid
overfitting [40,46,47]. Our findings suggest that the probabilities
of the XGB model for predicting patients at high risk in ED
werereliable.

Explaining the predictions of block-box machine learning has
become highlighted. For the global interpretation of the model,
we visualized the nonlinear rel ationship between avariable and
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outcome results in predicting critically ill patients using PDPs
(Figure 5). The XGB algorithm interpreted that, on average,
higher RR and lower SpO, are associated with ahigh probability
of critical care outcomes, and there was a U-shaped relationship
between SBP, DBPR, and PR and the outcome results. The
interpretation of the XGB model clearly reflected the
characteristics of vita signs and was in line with medical
knowledge. Thereare severa interpretation techniquesfor global
and local levels of machine learning interpretation. A future
study of the multilevel interpretation of machine learning
algorithm predictions is warranted.

Using triage information and the X GB algorithm, the artificial
intelligent model for predicting patientsat high risk in this study
can beimplemented in the ED setting without additional burden,
which may support prompt and accurate clinician
decision-making at the early stage of ED triage, leading to the
improvement of patients’ health outcomes and contributing to
efficient ED resource allocation.

Limitations

This study has several limitations. First, we used the data from
a single ED of a tertiary-care university hospital; therefore,
externd validation is needed for the generalization of theresults.
Second, this study did not address how the prediction model
could be deployed into the clinical pathway; therefore, future
studies applying the prediction model during triage are
warranted.

Conclusions

This study demonstrated that using initial triage information
routinely collected in the ED, the machine learning model
improved the discrimination and net reclassification for
predicting patients in need of critical care in ED compared to
the conventional approach with KTAS. Moreover, we
demonstrated that the XGB model was well-calibrated and
interpreted nonlinear characteristics of vital sign predictorsin
line with medical knowledge.
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Abstract

Background: Over the last decade, increasing numbers of emergency department attendances and an even greater increase in
emergency admissions have placed severe strain on the bed capacity of the National Health Service (NHS) of the United Kingdom.
The result has been overcrowded emergency departmentswith patients experiencing long wait timesfor admission to an appropriate
hospital bed. Nevertheless, scheduling issues can still result in significant underutilization of bed capacity. Bed occupancy rates
may not correlate well with bed availability. More accurate and reliable long-term prediction of bed requirements will help
anticipate the future needs of a hospital’s catchment population, thus resulting in greater efficiencies and better patient care.

Objective: This study aimed to evaluate widely used automated time-series forecasting techniques to predict short-term daily
nonel ective bed occupancy at al trusts in the NHS. These techniques were used to devel op asimple yet accurate national health
system-level forecasting framework that can be utilized at alow cost and by health care administrators who do not have statistical
modeling expertise.

Methods: Bed occupancy models that accounted for patterns in occupancy were created for each trust in the NHS. Daily
nonelective midnight trust occupancy data from April 2011 to March 2017 for 121 NHS trusts were utilized to generate these
models. Forecasts were generated using the three most widely used automated forecasting techniques: exponentia smoothing;
Seasonal Autoregressive Integrated Moving Average; and Trigonometric, Box-Cox transform, autoregressive moving average
errors, and Trend and Seasonal components. The NHS Maodernisation Agency’s recommended forecasting method prior to 2020
was also replicated.

Results: The accuracy of the models varied on the basis of the season during which occupancy was forecasted. For the summer
season, percent root-mean-square error values for each model remained relatively stable across the 6 forecasted weeks. However,
only thetrend and seasonal components model (median error=2.45% for 6 weeks) outperformed the NHS Modernisation Agency’s
recommended method (median error=2.63% for 6 weeks). In contrast, during the winter season, the percent root-mean-sgquare
error values increased as we forecasted further into the future. Exponential smoothing generated the most accurate forecasts
(median error=4.91% over 4 weeks), but all models outperformed the NHS Modernisation Agency’s recommended method prior
to 2020 (median error=8.5% over 4 weeks).
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Conclusions:

Shah et a

It is possible to create automated models, similar to those recently published by the NHS, which can be used at

ahospital level for alarge national health care system to predict nonel ective bed admissions and thus schedul e el ective procedures.

(IMIR Med Inform 2021;9(9):€21990) doi:10.2196/21990
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bed occupancy; clinical decision-making; forecasting; health care delivery; models; time-series analysis

Introduction

Background and Rationale

Between 2011-2012 and 2019-2020, patient attendances at major
(Type 1) emergency departments (EDs) in the National health
Service (NHS) of the United Kingdom increased by
approximately 20%. There was an even greater increase in the
number of patients admitted to hospital from the ED during that
time. Such admissions grew by more than one-third and now
account for nearly three-fourth of al nonelective admitted
patients (Figure 1).

The resulting strain on the bed capacity of the NHS resulted in
overcrowding of EDs and long wait times for patients before
admission to an inpatient ward. By 2019-2020, over 3.2% of
all patientsin the ED remained inthe ED for morethan 12 hours
from their time of arrival [1]. Such long delays are known to
cause poor patient outcomes, including an increase in all-cause
30-day mortality [2].

For health care systems to meet the increasing needs of the
populations they serve, as well as to provide better care, it is
imperative to optimize the alocation of existing health care
resources, including hospital beds. Health forecasting, a hovel
areaof forecasting, can facilitate this by providing health service

providers with the hospital bed occupancy forecasts that will
allow them to minimize risks and manage demand [3].

Current models, including NHS-recommended systems, predict
hospital bed utilization with a significant degree of error and
with marked variability among different hospitals. More accurate
and reliable long-term prediction of bed requirements will
facilitate the anticipation of alocal population’s needs [4] with
resulting gains in both efficiency and patient outcomes.

Many studies have attempted to conduct time-series analyses
to forecast bed occupancy levels days or weeksin advance [5].
Most of these models use estimates of length of stay [6] or ED
admissions [7-9]. We developed models using a more direct
time-series—based approach, which utilizes historic admissions
data without any identifying patient information, to model
nonelective hospital bed requirements. Knowledge of future
nonelective bed occupancy alows for proper scheduling of
elective procedures to optimize both capacity and resource
alocation [6]. In addition, no previous study, to our knowledge,
has generated accurate modelsfor an entire national health care
system. In this study, we created a modeling framework that is
automated and generalizable across the NHS of the United
Kingdom. It can be used by administrators and key
decision-makers, who have minimal knowledge of statistical
techniques, to evaluate and respond more efficiently to clinical
demand.

Figure 1. Growthintheadmission rate of al nonelective admitted patients. ED: emergency department. Data source: NHS Hospital Episode Statistics
for Accident & Emergency and for admitted patient care data, 2012-2020 [10].
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Objectives
We aimed to (1) test and compare a set of widely used

automated time-series forecasting techniques to predict
short-term (up to 42 days) nonel ective bed occupancy on adaily

Textbox 1. Summary of the study objectives and rationale.

Shah et a

basis and (2) develop a smple yet accurate system-level
forecasting and modeling framework that could be used to
predict emergency bed occupancy during different seasonal
patterns of admission. A summary of the study rationale and
objectivesis provided in Textbox 1.

What isalready known

What this study adds

Current statistical models that forecast bed occupancy days or weeks in advance across all trusts in the National Health Service (NHS) of the United
Kingdom, including the previously recommended NHS method, predict hospital bed utilization with significant errors and variability among hospitals.

We created a modeling framework, following advanced forecasting techniques recommended by the NHS in January 2020, which generates similar
forecasts of bed occupancy levels weeks in advance for all trusts in the NHS. In addition, because it is automated and generalizable, this model can
be used by administrators and key decision-makers who have aminimal statistical background.

Methods

Data

Our data set contained daily nonelective midnight trust
occupancy data from April 2011 to March 2017 for 121 NHS
trusts located in each region of England. We acknowledge that
this is not the same as peak occupancy, which often occursin
the middle of the working day. No personal information on
patients or staff was provided. Since these data did not contain
any identifying patient information, ethics approval from the
institutional review board was not required. In addition,

administrative data were utilized, and patients and the public
were not involved in our study. We performed all analysesusing
RStudio (version 1.1.442, RStudio Inc). All generated forecasts
accounted for patterns in occupancy or seasonality, resulting
from the day of the week being forecasted. One forecast also
factored in the day of the year, incidence of public holidays,
and historical bed availability.

Study Design
Data preparation and analysis were performed in 4 steps for
each forecasting technique employed (Figure 2).

Figure 2. Methodology employed to develop models and generate forecasted nonelective occupancy for each trust in the NHS. ES: exponential
smoothing, NHS: National Health Service, SARIMA: Seasonal Autoregressive Integrated Moving Average, and TBATS: Trigonometric, Box-Cox
transform, autoregressive moving average errors, and Trend and Seasonal components.

Study design

Data curation
Daily nonelective occupancy, April 2011-March 2017, for 121 trusts in the NHS +
Supporting factors for seasonality.

l

Data separation
Separate training data sets for generating models for each trust +
Separate out-of-sample data sets for model validation for each trust.

_— Hi%ﬁ_‘_‘—j—xﬁ_‘
— S —

ES model SARIMA model

l

TBATS model

NHS
Modernisation
Agency method

Model diagnostics, optimization, and evaluation.
Optimize model based on Ljung-Box test statistic+
Compute % root mean squared errors for forecasts

Data Curation

We extracted daily nonelective occupancy data for 121 trusts
in the NHS. To limit our data to general and acute bed
occupancy, we excluded admissions in which the consultant’s
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specialty was related to mental health, learning disabilities, or
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included, as they were likely to produce fluctuations or
seasonality, in bed occupancy [11]: (1) day of the week, (2) day
of the year, (3) public holidays, and (4) historical bed
availability.

Separation of Data

Each trust's hospital occupancy data were divided into 2
seasonal data sets for summer and winter each, given that
hospitals are more burdened during winter months, and this
may introduce complications in the forecasting process. Each
seasonal data set was further subsetted into a training data set
that was used to develop the models and a validation data set
that was used to cross-validate the models. The validation data
sets for the summer season contained the last 6 weeks of
occupancy datafor mid-July to mid-August 2016 and those for
winter contained thelast 6 weeks of occupancy datafor February
to mid-March 2017. The derivation data sets contained all
remaining datafrom April 2011 to the start date of the validation
data sets and were used to develop the models.

Model Generation and Evaluation

We developed a set of models for each trust by using the three
most widely used, automated forecasting techniques: exponential
smoothing (ES); Seasonal Autoregressive Integrated Moving
Average (SARIMA); and Trigonometric, Box-Cox transform,
autoregressive moving average errors, and Trend and Seasonal
components (TBATS) (Table 1). Details regarding this model
are provided in Multimedia Appendix 1. These models are in
line with the NHS Modernisation Agency’s newly released
overview of advanced forecasting techniques that can be used
to model NHS services [12]. We also replicated the NHS
M odernisation Agency’s previously recommended, albeit dated,
forecasting method [13].

Shah et a

Therefore, we developed 4 models for each of the 121 trustsin
the NHS. A program was developed in R to automate the entire
process to minimize repetition and maximize efficiency. Two
tests were applied for each forecast: the Ljung-Box test output
(Multimedia Appendix 2) to measure for residual patterns of
the models’ errors that could be corrected for with additional
modeling parameters, and root-mean-square error (RMSE)
valuesfrom cross-validation. Absolute RM SE valueswere then
converted to percentage errors, representing the average
prediction error irrespective of sign (Multimedia Appendix 2).
The numerator was the median RM SE of the forecasting method,
and the denominator was the total number of general and acute
beds in the hospital. The denominator, therefore, was the same
for all methods. A comparative analysis of forecast accuracy
was performed by comparing forecasted daily nonelective
occupancy with actual nonelective occupancy in the
out-of -sample data set for each week forecasted.

Forecastswere generated for the summer and winter. Given that
summer school holidays in the United Kingdom usually occur
from late July until early September and NHS datafor England
suggest that winter pressures mostly last from early January
until the end of March, we forecasted the time periods within
those timeframes. Summer forecasts were obtained from July
to mid-August 2016 and winter forecasts were obtained from
mid-February to mid-March 2017. Forecasts were compared to
each other as well as to those derived from the NHS
Modernisation Agency’s recommended method.

We did not generate models using Prophet and artificial neural
networks, which are 2 additional models recommended in the
Modernisation Agency’s overview, because these cannot be
automated and applied across multiple trusts [12].

Table 1. Descriptive characteristics of automated time-series forecasting techniques used.

Characteristics Models generated

Exponential smoothing

Seasonal Autoregressive In-
tegrated Moving Average

Trend and Seasonal Compo-
nents

Method recommended by
the National Health Service
M odernisation Agency

Statistical methods em-
ployed

Exponential weighted sum
of previous observations

Seasondlity takenintoac-  Weekly

Combines auto-regression
and moving average models

Forecast is the mean value
of the past 6 weeks' bed oc-

State space reconstruction

count

Additional modifications
performed

LTheLjung-Box test provid-
ed information on residual
patterns of error; thiswas
addressed by creating a
model of theresiduals of the
forecast

cupancy for the day of the
week being forecasted
Weekly, yearly, monthly, Weekly Weekly
public holidays, and histori-
cal bed availability
Suspected model may be None None

more accurate for trusts that
do not approach maximum
occupancy (occupan-
cy=<95%); percent occupan-
cy was introduced as a sea

sonal component

Results

A total of 484 models (n=4 per trust) were automatically
developed using our modeling framework (Figure 3). Our

https://medinform.jmir.org/2021/9/e21990

Ljung-Box tests validated that autocorrelation is minimal, thus
validating our choice of model.

The accuracy of our models varied on the basis of the season
during which we forecasted occupancy. Percent RM SE values
for each model remained relatively stable across the 6 weeks

JMIR Med Inform 2021 | vol. 9 | iss. 9 €21990 | p.102
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

forecasted in the summer, indicating that the summer period is
predictable (Figure 4). In addition, only our TBATS model
(median error=2.45% for 6 weeks) outperformed the NHS
Modernisation Agency’s recommended method (median
error=2.63% for 6 weeks). TBATS yielded a median error of
1.98% for the first forecasted week and 3.01% for the sixth,
whilethe NHS M odernisation Agency’s recommended method
yielded a median error of 2.32% for the first forecasted week
and 3.17% for the sixth.

In contrast, percent RMSE values increased as we forecasted
further into the future during winter (Figure 5). Therefore, our
study suggests that we are only able to generate relatively
accurate forecasts 4 weeks into the future during winter.
Significant weather events and di sease outbreaks may contribute
to thisunpredictability. However, as current weather forecasting
methods are unable to predict significant events accurately
beyond 10 days, accounting for weather beyond this is
impractical. ES performed the best (median error=4.91% over
4 weeks), but all models outperformed the NHS Modernisation
Agency’s recommended method (median error=8.5% over 4

Shah et a

weeks). ES yielded a median error of 2.17% for the first
forecasted week and 9.38% for the fourth, while the NHS
Modernisation Agency’s recommended method yielded a
median error of 5.12% for thefirst forecasted week and 13.62%
for the sixth.

Five or fewer trusts failed to pass the Ljung-Box test of
autocorrelation for the TBATS and SARIMA models, which
suggested that the models could not be improved much further
for accuracy. However, as a large proportion of trusts failed to
pass for the ES model (40% for summer forecasts and 42% for
winter forecasts), we developed a TBATS model to forecast the
residuals of our predictions and incorporated these forecasted
residuals into our original model. This modification, however,
did not significantly improve forecast accuracy. We aso
suspected that forecasts may be more accurate for truststhat do
not reach their maximum bed availability (lessthan 95% of total
beds are occupied). Therefore, we subsetted trusts on the basis
of maximum bed availability and generated separate SARIMA
forecastsfor each group. Thisincreased each forecast accuracy
for thewinter but did not affect forecasts much for the summer.

Figure 3. Sampletime series and TBATS forecasts generated for summer and winter for two trusts: Gateshead Health (A-C) and Mid Essex Hospital
Services (D-F). (A) and (D) show plots of nonelective bed occupancy through the time period in the data set. In (B)-(C) and (E)-(F), the black lines
represent the training data sets, the red lines represent the out-of-sample datasets, and the blue lines represent the occupancy forecasted by TBATS.
TBATS: Trigonometric, Box-Cox transform, autoregressive moving average errors, and Trend and Seasonal components.
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Figure 4. Distribution of error values for summer forecasts displayed by model (A) and by week (B). Outliers have been suppressed in (B) for better
visualization of error spread. ES: exponential smoothing, NHS: National Health Service, RMS: root-mean-square, SARIMA: Seasonal Autoregressive
Integrated Moving Average, TBATS: Trigonometric, Box-Cox transform, autoregressive moving average errors, and Trend and Seasonal components.
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Figure 5. Distribution of error values for winter forecasts displayed by model (A) and by week (B). Outliers have been suppressed in (B) for better
visualization of error spread. ES: exponential smoothing, NHS: National Health Service, RMS: root-mean-square, SARIMA: Seasonal Autoregressive
Integrated Moving Average, TBATS: Trigonometric, Box-Cox transform, autoregressive moving average errors, and Trend and Seasonal components.
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Discussion

Principal Findings

Our results show that it is possible to create automated models
to predict nonelective bed admissions with a higher degree of
accuracy and reliability than the method previously
recommended by the NHS Modernisation Agency.

Utilization of the NHS-recommended method has led to the
lack of capacity and procedures being canceled at thelast minute
(Figure 3). Although some of these problems are inevitable in
such a large and diffusely managed system, the frequency of
such cancellations can be reduced with improved forecasting
methods such as the one described in this study.

Other groups that focused on hospitals in England have
generated forecasting models for either asingle site or agroup
of trusts, or for specific hospital services such asthe emergency

https://medinform.jmir.org/2021/9/e21990
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department, which ismore easily predictable[14]. However, to
our knowledge, none of them have utilized the data of the entire
NHS to generate more accurate forecasting models [14].
Although individual, site-specific models have the potential to
outperform national models, we believe that the majority of
hospitals do not have the resources, time, or expertise required
to generate their own predictive methodology. Therefore, amore
universal and easily implemented—albeit dlightly less
accurate—maodeling framework is preferable. Moreover, our
models are automated and require minimal effort for consistent
execution.

Even with a simplified approach and appropriate end-user
education, several barriers to implementation could limit the
use of the developed national forecasting models. In the NHS
system, staffing rotas|ack the flexibility required to reduce staff
at short notice. While an incorrect forecast predicting an
increased demand would result in financial 10sses, an erroneous
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prediction of areduction could lead to adverse clinical events.
Therefore, caution dictatesthat usersare morelikely to respond
to forecasts of increased demand rather than those predicting
the reverse. Routine forecasting would therefore be likely to
increase costs, at least in the initial phase.

If such modeling frameworksareto beincorporated into policy,
it is essential to consider whether effective implementation is
possible. A recent study of ED escalation plans [15] to support
patient care in times of increased demand reported that there
can be a significant gap between managerial intentions and
actual implementation.

Limitations

Potential bias may have arisen from inaccurate data collection
and reporting at alocal level. In addition, our occupancy data
were collected as a midnight census rather than during the day,
when hospital occupancy peaks. Thismay limit the applicability
of the model. Although our models took into account various
temporal models, wedid not explicitly consider meteorological
conditions such as weather or air pollution—factors that could
have an impact on predictive accuracy [16,17].

Another limitation of our study isthat wewere not able to model
demand for outpatient services or elective procedures, which
may have a significant impact on the availability of inpatient
resources, including health care professionals themselves[18].
Nevertheless, this is an area that clinicians and managers can
control to a large extent [13]. In addition, there is a need for
caution when predicting the real-world implications of total bed
utilization from models in which maximum capacity is
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approached, as small random effects may have unpredictable
consequences.

As these models require automation, we have not utilized the
most advanced predictive techniques avail able. The self-exciting
threshold autoregressive model and artificial neural networks
would be likely to produce more accurate predications once
fully optimized. We explored thismodel but ultimately rejected
it because of the high degree of personalization that the
salf-exciting threshold autoregressive system required for correct
usage. This would thus be impractical for hospital staff with
limited statistical knowledge—or the time to acquire it—for
effective implementation.

Conclusions

Thereisno sign of animminent reduction in the demand for all
hospital services. Therefore, improvementsin the efficiency of
health care resource utilization are of paramount importance.
We believe that, to our knowledge, this is the first study to
generate accurate forecasting models for an entire health care
system. In addition, our models are automated and require
minimal effort to execute consistently and accurately; thus, they
are in parald with the NHS Modernisation Agency’s latest
guidelines on advanced forecasting techniques [12]. With
increased predictive accuracy of nonelective bed occupancy,
more reliable elective procedure schedules can be produced by
hospital managers. This increased efficiency should lead to
better care for patients, together with a more consistent
workflow pattern for health care staff. We believe that asimilar
methodology can be applied to hospital systems other than the
NHS, in other countries including the United States, and we
hope to apply these models more widely in the future.

Details regarding the forecasting techniques used in developing the current prediction model.

[DOCX File, 13 KB - medinform_v9i9e21990 appl.docx ]
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Supplementary tables.
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Abstract

Background: Collaboration is vital within health care institutions, and it allows for the effective use of collective health care
worker (HCW) expertise. Human-computer interactions involving electronic health records (EHRS) have become pervasive and
act as an avenue for quantifying these collaborations using statistical and network analysis methods.

Objective: We aimed to measure HCW collaboration and its characteristics by analyzing concurrent EHR usage.

Methods: By extracting concurrent EHR usage events from audit log data, we defined concurrent sessions. For each HCW, we
established a metric called concurrent intensity, which was the proportion of EHR activitiesin concurrent sessions over al EHR
activities. Statistical models were used to test the differences in the concurrent intensity between HCWs. For each patient visit,
starting from admission to discharge, we measured concurrent EHR usage across all HCWs, which we called temporal patterns.
Again, we applied statistical models to test the differences in temporal patterns of the admission, discharge, and intermediate
days of hospital stay between weekdays and weekends. Network analysis was leveraged to measure collaborative relationships
among HCWs. We surveyed experts to determine if they could distinguish collaborative relationships between high and low
likelihood categories derived from concurrent EHR usage. Clustering was used to aggregate concurrent activities to describe
concurrent sessions. We gathered 4 months of EHR audit log data from alarge academic medical center’s neonatal intensive care
unit (NICU) to validate the effectiveness of our framework.

Results. There was a significant difference (P<.001) in the concurrent intensity (proportion of concurrent activities: ranging
from mean 0.07, 95% CI 0.06-0.08, to mean 0.36, 95% CI 0.18-0.54; proportion of time spent on concurrent activities: ranging
from mean 0.32, 95% CI 0.20-0.44, to mean 0.76, 95% CI 0.51-1.00) between the top 13 HCW specialties who had the largest
amount of time spent in EHRs. Temporal patterns between weekday and weekend periodswere significantly different on admission
(number of concurrent intervals per hour: 11.60 vs 0.54; P<.001) and discharge days (4.72 vs 1.54; P<.001), but not during
intermediate days of hospital stay. Neonatal nurses, fellows, frontline providers, neonatol ogists, consultants, respiratory therapists,
and ancillary and support staff had collaborative relationships. NI CU professional's could distinguish high likelihood collaborative
relationships from low ones at significant rates (3.54, 95% Cl 3.31-4.37 vs 2.64, 95% CI 2.46-3.29; P<.001). We identified 50
clusters of concurrent activities. Over 87% of concurrent sessions could be described by asingle cluster, with the remaining 13%
of sessions comprising multiple clusters.
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Conclusions: Leveraging concurrent EHR usage workflow through audit logs to analyze HCW collaboration may improve our
understanding of collaborative patient care. HCW collaboration using EHRs could potentialy influence the quality of patient
care, discharge timeliness, and clinician workload, stress, or burnout.

(IMIR Med Inform 2021;9(9):e28998) doi:10.2196/28998

KEYWORDS

collaboration; electronic health records; audit logs; health care workers; neonatal intensive care unit; network analysis; clustering;
visualization; concurrent interaction; human-computer interaction; survey instrument; informatics framework; secondary data

analysis

Introduction

The measurement of coordinated collaboration in health care
systems has proven to be important for providing better quality
care[1-9]. Numerous studies have correl ated collaboration with
quality of care[1-3], patient safety [4-6], and clinical outcomes
[7,8]. No universal guidelines exist to study collaboration in
health care organizations (HCOs). Existing studies approached
collaboration by relying on surveys, written reports, and
interviews as a basis for gauging collaboration [1-9]. Further,
they examined communication, teamwork, and problem-solving
in HCOs, noting that interprofessional team functions are often
suboptimal [3,7]. In addition, these studies identified barriers
to successful interprofessional collaboration, including power
dynamics, poor communication patterns, and incomplete
understanding of roles and responsibilities [1-9]. However,
existing studies seldom examine collaborative activities in the
context of electronic health record (EHR) system usage. EHR
systems provide a virtual environment for a diverse collection
of health care workers (HCWSs) to exchange accurate, detailed,
and timely information electronically [10-12].

As EHRs have grown in adoption, the proportion of
collaboration among HCWs involving EHR systems has
increased as well [13-15]. For instance, a respiratory therapist
noted, in an EHR, that a patient had an increased need for
oxygen. At the same time, a nurse documented the same
patient’s vital signs and noted the presentation of tachypnea.
Next, an attending physician reviewed the vitals and respiratory
rate, and prescribed the patient adiuretic [16]. Here, three HCWs
experienced latent (inexplicit) collaboration through the EHR
system that may not have been flagged by HCOs. HCWs may
spend a considerable amount of timein latent collaborationsin
caring for patients through EHR systems [17-19]. The
relationships among latent collaborations, care quality, and
patient safety, however, have been understudied due to a lack
of metrics or concepts describing collaboration of this nature.

Highly granular and widely available EHR audit |ogs document
HCW activities occurring within EHRs[20-23] and can be used
to model latent collaboration among HCWs and the respective
interactions between HCWs and EHR systems [13,16,24-29].
Typically, each event documented in an audit log includes a

https://medinform.jmir.org/2021/9/e28998

timestamp, the type of action involved, the involved HCW and
patient 1Ds, and further metadata, such as HCW specialties,
patient demographics, and health conditions[13,16,20-29]. EHR
audit logs have been widely used to measure health care
organizational structures[20,25], clinical workflows[20,30,31],
trauma care team structures [13,20,26], and intensive care unit
care structures [16,27-29]. Existing studies have investigated
audit log data at a coarse-grained level to build connections
between HCWs[13,16,20-31], and thus, much of the contextual
information (eg, HCW-EHR system interactions) is lost. For
instance, coarse-grained | atent interactions between HCWs have
previously been defined by shared interactions with the same
patients on the same day or during the same patient encounter
[26-29]. We demonstrate that audit logs enable the study of
latent collaborative activities at a highly granular level.

In this study, we propose a robust framework for the
investigation of latent collaboration through concurrent EHR
utilization. Using this framework, we describe a case study
showcasing itsusagein the neonatal intensive care unit (NICU)
of alarge academic medical center consisting of neonatol ogists,
neonatal fellows, neonatal frontline providers, neonatal nurses,
respiratory therapists, consultants, ancillary staff, and support
staff. Inthe NICU, the density of audit logs per patient episode
is very high, and it is an ideal environment for investigating
latent collaboration [16,28].

Methods

Overview

In this section, we describe how we defined and calculated
individual intervals, concurrent intervals, and concurrent
sessions from the audit log data. We defined the core
components of our proposed framework for measuring latent
collaboration and its characteristics, via audit log data, which
involve concurrent intensity (proportion of concurrent intervals
and time spent on those intervals), latent collaborative HCW
relationships, temporal patterns (weekday vs weekend or
admission vs discharge tempora trends of concurrent EHR
usage), and the complexity of concurrent sessions. Figure 1
shows the workflow of learning latent collaboration and its
characteristics from the audit log data.
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Figure 1. A workflow diagram showing our framework on learning concurrent intensity, latent collaborative HCW relationships, temporal trends of
concurrent EHR usage, and concurrent session complexity from EHR audit log data. EHR: electronic health record; HCW: health care worker.
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Eventsin EHR Audit Logs

An event is a single row of an audit log entry containing the
HCW ID, patient ID, action ID, and time stamp. Thus, an event
describes an action that an HCW performed on an EHR of a
patient at a specific time. The action 1D correspondsto the type
of action performed, such as typing a progress note, accessing

Table 1. Examples of events by health care workers.

patient demographics, refilling medications, reviewing
cholesterol test results, and so on. Table 1 showsalist of events
performed by two HCWSs (anonymized IDs A and B) on EHRs
of two patients (anonymized IDs 1 and 2). These events are
retrieved from EPIC EHR audit logs. Further definitions of the
events can be found at Epic’s EHR UserWeb [32].

Healthcare worker ID Patient ID Event action Timestamp

A 1 FLOWSHEETS DATA SAVED 4/5/2020 2:14:25

A 1 CHART REVIEW ENCOUNTERS TAB SELECTED 4/5/2020 2:15:00
A 1 CHART REVIEW OTHER ORDERS TAB SELECTED 4/5/2020 2:18:23

A 1 HISTORY ACTIVITY ACCESSED 4/5/2020 2:19:53
A 1 FLOWSHEETS DATA COPIED FORWARD 4/5/2020 2:21:32

A 1 CHART REVIEW MEDICATIONS TAB SELECTED 4/5/2020 2:22:23

B 2 VISIT NAVIGATOR TEMPLATE LOADED 12/3/2020 06:31:27
B 2 SNAPSHOT REPORT VIEWED 12/3/2020 06:33:11
B 2 CHART REVIEW NOTES 12/3/2020 06:34:41
B 2 CHART REVIEW ENCOUNTER 12/3/2020 06:36:27
B 2 CHART REVIEW RESULTS 12/3/2020 06:37:33
B 2 CHART REVIEW OTHER ORDERS 12/3/2020 06:39:27

Creating I ntervals From Events

We defined an interval as an ordered list of events that occur
sequentially until two events are spaced in time by more than
acertain cutoff (note that these events must be from the same
HCW and the same patient). Each interval has start and stop
times, corresponding to the first event and last event timesin

https://medinform.jmir.org/2021/9/e28998

the interval. Intervals also have a duration metric, which is
simply the difference between the start and stop times. Figure
2A provides a more detailed example using 2 minutes as a
cutoff. Thisinterval definition aims to divide an HCW’s EHR
actions into a set of segments, similar to an order session or a
seriesof orders placed by aclinician for asingle patient, defined
in a previous report [33].
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Figure 2. Examples of creating intervals from events (A) and defining a concurrent session based on overlapped intervals (B).

Cutoff = 2 min 4 min > cutoff 3 min > cutoff’
10:15 10:15:30 10:17 10:21 10:22 10:24 10:27 10:28
interval B

(A) An example to create three intervals A, B, and C using an interval time cutoff of 2 minutes

: 4 3 \ 1 & : 4 —>
6:30 6:38 6:41 6:43 6:44 6:47

[ Manage medication order in the pharmacist verification queue
Chart review snapshot report, note report, order report, encounter report, and multimedia objects (images, audio)
Review operating room report, and allergy report, associate a device to a patient, manage flowsheets (saved accessed)

Manage medication order in the pharmacist verification queue

(B) An example of a concurrent session, consisting of four concurrent intervals

A “knee point” finding algorithm, described by Satopaa et al,
was used to estimate the cutoff used [34]. Our previous study
used such a strategy and identified clinically meaningful
intervals for the sessionization of audit logs [35]. This strategy
has been used beforein finding the operating points of complex
systems and is defined more formally, for any continuous
function f, asfollows:

Ky (09 =00 / (L +F(0)"°(D)
K (X) represents the closed form of the curvaturef at any point
as a function of its first and second derivatives. We find x

through the K needle algorithm, which maximizesthis curvature
[34].

Creating Concurrent Sessions From Intervals

We defined a concurrent session as a set of temporaly
overlapping intervals performed by different HCWs on EHRs
of the same patient. We assumed that concurrent sessions can
indicate who works with whom given that they are
simultaneously performing EHR actions to manage a single
patient. A concurrent interval is any interval that is part of a
concurrent session; likewise, an individua interval is any
interval that is not apart of any concurrent session. Concurrent
intervals of a session have overlaps that are greater than zero.
Figure 2B provides a more detailed example of a concurrent
session made up of four concurrent intervals.

https://medinform.jmir.org/2021/9/e28998

RenderX

Wor kday Definition

We found that sometimes HCWs spend only a small amount of
time (eg, 5 minutes per 24 hours) interacting with the EHRs of
patients. We denoted these lower activity days asinactive EHR
workdays and assumed that such workdays have little impact
on measuring latent collaboration and its characteristics. Thus,
we only investigated active EHR days in this study. An active
EHR day was defined as a day (24 hours) where the sum of all
theHCW interval durationsin that day exceedsa certain amount
of time, or the workday time cutoff. This cutoff vaue is
determined by different clinical settings (eg, NICU or primary
care) and the respective HCW time spent interacting with EHRs.
Werelied on expert knowledgein EHR utilization to determine
the workday cutoff value.

Creating I ntermediate Data Matrices

Based on the concurrent sessions, we generated eight
intermediate matrices (Figure 1) describing latent collaboration
and its characteristics. For instance, the associations between
concurrent intervals and actions were stored in the concurrent
interval-action matrix, and the associ ations between concurrent
intervals and concurrent sessions were stored in the concurrent
interval-concurrent session matrix. The intermediate datawere
used in the following analysis.

Measuring the Concurrent Intensity of an HCW
Given the definitions previously discussed, we can create
attributes for each HCW. These attributes include HCW
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specialty (eg, neonatologist and neonatal nurse), individual
intervals, concurrent intervals, durations of both individual and
concurrent intervals, EHR workdays, and the durations of these
EHR workdays. We leveraged these attributes to measure the
proportion of concurrent intervals over all recorded intervals
and the proportion of time spent on concurrent intervals. These
two attributes comprise the concurrent intensity of an HCW.
We measured the concurrent intensity per day, excluding
inactive EHR workdays. The daily concurrent intensity, along
with EHR time on active EHR workdays, was used to describe
the time characteristics of an HCW in EHR systems. We used
Spearman rank correlation to measure the association between
daily timein EHRs and daily time spent on concurrent intervals
for HCWs affiliated with the same specialty attribute. Thistests
the null hypothesis that there is no association between daily
time spent on concurrent intervalsand daily time spent on EHRs
across al HCWs &ffiliated with the same specialty. Moreover,
we applied a one-way analysis of variance (ANOVA) to test
the significance of differences in the concurrent intensity and
EHR time on active workdays between specidties at a
significance level of .05. The null hypothesis is that there are
no significant differences in the concurrent intensity/EHR time
between HCWs with disparate speciaties. All statistical
analyses, including those in the following sections, were
performed usng R 4.04 (R Foundation for Statistical
Computing). Thefour matrices, asshownin Figure 1, were used
to quantify concurrent intensity for each HCW.

Measuring and Validating L atent Collabor ative
Relationships Between HCWs

The HCW-concurrent session matrix was leveraged to measure
relationships between HCWswith respect to their participation
in concurrent sessions. In this study, we used the number of
co-affiliated sessions between pairs of HCWSs to measure the
relationship’s strength. Based on these weightings between
HCWs, we created a network of HCWs to describe their latent
collaborations. We used K -core analysesto identify a subgraph
depicting core latent collaboration among HCWs in EHR
systems. Each HCW within the K-core subgraph is connected
to at least K other HCWSs, and each respective HCW is
considered as one core of the whole collaboration network.
Gephi, an open-sourced network analysis and visualization tool,
was used in this study [36].

We assumed that if the learned classes of the collaborative
relationships (high and low strength) are consistent with the
psychological expectations of HCWs, our approaches measuring
latent collaborative relationships are plausible. To assess if
HCWs can distinguish between likelihoods of collaborative
relationships derived from EHRs, we divided putative
collaborative relationships into the following two groups:. high
and low likelihoods. We randomly selected aset of collaborative
relationships from the high and low groups, which were assessed
by invited experts in an online survey. The experts who
responded to the survey were asked questions like “To what
extent do you believe [a neonatal nurse] interacts with [a
neonatol ogist] in the electronic health record system to manage
a patient?’” This is asked for each collaborative relationship,
and respondents are blind to the EHR-learned likelihood. The
professionals were asked to choose one of the following five
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answers: “Not at al likely,” “Slightly likely,” “Moderately
likely,” “Very likely,” and “Completely likely.” For statistical
analysis, these survey responses were encoded asinteger values
(Likert score) in the range 1 to 5 (eg, “Not at al likely” is
mapped to 1). The Likert scores were used to quantify an
expert's psychological expectations of latent collaborative
relationships.

These surveys were distributed through the REDCap
management system [37] and expert responses were requested
after review and approval from the Vanderbilt Institutional
Review Board (approval number: 191892). Using the survey
results, we tested the following hypothesis: experts can
distinguish latent collaborative relationships between high and
low likelihood categories. We applied alinear regression model,
shown in the following equation, to determine the Likert score
for high and low likelihood relationships.

Likert Score=a+0xf3 (2)

where 8 {1 (highlikelihood), O (low likelihood)} representsthe
high and low likelihoods of collaborative relationshipsidentified
from EHRs. Under this model, the Likert score for a low
likelihood collaboration is a (6=0) and for a high likelihood
collaborationisa + 3 (6=1). Assuch, thevalue of 3 corresponds
to the difference of Likert scores for high and low likelihood
collaborative relationships.

We used the Likert scores as observations to infer 3 vialinear
regression models. We then used ANOVA to test the
significance of B#0 against a null hypothesis f=0. We tested
the hypothesis at the two-sided a=.05 significance level.

Mining Weekday and Weekend Temporal Trends of
Concurrent EHR Usage

We analyzed when (eg, shifts) concurrent sessions occur in
EHRs. We assumed HCWs have different EHR interaction
patterns during weekdays and weekends, and that those patterns
are also different in the phases of a patient’s stay in the NICU.
Therefore, we model ed weekday- and weekend-temporal trends
of concurrent EHR usage, which we called temporal patterns,
and focused on the following three specific phases of apatient’s
hospital stay: admission, discharge, and intermediate phases.

Since all investigated patients had admission and discharge
dates, we learned temporal patterns 24 hours after admission
and 24 hours before discharge based on all those patients. We
created the following four patient groups: (1) patients admitted
during weekdays, (2) patients admitted during weekends, (3)
patients discharged during weekdays, and (4) patients discharged
during weekends. For a single patient in a patient group, we
measured the number of concurrent intervals performed by
HCWson EHRs of that patient in each hour during the 24-hour
window. Next, we calculated the average number in each hour
for al patientsin a group to form atemporal pattern. We used
Wilcoxon rank-sum test to measure differencesin the temporal
patterns between weekdays and weekends because the Wilcoxon
rank-sum test is based solely on the order in which the
observations from the two patterns fall.

We chose days surrounding the middle of a patient’s hospital
stay to represent the intermediate phase for the measurement
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of temporal patterns. We also separated patient stay into the
following two subgroups. weekday and weekend stay. We
measured the average number of concurrent intervals for each
hour and used the Wilcoxon rank-sum test to assess the
differences between weekday and weekend temporal patterns.

We aso compared the differences between weekdays and
weekends in the degree of concurrent EHR usage during the
admission, discharge, and intermediate phases of hospital stay
using t tests. This was done to determine if there was a
significant difference between the means of two patterns,
without the consideration of pattern observation order.

Clustering Concurrent Intervalsto Describe a
Concurrent Session

The concurrent interval-action matrix recorded the number of
times an action appeared in a concurrent interval. This matrix
was used to learn similarities between concurrent intervals and
concurrent sessionsin terms of their affiliated action types. We
performed principal component analysis (PCA), t-distributed
stochastic neighbor embedding (t-SNE), and K-means clustering
to aggregate interval s described by acluster-concurrent interval
matrix. The cluster-concurrent interval matrix was used jointly
with the concurrent interval-concurrent session matrix to
determineif aconcurrent session containsintervals assigned to
the same cluster or different clusters. This joint analysis was
performed by calculating the dot product of the matrices. Such
an analysis can highlight the complexity (eg, a concurrent
session affiliated with asingle cluster or multiple clusters) of a
concurrent session.

Availability of Data

The data setsthat were generated and analyzed in this study are
not publicly available because they include patients' private
information. However, the data sets can be obtained from the
corresponding author upon reasonabl e request.

Results

Case Studiesin the NICU

We gathered 4 months of EHR audit log data from a large
academic medical center's NICU. The data set contained
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2,840,249 actions performed by 3303 HCWs (approximately
22,319 HCWs in the VUMC EHR system) to EHRs of 382
NICU patients. In this case study, we identified 2 minutes as
the cutoff threshold in creating intervals from series of events;
this was the point of maximum curvature, or “knee point,”
determined through the Kneedle algorithm (as shown in
Multimedia Appendix 1). We used 15 minutes as the threshold
to separate inactive and active workdays, as determined through
NICU expert questionnaires regarding EHR utilization. From
these thresholds, we created 624,192 concurrent intervals, each
of which comprised of consecutive sequences of 650 unique
actions. There were 173,436 concurrent sessions created from
the concurrent intervals.

Examining Differencesin the Concurrent I ntensity
Between NICU HCWs

We compared the concurrent intensities across the top 13
specialties having the highest average EHR times on active
workdays. The 13 specialties consisting of 552 HCWsarelisted
in Table 2, along with their mean values and 95% Cls for
concurrent intensity and EHR time. The concurrent intensity
was calculated after excluding activities on inactive workdays.
The statistical test results showed that there were significant
differences in the EHR time (from mean 23.38, 95% CI
21.97-24.80, to mean 54.78, 95% Cl 40.43-69.13; P<.001) and
concurrent intensity (from mean 0.07, 95% CI 0.06-0.08, to
mean 0.36, 95% CI 0.18-0.54; P<.001 with respect to the
proportion of concurrent intervals and from mean 0.32, 95%
Cl 0.20-0.44, to mean 0.76, 95% CI 0.51-1.00; P<.001 with
respect to the proportion of EHR time spent on concurrent
intervals) between the 13 investigated speciaties. We found
that there were no significant relationships between EHR time
and the proportion of time spent on concurrent interval's, except
for extracorporeal membrane oxygenation (ECM O) respiratory
therapists (P<.001). ECMO respiratory therapists had positive
associations between time spent in EHRs and the proportion of
time spent on concurrent intervals. This indicates that ECMO
respiratory therapistswork (76% of their EHR time) in ahighly
concurrent environment.
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Table 2. Datafor health care workers affiliated with 13 specialties.
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Speciaty

EHR?time (min), mean
(95% CI)

Number of event actions
per day, mean (95% Cl)

Proportion of concurrent
intervals, mean (95% Cl)

Proportion of EHR time
spent on concurrent inter-
vals, mean (95% Cl)

MRIP-technol ogists
Diagnostic radiol ogy-technologists

Pediatric cardiac | CUC-registered
nurse

NICUd-registered nurse
Pediatrics-resident physician
Float pool-registered nurse
Inpatient-nurse practitioner
ECMO®-registered nurse
ECMO-respiratory therapist

Perioperative services-registered
nurse

Rx inpatient core-pharmacist
Anesthesiology-nurse anesthetist
Pediatrics-respiratory therapist

54.78 (40.43-69.13)

50.06 (39.77-60.35)
49.35 (45.02-53.69)

36.56 (35.17-37.95)

34.03 (30.71-37.36)
33.47 (26.06-40.88)
31.36 (28.75-33.99)
30.73 (21.93-39.52)

30.62 (22.58-38.65)
27.89 (20.50-35.27)

26.27 (20.22-32.33)
24.91 (19.86-29.96)
23.38 (21.97-24.80)

66.49 (54.82-78.16)

72.53 (62.64-82.41)
144.03 (134.77-153.29)

98.86 (96.95-100.77)

121.58 (114.72-128.45)
86.33 (75.05-97.62)
131.74 (124.82-138.66)
91.88 (75.31-108.46)

93.31 (77.85-108.77)
90.43 (58.77-122.08)

58.16 (53.18-63.14)
105.08 (88.39-121.78)
103.87 (98.58-109.16)

0.25 (0.07-0.44)

0.36 (0.18-0.54)
0.13 (0.08-0.18)

0.07 (0.06-0.08)

0.08 (0.05-0.11)
0.09 (0.02-0.15)
0.14 (0.09-0.18)
0.21 (0.04-0.38)

0.28 (0.06-0.50)
0.16 (0.07-0.26)

0.12 (0.07-0.18)
0.15 (0.06-0.23)
0.11 (0.07-0.15)

0,51 (0.17-0.85)

0.60 (0.39-0.80)
0.59 (0.48-0.69)

0.40 (0.37-0.44)

0.63 (0.55-0.71)
0.32 (0.20-0.44)
0.66 (0.58-0.75)
0.70 (0.39-1.00)

0.76 (0.51-1.00)
0.68 (0.40-0.96)

0.75 (0.52-0.98)
0.63 (0.38-0.89)
0.57 (0.46-0.69)

8EHR: electronic health record.

PMRI: magnetic resonance imaging.

ClCu: intensive care unit.

dNICU: neonatal intensive care unit.

®ECMO: extracorporeal membrane oxygenation.

Examining L atent Collabor ation NetworksintheNICU

Weidentified a collaboration network consisting of 857 HCWs
with 4242 edges connecting them. The 857 HCWs were
affiliated with 406 unique specialties. Figures 3 and 4 show the
collaboration network of HCWs and its 15-core subnetwork,
where each nodeisan HCW. The 15-core subnetwork was made
up of 61 core HCWSs, with 748 edges connecting those HCWSs.
Within the 15-core subnetwork, each HCW collaborated with
at least 15 other HCWSs. Compared with the full collaborative
network (centered by aneonatal nurse), the 15-core subnetwork
was centered by ancillary staff (latent collaboration with NICU
professionals: neonatal nurses, neonatal frontline providers,
neonatal fellows, neonatol ogists, and respiratory therapists). To
interpret these collaborations among NICU HCWs, NICU
experts categorized 406 specidties into the following eight
roles: neonatologists, neonatal fellows, neonatal frontline
providers (eg, nurse practitioners, physician assistants,
hospitalists, and resident physicians), neonatal nurses,
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respiratory therapists, consultants (eg, surgeons, OB/GYN
physicians, hematology physicians, radiology physicians,
anesthesiol ogists, and genetics counselors), ancillary staff (eg,
registered dietitians, socia workers, case managers, technicians,
and phlebotomists), and support staff (eg, clerks, information
technology staff, coordinators, and medical assistants). The
collaboration network, as shown in Figure 5, was visualized at
the level of roles. The mappings between the eight roles and
406 specidties are presented in Multimedia Appendix 2.

Overdll, ancillary staff and consultants had higher concurrent
intensity (larger node size) than HCWswith other roles (Figure
3). Supporting thiswasthe observation that ancillary staff nodes
were distributed across the 15-core subnetwork (Figure 4).
Figure 5 indicates the latent collaborative relationships among
the eight professional roles. The relationships between ancillary
HCWs, consultants, neonatal nurses, and neonatal frontline
providers were strong. Neonatal nurses were very active in the
network, often collaborating with HCWs from ancillary staff,
which was the most collaborative role.
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Figure 3. The latent collaboration network of HCWs. Each HCW is coded as a color based on their affiliated role category. The size of the node is
determined by the proportion of time spent on the concurrent intervals over al intervals. A larger node size is associated with a higher proportion of
time for concurrent EHR usage. EHR: electronic health record; HCW: health care worker.
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Figure4. The 15-core HCW subnetwork. Each nodeisan HCW labeled by theroles. The size of the node is determined by the proportion of time spent

onthe concurrent intervalsover al intervals. A larger node sizeisassociated with ahigher proportion of timefor concurrent EHR usage. EHR: electronic
health record; HCW: health care worker.
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Figure5. The collaboration network of the eight role categories. The nodes are roles. The weight of the edge indicates the strength of the collaboration.
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Collaboration Validation Results

We sampled 12 (12/28) collaborative relationships (six of high
and six of low likelihood), and generated a survey containing
12 questions (Multimedia Appendix 3). The total humber of
NICU experts who accepted the invitation and participated in
the survey was 13, with four neonatologists, three neonatal
fellows, three neonatal nurses, two nurse practitioners, and one
respiratory therapist. The 13 experts, including neonatal
attendings, nurses, nurse practitioners, residents, fellows, and
respiratory therapists, were representatives of the expertise in
the NICU. The average number of yearsthose experts have been
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working at the NICU is 5.65. All 13 responding NICU experts
completed the survey (100% response rate). The number of
yearsof expertsworkinginthe NICU isdepicted in Multimedia
Appendix 4. The results of the Likert scores are shown in
Multimedia Appendix 5. Our assumption of using a linear
regression model was confirmed by the quantile-quantile plot,
as shown in Figure S2 in Multimedia Appendix 5. Overal,
NICU experts could distinguish collaborative relationships
between high and low likelihoods (3=.88, Likert score: 3.54,
95% CI 3.31-4.37 vs 2.64, 95% Cl 2.46-3.29; P<.001). The
Likert scores of the 12 collaborations surveyed from NICU
experts are shown in Table 3.
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Table 3. Likert scores of the 12 investigated collaborative relationships.

Index and collaborative relationship Likert score from NICU® professionals

Collaborativerelationshipswith high likelihoodslearned from EH R

1: Neonatal front line provider — Consultant 3.85
2: Ancillary staff ~ Consultant 2.23
3: Neonatal nurse ~ Consultant 4.46
4: Neonatal front line provider - Ancillary staff 4.08
5: Ancillary staff ~ Neonatal nurse 3.46
6: Support staff —~ Neonatal nurse 315

Collaborative relationships with low likelihoods lear ned from EHRs

7: Neonatal front line provider « Neonatologist 3.15
8: Ancillary staff —~ Support staff 207
9: Neonatal nurse — Neonatal fellow 3.07
10: Neonatal front line provider ~ Neonatal fellow 2.84
11: Ancillary staff — Neonatal fellow 3.07
12: Support staff ~ Neonatal fellow 1.69

3NICU: neonatal intensive care unit.
PEHR: electronic hedlth record.

P<.001) and discharge days (4.72 vs 1.45, P<.001), but not for

Temporal Trends of Concurrent EHR Usage the intermediate phase of hospital stay.

Figure 6 shows the temporal patterns 24 hours after admission

(6A and 6B) and 24 hours before discharge (6C and 6D). These Expectedly, there was more concurrent EHR usage between
patterns were separated by weekday or weekend status. The HCWS on weekdays than weekends across f_;\ll three phases of
temporal patternswere significantly different for both admission hospital stay (average number of concurrent interval's per hour:
(average number of concurrent intervals per hour: 11.60vs0.54, 9.56 vs2.34, P<.001).
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Figure6. Concurrent EHR usage temporal trends 24 hours after admission (A and B), 24 hours before discharge (C and D), and consecutive intermediate
days of hospital stay. The trends are measured from weekdays and weekends. EHR: electronic health record; NICU: neonatal intensive care unit.
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Clustersof Concurrent Intervalsand the Composition
of a Concurrent Session

We clustered the concurrent intervals using their constituent
actions as features. We used PCA to reduce the dimensionality
to the top 10 components, which explained 97% of the variance.
We then applied t-SNE on the 10 PCA components to further
reduce the datato two dimensions. Finally, we used the k-means
clustering algorithm to form 50 clusters, as shown in Figure 7.
This K of 50 was determined by minimizing the total
within-cluster sum of squared errors (WSS). The squared error
for each point was the square of the distance of the point from
its predicted cluster center. The WSS score was the sum of these
squared errors for al the points. The plot of WSS versusk is
depicted in Figure S1 in Multimedia Appendix 6. As shown in
Figure 7, the 50 clusters were well separated. Concurrent
intervals within each cluster shared similar actions.

Using the clusters visualized in Figure 7, we examined
intercluster relationships, as shown in Figure S2 in Multimedia
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Appendix 6. The calculated intercluster network described the
pairwise relationship of each of the concurrent sessions.

Figure 8 shows the distribution of concurrent sessionsin terms
of the number of clusters affiliated. We showed that over 87%
of concurrent sessions could be unambiguously assigned into
a single unique cluster, indicating that most HCWs perform
similar actionsin aconcurrent session. About 13% of concurrent
sessions, consisting of concurrent intervals, camefrommultiple
clusters.

Our unsupervised learning framework could identify and
quantify concurrent EHR usage from audit log data. Based on
concurrent EHR usage, we could determine the proportion of
concurrent activities, the proportion of time spent on those
activities, HCWs who participate in concurrent or latent
interactions, the temporal trends of concurrent EHR usage on
weekdays and weekends in the three phases of hospital stay,
and the complexity of concurrent activities (single cluster vs
multiple clusters).
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Figure 7. A visualization of the 50 clusters of concurrent intervals. Each node is a concurrent interval, and each color indicates the cluster group to
which an interval belongs. The axes are t-distributed stochastic neighbor embedding-reduced components.
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Figure 8. The distribution of concurrent sessions as a function of the number of clusters that concurrent intervals are affiliated with.
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may be useful for the analysis of latent HCW collaboration.
EHR system usageispervasive and till increasing. Whilethere
Principal Findings are studiesthat measured collaboration, few targeted the growing

) paradigm of latent collaboration among HCWSs. We
We presented anovel framework to measure latent collaboration  gemongtrated the use of our informatics framework in the

from EHR audit logs, and we established novel metrics, which 51y of Iatent collaboration. We examined the concurrent

Discussion
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intensity across various HCW specialties and found that there
was a statistically significant difference in the proportion of
concurrent activities and the proportion of time spent on those
activities. It was noted that in some settings, clinicians shared
the same workstation or computer terminal. Concurrent EHR
usage may have highly variable ergonomics between health
care settings, for example, in some instances, HCWs may have
to share one workstation, making concurrent EHR usage
impossible. In this study, we identified latent collaboration
among HCWs coming from various departments, and thus, there
was alow probability for HCWs sharing the same workstation
or computer terminal. If latent collaboration isidentified among
HCWs from the same department or unit, it would be better for
HCOs to allocate more workstations or computer terminals to
HCWs within the department/unit to achieve high performing
collaboration in EHR systems.

We examined networks that represented the collaborative
relationships between HCWs (Figure 2). By using our
framework, we identified HCW relationships between defined
role categories in the NICU. We assessed our framework in a
NICU setting, and it demonstrated the effectiveness of using
concurrent EHR usage measuring latent collaboration. Based
on the observations from Figures 3to 5, EHR vendors or HCOs
may need to establish communication channelsin EHR systems
for ancillary staff to collaborate with other HCWs (eg, NICU
nurses) to deliver high quality care for neonates.

Strikingly, strong collaborative relationships between
consultants, ancillary staff, and neonatal nurses are described
by our framework (Figure 4), though NICU experts do not
consistently assign collaborative relationships between them
(eg, collaborative relationship between ancillary staff and
consultants) (Table 3). One potential reason for thisdiscrepancy
is that our survey respondents were not part of ancillary staff
or consultant roles, thuslimiting the description of these specific
collaborations. Recruiting HCWSs from these roles as survey
respondents remains high priority, but is challenging due to
their assignments to heterogeneous departments and care units.
We believe a large scale study is required to formally assess
latent collaborative relationships between ancillary staff and
consultants.

We examined concurrent EHR usage patternsin the admission,
discharge, and intermediate phases of hospital stay, finding
significant differences in patterns between weekdays and
weekends. Thissuggeststhat HCWs act differently on weekdays
and weekends, which may assist HCOs in using different
staffing strategies optimizing latent collaboration on weekdays
and weekends.

We clustered the concurrent interval s of HCWs and highlighted
their interconnectivity (Multimedia Appendix 6). These clusters
and their neighbors may be used to reduce the search space for
the analysis of audit log data. Potentialy, this enables higher
throughput process mining or the targeting of specific dominant
HCW roles.

Scope of This Study and ItsLimitations

Thiswas apilot study, and we would like to acknowledge some
limitations that may guide prospective latent
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collaboration-related studies. Using concurrent HCW activity
can help HCOsor EHR vendorsidentify potential collaborative
relationships among HCWSs; however, such relationships need
to be further validated when optimizing or refining EHR
systems. Moreover, causative explanations for these latent
relationships are not determined. We believe that describing
the causes for certain collaborations would require additional
data and further investigations on the HCW-EHR system
interaction workflow. This study does not describe the cause
of this phenomenon, but highlights its existence and provides
an avenue of hypothesis generation for future work.

There are multipleforms of collaboration between HCWs[26].
Collaboration may consist of direct and explicit physical
communication or latent interactions through digital platforms,
but our study focused on latent interactions involving EHR
systems. Learning broader forms of collaboration requires the
integration of a broader range of data resources.

We investigated when concurrent EHR usage occurs, but did
not investigate the underlying causes for the observed
differences. Our focus on concurrent EHR usage may not be
able to detect collaborative activities that do not have time
overlaps. Further, we acknowledge that not every piece of
concurrent HCW activity indicates a latent collaboration. It is
possible that overlapping usage of the same target patient EHR
is coincidental. For instance, some HCWs may simply have
overlapping shifts, which may be detected as false positives
with our framework, thus requiring further validation to flag
these scenarios.

Sinceinterval durations were calculated through the difference
of timestamps, we did not capture the duration of interval-ending
actions. Potential remedies in logging the durations of these
types of actions include the use of video monitoring to track
HCW activitiesin EHRs.

NICU experts distinguished latent collaborative relationships
between high and low likelihoods learned from EHRS; however,
we did not assess the plausibility of each inferred latent
collaborative relationship at the level of the EHR user (edges
in Figure 3).

Finally, we used a threshold determined by experts to define
active EHR workdays. Activities occurring on inactive EHR
workdays may also contribute evidence for measuring latent
collaborative relationships. Moreover, categorization of 406
specialists named by the Epic system into eight general roles
was conducted by NICU experts, which may be biased according
to their expertise and experiences.

Conclusion

We presented an informatics framework relying on concurrent
EHR usage to learn latent collaboration. We explored the
advantages of the framework by conducting the following four
types of analyses: (1) quantifying time spent interacting with
EHRs and on concurrent usage, (2) investigating the latent
collaborative relationships among HCWSs engaging in highly
concurrent EHR usage, (3) measuring tempora trends of
concurrent EHR usage on weekdays and weekends in the three
phases of hospital stay, and (4) clustering EHR activities to
describe the complexity of concurrent EHR usage. We assessed
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the effectiveness of our framework through a case study and analysis of how latent collaborative interactions affect patient
anticipated that its generalizability will further enable the care, dischargetimes, and clinician workload, stress, or burnout.
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Abstract

Background: Emergency department boarding and hospital exit block are primary causes of emergency department crowding
and have been conclusively associated with poor patient outcomes and major threats to patient safety. Boarding occurs when a
patient is delayed or blocked from transitioning out of the emergency department because of dysfunctional transition or bed
assignment processes. Predictive models for estimating the probability of an occurrence of this type could be useful in reducing
or preventing emergency department boarding and hospital exit block, to reduce emergency department crowding.

Objective: The aim of this study was to identify and appraise the predictive performance, predictor utility, model application,
and model utility of hospital admission prediction models that utilized prehospital, adult patient data and aimed to address
emergency department crowding.

Methods: We searched multiple databases for studies, from inception to September 30, 2019, that evaluated models predicting
adult patients’ imminent hospital admission, with prehospital patient dataand regression analysis. We used PROBAST (Prediction
Model Risk of Bias Assessment Tool) and CHARMS (Checklist for Critical Appraisal and Data Extraction for Systematic Reviews
of Prediction Modeling Studies) to critically assess studies.

Results: Potential biaseswere found in most studies, which suggested that each model’s predictive performance required further
investigation. We found that sel ect prehospital patient data contribute to the identification of patients requiring hospital admission.
Biomarker predictors may add superior value and advantages to models. It is, however, important to note that no models had
been integrated with an information system or workflow, operated independently as electronic devices, or operated in real time
within the care environment. Several models could be used at the site-of-care in real time without digital devices, which would
make them suitable for low-technology or no-electricity environments.

Conclusions: There is incredible potential for prehospital admission prediction models to improve patient care and hospital
operations. Patient data can be utilized to act as predictors and as data-driven, actionabletoolsto identify patientslikely to require
imminent hospital admission and reduce patient boarding and crowding in emergency departments. Prediction models can be
used to justify earlier patient admission and care, to lower morbidity and mortality, and models that utilize biomarker predictors
offer additional advantages.

(IMIR Med Inform 2021;9(9):€30022) doi:10.2196/30022
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Introduction

Background

The delivery of timely quality care in emergency departments
has become increasingly challenging due to crowding [1,2].
Emergency department crowding is an international problem
[3-5] that has been of continuing concern for the last two
decades and is expected to become more problematic with
population growth and an aging population whose life
expectancy is increasing. The magnitude of the crowding
problem has been demonstrated by decades of research into
emergency department efficiency interventions that aimed to
reduce crowding by improving throughput and processes, such
astriage, diagnosis, and treatment, that affect the flow of care
[6,7]. However, these measures primarily promoted efficiency
in portions of the emergency department care continuum and
had little effect in reducing crowding, because they did not
address the source of the problem at a system level [8].

Rigorous analysis suggests that exit block and emergency
department boarding are the main causes of emergency
department crowding [6,9-12]. Boarding is the retention of
patients who have aready been admitted to the hospital in the
emergency department because they await assignment to an
inpatient hospital bed [5]. Exit block is the delay that occurs
when patients cannot be transitioned into the hospital for
admission or discharged (home, rehabilitation, etc) in atimely
manner [5,8]. Exit block results in emergency department
boarding and is a system issue [8,13]. Both boarding and the
resulting overcrowding have been conclusively associated with
poor patient outcomes and threats to patient safety [5,14-17].

Predictive Modeling

Predictive modeling that can be used to address emergency
department crowding is an emerging field of study. Predictive
modeling is used to anticipate which factors will bring about a
particular outcome [18]. In health care, model s use specific data
to estimate the probability that a condition or diseaseis already
present (adiagnostic model) or the probability that an outcome
will occur inthefuture (aprognostic model) [18]. Recent studies
[19-28] of models utilizing these techniques estimate patient
risk for health conditions and patient—provider encounters (eg,
suicide attempts or intentional acts of self-harm) [19], acute
kidney injury (ie, sudden kidney failure or damage) [20],
hospital readmissions (ie, readmission to a hospital within 30
days of discharge, regardiess of cause) [23,24,26,27], and
perioperative mortality (ie, deaths within 30 days of surgery)
[21], emergency department return visits (ie, return emergency
department visits within 72 hours for any reason) [28], return
visits after hospital discharge (ie, return emergency department
visitswithin 30 days of hospital discharge for any reason) [25],
and emergency department crowding or demand (ie, the
availability of space for patients relative to the volume of
patients that need to be seen) [22]) to improve health care
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delivery and patient outcomes. A subsection of thisareaof study
focuses on predicting which emergency department patientsare
likely to require imminent hospital admission. This area of
research is important because of its direct and immediate
potentia to lower patient morbidity and mortality by helping
emergency department patients receive care earlier in the
emergency department care continuum.

While more prediction models have been developed in recent
years [18], external validation studies of published prediction
models have not kept pace [29]. There is often no consensus
about the best, most effective model for a particular purpose,
leaving providers and policy makers unable to choose a model
with confidence. In the case of hospital admission prediction,
most models have not been externally validated or tested in a
live emergency department environment. Furthermore,
systematic reviews have received scrutiny for their lack of rigor
[30-32]. Hence, a rigorous systematic review of studies of
admission prediction models is needed to synthesize findings
that researchers and decision-makers can rely on with confidence
to addresslocalized emergency department boarding, crowding,
and exit block, aswell as system-wide implications.

Systematic Review Validation

Rigorous systematic reviews follow accepted approaches.
PROBAST (Prediction Model Risk of Bias Assessment Tool)
[33] can be used to identify potential sources of bias in
individual prediction model studies, and CHARMS (Checklist
for Critical Appraisal and Data Extraction for Systematic
Reviews of Prediction Modelling Studies) [34] can also be used
to identify potential sources of bias, organize information, and
identify relevant information used to evaluate the prediction
modeling studies. While the systematic review of clinical trials
is generally a well-established field, the fields of health care
prediction modeling and systematic review of such studies are
not as well established, despite growth in these fields. For
example, a search of Google Scholar for “systematic review”
AND “prediction” AND “healthcare” demonstrated an increase
of 410% in publications between decades (from n=45,900 in
2000-2010 to n=234,000 in 2010-2020). As the number of
prediction modeling publications continue to grow, the need
exists to apply the same rigor to systematic reviews of health
care—related prediction modeling asthat which has been applied
to clinical trial and other types of systematic reviews through
the use of tools, such as PROBAST and CHARMS, to facilitate
quality assessment for individual prediction model studiesusing
standardized guidelines [30,33]. Only two systematic reviews
[35,36] that have focused on increasing overall throughput by
decreasing emergency department boarding and systemic exit
block in health systems applied the rigorous PROBAST and
CHARM S methodol ogies, with both reporting a high degree of
biasin the studies that they examined.
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Logistic Regression for Systematic Reviews

Logistic regression is a technique for understanding the
relationships between predictor variables and outcomes and is
one of the most commonly used methods for forecasting [37].
Thereareavariety of techniquesthat can be used to model data;
each is designed to accommodate types of data, number of
predictors, and study aims, and each has advantages and
disadvantages. Logistic regression is only used for datawith a
binary outcome and multiple predictors and accommodates
predictors of multiple data types, such as continuous and
categorical data; therefore, data types do not need to be
modified, which can introduce potential bias. Logistic regression
produces a mathematical form—a weighted combination of
variables that predict the outcome variable [37].

We aimed to better understanding predictive modeling's role
in addressing the emergency department crowding problem by
examining model predictive performance, the utility of the
contribution of prehospital patient data to model prediction,
applications of models, and the utility of models.

Methods

Study Design

We applied PROBAST and CHARMS to rigorously assess
studies of models designed to predict adult patient imminent
hospital admission using prehospital patient data collected early
inthe emergency department visit or during ambulance transport
to the emergency department. We searched databases for papers

Figure 1. Search flow diagram of included studies.

P
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published from inception through September 30, 2019. Data
were organized and analyzed in Excel (version 2016, Microsoft
Inc). This study did not require institutional review board
authorization.

Data Sources and Search Strategy

We reviewed database content descriptionsfor 99 health science,
public health, and medical databasesto determinetheir relevance
to our topic of interest, and 13 databases were found to be
relevant;: EBSCO Database (includes Medline database and
Academic Search Complete database), CINAHL Pluswith Full
Text, Cochrane Library, Health and Safety Review, ProQuest
Central, Scopus, BMJJournals, JAMA, Journalsat Ovid, PLOS,
SAGE Journals, ScienceDirect, and NIHR/PROSPERO.

The Title, abstract, or keyword option was used with the
following search string: “model or strategy and hospital* and
predict* or risk.” (Asterisks were used to capture hospital,
hospitalization, hospitalisation, hospitalized, hospitalized and
predict, predicts, predicted, predictor, predictive.) If no results
wereinitially produced, the search was expanded by removing
all filtersand searching for the terms anywhere in the document.
Sourcesthat did not allow for truncation were searched multiple
times with multiple word combinations. Additionally, the
internet was searched with the following combined terms:
“model predict hospital admission,” “risk of hospital admission,”
“hospital admission model,” “admission risk,” “emergency
model,” and “hospital admission.” Reference lists were aso
reviewed (Figure 1).

Identification J

Records identified through database search (n=969)
(EBSCO Database [includes Medline, Academic Search Complete, CINAHL]=200, Cochrane
Library=108, Health and Safety Review=0, ProQuest=97, Scopus=71, BMJ Journals=136,
JAMA=8, Ovid=5, PLO5=183, SAGE Journals=33, ScienceDirect=126, NIHR/PROSPERO=2)

Additional records identified through
manual reference searches
and internetsearches
(n=205 )

Duplicates

Title, abstract, and full-text screenings:

Titlesand abstracts screened
n=1164

focused on selectage
variables not collected early
did not use emergency department

e

data

not emergency department focus
not a model

not logisticregression

Full-textarticles assessed for eligibility
n=47

symposium or research proposal

Studies included in systematic review
n=11

|’ Included | | Eligibility | | Screening}

Inclusion and Exclusion Criteria

We included full-text peer-reviewed English-language studies
that evaluated strategies or models using prehospital patient
data to predict imminent hospital admission of primarily adult
general medicine patients with regression.

Studies in which the setting was not an emergency department,
datawere not collected early in the emergency department visit,
or either models or logistic regression were not used and that
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focused on pediatric (<16 years of age), psychiatric, or specific
health conditions were excluded.

Data Quality Assessment

We used PROBAST to assess risk of bias for each study.
Shortcomingsin astudy’sdesign, conduct, or analysis can cause
systematic errors that result in flawed or distorted results and
hamper interna validity [18]. Assessment of the quality of
studies, including risk of bias and model applicability to the
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target settings and populations, is an essential component of
systematic reviews and their evidence synthesis. The first step
in applying PROBAST was the identification of a clear and
focused review question about the intended use of the model,
targeted participants, predictors used in the modeling, and
predicted outcome [33]. The second step was the identification
and assessment of potential sources of bias in 4 domains
(participants, predictors, outcomes, analysis). Key qualities
assessed for each study included the appropriateness of the data
source, whether predictorswere similarly measured and defined,
whether outcomes were measured similarly for all participants,
and whether missing data were appropriately handled and
reported.

Data Extraction and Data Synthesis

We used CHARMS to identify key itemsin 11 domains (eg,
source of data, sample size, model development, model
performance, results) in individual studies (and in their
PROBAST reports) in order to evaluate potential sources of
bias and issues that may affect the applicability of results in
relation to the intended use of the model. Key information was
organized by relevant domains (Multimedia Appendix 1).

Results

General

Searches produced 1164 citations, from which 47 were selected
for full review; 11 studies met inclusion criteria. Each model
was critically assessed with PROBAST (Multimedia Appendix
2) and CHARMS.

CHARMS Study Char acteristics

Data Source, Participants, and Outcome CHARMS
Domains1, 2, and 3

Of the 11 studies, 3 used a prospective observational cohort
[38-40], and the remaining 8 used a retroactive observational
cohort [22,41-47]. There was good diversity, in terms of the
countries in which studies took place (South Africa [38],
Scotland [41], the United States[22,42,44,45], the Netherlands
[40,43], Austraia[39], and Singapore[46,47]). Sampling ranged
from 14 days [40] to 10 years [46], with most study durations
between 3 and 27 months [38,39,41-43,45,47]. Two studies
were 2 monthsin length [22,44].

Most studies utilized clinica and administrative patient
infformation collected early in the emergency Vvisit
[22,38-43,46,47]; 2 studies used data collected during ambulance
transport to the emergency department [44,45]. Additionally,
all studies evaluated 1 or more models' abilities to predict
patient imminent need for hospital admission and defined
outcome event by patient fina disposition, and measured
outcome by patient hospital admission or discharge from the
emergency department. Furthermore, all studies corresponded
to the outcome definition of the systematic review question,
which reduced the potential for bias from different outcome
definitions and measurement methods that can lead to
differences in study results and would be a source of
heterogeneity across studies [34].
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Candidate Predictors CHARMS Domain 4

Candidate predictors included all predictors investigated in a
given study for predictive performance and not the finalized
predictors included in model analysis. Candidate predictors
ranged from 5to 14 per study (Multimedia Appendix 3): under
10 predictors [22,38,39,45], over 10 predictors
[40,41,43,44,46,47], and did not report [42]. Overal, 52
candidate predictors had been evaluated, and 34 predictorswere
retained in models (across all studies).

Sample Size CHARMS Domain 5

Consideration of sample size is important to ensure adequate
numbers of data events are collected to achieve meaningful
results. Sample sizesranged from 401 to 864,246. None reported
sample size calculation, estimation, or rationale. One study [40]
did, however, perform a sample size calculation for its
validation. All studies described efforts to avoid overfitting,
which included model comparison to validation models
[22,38,40,41,43,44,46,47], model comparison to multiple site
outcomes [45], model comparison to published models [42],
and model comparison to triage nurse prediction of patient final
disposition [39]. Overfitting describes when findings in the
development sample do not exist in the relevant population
resulting in a model that too closely fits the devel opment data
set and produces findings that are not reproducible [37].
Overfitting is a primary concern in prediction modeling
development that can be mitigated by performing sample size
estimates during study design [34].

Missing Data CHARMS Domain 6

Infrequently is value attributed to missing data in the missing
state [48]; instead, the missing values are either imputed or
disregarded completely [49,50]. Four studies described aprocess
for handling missing data: 3 used multipleimputation [39,41,43],
and 1 study reported “missing predictors were replaced with
missing values’ [42]; it was unknown whether this referred to
blank (ie, missing) identifiers or whether missing values were
imputed. Of the remaining 7 studies, 1 study reported 30% of
data were missing and did not describe how missing data were
handled (ie, whether the patient events were included or
excluded) [38], and 6 studies did not mention missing data at
all [22,40,44-47].

Model Development CHARMS Domain 7

Two studies also developed models using other techniques
(gradient boosting and deep neura network [42], and naive
Bayes [22]) in addition to models using logistic regression.
Most studies selected predictors using univariate analysis
[22,39,40,42,43,46,47], but 4 studies used multivariate modeling
[38,41,44,45].

Model Performance CHARMS Domain 8

Model predictive performance was gauged via the percentage
of patientsactually admitted, the percentage of patients predicted
to be admitted, and goodness of fit tests that assessed model
discrimination and model calibration (Table 1).
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Table 1. Model performance predicting patient hospital admission.

Monahan & Feldman

Reference Model performance

Admission Goodness of fit tests

Actud, n (%) Predicted, % Discrimination, AUROC? (95% CI) ~ Calibration®
Burch et a [38] 469 (59) _c — —
Cameron et al [41] — — 0.88 (0.88-0.88) —
Hong et al [42] 60,277 (29.7) — 0.86(0.86-0.87) —
Kimet a [39] 38,695 (38.6) — 0.80 (0.80-0.80) Performed, not reported
Kraaijvanger et a [40] 400 (31.7) 311 0.87 (0.85-0.89) Reported to be good
Lucke et a [43] 2912 (27) 214 0.86 (0.85-0.87) Reported to be good
Meisel et a [44] 132 (33) 32 0.80 (—) Performed, not reported
Meisel et al [45] 440 (24.8) 39.8 0.83 (—) —
Parker et al [46] 334,115 (38.7) — 0.83(0.82-0.83) Reported to be good
Peck et al [22] — — 0.89(—) r?=0.58 moderate to poor
Sun et a [47] 95,909 (30.2) 30 0.85 (0.85-0.85) Reported to be good

8AUROC: area under the receiver operating characteristics curve.

PStudies used several formulas to evaluate calibration, to include Hosmer-Lemeshow, threshold probability, and r2.

®Not reported.

Discrimination is a model’s ability to distinguish between
patients who do and do not experience the outcome of interest
andismost commonly assessed with the areaunder thereceiver
operating characteristics (AUROC) [51]. The AUROC
represents the performance of aclassification model that has a
categorical outcome, producing ascore representing aproportion
of timesthe model correctly discriminated between groups, for
example, those at high risk and low risk. The higher the
AUROC, the better the model discriminates between the 2
groups (0.5-0.6 represents not better than chance, 0.6-0.7
represents poor, 0.7-0.8 representsfair, 0.8-0.9 represents good,
and 0.9-1.0 represents excellent discrimination [52]). Eight
studies reported good discrimination [22,40,47], 2 reported fair
discrimination [39,53], and 1 study did not report any
performance measurement [38].

Cadlibration isthe extent to which model predicted risk compares
to observed outcomes (ie, difference between rates of observed
events and predicted events for groups [54]. Cadlibration is
usualy reported graphically by plotting observed against
predicted event rates [55] and is commonly measured with the
Hosmer-Lemeshow statistical test for binary categorical
outcomes [54]. Most studies that measured calibration
statistically, reported good agreement between predicted and
observed hospital admission. Seven models evaluated calibration
using Hosmer-L emeshow [44,47,43,39], threshold probability
of admission [46], or R? [22], 1 did not report which statistic
was used [40], and 2 of these 7 studies did not report results
[39,44]. Four studiesdid not measure calibration [38,41,42,45].

Model Evaluation: Domain 9

Utility of predictive models depends on their external
validation—performance eval uation on an independent data set.
External validation took a variety of forms: different settings
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with different samples [40], same locations with different
samples [43,45,46], and nurse opinion on likely patient
admission [22,39]. Five models were internally validated
[38,41,42,44,47].

Model Results; Domain 10

Predictive accuracy and precision drive model performance and
the extent to which it can estimate the probability of individual
patient outcomes, as well as model suitability for clinical and
administrative uses.

The models in the 11 studies were not operational (no apps
developed and no integration with information systems or
workflow) and were not tested in environments in which they
would be used, which compromised the evaluation of model
feasibility. Operational models would identify patients likely
to require hospital admission; thus, there is a great amount of
utility and potential for models to improve patient care and
hospital operations, including by reducing hospital exit block,
emergency department boarding, and ultimately emergency
department crowding.

I nterpretation and Discussion: Domain 11

The utility of select prehospital patient datato act as predictors
and as data-driven, actionabletoolsto identify patientsrequiring
hospital admission was shown. The model s utilizing biomarker
predictors (eg, blood pressure, heart rate) [38,43,45] may
provide advantages due to standardized definition, measurement,
and interpretation of these biomarker measures. Models that
use only biomarker predictors may be widely applicable and
robust, and their results may be generalizable to populations
and environments. Models that did not include patient history
variables (eg, chronic conditions, number of prior emergency
department visits) [22,38,40,47] may have greater applicability
because the model does not rely on the availability of medical
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record information or patient reports. The predictors in these
models—prehospital patient data collected early in the
emergency department visit or during ambulance transport—are
not the only options for predicting patient admission but are
likely the best optionsfor making timely predictions using data
collected in the early stages of an urgent care visit.

AUROC values suggested fair to good ability to distinguish
between outcome groups (admitted, not admitted), and thus, to
predict patient imminent need for hospital admission. Likewise,
the utility of the variables as predictors for the identification of
patients likely to require imminent hospital admission was
shown.

Risk of Bias Assessment

Data transformation can increase risk of bias by satisfying
assumptions without changing the scale of representation [56].
Five studies did not transform raw data[38,44-47]. On the other
hand, 6 studiestransformed predictors, such as, by categorizing
continuous variables and dichotomizing continuous variables
[22,39-43].

Evaluation of heterogeneous predi ctors across studiesintroduces
biasif they are treated as identical. In 2 studies, bias was low,
because standardized, frequently calibrated equi pment was used
to measure predictors (eg, blood pressure, laboratory analysis,
etc), which produces measurements that are comparable across
studies, required no manipulation (eg, dichotomized,
categorized), and offer more likelihood of retaining reliability
when applied to new populations[38,43]. Age has been shown
to inject bias, for example, the same model can appear to
perform better when applied to a sample with awide age range
than when applied to a sample with a narrow age range [57].
Nine modelsincluded age [22,39-41,43-47], with only 2 studies
indicating age >60 years [44,45].

Estimating sample size during study design minimizes model
overfitting and includes calculating events-per-variable.
Events-per-variable, generaly, is poorly reported in prediction
model studies[34] and was not reported in any of the included
studies. However, events-per-variable can be calculated from
other study information to aid assessment of study quality. The
appropriateness of most studies' sample size could be evaluated
by calculating study events-per-variable, the number of data
events needed per predictor variable to achieve meaningful
results [37]. This ratio was calculated using study limiting
sample size, the portion of outcome events (admitted or not
admitted) that issmaller [37]. Thefocusison the smaller portion
of outcome events, because the total sample sizeis not directly
relevant in binary models [37]. The limiting sample size is
divided by the number of candidate predictors to produce the
limiting events-per-variable ratio.

In 10 studies [22,39-47], the limiting sample size was the
number of admitted patients, but in 1 study [38] the limiting
sample size was the number of patients who were not admitted
(ie, more patients were admitted than discharged). Limiting
events-per-variable could not be cal culated for 3 models because
either the proportion of admitted patients or the number of
candidate predictors was not reported [22,41,42]. The limiting
sample size range of studies was 132.3 to 334,115, producing
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alimiting events-per-variable range of 9 to 30,374. Thelimiting
events-per-variable was sufficient in most studies to obtain
meaningful results and avoid bias from an overfitted model.
However, at 9 events-per-variable, 1 model [44] was below the
recommended 10 to 15 events-per-variable [42,58,59] and was
in jeopardy of bias.

Missing data handling can inject bias. To mitigate against bias
withimputation, 3 studies used multipleimputation [39,41,43],
substituting missing observationswith plausible estimated values
derived from analysis of available data, which is the preferred
method for handling missing datain prediction research [34,60].
One study [42] reported replacing missing values but did not
disclose how these missing values were placed, and the
remaining 7 studies did not describe the handling of missing
data [22,38,40,44-47], which suggested there was an element
of risk of bias. Data are usualy not missing at random and
instead are related to other observed participant data and, as a
conseguence, participants with complete data are different from
those with incomplete data[34,61].

Per PROBAST definition, a model that is internally validated
isadevelopment-only study—not adevelopment and validation
study. A model must be externally validated to be considered
adevelopment and validation study. While 6 of the modelswere
externally validated [22,39,40,43,45,46], 2 studies used nurses
opinions [22,39] and were not validated with data.

Inclusion of false predictors increases the likelihood of model
overfitting because the model corresponds too closely to its
derivation data set and fails to fit other relevant data sets or
predict future observations reliably [62], resulting in overly
optimistic predictions of model performance for new data sets
[34]. Inunivariate analysis, each predictor istested individually
for its association with the outcome, and the most statistically
significant predictors are included in the model. However,
univariate analysis is not the preferred method because it
commonly introduces selection bias when predictors selected
for model inclusion have alarge but false association with the
outcome [18,63]. In small samples, predictors could initially
show no association with outcome, but after adjustment for
other predictors, may show association with the outcome [34].
Conversely, multivariate modeling is preferred for predictor
selection because there is no selection bias since all predictors
are prespecified. Only 4 of the models used multivariate
modeling for predictor selection [38,41,44,45], and the
remaining models used univariate analysis
[22,39,40,42,43,46,47].

Discussion

Principal Findings

This study showed the utility of select, prehospital patient data
to act as predictors to model identification of patients likely to
require hospital admission and that model s produced information
that could be used to improve patient care and hospital
operations. Ten studies reported model discrimination with
AUROC: 8 studiesreported va ues[22,40-43,45-47] that suggest
good ability to distinguish between outcome groups (admitted,
not admitted), and thus, to predict patients’ imminent need for
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hospital admission. An example of model application for patients
who are predicted to require admission is earlier bed request
giving managers more time to secure a patient bed. This
forewarning could result in operations procedures to decrease
exit block and increase patient flow out of the emergency
department [13].

Potential sources of bias that may cause flawed or distorted
model predictions were found in every model, for example,
from minor (not reporting handling of missing values
[38,39,43,44,47], univariate predictor selection [39,47]) to
potentially damaging (dichotomized continuous variables
[22,41,43], low events-per-variable [44], no external validation
[38,41,42,44,47]), which suggest that study reports of models
abilities to predict outcomes have the potentia to be flawed.
Thisis consistent with other evaluations of prediction modeling
studies [34], including evaluations applying CHARMS and
PROBAST in the emergency department setting [35,36].

Overall, model performances were reportedly good, with most
models showing good ability to discriminate between patients
who do and do not require imminent hospital admission
[22,40-43,45-47], and ailmost half reporting good calibration to
detect differences between observed and predicted admission
rates [40,43,46,47]. Although several studies did not measure
calibration [38,41,42,45], the remainder did
[22,39,40,43,44,46,47]. However, all [38-47] but 1 study [22]
poorly reported its measurement. Findings of neglected
calibration measures, with an overreliance on discrimination
measures, are consistent with those of other reports [34].
Assessing and reporting discrimination and calibration are
important in prediction model evaluation. No model swerefound
to have operated through an app, and none had been integrated
with an information system. However, to function as intended,
most models required development of an electronic app to
receive patient data, operate the algorithm, and produce results.
Most also required app integration with an information system
to produce real-time admission prediction. Studies also did not
describe a process to achieve app development or system
integration.

Biomarker predictors may contribute superior value and
advantageto amodel dueto their lack of variability in definition,
measurement, and interpretation, and freedom from the confines
of patient histories, resulting in awidely applicability.

The quantity of candidate predictors demonstrated the breadth
of potential influences on patients’ imminent need for hospital
admission. However, the number of predictors across studies
did not reflect the quantity accurately because, across studies,
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multiple names were used for the same predictor—identically
named predictors were defined differently, data collection and
evaluation varied, and predictors composed of multiple variables
were not specified

Models have the potential to facilitate hospital admission,
subsequently reducing or ending hospital exit block, emergency
department boarding, and emergency department crowding but
none had been implemented or tested.

To develop modelswith the most potential, future investigations
must address deficiencies, avoid risk of bias in model design
and investigation, verify the utility of biomarker predictorsand
the most useful predictor combination, eval uate real-time utility
of admission prediction on hospital operations, compare
performance of technology enabled versusintuition, and verify
longitudinal model impact on patient care and hospital
operations.

Limitations

Although the findings of this review are valuable and add to
the current literature on artificial intelligence models in the
emergency department setting, this study has several limitations.
First, this was a critique of the methodologies used in the
models;, we did not consider the feasibility of the models
examined. Second, the selection of studies and PROBAST
assessments were performed by one researcher, with a second
researcher providing oversight. The use of multiple researchers
would have ensured intercoder reliability and mitigated
systematic errors. Additionally, only studies in English and
conducted with emergency department setting data were
included. That being said, this study closely adhered to the
CHARMS methodology for study evaluation.

Comparison With Prior Work

We applied both CHARM S and PROBAST to studiesthat used
logistic regression and datafrom emergency department settings.
Our findings are consistent with those of previous systematic
reviews [35,36,64,65] that applied PROBAST and CHARMS
methodologies to evaluate health care prediction models, in
terms of risk of bias. We attempted to be focused and provide
depth of analysis by identifying and appraising hospital
admission prediction models that utilized prehospital patient
data in a defined setting (emergency department). Four
healthcare prediction model studieswerereviewed for their use
of PROBAST and CHARMS methodologies. However, while
2 [35,36] were set in the emergency department, evaluation
variables and outcome of interest differed for all 4 studies
[35,36,64,65].
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Abstract

Background: Current health information understandability research uses medical readability formulas to assess the cognitive
difficulty of health education resources. Thisis based on an implicit assumption that medical domain knowledge represented by
uncommon words or jargon form the sole barriers to health information access among the public. Our study challenged this by
showing that, for readers from non-English speaking backgrounds with higher education attainment, semantic features of English
health texts that underpin the knowledge structure of English health texts, rather than medical jargon, can explain the cognitive
accessibility of health materials among readers with better understanding of English health terms yet limited exposure to
English-based health education environments and traditions.

Objective: Our study explores multidimensional semantic features for developing machine learning algorithms to predict the
perceived level of cognitive accessibility of English health materials on health risks and diseases for young adults enrolled in
Austraian tertiary institutes. We compared algorithms to evaluate the cognitive accessibility of health information for nonnative
English speakers with advanced education levels yet limited exposure to English health education environments.

Methods: We used 113 semantic features to measure the content complexity and accessibility of original English resources.
Using 1000 English health texts collected from Australian and international health organization websites rated by overseastertiary
students, we compared machine learning (decision tree, support vector machine [SVM], ensemble tree, and logistic regression)
after hyperparameter optimization (grid search for the best hyperparameter combination of minimal classification errors). We
applied 5-fold cross-validation on the whol e data set for the model training and testing, and cal cul ated the areaunder the operating
characteristic curve (AUC), sensitivity, specificity, and accuracy as the measurement of the model performance.

Results: We developed and compared 4 machine learning algorithms using multidimensional semantic features as predictors.
The results showed that ensembl e classifier (LogitBoost) outperformed in terms of AUC (0.858), sensitivity (0.787), specificity
(0.813), and accuracy (0.802). Support vector machine (AUC 0.848, sensitivity 0.783, specificity 0.791, and accuracy 0.786) and
decision tree (AUC 0.754, sensitivity 0.7174, specificity 0.7424, and accuracy 0.732) followed. Ensemble classifier (LogitBoost),
support vector machine, and decision tree achieved statistically significant improvement over logistic regressionin AUC, sensitivity,
specificity, and accuracy. Support vector machine reached statistically significant improvement over decision tree in AUC and
accuracy. Asthe best performing algorithm, ensemble classifier (LogitBoost) reached statistically significant improvement over
decision treein AUC, sensitivity, specificity, and accuracy.

Conclusions: Our study shows that cognitive accessibility of English health texts is not limited to word length and sentence

length as had been conventionally measured by medical readability formulas. We compared machine learning algorithms based
on semantic features to explore the cognitive accessibility of health information for nonnative English speakers. The results
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showed the new models reached statistically increased AUC, sensitivity, and accuracy to predict health resource accessibility for
thetarget readership. Our study illustrated that semantic features such as cognitive ability—related semantic features, communicative
actions and processes, power relationships in health care settings, and lexical familiarity and diversity of health texts are large
contributors to the comprehension of health information; for readers such as international students, semantic features of health

texts outweigh syntax and domain knowledge.

(IMIR Med Inform 2021;9(9):€29175) doi:10.2196/29175

KEYWORDS

health education materials; Chinese language; cognitive accessibility; readability; semantic features; health education; machine
learning; prediction; accessibility; health text; cognition; accessibility; semantic; algorithm; health information

Introduction

Readability Matters

Health education materials provide important educational
interventionsto help increase the awareness of health risks. The
recent outbreaks of the COV1D-19 pandemic highlight the need
to devel op accessible health information, as health information
appraisal has emerged asan issuein high-income countries[1].
The efficiency of health education materias largely depends
on the readability and cognitive accessibility of the materials
[2]. As such, the World Health Organization recommends
several principles for developing health education materials
regarding readability [3]. It is suggested that the readability
level of medical information be lower than sixth grade for the
public, and there should be easier material design for people
with poor understanding capabilities [4-7]. However, studies
indicate that many health education materials are more difficult
than expected, leaving the layman readers encountering
difficulties to comprehend the materials, which will inevitably
compromisethe efficiency of the health risk intervention [8-11].

Enhanced readability will improve the accessibility of health
educational resources. Widely used readability assessment tools
are medical readability formulas [12]. medica readability
formulas measure health information readability based on word
length or sentence length, assuming that the longer words and
sentences are, the more difficult the health content is. These
formulas are challenged by scholars due to its oversimplified
factors considered in the calculations and inconsistency
assessment results [13,14]. For health education texts, the
cognitive difficulty in understanding medical information is
caused not only by medical jargon and complex sentences but
also by semantic meanings, which cannot be directly represented
by word and sentencelength alone[15-17]. However, readability
estimation tools considering semantic features are few and
underexplored. Readability estimation tools considering
semantic featuresarein urgent need, especially for readerswith
better understanding of health terms yet limited exposure to
English health education materials. These types of readers,
represented by nonnative English speakers living in
English-speaking countries, like the United States, Australia,
New Zealand, or Canada, make up a large quantity of the
population whose health education is of concern for the society
[18-21]. These readers pose new challenges for medica
readability assessment, as they normaly have sufficient
understanding of health terms yet limited exposure to English
health education materials. In these cases, semantic features of

https://medinform.jmir.org/2021/9/€29175

English health textsrather than medical jargon would be suitable
to estimate the cognitive accessibility of health materials.

Our study will address the challenges of using existing medical
readability formulas to provide valid effective assessment of
health information for readers with bilingual proficiency yet
limited exposure to English health education traditions. We will
introduce semantic features as indicators in cognitive
accessibility evaluation. Compared with previous approaches
that focus on morphological and syntactic features, we will
explorethevalidity and effectiveness of using multidimensional
semantic features (especially lexis related to English health
education cultures) to analyze, model, and predict the cognitive
accessibility of English health education materials. Improving
cognitive accessibility of health education materialswill provide
a cost-effective approach to public health education.
Improvement in cognitive accessibility of health education
materials will contribute to social and health quality among
readers from nonnative English speaking backgrounds [22].

Data Sets and Feature Extraction

Material Collection and Classification

This paper collected health education materialsin English from
government, health agencies, and not-for-profit organizations
in Australia, considering Australiais atypical migrant country
with alarge amount of nonnative English speakersliving inthe
country. The source of the health education materials includes
Department of Hedlth in state governments like Western
Australia, New South Wales, and Victoria, and not-for-profit
organizations [23-26]. The topic of the materias is about
infectious diseases like COVID-19, Ebola, plague, or Zika, as
infectious disease education is urgent in need with the
background of pandemic outbreaks in recent years. In total,
1000 health education articles were collected with asize of over
500,000 words. The types of materials are patient guidelines,
fact sheets, and health topics, which are health education
resources accessible by the public to improve their health
awareness or health knowledge. For classification, we invited
4 international students studying in Australian universities as
labelers to rate the readability of the collected materials. The
labelers were aged between 25 and 30 years, nonnative English
speakers with advanced English skills (International English
Language Testing System test score 6.5 or greater), and they
were born and grew up in non-English speaking countries with
limited exposure to English health education materials. They
were asked to classify the collected health texts independently
into easy versus hard to understand categories, and theinterrater
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agreement was high (Cohen kappa 0.705). The final
classification contained two sets of texts: easy (n=495) versus
difficult (n=505; original annotated data sets in Multimedia
Appendix 1).

Material Annotation and Semantic Feature Extraction

The UCREL (University Centrefor Computer Corpus Research
on Language) Semantic Analysis System (USAS) was adopted
to annotate health education materials and extract semantic
features [27]. The system relies on several disambiguation
methods including part-of-speech tagging, general likelihood
ranking, multiword expression extraction, domain of discourse
identification, and contextual rules, providing high annotation
accuracy of English texts. USAS categorizes English words
into 21 semantic groups, including general and abstract terms
(group A); physical condition and bodily processes (group B);
emotions (group D); food and drinks (group F); governmental
activities (group G); residence, buildings, and habitats (group
H); work and employment (group |); entertainment, sports, and
activities (group K); lifeand living things (group L); movement,
location, and transport (group M); numbers and measurements
(group N); substances, materials, objects, and equipment (group
0); education (group P); linguistic actions, states, and processes
(group Q); socia states, actions, and processes (group S); time
(group T); geographical terms (group W); psychological actions,
states, and processes (group X); science and technol ogy (group
Y); and names and grammatical words (group Z). With USAS,
we collected 113 semantic features. In this study, we extracted
these semanti ¢ features automatically from specialized English
health materials to provide additional text information for
developing machine learning algorithms.

Statistical Analysisof Multidimensional Semantic
Featuresin English Educational Health Texts

Multimedia Appendix 1 showstheresultsof alogistic regression
of the entire annotated database. A total of 26 of the 113
semantic features were identified as statistically significant
features contributing to the binary classification of health texts
in terms of their understandability to the target readerships,
international students in tertiary education. Several semantic
features contributing to the higher understandability of health
texts were identified. First, informational coherence through
pronouns (Z8) isalarge contributor to the cognitive accessibility
of English health texts among non-English readers, even those
with advanced English language skills. The P and the effect
size of the semantic feature Z8 were <.001 and .91, respectively,
suggesting a very significant difference between easy and
difficult health textsin terms of the use of pronouns. The mean
scoreof Z8in health texts of higher understandability was 52.84,
this dropped to 20.48 in health texts of low understandability.
Further, inthe logistic regression analysis, the oddsratio of Z8
(ratio of odds between difficult and easy texts, with easy text
as the reference text class) was 0.928 (95% CI 0.905-0.951),
indicating, with the increase of 1 standard unit of Z8, the odds
of the health text being a difficult health reading over the odds
of the text being an easy reading was 0.928. In terms of
percentage change, the odds of the health text being a difficult
text was 0.031 lower than the odds of the text being an easy
reading for the target readers. Semantic features related to the
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logical structure (Z7 conditional expressions such as if) were
identified as statistically significant (P=.01). The odds ratio of
Z7was0.86 (95% CI 0.767-0.964), indicating that holding other
textual features unchanged, with the increase of one word in
the Z7 class, the odds of the health text being a difficult text
was 86% over the odds of the text being an easy reading.

The logistic regression result (Multimedia Appendix 1) also
identified 12 semantic features as statistically significant
contributors to the perceived difficulty of English health texts.
Typical examples were B3 (medicines and medical treatment;
odds ratio Exp(B) 1.041, 95% Cl 1.012-1.071; P=.005), 299
(out-of-dictionary words; odds ratio Exp(B) 1.011, 95% ClI
1.004-1.018; P=.001), L2 (living creatures. animals,
microorganism, virus, bacteria, etc; odds ratio Exp(B) 1.080,
95% CI 1.005-1.162; P=.036), and W5 (environmental terms:
pollutants, carcinogens, inhalable particles, etc.; odds ratio
Exp(B) 2.441, 95% Cl 1.173-5.077; P=.017). These semantic
features measured lexical familiarity and diversity of English
health texts, which is another important dimension of the
assessment of medical and health lexis understandability. For
example, the relatively large odds ratios (2.441, 95% CI
1.173-5.077) of W5 encompassing terms related to
environmental exposure and health risksindicatesthat, with the
increase of one word in this particular category, the odds of a
health text being a difficult text over the odds of the text being
an easy text for the target readers was 2.441, or in terms of
percentage change, thisrepresents an increase of 144.1% of the
text from an easy text to a very difficult health reading. To a
lesser extent, the odds ratio of 1.080 of L2 (living creatures
including microorganisms) indicates that with the increase of
one word in this class, the perceived difficulty level
(hard-to-understand class) of the health text increased by amean
8.0% (95% Cl 0.5%-16.2%) depending on the vocabulary range
of English health terms of the readers. Semantic featuresrelating
more abstract concepts and higher cognitive abilities were
detected as statistically significant contributorsto the perceived
difficulty of health texts. These include A11 (abstract terms
denoting importance, significance, noticeability, or markedness;
odds ratio 1.219, 95% CI 1.070-1.388; P=.003). This means
that with the increase of one unit in the A11 class, the odds of
the health text being seen as a hard-to-understand text over the
text being seen as an easy text was 1.219, or an increase of
21.9%.

In the next section, we will use these predictor variables to
compare the performance of machine learning algorithms in
analyzing and predicting the cognitive accessibility of English
health materials for the intended readership of international
tertiary students.

Methods

Using machine learning algorithms and natural language
processing tools to analyze and predict the understandability
levels of health information has been gaining momentum. Zheng
and Yu [28] used surface text features and word embeddings
to support vector machine (SVM) algorithmsto assess and rank
thereadability levels of el ectronic health records and Wikipedia
articles. Venturi et a [29] also applied SVM to evaluate and
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predict the cognitive difficulty of medical informed consent
forms in Italian. They used natural language features such as
part of speech, type token ratio, noun verb ratio, average parse
tree depth, main versus subordinate clauses distribution,
distribution of verbal roots with explicit subject, and other
syntactic and grammatical features related to Italian linguistic
complexity. However, few existing studies have explored the
effects of semantic features on the understandability of health
information as our study did.

The four machine learning methods used in this study were
ensemble classifier, SVM, decision tree classifier, and logistic
regression classifier. Ensemble classifier (LogitBoost), SVM,
and decision tree are optimizable models, as their
hyperparameters can be fine-tuned through automatic grid

Figure 1. Hyperparameter tuning (decision tree).

Jietd

searchesto achieve minimal classification errors. For adecision
tree classifier, the best-point hyperparameters (Figure 1) were
the maximum number of tree splits (n=22) based on maximum
deviance reduction. The observed minimal classification error
of the optimized decision tree model was0.215. For an ensemble
classifier, the best-point hyperparameters (Figure 2) reached an
observed minimum classification error of 0.168. The optimized
hyperparameters were the ensemble method (LogitBoost),
number of learners (n=210), learning rate (0.1), and maximum
number of splits (n=22). For SVM, the best-point
hyperparameters (Figure 3) were box constraint level (0.1),
kernel function (cubic). The observed minimum classification
error was 0.1944, lower than the optimized decision tree model
(with a difference of 0.0206) but higher than the optimized
ensemble classifier (with a difference of 0.0264).
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Figure 3. Hyperparameter tuning (support vector machine).
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Results

The predictive performance of the four machine learning
algorithms using multidimensional semantic featuresas predictor
variables is shown in Table 1, and the results of the pairwise
corrected resampled t test are shown in Tables 2-5. The mean
scores and standard deviations of the area under the operating
characteristic curve (AUC), sensitivity, specificity, and accuracy

were obtained through 5-fold cross-validation. The
cross-validation divided the entire data set into 5 folds of equal

size. In each iteration, 4 folds were used for the training data,
and the remaining fold was used asthe testing data. Asaresult,
on completion of the 5-fold cross-validation, each fold was used
as the testing data exactly once. We used paired-sample
comparisons to investigate the area under the operating
characteristic curve (AUC), sensitivity, specificity, and accuracy
differences of four machine learning algorithms (n=6; a=.05).

Table 1. Performance of the machine learning models using multidimensional semantic features as predictors.

Algorithm AUC?, mean (SD) Sensitivity, mean (SD) Specificity, mean (SD) Accuracy, mean (SD)
LRP 0.614 (0.0554) 0.6282 (0.0597) 0.5724 (0.0733) 0.6010 (0.0523)
SYME 0.848 (0.0172) 0.7830 (0.0368) 0.7910 (0.0420) 0.7860 (0.0153)

pTd 0.754 (0.0377) 0.7174 (0.0719) 0.7424 (0.0589) 0.732 (0.0317)

ENSE 0.858 (0.041) 0.787 (0.057) 0.813 (0.046) 0.802 (0.032)

8AUC: area under the operating characteristic curve.
bLR: logistic regression.

CSVM: support vector machine.

dDT: decision tree.

®ENS: ensemble classifier (LogitBoost).
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Table 2. Pairwise corrected resampled t test of area under the curve differences (using multidimensional semantic features as predictor variables).

Pairs Mean difference (SD) Standard error mean 95% ClI t test (df) P value
LR?vs SVMP —0.2340 (0.0669) 0.0299 -0.3171t0-0.1509 -7.817 (4) .001
LR vsDTC ~0.1460 (0.0551) 0.0246 -0.214410-0.0777 -5.931 (4) 004
LR vs ENS —~0.2440 (0.0564) 0.0252 -0.3140t0-0.1740 -9.675 (4) .001
SVM vsDT 0.0880 (0.0192) 0.0086 -0.0641t00.1119  10.230 (4) .001
SVM vsENS —0.0100 (0.0374) 0.0167 —-0.0565t0 -0.0365 —0.598 (4) .582
DT vsENS ~0.0980 (0.0192) 0.0086 -0.1219t0-0.0741 —11.392 (4) <.001

3_R: logistic regression.

bsvM: support vector machine.

’DT: decision tree.

9ENS: ensemble classifier (LogitBoost).

Table 3. Pairwise corrected resampled t test of sensitivity differences (using multidimensional semantic features as predictor variables).

Pairs Mean difference (SD) Standard error mean 95% ClI t test (df) P value
LR?vs SYMP -0.1548 (0.0303) 0.0135 -0.192410-0.1172  —11.429 (4) <.001
LR vs DTS ~0.1002 (0.0720) 0.0322 -0.1896t0-0.0108 -3.111 (4) 036
LR vs ENS ~0.1588 (0.0945) 0.0423 -02761t0-0.0414 -3.756 (4) 020
SVM vsDT 0.0546 (0.0697) 0.0312 -0.0319t00.1411  1.752 (4) 155
SVM vsENS —0.0040 (0.0855) 0.0382 -0.1102t0-0.1022 -0.105 (4) .922
DT vsENS —0.0586 (0.0371) 0.0166 -0.1046t0-0.0126 —-3.535 (4) .024

8 R: logistic regression.

bsvM: support vector machine.

’DT: decision tree.

9ENS: ensemble classifier (LogitBoost).

Table 4. Pairwise corrected resampled t test of specificity differences (using multidimensional semantic features as predictor variables).

Pairs Mean difference (SD) Standard error mean 95% ClI t test (df) P value
LR?vs SYMP -0.2186 (0.0968) 0.0433 -0.3389t0-0.0984 -5.047 (4) .007
LRvsDTC -0.1720 (0.0822) 0.0368 ~02741t0-0.0699 —4.679 (4) 009
LR vs ENS ~0.2410 (0.0677) 0.0303 -0.325110-0.1569  —7.959 (4) .001
SVM vsDT 0.0466 (0.1059) 0.0474 -0.0849t00.1781  0.984 (4) .381
SVM vsENS -0.0224 (0.0918) 0.0411 -0.136410-0.0916 —0.545 (4) 614
DT vsENS —0.0690 (0.0334) 0.0149 -0.1105t0-0.0275 —4.619 (4) .010

3_R: logistic regression.

bsvM: support vector machine.

’DT: decision tree.

dENS: ensemble classifier (LogitBoost).
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Table 5. Pairwise corrected resampled t test of accuracy differences (using multidimensional semantic features as predictor variables).

Pairs Mean difference (SD) Standard error mean 95% ClI t test (df) P value
LR?vs SVMP —0.1850 (0.0507) 0.0227 -0.2480t0-0.1220 -8.152 (4) .001
LR vsDTC -0.1370 (0.0482) 0.0215 -0.1968t0-0.0771 —6.360 (4) .003
LR vs ENS ~0.2010 (0.0549) 0.0246 -0.2692t0-0.1328 -8.182 (4) .001
SVM vsDT 0.0480 (0.0295) 0.0132 0.0114 to 0.0846 3.639 (4) .022
SVM vsENS —0.0160 (0.0366) 0.0164 -0.0615t00.0295  —0.976 (4) .384
DT vsENS ~0.0640 (0.0148) 0.0066 -0.0823t0-0.0457 -9.704 (4) .001

3_R: logistic regression.

bsvM: support vector machine.

’DT: decision tree.

9ENS: ensemble classifier (LogitBoost).

Table 2 shows that, in terms of AUC, ensemble classifier
(LogitBoost), decision tree, and SVM reached statistically
improved AUC over logistic regression (0.614): ensemble
classifier (0.858; P=.001), decision tree (0.754; P=.004), and
SVM (0.848, P=.001). In terms of senditivity (Table 3),
ensemble classifier (0.787, P=.020), decision tree (0.7174,
P=.036), and SVM (0.783; P<.001) reached statisticaly
significant improvement over logistic regression (0.6282). In
terms of model specificity (Table 4), ensemble classifier,
decision tree, and SVM all reached statistically improved
specificity over logistic regression (0.5724): ensemble classifier
(0.813; P=.001), decision tree (0.7424; P=.009), and SVM
(0.791; P=.007). Lastly, with regard to model overall accuracy
(Table 5), again, LogitBoost, decision tree, and SVM
outperformed logistic regression (0.601): ensemble classifier
(0.802; P=.001), decision tree (0.732; P=.003), and SVM (0.786;
P=.001). Comparing SVM, ensemble classifier and decision

tree, the former two algorithms outperformed decision tree
consistently in AUC (P=.001 and P<.001, respectively), and
accuracy (P=.022 and P=.001, respectively). Only ensemble
classifier outperformed decision tree significantly in terms of
model sensitivity (P=.024), and specificity (P=.010), using the
paired-sample comparisons (n=6; a=.05). These results suggest
that, when using semantic features as predictor variables, the
most stable and highest-performing agorithm is ensemble
classifier (LogitBoost), followed by SVM. Ensembl e classifier,
decision tree, and SVM all achieved statistically significant
improvement over logistic regression in AUC, specificity,
sensitivity, and accuracy. SVM did not improve significantly
over decision tree in terms of sensitivity and specificity, but
ensemble classifier did. Overal, the best AUC, sensitivity,
specificity, and accuracy were achieved by LogitBoost as an
ensemble classifier (Figure 4).

Figure4. Mean ROC curve for machine learning algorithms. DT: decision tree; LR: logistic regression; ROC: receiver operating characteristic;, SVM:

support vector machine.
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Discussion

Principal Findings

The understandability of health texts has long been assessed
using medical readability formulas. This has simplified and
limited the discussion of health information accessibility to two
known barriers (ie, medical jargon and syntactic features).
Existing research has been limited in exploring these issues
despite methodological innovation in applying and leveraging
machine learning agorithms and natural language processing
tools in this field. Our study explored health information
accessibility using semantic features of health information that
are less studied. This was in line with clinical insights into
patient-oriented health education, which identified multiple
textual features as highly relevant to the understanding of
specialized health information. However, few existing studies
have attempted to trand ate recent clinical guidelinesandinsights
to quantitative computational studies using linguistic features
related to the semantic content as exemplified in our study.
Using semanti ¢ annotation tools, we explored effects of various
semantic features on the understandability of health texts for
the target readers.

In the multiple machine learning algorithm comparison, the
importance of semantic featureswas verified. It wasfound that,
in the agorithm comparison experiments, using
multidimensional semantic features as predictor variables,
L ogitBoost achieved the highest performancein termsof AUC,
sensitivity, specificity, and accuracy, which were statistically
significant large improvements (measured in pairwise resampled
t tests). Among the 4 agorithms used, AUCs, sensitivity,
specificity, and accuracy were consistently high when using
multidimensional semantic features as predictorsvariables. This
finding suggests that multidimensional semantic features are
large contributorsto the cognitive accessibility of English health
texts among readers with English proficiency but limited
exposure to English health education traditions (indicated by
less familiarity of relevant health lexis and abstract concepts).

Considering that the readership under study were educated
international tertiary studentswho had less barriersto understand
and analyze complex English syntactic structures but had limited
exposure to English-based health education environments, our
study shows that, for readers from this background of health
literacy and education level, informational coherenceand logical
structure were large contributors to the ease of hedlth texts.
Features of health-related lexical familiarity and diversity or
thoseindicating abstract concepts or requiring higher cognitive
abilities can significantly increase the difficulty of English health

Authors Contributions

Jietd

information for readers from non-English speaking and distinct
health education backgrounds, despite their English proficiency
from tertiary education.

In the development of effective reader-oriented health
educational resources, enhancing semantic features, which were
identified as large contributors to cognitive ease, can lead to
more beneficial reading experiences among the target readers.
Textual interventions can be effectively introduced to reduce
the cognitiveload of health texts, such ashealth lexical diversity
(especially those of large odds ratios such as environmental
exposure and health risks), or those requiring higher cognitive
abilities, such as abstract terms denoting importance,
significance, noticeability or markedness of health events and
situations. These semantic features can significantly increase
the difficulty and inaccessibility of English health education
resources among international students, as these semantic
features require greater, more sustained exposure to English
public health education traditions.

Limitations and Future Research

Our study was based on asmall group of international students
from native Chinese speaking backgrounds. Their rating of the
cognitive understandability of English health texts could have
been biased by their shared cultural backgrounds. This was,
however, intended to control for cultural demographic diversity
in our study. Whether this finding applies to other cohorts of
international tertiary students remains to be evaluated through
similar experiment design. Another considerable limitation of
our study is the lack of explanation by the machine
learning—based prediction. In future research, weaimto devel op
more explainable machine learning models to increase the
interpretability of the prediction results.

Conclusion

Our study showed that cognitive accessibility of English health
textsis not limited to medical jargon and complex syntax such
as long words and sentences conventionally measured by
medical readability formulas. We compared machine learning
algorithms using multiple semantic features to explore the
cognitive accessibility of health information from multiple
semantic perspectives. The results showed the strength of our
models in terms of consistently high AUC, sensitivity,
specificity, and accuracy to predict health resource accessibility
for the target readers, indicating that semantics contribute to
the comprehension of health information and that, for readers
with advanced education, semantic features that underpin the
English-based health education can outweigh syntax and
specialized medical domain knowledge.
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Abstract

Background: Therapid growth of the biomedical literature makesidentifying strong evidence atime-consuming task. Applying
machine |learning to the process could be a viable solution that limits effort while maintaining accuracy.

Objective: Thegoal of the research was to summarize the nature and comparative performance of machine learning approaches
that have been applied to retrieve high-quality evidence for clinical consideration from the biomedical literature.

Methods: We conducted a systematic review of studies that applied machine learning techniquesto identify high-quality clinical
articlesinthe biomedical literature. Multiple databases were searched to July 2020. Extracted datafocused on the applied machine
learning model, steps in the devel opment of the models, and model performance.

Results: From 3918 retrieved studies, 10 met our inclusion criteria. All followed a supervised machine learning approach and
applied, from alimited range of options, a high-quality standard for the training of their model. The results show that machine
learning can achieve a sensitivity of 95% while maintaining a high precision of 86%.

Conclusions: Machine learning approaches perform well in retrieving high-quality clinical studies. Performance may improve
by applying more sophisticated approaches such as active learning and unsupervised machine learning approaches.

(JMIR Med Inform 2021;9(9):€30401) doi:10.2196/30401
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circumstances, values, and preferences[1]. EBM complements
or reduces reliance on expert opinion with a coherent and
Background and Significance str.uctured frama/vork for. assessing and gpplylng the bgst

) o o o evidenceto patient care decisions[2]. An obviousand worsening
Evidence-based medicine (EBM) is identified by three k&Y paprier to the implementation of EBM is the continuously

elements: the best availableclinical evidence, clinician expertise,  groyying body of medical literature. According to the National
and application of the evidence with consideration of patients
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Library of Medicine, over 900,000 new citations were indexed
in MEDLINE in 2020, very few of which were relevant to or
ready for clinical attention [3]. Searching for the best clinical
care evidenceisachallenging task for researchersand clinicians,
and facilitation of the search processis a necessity [4].

Search Filters

Search filters, also referred to as hedges, allow researchers,
clinicians, and librariansto retrieve evidence from bibliographic
databases and journals by filtering searches to return reliable
and specific articles to address clinica questions, produce
systematic reviews, or inform clinical guidelines[5]. MEDLINE
search filters, for example, enable researchers to combine the
use of freetext with controlled vocabularieslike M edical Subject
Heading (MeSH) terms and other indexing featuresto improve
search resultstargeting the clinical question at hand [6,7]. There
are search filters that focus on the purpose of a study and its
methods or topical content areas [8]. Topical search filters help
identify articles based on particular clinical conditions using
termsrelated to that condition [8], while methodol ogical search
filters comprise terms that identify articles based on their
research purpose [9]. For example, the Hedges project,
developed by the Health Information Research Unit at McMaster
University, provides search filters for MEDLINE, PsycINFO,
and EMBASE using the OVID syntax for a range of purpose
categories of articles such astreatment, diagnosis, and prognosis
and include methodological terms [4,10,11]. For searches
seeking articles on a treatment (purpose), the search hedge
includes methodol ogical termsrelated to clinical or randomized
controlled trials (RCTs), while the diagnosis search hedge
includes methodological terms including sensitivity and
specificity [12].

These search filters were developed to identify high-quality
studies based on established critical appraisal criteria for
methodological rigor [13-15]. This was done by annotating
articles as meeting or not meeting criteria and using the
annotated dataset to evaluate the performance of search terms
to optimaly retrieve the high-quality studies. For RCTS,
applying the Cochrane risk for bias tool includes assessing
randomi zation method, allocation conceal ment, follow-up data
for at least 80% of participants, blinding of participants, and
outcome assessors [14]. For the Hedges project, the criteria
applied to articles by purpose are available online [15].

Clinical searchfiltersareintended to help clinicians, researchers,
and policymakers quickly accessrel evant studiesand systematic
reviews in away that can be tailored to the user’s demand [8].
The filters differ in their sensitivity and specificity according
to theterms used, databases searched, and precision of thefilter
[16]. Some filters offer high specificity, which limits the
proportion of off-target articlesthat are retrieved. Thisisuseful
for busy clinicians who value the most efficient use of their
time in finding relevant evidence quickly. Search filters may
also have the option to maximize sensitivity and identify all
potentially relevant articles at the cost of including a higher
proportion of off-target articles [17], an approach more suited
to the conduct of systematic literature reviews.

Although search filters, such as Clinical Queries in PubMed,
have been used since 1990 and have continued to work well
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over the years[18], they have some limitations. One limitation
is their partial dependence on MeSH indexing terms, as the
process of indexing of articles within MEDLINE can take up
to ayear for some articles [19]. For diagnostic studies, thereis
large variability in designs and methods, which may result in
largely incomplete literature searches [ 7]. When applied in the
context of conducting a systematic review, the highly specific
filters result in missing evidence [7], and the high sensitivity
searchfilterswill only partially reduce the time-consuming task
of screening retrieved titles and abstracts [20].

Overview of Machine Learning Applied for Text
Processing

Machinelearning isasubset of artificial intelligence that refers
to a series of computational methods using experience to
improve performance or achieve accurate and precise
predictions. Experience, in thiscontext, refersto theinformation
made available to the machine for the analysis [21]. A more
detailed definition was provided by Mitchell [22]: “A computer
program is said to learn from experience (E) with respect to
some class of tasks (T) and performance measure (P), if its
performance at tasks in T, as measured by P, improves with
experience E”

Machinelearning applications have becomeincreasingly popular
and essentia in health care [23], as the system generates an
enormous amount of dataevery day [24]. Machinelearning can
identify relevant relationsin large health care—generated datasets
and derive algorithmsthat generate accurate predictions[25,26].
For exampl e, machinelearning has been used to predict therisk
for nosocomial infection by leveraging data from electronic
health records [27-29]. A machine learning classifier is a
mathematical procedure responsible for identifying the patterns
and performing the prediction task on the dataset, while a
machine learning model is the output of the algorithm [30]. A
machinelearning model representsthe completelearning process
including the training of the algorithm and the used set of
features [30].

Another application of machine learning in the health care and
biomedical literature is text mining, which refers to the
discovery of previously unknown information from unstructured
textual data [31]. This is done by converting the text to
structured analyzable data using natural language processing
(NLP) [32]. With the exponential increase in the amount of
information available for clinicians and researchers, both in
biomedical literature and electronic health records [33], text
mining has been applied for text summarization [34], literature
retrieval [35], and evidence grading [36]. Machine learning has
also been applied to automate the screening process for
systematic reviews, identifying rel evant articleswhile decreasing
workload and increasing efficiency [20,37,38]. Semantic
analysis, the process of understanding text by interpreting
meanings from the unstructured text [39], has been applied to
information extraction from the biomedical literature [40].

Thereare several types of machinelearning determined by their
mathematical approach [41]. The basic machine learning
strategies are supervised learning, unsupervised learning, and
reinforced learning [41,42]. Supervised learning relies on a
prelabeled training dataset to provide the machine with the
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necessary input to make accurate predictions[41]. Decision tree
(DT), naive Bayes (NB), and support vector machine (SVM)
are common supervised machine learning algorithms [43].
Unsupervised learning does not use labeled data and is mainly
used for structuring and organi zing datarather than classification
[43]. Inreinforced learning, the algorithm learns by reacting to
its environment and reaches predictions via a reward system
[42]. A common machine learning technique is ensemble
learning, which combines more than one classifier to perform
anindividua prediction task. Boosting is one of the commonly
used ensemble learners, which combines multiple weak
classifiers and converts them into one strong classifier [41].
Neural networks are multilayer mathematical structures
consisting of aninput layer, an output layer, and a hidden layer
(commonly morethan onelayer) in between [44]. In each layer
a series of calculations occurs, leading to better performance
[44]. Dueto the multilayer nature of neural networks, their field
of study is known as deep learning. Neural networks can be
supervised, unsupervised, or reinforced [45].

Another appealing application of machinelearning approaches
to the biomedical literature isto improve retrieval of clinically
relevant articles, building on and hopefully overcoming the
limitation faced by Boolean searching. Several studies have
been conducted to assess the performance of machine learning
classifiers to identify specific categories of published articles.
For example, Marshall and colleagues [46] applied machine
learning to identify RCTs. Del Fiol and colleagues [35] used
machine learning to extract only scientifically sound treatment
studiesfrom PubMed. However, no systematic review of studies
objectively assessing the performance of such machinelearning
models, ideally comparing their performance to traditional
evidence retrieval methods such as validated Boolean search
filters or manual critical appraisal by experts in the field, has
been performed to date. Such a systematic review would be of
critical valuein driving future machinelearning research aimed
at improving the delivery of relevant evidence to the point of
care.

Objective

The objective of this systematic review is to summarize the
nature (methods and approaches) and comparative performance
(eg, recall and precision) of machine learning approaches that
have been applied to retrieve high-quality evidence for clinical
consideration from the biomedical literature. High-quality is
defined as articlesthat meet established methodological critical
appraisal criteria, with annotated datasetsthat apply thesecriteria
considered the gold standard.

Methods

The following subsections describein detail the stepsthat were
conducted to identify, screen, and abstract datafrom theincluded
studies.

Search Strategies

Nine databases were searched from inception to July 8, 2020,
to identify relevant articles: Web of Science (title, abstract);
MEDLINE; Embase; PsychINFO (title, abstract, keyword,
subject terms); Wiley Online Library; ScienceDirect (title,
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abstract, keyword); CINAHL ; |EEE (title, abstract, keywords),
and Association of Computer Machinery digital library (title,
abstract). The Multidisciplinary Digital Publishing Institute
(title, abstract) database was searched on November 17, 2020.
The search strategy was devel oped with alibrarian (TN). Search
terms related to 4 concepts—machine learning, literature
retrieval, high research quality, and biomedical literature—were
combined using the AND Boolean operator. The OVID
MEDLINE search included the following terms, which were
transdlated for the other databases (mp = multipurpose, searching
within the title, original title, abstract, subject heading, name
of substance, and registry word fields):

« Machine learning: (neural networks/ or machine learning/
or natural language processing/ or data mining/ or support
vector machine/ or (“text categorization” or “text
classification” or “text analysis’ or “literature mining” or
“text mining”).mp)

- Study objective or goal: (“Abstracting and Indexing”/ or
“information storage and retrieval”/ or (“article retrieval”
or “literature surveillance” or “literature screening” or
“article screening” or “evidence search” or “evidence
screening” or “evidence review” or “information retrieval”
or “literature survey” or “document classification” or
“review efficiency” or “citation screening” or “literature
databases’).mp.)

- High-quality: (“Sensitivity and Specificity”/ or
evidence-based medicine/ or (“quality” or “evidence” or
“high-quality” or “clinica tria” or “random*” or
“randomized controlled trial” or “sensitivity or specificity”
or “accuracy” or “precision”).mp.)

In the Association of Computer Machinery digital library and
Multidisciplinary Digital Publishing Institute search queries,
terms related to the biomedical literature were included:
(“PubMed” or “MEDLINE” or “medica literature” or
“Biomedical literature”).

Study Selection

Articles retrieved by our search queries were collected in a
single Research Information Systemsfile using JabRef software.
Deduplication was conducted using both JabRef automatic
deduping and Covidence automatic deduplication. Weincluded
articles that met the following criteria

«  Reported on the use of amachinelearning approach for the
retrieval of single studies or systematic reviews concerning
the management of health care problemsin large biomedical
bibliographic databases such as MEDLINE and EMBASE

« Classified retrieved articles based on quality (using agold
standard)

« Used atextual analysis machine learning approach

« Evauated the performance of the machine learning
approach (ie, they present acomparison of retrieval methods
or other ways of appraising the performance of the machine
learning approach)

»  Conducted within the biomedical literature domain

« Published in the English language
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Abstract and Full-Text Screening

Titles and abstracts of all the retrieved articles were screened
independently in Covidence.org by two members of the study
team. Articles were assessed as relevant, irrelevant, or maybe
relevant. The full texts of relevant and maybe relevant articles
were then reviewed in duplicate, with conflicts adjudicated by
athird team member.

Data Extraction

A data extraction spreadsheet was developed to gather data
regarding the methods of the machine learning approaches as
detailed by the survey by Agarwal and Mittal [47] and included
details on preprocessing steps, text representation, feature
selection, feature extraction, and classifiers used. Additionally,
we extracted data specific to theretrieval of high-quality articles
such as the quality gold standard, the comparators used to test

Abdelkader et &

the machine learning models, and the performance of the
developed algorithms.

Results

Study Selection

Our search queries retrieved 3918 articles after 472 duplicates
wereremoved; 3632 were excluded during thetitle and abstract
screening for not applying a machine learning approach to
biomedical articles. A total of 286 were selected for full-text
screening, and 10 articles met our eligibility criteria (Figure 1)
[48]. Due to the heterogeneity in the population (retrieved
articles), index method (machine learning algorithm used), gold
standard, and outcomes (definition of high-quality study), we
did not perform a quantitative synthesis of the results.

Figurel. PRISMA flow diagram of the studiesidentification process for the systematic review [48].

Records identified from:
Databases (n = 4390)

- Medline (n = 945)
Embase (n=2366)
PsychINFO (n= 12}
IEEE (n=303)
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ACM digital Library (n=
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CINAHL (n= 31)
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— }
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Y

Not classifying retrieved
articles according to quality
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No performance evaluation
(n=6)

No access to full text (n=5)
Not published (n=1)

Notin English (n=1)

Studies included in review (n = 10)

[ Included ] [

Quality Gold Standard

Each study used a quality gold standard database of original
studies or systematic reviews that were manually reviewed and
annotated by experts based on their scientific soundness and
clinical relevance (Table 1). Datasets of articles that met or did
not meet standards for quality and relevance were used to train

https://medinform.jmir.org/2021/9/€30401
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the machine learning models. Four studies used the American
College of Physicians (ACP) Journal Club astheir quality gold
standard [49-52], 3 studies used the Clinical Hedges dataset
[4,35,36,53], 2 studies considered articles that were included
in treatment clinical guidelines as high quality [54,55], and 1
article used the Cochrane Library as their gold standard [56].
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Table 1. The quality standard used as the training dataset for devel oping the classifiersin the included studies.

Author Quality gold standard

Aphinyanaphongs et a [49]
Aphinyanaphongs et a [50]

Aphinyanaphongs et al [51]

Kilicoglu et a [53] Clinical Hedges”
Linetal [52]
Afzel et al [36] Clinical Hedges”
Bian et al [54]

diseases
Del Fiol et al [35] Clinical Hedges”

Bian et al [55]
diseases
Afzal et a [56]

ACP? Journal Club (treatment class)®
ACP Journal Club (treatment, diagnosis, etiology, prognosi s)b

ACP Journal Club (treatment, diagnosis, etiology, prognosi s)b

ACP Journal Club (unspecified classes of articl es)b

Articlescited in 11 clinical guidelines on the treatment of cardiac, autoimmune, and respiratory

Articlescited in 11 clinical guidelines on the treatment of cardiac, autoimmune, and respiratory

Cochrane Library Reviews

8ACP: American College of Physicians.

PHand searches of articles from approximately 125 clinical journals that were assessed by critical appraisal criteria; articles meeting criteria were then
judged by cliniciansfor clinical relevance. ACP Journal Club includes additional reviews by clinicians.

Preprocessing Methods

A matrix of the preprocessing steps that were applied to the
dataset before developing the classifiers as reported in the
included studiesis presented in Table 2. Seven of the included
studies provided details of their preprocessing steps
[35,36,49-51,53,56], which included the conversion of text to

lowercase, word-stemming, and removal of stop words.
Additionally, 6 studies applied a term weighting method
[36,49-51,53,56] to express the importance of a word in each
document based on its frequency. Afzal et a [36] used
vocabulary pruning by removing off topic-specific frequent
terms and rarely occurring terms. Three studies did not specify
the steps for their preprocessing steps [52,54,55].

Table 2. Preprocessing steps applied to article data for preparing the datasets for machine learning algorithm development.

Author Text convertedto Removal of punctu- Removal of  Porter- ssemming  Weighting method ~ Unique preprocessing
lowercase aion stop words considered

Aphinyanaphongs et a 0 O a ad Log frequency with  \RP

[49] redundancy

Aphinyanaphongs et a a O a ad Log frequency with  NR

[50] redundancy

Aphinyanaphongs et a a O a ad Log frequency with  Removed infrequent

[51] redundancy words

Kilicoglu et al [53] a NR a ad Information gain Removed infrequent

messure words

Lineta [52] NR NR NR NR NR NR

Afzal et al [36] a NR a 0 TE-IDE® Vocabulary pruning

Bian et al [54] NR NR NR NR NR NR

Del Fiol et a [35] O NR O NR NR Removed articles
without abstracts,
concatenatedtitle, and
abstract words

Bian et al [55] NR NR NR NR NR NR

Afzal et d [56] g NR NR NR TF-IDF Removed articleswith
missing values

3applied.

BNR: not reported.
“TF-IDF: term frequency—inverse document frequency.
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Feature Selection

Most of the included articlesrelied on the text astheir features
(Multimedia Appendix 1). Seven articles used words from titles
and abstracts as their features [35,36,49-51,53,56]. Kilicoglu
et a [53] and Afza et al [36] used article metadata features,
Unified Medical Language System features, SemRep semantic
prediction, and MeSH terms in combination with the words of
titles and abstracts features. Lin et a [52] selected specific
features from the citation dataset: journal impact factor, MeSH
terms, sample size, P value, and confidence intervals. Bian et
al [54,55] relied on MEDLINE metadataaswell asbibliometric
features, which included citation count, journal impact factor,
number of comments on PubMed, Altmetric score, study sample
size, registration in ClinicalTrials.gov, and article age, and
assessed how each feature contributed to the classification. The
experiment by Bian et a [55] used only time-agnostic features
(features available at the time of an article's publication), which
arejournal impact factor, sample size, number of grants, number
of authors, number of clinicaly useful sentences, scientific
impact of authors' ingtitution, numbers of references, page count,
registration in Clinical Trials.gov, and publication in PubMed
Central. Afzal et a [56] used automatic feature engineering
with RapidMiner software for the title and abstract text feature
extraction as part of the multilayer perceptron model.

Abdelkader et &

Machine L earning Classifier

The magjority of the included studies developed multiple
algorithms and selected the top-performing one for their main
classification tasks (Table 3). Aphinyanaphongs et al [49,50],
initially reported their results using SVM, NB, and boosting
algorithms in both their 2003 and 2005 experiments; however,
they ended up selecting SVM astheir top-performing classifier
in a separate study [51]. Bian et a [54,55] and Afzal et al [36]
compared the performance of multiple classifiers (SVM, NB,
DT, k-nearest neighbors, random forest, multilayer perceptron)
and selected the best performing for their experiment in the
context of the same study (NB, DT, and SVM, respectively).
We refer to the classifier that was selected for the classification
task as the main classifier.

From the included articles, SVM was the most used classifier.
Five studies used an SVM agorithm as one of their main
experiment classifiers (Table 3), 2 studies used aneural network
astheir main classifier; Del Fiol et al [35] used a convolutional
neural network (CNN), while Afzal et a [56] used a multilayer
feed-forward artificial neural network (ANN). DT algorithms
wereused in 2 studiesfor their main text classification function
[52,55]. Four of theincluded studies applied multipleclassifying
approaches [36,49,50,53].

Table 3. Types of machine learning classifiers used in the main experiment to assess performance in each of the included studies.

Author Naive Bayes sVM2 Decision tree Ensemble Neural network
Boosting Stacking

Aphinyanaphongset al [49] b ad N/AC ad N/A N/A
Aphinyanaphongset al [50] O ad N/A ad N/A N/A
Aphinyanaphongset al [51] N/A O N/A N/A N/A N/A
Kilicoglu et al [53] O N/A ad O N/A
Lineta [52] N/A N/A O N/A N/A N/A
Afzal et al [36] N/A O N/A N/A N/A N/A
Bian et al [54] O N/A N/A N/A N/A N/A
Del Fiol et a [35] N/A N/A N/A N/A N/A g
Bian et al [55] N/A N/A O N/A N/A N/A
Afzal et a [56] N/A N/A N/A N/A N/A g

83V M: support vector machine.
bApplied.
“Not applied.

Comparator for Evaluating the Performance of the
Classifiers

Asper our inclusion criteria, to eval uate the performance of the
machine learning method to classify articles appropriately,
articles had to report a comparison of their applied machine
learning model to agold standard method such asgold standard
high-qudlity articlesretrieval method, for example, searchfilters,
amanually annotated high-quality articles' dataset, or abaseline
machinelearning model for high-quality articlesretrieval (Table
4). Aphinyanaphongs et a [49-51] used Clinical Query filters
with sensitivity and specificity optimization [57]. The

https://medinform.jmir.org/2021/9/e30401

experiment conducted by Kilicoglu et a [53] evaluated their
machine learning approach by applying it in a new dataset
annotated by experts. The NB high-quality algorithm by
Kilicoglu et al [53] was considered acomparator on its own for
its high recall and was used as such by Bian and colleagues
[54,55], who also used PubMed's best match as a comparator.
Lin et al [52] used accuracy and k-value performance metrics
in comparison to the results of the critical appraisal process by
expertsinthefield. Also, Lin et a [52] has applied acomparison
between their classifier, which was a DT, to other known text
classifiers like SVM and ANN. Afzal et al [36] have used a
SVM model for quality articles retrieval and compared its
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performance to the SVM model proposed by Sarker et al [58],
reporting that their classifier achieved a higher performance
with their reported features selected.

Del Fiol et al [35] was the first study to incorporate the use of
deep learning in quality articles retrieval, relying on a CNN.
Del Fiol and colleagues[35] compared their proposed classifier
to the PubMed Clinical Queries broad filter since it achieves a
nearly perfect recall. Also, they compared their proposed model
to McMaster textword search and McMaster balanced search

Abdelkader et &

filter created by the Clinica Hedges group to evaluate the
capabilities of their model of retrieving recently published
evidence and achieving a balance between recall and precision
[35]. Afzal et al [36], in their experiment using ANN, compared
their model’s results to the CNN results of Del Fiol et al [35],
the DT results of Bian et a [55], and their prior experiment
using an SVM for quality articlesretrieval [35,56]. Also, Afzal
et al [56] compared their proposed ANN to well-known
algorithmsused intheliteraturelike NB, SVM, DT, and gradient
boosted trees.

Table 4. The gold standard comparator used for evaluating machine learning models in the included studies.

Author Comparator
Aphinyanaphongs et al [49-51] « PubMed Clinical Query filter [57]
Kilicoglu et a [53] «  Testing dataset of 2000 articles annotated by experts (held-out testing dataset to test model’s
generalization)
Lineta [52] o  Critical appraisa by domain expert
. SVMa
« Artificial neural network
Afzal et a [36] «  SVM proposed in Sarker et a [58]
Bian et a [54] «  Kilicoglu [53] high-quality classifier
o PubMed'srelevance sort
Del Fiol et a [35] « PubMed Clinical Query filter
o McMaster textword search
«  McMaster balanced filter
Bian et a [55] « Kilicoglu et a [53] high-quality classifier
« PubMed relevance sort
«  High-impact classifier with time-sensitive featuresincluded by Bian et al [54]
Afzal et a [56] .

Well-known agorithms used in the literature: NB®, SVM, DTC, GBTY

«  Modelsfrom past research by Del Fiol et a [35], Afzal et al [36], and Bian et a [55]

83VM: support vector machine.
BNB: naive Bayes.

’DT: decision tree.

dGBT: gradient boosted trees.

Performance Metrics

All included articles applied a supervised machine learning
model. Validation by applying a resampling k-fold approach
was used in 7 studies. Five used 10-fold cross-validation
[35,36,49,52,53], and 2 studiesrelied on 5-fold cross-validation
[50,51]. The most common performance metrics used in the
included studies were sensitivity (recall), specificity, accuracy,
area under the curve (AUC), F-measure, and precision (Table
5). The recall was generaly high, above 85%, across all
experiment classifiers except the SVM by Kilicoglu et a [53],
and the NB and DT reported by Bian et a [54] and Bian et al
[55], respectively, as both had a recall below 30%. Precision
ranged from 9% to 86%, with the neural network of Afzal et al
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[56] and the SVM by Kilicoglu et al [53] the highest. AUC was
measured in al studies and ranged from 0.73t0 0.99. Lin et a
[52] and Bian et al [54,55] used novel performance metricsin
their approaches. In the 2 studies by Bian and colleagues[54,55],
performance was primarily determined by calculating the top
20 precision which is the measure of the percentage of true
positive citations among the first 20 retrieved citations. Lin et
al [52] used Cohen kappa (k-value) astheir performance metric,
whichisthe agreement between machine performance (observed
value) and gold standard (expected value) [59,60]. Bian et a
[54,55] reported atop 20 precision of 34% with their 2017 NB
classifier and 24% in their 2019 experiment using a DT
classifier. Lin et al [52] reported a k-value of 0.78 in their
experiment.
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Table5. Highest reported performance characteristics of the main classifier algorithms reported in the included studies.
Classifier and author Recall? Specificity® Precision® F-score? AUC® Accuracy’
Support vector machine
Aphinyanaphongs et al [49] 0.967 0.87 0.169 0.299 0.98 0.893
Aphinyanaphongs et al [50] 0.96 0.86 0.18 0.309 0.97 NR"
Aphinyanaphongs et al [51] 0.98 0.88 0.305 0.479 0.95 NR
Kilicoglu et al [53] 0.229 NR 0.865 0.36 0.96 NR
Afzal et a [36] NR NR NR 0.87 0.73 0.785
Naive Bayes
Aphinyanaphongs et al [49] 0.967 0.76 0.091 0.179 0.95 0.787
Aphinyanaphongs et al [50] NR NR NR NR 0.95 NR
Kilicoglu et a [53] 0.975 NR 0.138 0.24 0.82 NR
Bian et al [54] 0.23 NR 0.33 0.21 NR NR
Boosting
Aphinyanaphongs et al [49] 0.967 0.786 0.099 0.189 0.96 0.804
Aphinyanaphongs et al [50] NR NR NR NR 0.94 NR
Kilicoglu et a [53] 0.729 NR 0.823 0.77 0.97 NR
Neural network
Del Fiol et a [35] 0.969 NR 0.346 0.51 NR NR
Afzal et a [56] 0.951 NR 0.863 0.9 0.99 0.973
Decision tree
Linetal [52] NR NR NR NR NR 0.854
Bian et a [55] 0.09 NR 0.39 0.14 NR NR
Stacking
Kilicoglu et a [53] 0.864 NR 0.747 0.801 0.98 NR

8Recall: proportion of correctly identified positives among the real positive.

bSpecificity: the proportion of actual negatives, which got predicted as the negative (or true negative).

CPrecision: proportion of correctly identified positives among all classified positives.

dF-score: harmonic mean of the precision and recall. F-score is equivalent to F1-score and used interchangeably.

€AUC: area under the curve traced out by graphing the true positive rate against the false positive rate. The higher the AUC, the better the classifier

prediction.

fAccuracy: number of correctly predicted documents out of all classified documents.
9Calculated as F-measure=(2* precision* recall)/(precision+recall) using recall and precision when available from the articles.

NR: not reported.

Discussion

Summary

To our knowledge, thisisthefirst systematic review of machine
learning approaches used to classify scientifically sound and
clinicaly relevant studies from the biomedical literature. All
included studies followed a supervised machine learning
technique in which thelearning algorithm depends on prelabeled
data provided for training [41]. Despite the technological
advancements from 2003 to 2020 when the studies were
published, none reported applying unsupervised or active
learning approaches for the classification of articles based on
quality. Active learning is a subtype of machine learning in
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which the learning algorithm is allowed to select the data from
which it learns by querying a human operator and can achieve
a performance comparable to the standard supervised learning
algorithms with fewer labeled data [21]. For example, active
learning was used in the recent work by Gates et al [61] and
Tsou et a [62], who used Abstrackr, a freely available active
machine learning tool that automates the screening of titlesand
abstracts [63]. Abstrackr achieved 100% sensitivity after
screening only 31.8% of the citations in the dataset [63].

There is a limited range of quality standards comprising the
prelabeled training datasets across the included articles. ACP
Journal Club and the Clinical Hedgesfollow the sameinclusion
and exclusion criteria for high-quality evidence [4].
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Aphinyanaphongset al [49] considered an article as high-quality
if it were included in ACP Journal Club but considered only
those classified astreatment, which limitstheir resultsto RCTSs.
The authors expanded their inclusion to articles tagged as
treatment, diagnosis, prognosis, and etiology in their subsequent
studies [50,51]. Having consistency across gold standard
databases in classifier development strengthens our ability to
compare performance. There are, however, limited manually
annotated datasets available as these are time consuming and
expensiveto devel op and require consistency and highly skilled
people. Using studies that are included in guidelines and
systematic reviews, as done by Bian et al [54,55] and Afzal et
al [56], leverages screening work that has already been
completed to a high standard; however, citations in guidelines
may includelower quality evidencein thetraining process[64].

The limited availability of high-quality dataset options was
highlighted by Afzal et a [56], and finding the ideal gold
standard training dataset was the most reported limitationin the
included studies. In our opinion, theideal gold standard training
dataset should cover some criteria to overcome the limitations
reportedin the articles. First, the gold standard should be defined
by precise criteria for methodological rigor that is created and
recognized by expertsinthefield [50]. Selection criteriafor the
gold standard should be unbiased. Aphinyanaphongs et al [50]
described their concern toward the possibility of aselection bias
by the ACP Journal Club editorsin a particular year toward a
certain topic. Second, the gold standard training dataset should
cover alarge enough sample of the high-quality classto properly
train the model and overcome the class imbalance bias toward
the majority class of studiesthat are not of high quality [63,65].
Third, the gold standard training set should cover multiple health
caredomains, asLin et al [52] reported their high-quality dataset
was limited only to cardiovascular diseases and would not
perform as well if applied to another medical domain. Fourth,
the gold standard training dataset should be up to date as much
as possible, which was a limitation reported in both studies by
Bian et a [54] and Afzd et a [56].

Another possible constraint affecting accurate prediction isthe
feature selection process. Del Fiol et a [35] stated that using
MeSH-based featuresinstead of the solereliance on text features
in their experiment could have improved the precision of their
neural network. In consensus with the recommendation of Del
Fiol et a [35], some of the included studies provided evidence
that the use of a combination of features improves the overall
performance of the classifiers. For example, in the experiment
by Afzal et a [36], the combination of publication type and
MeSH term features in addition to title and abstract features
produced the best and the most stable results. Also, Kilicoglu
et al [53] proved that the incorporation of MEDLINE citation
metadata and Unified Medical Language System features in
addition to words of titles and abstracts yielded the best
performance. Such important features may not be immediately
avalable at the time of indexing in MEDLINE [19], which
poses a challenge in identifying recently published evidence
[52,54].

There was a higher rate of incorporating SVM algorithms in
the experiments by the study authors. SV Msare known for their
high accuracy [66] and their low classification error [41],
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making them ideal for linear classification. Afzal et al [56]
developed an ANN algorithm that had higher accuracy when
compared with their previous SVM classifier [36]. Further
applications of newer machinelearning approacheswill advance
the knowledge base on these quickly evolving methods. While
SVMs currently have good accuracy and low error rates,
emerging approaches may well outperform them.

The main purpose of using machinelearning inthe classification
of high-quality articles is to decrease the workload on those
performing manual classification without losing relevant articles
in the process. Recall, the proportion of correctly identified
high-quality articles from the high-quality pool, is the most
important metric to be used, followed by precision, the
proportion of correctly identified positive articles among all
those classified as positive. The included studies reported a
range of recall and precision some of which would not meet the
objective of identifying the high-quality articles correctly. For
example, the NB classifier developed by Bian et a [54]
performed significantly lessthanthe NB by Kilicoglu et al [53]
and PubMed Best Match in terms of recall (23% vs 55% and
65%, respectively). Despite performing worse in recal, their
classifier achieved a higher precision (33% vs 5% and 4%) [54].

Additionally, accuracy, the number of correctly predicted
documents out of all classified documents, is considered a
common metric for evaluating classifiers, however, its use is
considered inappropriate to evaluate imbalanced dataset
classification [67]. For example, aclassifier labeling all entries
asfalse (given that falseis the majority class) would have high
accuracy but would fail to perform the needed task of accurately
classifying the passing articles (rare class), making it useless
[68]. The harmonic mean of the recal and precision
measurements is the F-score, and it is used to evaluate the
machine learning algorithms implemented on unbalanced
datasets [67]. F-score was first used in the study by Kilicoglu
et al [53] where the performance of the classifiers was reported
using recall, precision, F-score, and AUC, without including
accuracy. Additionally, Afzal et al [36] did not rely on recall to
compare between multiple classifiers; instead, they used the
F-score, precision, and accuracy. Also, they have applied anovel
approach to compare between the classifiers, in which they
summed the metricsfor aclassifier with ahigher sum reflecting
better performance [36].

The highest reported recall in our review was 98% with the
SVM developed by Aphinyanaphongs and Aliferis [51],
however, the algorithm had low precision of 30.5%. The best
bal ance between recall and precision was achieved by the ANN
approach used by Afzal et a [56], which reported a high recall
of 95.1% and a high precision of 86.3%, thereby achieving the
target of not losing quality literature while decreasing the manual
classification workload.

The experiment by Kilicoglu et a [53] assesses the effect of
applying 3 different machine learning classifiers (SVM, NB,
boosting, and ensembile) trained using the same Clinical Hedges
dataset on the overall performance of the resulting models.
Using multiple feature set combinations, the highest recall was
achieved by the NB classifier, and the highest F-scores were
achieved by ensemble (0.80) and text-boosting (0.77) based
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models [53]. Only the studies by Aphinyanaphongs and
colleagues [49,50] and Kilicoglu et a [53] incorporated
ensembletechniquesin the development of their main classifiers,
and their results suggest that using multiple classifiers in
combination can improve the balance between recall and
precision (the F-score).

Strengths and Limitations

Thisisthe first systematic review to characterize the machine
learning approaches in high-quality article retrieval. When
narrowing our research question, we excluded other text
summarization and text categorization approaches being used
in the biomedical literature. These include but are not limited
to studies concerned with the automation of the systematic
review process [69,70], biomedical literature summarization
[71], and semantic models' applications in the biomedical
literature [72]. Given the technical nature of the application of
machinelearning approachesfor text classification, we expanded
our search beyond clinical bibliographic databases to include
those which index technical articles.

Acrosstheincluded studies, some steps were not fully reported
in the methods, including preprocessing steps, cross-validation
folds, and features selected. To our knowledge, there are no
reporting guidelines for machine learning approaches being
applied for literature retrieval. The Equator Network includes
6 reporting guidelines for machine learning approaches;
however, al 6 arefocused on articles applying machinelearning
in clinical settings [73]. For example, the most recently
published guideline focuses on the reporting of interventions
involving artificial intelligence in clinical trial protocols [74].
The lack of reporting guidance for the NLP component of
machine learning being applied in the biomedical literature
creates a noticeable gap in reporting the steps of the applied
approach, features used and justification for their use, and
inconsistency in the reported performance achieved by the
machine. As a result, there was a lack of consistency in the
reporting of results and methods provided by the authors, which
also limits our ability to compare the performance of the
classifiers. Also, one of the limitations developing the review
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was the inability to directly compare the performance of the
models across the included studies because of the different
training datasets and the applied settings. Finally, a challenge
with machine learning is that the algorithms are considered as
being derived in a black box; an enigmatic interpretation that
the machines provide findings and predictions without any
accompanying explanation [75].

Conclusion

Despite the longevity of research for the identification of
high-quality literature using machine learning, evidenceis still
scarce and slowly progressing over time, and determining the
most reliable approach is difficult as the field is quickly
evolving. This slow progression in the field may have been
caused by the lack of publicly available standard benchmarks
for theidentification of high-quality articlesbiomedical literature
to compare the performance of the proposed methods. A similar
problem was addressed in the molecular machine learning
domain by creating MolecularNet, a large-scale, open-source,
and high-quality benchmark for molecular learning algorithms
[76]. Our review provides a summary of current approaches
and performance of machinelearning modelsapplied to retrieve
high-quality evidence for clinical consideration from the
biomedical literature and highlightstheimportance of selecting
optimal quality gold standard data for training. The findings
include that the use of different feature setsin combination with
text features is likely to improve the performance of machine
learning models. Thereisalack of reporting consistency in the
literature which makes replication of the experiments difficult.
Supervised machine learning has been the focus to date. The
rapid development in the field of NLP and the availability of
new state of the art techniques such as Bidirectional Encoder
Representations from Transformers (BERT) for language
understanding [77] and bio-BERT for biomedical text mining
[78] hold promisefor future advancesin thefield of information
extraction from the biomedica literature. Considering the
increasingly available data to apply these approaches to, we
anticipate that the performance of classifiers to identify
high-quality evidence will continue to grow.
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Related Article:

Correction of: https://medinform.jmir.org/2021/9/e29175

(JMIR Med Inform 2021;9(9):e33385) doi:10.2196/33385

In “Predicting Health Material Accessibility: Development of
Machine Learning Algorithms’ (IMIR Med Inform
2021;9(9):e29175) the authors noted some errors. Thefollowing
changes have been made to correct these errors:

Author Metadata

In the originally published paper, Affiliation 1 appeared as
follows:

School of Languages and Culture, The University of
Sydney, Sydney, Australia

It isnow corrected as follows:

School of Languages and Cultures, The University of
Sydney, Sydney, Australia

Abstract

+ Under "Methods" the phrase "We applied 10-fold
cross-validation on thewholedata set..." hasbeen replaced
by "We applied 5-fold cross-validation on the whole data
+  Under "Results," the sentences "The results showed that
ensembl e tree (LogitBoost) outperformed in terms of AUC
(0.97), sensitivity (0.966), specificity (0.972), and accuracy
(0.969). Decision tree (AUC 0.924, sensitivity 0.912,
specificity 0.9358, and accuracy 0.924) and SYM (AUC
0.8946, sensitivity 0.8952, specificity 0.894, and accuracy
0.8946) followed closely. Decision tree, ensembletree, and
SVM achieved statistically significant improvement over
logistic regression in AUC, specificity, and accuracy. As
the best performing algorithm, ensemble tree reached
statistically significant improvement over SYM in AUC,
specificity, and accuracy, and statistically significant
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improvement over decision tree in sensitivity" have been
replaced by "The results showed that ensemble classifier
(LogitBoost) outperformed in terms of AUC (0.858),
sensitivity (0.787), specificity (0.813), and accuracy (0.802).
Support vector machine (AUC 0.848, sensitivity 0.783,
specificity 0.791, and accuracy 0.786) and decision tree
(AUC 0.754, sensitivity 0.7174, specificity 0.7424, and
accuracy 0.732) followed. Ensemble classifier (LogitBoost),
support vector machine, and decision tree achieved
statistically significant improvement over logistic regression
in AUC, sensitivity, specificity, and accuracy. Support
vector machine reached datistically significant
improvement over decision tree in AUC and accuracy. As
the best performing algorithm, ensemble classifier
(LogitBoost) reached statistically significant improvement
over decision tree in AUC, sensitivity, specificity, and
accuracy."

Introduction

» Under "Material Collection and Classification,” the last
sentence "The final classification contained two sets of
texts: easy (n=499) versus difficult (n=501;..." has been
replaced by "The final classification contained two sets of
texts: easy (n=495) versus difficult (n=505;...."

+ Under "Materiad Annotation and Semantic Feature
Extraction," the sentence "Wth USAS, we collected 108
semantic features' has been replaced by "With USAS, we
collected 113 semantic features."

+ Under "Statistical Analysis of Multidimensional Semantic
Features in English Educational Health Texts," in the first
paragraph, the sentence "A total of 29 of the 113 semantic
features were identified as statistically significant..." has
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been replaced by "Atotal of 26 of the 113 semantic features
were identified as statistically significant...."

Under "Statistical Analysis of Multidimensional Semantic
Features in English Educational Health Texts," in the first
paragraph, the sentence "The mean score of Z8 in health
texts of higher understandability was 52.91, this dropped
to 20.15 ..." has been replaced by "The mean score of Z8
in health texts of higher understandability was 52.84, this
dropped to 20.48...."

Under "Statistical Analysis of Multidimensional Semantic
Features in English Educational Health Texts," in the first
paragraph, the sentence "..was 0929 (95% ClI
0.905-0.953)...easy reading was 0.929..." has been replaced
by "...was 0.928 (95% CI 0.905-0.951)... easy reading was
0.928...."

Under "Statistical Analysis of Multidimensional Semantic
Features in English Educational Health Texts," in the first
paragraph, the sentence "...were identified as statistically
significant (P=.005)" has been replaced by "..were
identified as statistically significant (P=.01)."

Under "Statistical Analysis of Multidimensional Semantic
Features in English Educational Health Texts," in the first
paragraph, the sentence "The odds ratio of Z7 was 0.845
(95% CI 0.751-0.951),... a difficult text was 84.5%..." has
been replaced by "The odds ratio of Z7 was 0.86 (95% ClI
0.767-0.964), ...a difficult text was 86%...."

Under "Statistical Analysis of Multidimensional Semantic
Features in English Educational Health Texts," in the first
paragraph, the sentence "The large semantic category X2
(mental actions and process) was detected as a large
contributor to the cognitive accessibility of health texts
(odds ratio Exp(B) 0.92, 95% CI 0.852-0.995; P=.04).
Typical expressions included in the X2 class were English
expressions related to reasoning and thinking and levels
of belief or skepticism. Terms of knowledge acquisition,
perception, and retrospection were included in this broad
category, such as familiarize, forget, reflect, or become
aware" has been deleted.

Under "Statistical Analysis of Multidimensional Semantic
Featuresin English Educational Health Texts," in the second
paragraph, the first sentence "Thelogistic regression result
(Multimedia Appendix 1) also identified 13 semantic
features..." has been replaced by "The logistic regression
result (Multimedia Appendix 1) also identified 12 semantic
features...."

Under "Statistical Analysis of Multidimensional Semantic
Featuresin English Educational Health Texts," in the second
paragraph, the sentence "Typical examples were B3
(medicinesand medical treatment; oddsratio Exp(B) 1.042,
95% Cl 1.012-1.073; P=.005), Z99 (out-of-dictionary
words; odds ratio Exp(B) 1.01, 95% CI 1.004-1.017;
P=.003), L2 (living creatures. animals, microorganism,
virus, bacteria, etc; odds ratio Exp(B) 1.082, 95% CI
1.003-1.167; P=.04), and W5 (environmental terms:
pollutants, carcinogens, inhalable particles, etc; oddsratio
Exp(B) 2.244, 95% ClI 1.11-4.538; P=.02)" has been
replaced by "Typical examples were B3 (medicines and
medical treatment; odds ratio Exp(B) 1.041, 95% CI
1.012-1.071; P=.005), Z99 (out-of-dictionary words; odds
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ratio Exp(B) 1.011, 95% CI 1.004-1.018; P=.001), L2
(living creatures: animals, microorganism, virus, bacteria,
etc; oddsratio Exp(B) 1.080, 95% CI 1.005-1.162; P=.036),
and W5 (environmental terms: pollutants, carcinogens,
inhalable particles, etc.; odds ratio Exp(B) 2.441, 95% ClI
1.173-5.077; P=.017)."

Under "Statistical Analysis of Multidimensional Semantic
Featuresin English Educational Health Texts," in the second
paragraph, the sentence "For example, the relatively large
odds ratios (mean 2.244, 95% Cl 1.11-4.538) of W5
encompassing termsrelated to environmental exposure and
health risks indicates that, with the increase of one word
in this particular category, the odds of a health text being
a difficult text over the odds of the text being an easy text
for the target readers was 2.244, or in terms of percentage
change, this represents an increase of 124.4% of the text
from an easy text to a very difficult health reading” has
been replaced by "For example, the relatively large odds
ratios (2.441, 95% Cl 1.173-5.077) of W5 encompassing
terms related to environmental exposure and health risks
indicates that, with the increase of one word in this
particular category, the odds of a health text being a
difficult text over the odds of the text being an easy text for
the target readers was 2.441, or in terms of percentage
change, this represents an increase of 144.1% of the text
from an easy text to a very difficult health reading."

Under "Statistical Analysis of Multidimensional Semantic
Featuresin English Educational Health Texts," in the second
paragraph, the sentence "To a lesser extent, the odds ratio
of 1.082 of L2 (living creatures including microorganisms)
indicates that with the increase of one word in this class,
the perceived difficulty level (hard-to-understand class) of
the health text increased by a mean 8.2% (95% CI
0.3%-16.7%) depending on the vocabulary range of English
health terms of the readers' has been replaced by "To a
lesser extent, the oddsratio of 1.080 of L2 (living creatures
including microorganisms) indicatesthat with the increase
of one word in this class, the perceived difficulty level
(hard-to-understand class) of the health text increased by
a mean 8.0% (95% CI 0.5%-16.2%) depending on the
vocabulary range of English health terms of the readers.”

Under "Statistical Analysis of Multidimensional Semantic
Featuresin English Educational Health Texts," in the second
paragraph, the sentence "These include A2 (general or
abstract terms denoting the propensity for changes, such
asadapt, adjust for, conversion, and alter; oddsratio 1.057,
95% Cl 1.005-1.111; P=.03), A7 (abstract terms of
modality, such as possibility, necessity, and certainty; odds
ratio 1.099, 95% CI 1.006-1.2; P=.04), A11 (abstract terms
denoting importance, significance, noticeability, or
markedness, odds ratio 1.164, 95% CI 1.003-1.351;
P=.045)" hasbeen replaced by "Theseinclude A11 (abstract
terms denoting importance, significance, noticeability, or
markedness, odds ratio 1.219, 95% CI 1.070-1.388;
P=.003)."

Under "Statistical Analysis of Multidimensional Semantic
Featuresin English Educational Health Texts," in the second
paragraph, the sentence "This means that with the increase
of one word in the A1l class, the odds of the health text
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being seen as a hard-to-understand text over thetext being
seen as an easy text was 1.164, or an increase of 16.4%"
has been replaced by "This means that with the increase of
one unit in the Al1 class, the odds of the health text being
seen as a hard-to-understand text over the text being seen
asan easy text was 1.219, or an increase of 21.9%."

M ethods

Under "Methods," in the second paragraph, the sentences
" For a decison tree classifier, the best-point
hyper parameters (Figure 1) were the maximum number of
tree splits (n=22) based on Gini diversity index (minimum
parent node size n=10). The observed minimal classification
error of the optimized decision tree model was 0.203. For
an ensemble classifier, the best-point hyperparameters
(Figure 2) reached an observed minimum classification
error of 0.14091. The optimized hyperparameterswere the
ensemble method (LogitBoost), number of learners (n=302),
learning rate (0.15456), and maximum number of splits
(n=9). For SVM, the best-point hyperparameters (Figure
3) were box constraint level (0.014832; kernel function:
linear). The observed minimum classification error was
0.18722, lower than the optimized decision tree model
(0.203) but higher than the optimized ensemble classifier
(0.24091)" have been replaced by " For a decision tree
classifier, the best-point hyperparameters (Figure 1) were
the maximum number of tree splits (n=22) based on
maximum deviance reduction. The observed minimal
classification error of the optimized decision tree model
was 0.215. For an ensemble classifier, the best-point
hyper parameters (Figure 2) reached an observed minimum
classfication error of 0.168. The optimized
hyper parameters were the ensemble method (LogitBoost),
number of learners (n=210), learning rate (0.1), and
maximum number of splits (n=22). For SVYM, the best-point
hyper parameters (Figure 3) were box constraint level (0.1),
kernel function (cubic). The observed minimum
classification error was 0.1944, lower than the optimized
decision tree model (with a difference of 0.0206) but higher
than the optimized ensemble classifier (with a difference
of 0.0264)."

Results

Under "Results," in the first paragraph, the sentences "The
mean scores and SDs of the area under the operating
characteristic curve (AUC), sensitivity, specificity, and
accuracy were obtained through 10-fold cross-validation.
The cross-validation divided the entire data set into 10 folds
of equal size. In each iteration, 9 folds were used for the
training data, and the remaining fold was used asthe testing
data. As a result, on completion of the 10-fold
cross-validation, each fold was used as the testing data
exactly once. We used pairwise corrected resampled t test
to counteract the issue of multiple comparisons. As the
result, the significance level was adjusted to .008 (n=6;
0=.05) using Bonferroni correction” have been replaced
by "The mean scores and standard deviations of the area
under the operating characteristic curve (AUC), sensitivity,
specificity, and accuracy were obtained through 5-fold
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cross-validation. The cross-validation divided the entire
data set into 5 folds of equal size. In each iteration, 4 folds
were used for the training data, and the remaining fold was
used as the testing data. As a result, on completion of the
5-fold cross-validation, each fold was used as the testing
data exactly once. e used paired-sample comparisons to
investigate the area under the operating characteristic
curve (AUC), senditivity, specificity, and accuracy
differences of four machine learning algorithms (n=6;
o=.05)."

Under "Results," the second paragraph " Table 2 shows
that, in terms of AUC, ensemble classifier (LogitBoost),
decision tree, and SYM reached statistically improved AUC
over logistic regression (0.802): LogitBoost (0.97; P<.001),
decisiontree (0.924; P<.001), and SVM (0.8946, P=.002).
In terms of sensitivity, only LogitBoost (0.966; P<.001)
reached statistically significant improvement over logistic
regression (0.8364), whereas decision tree (0.9122) and
SVM (0.8952) had similar sensitivity aslogistic regression.
In terms of model specificity, LogitBoost, decision tree, and
SVM all reached statistically improved specificity over
logistic regression (0.7694): LogitBoost (0.972; P=.002),
decision tree (0.9358; P=.003), and SVM (0.894; P=.004).
Lastly, with regard to model overall accuracy, again,
LogitBoost, decision tree, and SYM outperformed logistic
regression (0.8029): LogitBoost (0.969; P<.001), decision
tree (0.924; P<.001), and SVM (0.8946; P=.002).
Comparing LogitBoost, decision tree, and SVM, the former
two algorithms outperformed SVM consistently in AUC
(P=.001), sensitivity (P=.007), and accuracy (P=.001),
and LogitBoost and SVYM outperformed decision tree in
terms of model specificity (P=.003), using the adjusted .008
as the significance level of paired-sample comparisons
(Bonferroni correction: n=6; a=.05). These results suggest
that, when using semantic features as predictor variables,
the most stable and highest-performing algorithm is
ensemble classifier (LogitBoost), followed by optimized
decision tree. LogitBoost, decision tree, and SVM all
achieved statistically significant improvement over logistic
regression in AUC, specificity, and accuracy. Decision tree
and SVM did not improve over logistic regression in terms
of sengitivity, but LogitBoost did. Overall, the best AUC,
sensitivity, specificity, and accuracy were achieved by
LogitBoost as an ensemble classifier (Figure 4)" has been
replaced by " Table 2 showsthat, in terms of AUC, ensemble
classifier (LogitBoost), decision tree, and SYM reached
statistically improved AUC over logistic regression (0.614):
ensemble classifier (0.858; P=.001), decision tree (0.754;
P=.004), and SVM (0.848, P=.001). In terms of sensitivity
(Table 3), ensemble classifier (0.787, P=.020), decision
tree (0.7174, P=.036), and SVYM (0.783; P<.001) reached
statistically significant improvement over logistic regression
(0.6282). In terms of model specificity (Table 4), ensemble
classifier, decision tree, and SYM all reached statistically
improved specificity over logistic regression (0.5724):
ensemble classifier (0.813; P=.001), decisiontree (0.7424;
P=.009), and SYM (0.791; P=.007). Lastly, with regard to
model overall accuracy (Table 5), again, LogitBoost,
decision tree, and SYM outperformed logistic regression
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(0.601): ensemble classifier (0.802; P=.001), decisiontree
(0.732; P=.003), and SVYM (0.786; P=.001). Comparing
SVM, ensemble classifier and decision tree, the former two
algorithms outperformed decision tree consistently in AUC
(P=.001 and P<.001, respectively), and accuracy (P=.022
and P=.001, respectively). Only ensemble classifier
outperformed decision tree significantly in terms of model
sensitivity (P=.024), and specificity (P=.010), using the
paired-sample comparisons (n=6; a=.05). These results
suggest that, when using semantic features as predictor
variables, the most stable and highest-performing algorithm
is ensemble classifier (LogitBoost), followed by SVM.
Ensemble classifier, decision tree, and SVM all achieved
statistically significant improvement over logistic regression
in AUC, specificity, sensitivity, and accuracy. SYM did not
improve significantly over decision tree in terms of
sensitivity and specificity, but ensemble classifier did.
Overall, thebest AUC, sensitivity, specificity, and accuracy
were achieved by LogitBoost as an ensemble classifier
(Figure 4)."

Discussion

« Under "Principal Findings," in the second paragraph, the
sentence "...(measured in pairwise resampled t tests, with
P value adjusted to .008 using Bonferroni correction)” has
been replaced by "...(measured in pairwise resampled t
tests)."

« Under "Principal Findings," in the last paragraph, the
sentence "...or those requiring higher cognitive abilities,

Figure 1. Hyperparameter tuning (decision tree).
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such as assessing the propensity for changes and
expressions of modality describing possibility, necessity,
and certainty of health events and situations’ has been
replaced by "...or those requiring higher cognitive abilities,
such as abstract terms denoting importance, significance,
noticeability or markedness of health eventsand situations.”

Authors Contributions

In the originally published paper, the following "Authors
Contributions" section was not included.

MJ and TH were responsible for overall research
design; MJ was responsible for paper writing and
revision, and YL was responsible for formal analysis
and data curation.

Multimedia Appendices

The information presented in the Multimedia Appendix 1
entitled "Variables in the logistic regression of health text
understandability membership" has been updated. The originaly
published Multimedia Appendix 1 isin Multimedia Appendix
2.

Figuresand Tables

Figures 1-4 have been replaced and can be viewed below. The
originally published Figures 1-4 are in Multimedia Appendix
3. Tables 1-5 have been updated and can be viewed below. The
originally published Tables 1-5 are in Multimedia Appendix 4.
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Figure 2. Hyperparameter tuning (ensemble classifier).
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Figure4. Mean receiver operating characteristic (ROC) curve for machine learning algorithms. L R: logistic regression; SVM: support vector machine;
DT: decision tree; ENS: ensembl e classifier (LogitBoost); ROC: receiver operating characteristic.
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Table 1. Performance of the machine learning models using multidimensional semantic features as predictors.

Algorithm AUC? mean (SD) Sensitivity, mean (SD) Specificity, mean (SD) Accuracy, mean (SD)
LRP 0.614 (0.0554) 0.6282 (0.0597) 0.5724 (0.0733) 0.6010 (0.0523)
SYME 0.848 (0.0172) 0.7830 (0.0368) 0.7910 (0.0420) 0.7860 (0.0153)

D¢ 0.754 (0.0377) 0.7174 (0.0719) 0.7424 (0.0589) 0.732 (0.0317)

ENSE 0.858 (0.041) 0.787 (0.057) 0.813 (0.046) 0.802 (0.032)

8AUC: area under the operating characteristic curve.
BLR: logistic regression.

®SVM: support vector machine.

9DT: decision tree.

®ENS: ensemble classifier (LogitBoost).

Table 2. Pairwise corrected resampled t test of area under the curve differences (using multidimensional semantic features as predictor variables).

Pairs Mean difference (SD) Standard error mean 95% ClI t test (df) P value
LR?vs SYMP -0.2340 (0.0669) 0.0299 -0.3171t0-0.1509 -7.817 (4) .001
LR vs DTS -0.1460 (0.0551) 0.0246 -0.2144t0-0.0777 -5.931 (4) 004
LR vs ENSY -0.2440 (0.0564) 0.0252 -0.3140t0-0.1740 -9.675 (4) .001
SVM vsDT 0.0880 (0.0192) 0.0086 -0.0641t00.1119  10.230 (4) .001
SVM vsENS —0.0100 (0.0374) 0.0167 —0.0565t0-0.0365 —0.598 (4) .582
DT vsENS —0.0980 (0.0192) 0.0086 -0.1219t0-0.0741 -11.392 (4) <.001

8 R: logistic regression.

bsvM: support vector machine.

’DT: decision tree.

dENS: ensemble classifier (LogitBoost).
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Table 3. Pairwise corrected resampled t test of sensitivity differences (using multidimensional semantic features as predictor variables).

Pairs Mean difference (SD) Standard error mean 95% ClI t test (df) P value
LR?vs SVMP —0.1548 (0.0303) 0.0135 -0.1924t0-0.1172 -11.429 (4) <.001
LR vsDTC ~0.1002 (0.0720) 0.0322 -0.1896t0-0.0108 -3.111 (4) 036
LR vs ENS -0.1588 (0.0945) 0.0423 -0.2761t0-0.0414 —3.756 (4) 020
SVM vsDT 0.0546 (0.0697) 0.0312 -0.0319t00.1411  1.752 (4) 155
SVM vsENS —0.0040 (0.0855) 0.0382 -0.1102t0-0.1022 -0.105 (4) .922
DT vsENS —0.0586 (0.0371) 0.0166 —-0.1046t0-0.0126 —3.535 (4) .024

3_R: logistic regression.

bsvM: support vector machine.

’DT: decision tree.

9ENS: ensemble classifier (LogitBoost).

Table 4. Pairwise corrected resampled t test of specificity differences (using multidimensional semantic features as predictor variables).

Pairs Mean difference (SD) Standard error mean 95% ClI t test (df) P value
LR?vs SYMP -0.2186 (0.0968) 0.0433 -0.3389t0-0.0984 -5.047 (4) 007
LR vs DTS -0.1720 (0.0822) 0.0368 -0.2741t0-0.0699 —4.679 (4) .009
LR vs ENSY ~0.2410 (0.0677) 0.0303 -0.3251t0-0.1569 —7.959 (4) .001
SVM vsDT 0.0466 (0.1059) 0.0474 -0.0849t00.1781  0.984 (4) .381
SVM vsENS —0.0224 (0.0918) 0.0411 -0.1364t0-0.0916 —0.545 (4) .614
DT vsENS —0.0690 (0.0334) 0.0149 -0.1105t0-0.0275 —4.619 (4) .010

8 R: logistic regression.

bsvM: support vector machine.

’DT: decision tree.

9ENS: ensemble classifier (LogitBoost).

Table5. Pairwise corrected resampled t test of accuracy differences (using multidimensional semantic features as predictor variables).

Pairs Mean difference (SD) Standard error mean 95% ClI t test (df) P value
LR?vs SYMP ~0.1850 (0.0507) 0.0227 -0.2480t0-0.1220 -8.152 (4) .001
LRvsDTC ~0.1370 (0.0482) 0.0215 -0.1968t0-0.0771 —6.360 (4) 003
LR vs ENS ~0.2010 (0.0549) 0.0246 -0.269210-0.1328 -8.182 (4) .001
SVM vsDT 0.0480 (0.0295) 0.0132 0.0114 to 0.0846 3.639 (4) .022
SVM vsENS —0.0160 (0.0366) 0.0164 -0.0615t00.0295  —0.976 (4) .384
DT vsENS —0.0640 (0.0148) 0.0066 -0.0823t0-0.0457 —9.704 (4) .001

3_R: logistic regression.

bsvM: support vector machine.

’DT: decision tree.

dENS: ensemble classifier (LogitBoost).

The authors confirm that the results and conclusions of the
corrected data are consistent with those in the originaly
published version.

These correctionswill appear in the online version of the paper
on the IMIR website on September 21, 2021, together with the
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Multimedia Appendix 1
Variablesin the logistic regression of health text understandability membership.
[DOCX File, 34 KB - medinform_v9i9e33385_appl.docx ]

Multimedia Appendix 2
Originally published Multimedia Appendix 1.
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Multimedia Appendix 3
Originally published Figures 1-4.
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Multimedia Appendix 4
Originally published Tables 1-5.
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