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Abstract

Background: Clinical decision support systems (CDSSs) form an implementation strategy that can facilitate and support health
care professionals in the care of older hospitalized patients.

Objective:  Our study aims to systematically review the effects of CDSS interventions in older hospitalized patients. As a
secondary aim, we aim to summarize the implementation and design factors described in effective and ineffective interventions
and identify gaps in the current literature.

Methods: We conducted a systematic review with a search strategy combining the categories older patients, geriatric topic,
hospital, CDSS, and intervention in the databases MEDLINE, Embase, and SCOPUS. We included controlled studies, extracted
data of all reported outcomes, and potentially beneficial design and implementation factors. We structured these factors using
the Grol and Wensing Implementation of Change model, the GUIDES (Guideline Implementation with Decision Support) checklist,
and the two-stream model. The risk of bias of the included studies was assessed using the Cochrane Collaboration’s Effective
Practice and Organisation of Care risk of bias approach.

Results: Our systematic review included 18 interventions, of which 13 (72%) were effective in improving care. Among these
interventions, 8 (6 effective) focused on medication review, 8 (6 effective) on delirium, 7 (4 effective) on falls, 5 (4 effective) on
functional decline, 4 (3 effective) on discharge or aftercare, and 2 (0 effective) on pressure ulcers. In 77% (10/13) effective
interventions, the effect was based on process-related outcomes, in 15% (2/13) interventions on both process- and patient-related
outcomes, and in 8% (1/13) interventions on patient-related outcomes. The following implementation and design factors were
potentially associated with effectiveness: a priori problemor performance analyses (described in 9/13, 69% effective vs 0/5, 0%
ineffective interventions), multifaceted interventions (8/13, 62% vs 1/5, 20%), and consideration of the workflow (9/13, 69% vs
15, 20%).

Conclusions: CDSS interventions can improve the hospital care of older patients, mostly on process-related outcomes. We
identified 2 implementation factors and 1 design factor that were reported more frequently in articles on effective interventions.
More studies with strong designs are needed to measure the effect of CDSS on relevant patient-related outcomes, investigate
personalized (data-driven) interventions, and quantify the impact of implementation and design factors on CDSS effectiveness.
Trial Registration: PROSPERO (International Prospective Register of Systematic Reviews): CRD42019124470;
https://www.crd.york.ac.uk/prospero/display_record.php?Recordl D=124470.
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Introduction

Background

In hospitals, the number and proportion of older patients have
increased in the past years and will continue to grow in the
following years [1,2]. Hospitalization has a significant impact
on the lives of older patients. The incidence of preventable
adverse events in a hospital setting is almost twice as high in
older patients as in younger patients [3]. In addition, thereisa
high prevalence of geriatric syndromes and a high risk of
functional decline and mortality in older hospitalized patients
[4,5]. Geriatric syndromes are described as “ common, serious
conditions for older persons, holding substantial implications
for functioning and qudlity of life” [6]. In arepresentative cohort
investigating geriatric syndromesin older patients from 3 acute
care hospitals, the prevalence of bladder incontinence was 37%,
5% for pressure ulcers, and 18% for delirium [4]. Furthermore,
6% of the patients suffered from one or more fals during the
hospital stay [4]. Geriatric syndromes, involvement of multiple
health care professionas, and difficulties in communicating
with patients complicate hospital care.

Clinical decision support systems (CDSSs) can facilitate and
support health professionals in the complex care of older
hospitalized patients. CDSSs have the potential to transfer
knowledge from guidelines to physicians, pharmacists, and
nurses or experts to al hospital physicians, for example, from
geriatricians to other specialties. Furthermore, CDSSs can
support the implementation of advice in hospital practice by
structuring information from different departments or
performing calculations [7]. Our previous work indicated that
there are several areas where a CDSS is perceived as having
the potential to improve geriatric carein the hospital, including
falsand delirium [8]. To date, systematic reviews of CDSS for
the care of older patients have focused solely on medication
and not on other aspects of care[9-11].

Systematic reviews of CDSS interventions, not specifically for
older patients, have identified factors that could be associated
with CDSS effectiveness, such as providing patient-specific
advice [12,13]. Evidence for these factors is low, and further
trials are needed to conclude which factors improve
effectiveness[13]. A CDSS supporting health care professionals
in geriatric care may differ and be more difficult to design and
implement because of the complexity of care and the need for
hospital-wide interventions. However, the implementation and
design factors influencing the effect of CDSS interventions to
improve geriatric care have not been studied in a systematic
review.

Objectives
Our study aims to systematically review the effect of CDSS
interventions on common problems in the care of older

hospitalized patients. The secondary aim is to summarize the
implementation and design factors described in the effective or

https://medinform.jmir.org/2021/7/e28023

ineffective interventions and identify gaps in the current
literature.

Methods

Protocol

The protocol of our systematic review was registered and
published on the website of the PROSPERO (International
Prospective Register of Systematic Reviews) with the
registration number CRD42019124470. Multimedia Appendix
1 contains the completed PRISMA (Preferred Reporting Items
for Systematic Reviews and Meta-Analyses) checklist [14].

Search Strategy

A search strategy combining the categories older patients,
geriatric topic, hospital, CDSS, and intervention was designed
and adapted for the databases MEDLINE (via Ovid), Embase
(via Ovid), and SCOPUS. The search strategy was based on
keywords, medical subject headings, and text words. The search
was conducted until April 15, 2020. The full search strategy is
shown in MultimediaAppendix 2. Duplicatesin the search were
detected and deleted in EndNote X9 (Clarivate Analytics), 2019
[15]. In addition, we screened the references of the included
studies for missing articles.

Study Selection

Using a checklist with prespecified eligibility criteria, 2
researchers (BADV and SGR) screened articles for inclusion.
These criteria were piloted in the first 200 articles and
subsequently adjusted, if necessary. Title and abstract screening
was performed using Rayyan [16]. The ligibility criteriawere
(1) intervention with CDSS, (2) geriatric topic in the care of
hospitalized patients aged 65 years or older, (3) evaluation in
a controlled tria (including before-after and other
quasi-experimental designs), and (4) peer-reviewed journal
paper in English. We required that the eligibility criteria were
met on the basis of the abstract.

For CDSS, we used the definition of Musen et al [17] of “any
computer program designed to help health care professionals
to make clinical decisions” The geriatric topics were derived
from our previous study [8], in which we determined which
areas of geriatric care CDSS can potentially improve the care
of hospitalized older patients and, in addition, the work of
Inouye et a [6] describing 5 common geriatric syndromes. The
topics included were pressure ulcers, incontinence, falls,
functional decline, delirium, medication review, communication
with the patient (at discharge), planning (in the hospital), and
(communication and collaboration between heath care
professiona sat) discharge and aftercare. For medication review,
we used the definition of the Pharmaceutical Care Network
Europe, “Medication review is a structured evaluation of a
patient’s medicines with the aim of optimising medicines use
and improving health outcomes” This definition entails
detecting drug-related problems and recommending
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interventions [18]. The geriatric topics had to be part of the
inclusion criteria, the aim, or the outcomes of the study.

Data Extraction and Risk of Bias Assessment

Overview

Two researchers (BADV and SGR) individually conducted data
extraction and risk of bias assessment. We used adata extraction
form for data extraction. The form was tested on 2 papers and
adjusted as required. If an article referred to another article
describing the development or implementation of the
intervention, datafrom thisadditiond article were also extracted.
The risk of bias of the included studies was assessed using
Cochrane Collaboration’s Effective Practice and Organisation
of Care (EPOC) risk of bias approach [19]. We extracted all
reported outcomes from the included articles. process-related,
patient-related, and cost outcomes. Patient-related outcomes
could be either clinical or patient-derived outcomes [20]. We
extracted data on outcomes measured in both the control and
intervention groups. Each step of the inclusion process—data
extraction, structuring and mapping of the implementation and
design factors, and risk of bias assessment—was conducted
independently by 2 researchers (BADV and SGR), and the
results were compared. Disagreements were discussed until
agreement was achieved and, if necessary, resolved by athird
researcher (SM).

Effectiveness of the I nterventions

We used a definition of effectiveness that was previously used
in the literature [12]. Interventions were considered effective
when the prespecified primary outcome, =50% of the
prespecified primary outcomes, or, if a primary outcome was
not defined, >50% of the prespecified outcomes showed
significant (P<.05) improvement [12]. If an intervention was
described in morethan one article, the outcomesfrom al articles
assessing theintervention were used to define the effectiveness.

Implementation and Design Factors

We extracted data on implementation and design factors. The
implementation factors were classified according to the Grol

https://medinform.jmir.org/2021/7/e28023
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and Wensing Implementation of Change model [21].
Implementation is defined as* aplanned process and systematic
introduction of innovations and/or changes of proven value”
[21]. The model describes the steps for improving patient care
with an intervention and summarizes the implementation
literature. We extracted any activitiesthat the authors described,
which fit one or more stepsin this model. Step 4 in this model
is the selection of an implementation strategy. To define
implementation strategies, we used the classification of
implementation strategies in the EPOC taxonomy [22].
Implementation strategies (such as a CDSS or audit and
feedback) that fit into the EPOC classification were also
extracted from the included studies.

Design factors were classified according to the GUIDES
(Guideline Implementation with Decision Support) checklist
and the two-stream model [23,24]. The GUIDES checklistisa
tool to support the development of successful CDSS and
describes 4 groups: content, context, system, and implementation
of the CDSS (eg, appropriateness of the information about
CDSSs to users). The two-stream model contains elements
describing factors that can potentially influence the success of
a CDSS. We categorized the two-stream model elements into
the 4 groups of the GUIDES checklist to obtain a complete
picture of the potential design factors.

Data Synthesis

We conducted a narrative synthesis and counted which
implementation and design factors were described in more
effective interventions than ineffective interventions.

Results

Search Results

A total of 2392 articles were identified in the search. Figure 1
shows the PRISMA flow diagram with the number of articles
excluded after each screening step and the reasons for excluding
the full-text articles. A total of 22 articles were eligible for
inclusion in our systematic review.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow diagram of search results. CDSS: Clinical Decision
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Characteristics of Included Studies

All the characteristics of the included articles are shown in
Multimedia Appendix 3 [25-46]. The 22 articles described
interventions performed in 5 countries: 12 studiesin the United
States, 5 in Canada, 3in Ireland, 1 in Italy, and 1 in France.

Intotal, 18 different CDSS interventions were described in the
22 included articles (Multimedia Appendix 4). A CDSS
intervention was described in 3 articles: 1 article compared
prescriptions at admission and discharge of the intervention
group, 1 article described the main randomized controlled trial
(RCT), and 1 article described the cost-effectiveness of the RCT
[25-27]. Ancther CDSSintervention wasdescribed in 2 articles:
1 article evaluated the implementation at the initial site, and 1
article evaluated the implementation at 4 sites [28,29]. Finally,
1CDSSintervention waslinkedin 2 articles: 1 article described
asubgroup analysis of the earlier RCT [30,31].

https://medinform.jmir.org/2021/7/e28023

qualitative synthesis

Different study designs were selected to evaluate the
interventions; 1 article used a cluster-randomized study, 7
articles used an RCT design, 1 article used a stepped wedge
trial design, 2 articles used an interrupted time series design,
and 11 articles used a before-after design. All RCTs had a
registration of a protocol [27,30-34].

Risk of Bias Assessment

Multimedia Appendix 5 [25-46] shows the results of the risk
of bias assessment. In 4 of the 22 articles, all suggested risk of
bias criteria were categorized as low or unclear [32,35-37].
Other articles had 1 or more high risks for bias
[25-31,33,34,38-46]. We did not find descriptions of the amount
of missing dataor how missing datawere handled in any of the
articles. All 7 RCTs had a high or unclear risk for protection
against contamination [27,30-34]. The most frequent source of
bias was “flawed or absent random sequence generation,”
present in 14 studies [25-29,38-46]. This was mainly because
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of studies with a nonrandomized design (eg, before-after
studies).

Effectiveness, Outcomes, and Geriatric Topic

In total, 72% (13/18) of interventions were effective in
improving care, mainly with regard to process-related outcomes
[25,27-29,32,34,35,37,39-42,44-46]. In 77% (10/13) of effective
interventions, the eff ect was based on process-rel ated outcomes,
in 15% (2/13) of interventions on both process and
patient-related outcomes, and in 8% (1/13) interventions on
patient-related outcomes. In 60% (3/5) ineffective interventions,
the results were based on both process and patient-related
outcomes, in 20% (1/5) of interventions on patient-related
outcomes and in 20% (1/5) interventions significance was not
cal culated; according to the definition we adopted in our review,
this intervention was considered ineffective.

Of the 18 interventions, 8 (44%; 6 effective) focused on
medication review, 8 (44%,; 6 effective) on delirium, 7 (39%;
4 effective) on falls, 5 (28%; 4 effective) on functional decline,
4 (22%; 3 effective) on discharge or aftercare, and 2 (11%; O
effective) on pressure ulcers. None of theinterventionsfocused
on incontinence, planning, or communication with patients at
discharge. Part of the interventions on fals (3/7, 43%) and
delirium (3/8, 38%) focused on improving drug prescription
and not on other risk factors. For discharge, 2 of 4 interventions
focused on (and succeeded in) improving prescriptions at
emergency department discharge [28,29,32].

We grouped the 81 different outcomesinto 6 groups. medication
(35), location or duration (11), prevention of geriatric conditions
(20), prevalence of geriatric conditions (10), surviva (3), and
costs (2). Outcomesin the medication and prevention of geriatric
conditions groups were mostly process-related. Outcomes in
the groups of prevalence of geriatric conditions and survival
were mostly patient-rel ated.

Patient-related outcome length of stay was measured in 10
interventions, none of which were primary outcomes, and none
of them showed a  significant improvement
[26,30,31,34,36,38-44]. The 5 interventions measuring 30-day
readmission also failed to show an effect on this outcome
[30,33,34,39,43]. Other outcomes that did not show an effect
in the included studies were survival and cost outcomes,
delirium, and orders for consultation [26,30,31,34,36,39-41].

Patient-related outcomes that showed a statistically significant
improvement (P=.04) were falls, adverse drug reactions, and
discharged home (percentage of patients who went home after
discharge). Falsor fall rates were measured in 6 interventions
and significantly reduced in 2 (primary outcome in 1)
[30,36-38,41,42]. Adversedrug reactions or adverse drug events
were measured in 2 interventions and significantly reduced in
1 (primary outcome) [26,27,45]. Discharged home was measured
in 2 interventions and significantly improved in 1 (no primary
outcomes) [30,31,39].

Implementation Factors

Articles about effective interventions described more often an
apriori problemor performance analyses and/or included more
often multifaceted interventions than articles about ineffective
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interventions. As Multimedia Appendix 4 shows, in 69% (9/13)
effective interventions and 0% (0/5) ineffective interventions,
a priori problem or performance analyses were conducted
before implementation [28,29,32,34,35,37,39,40,44,45]. This
was done by reviewing prescribing data, investigating barriers
and facilitators, mapping the use of computerized physician
order entry, or describing care before implementation. In total,
62% (8/13) effective interventions and 20% (1/5) ineffective
interventions were multifaceted interventionsimplying that the
intervention had more than one implementation strategy
[25-29,34,35,39-41,43,44].

Multimedia Appendix 6 [25-46] shows all implementation and
design factors per included article based on the Grol and
Wensing Implementation of Change model, the GUIDES
checklist, and the two-stream model. None of the included
interventions described all 7 steps of the Grol and Wensing
Implementation of Change model. All interventions reported
an implementation strategy (step 4 in the model). All
interventions described a CDSS, which is included in the
implementation strategy reminder. Aside from reminder, the
multifaceted interventions used varying dtrategies: 8
interventions described an educationa strategy (7 effective), 2
audit and feedback (2 effective), 2 practice and setting (2
effective), 2 organizational culture (1 effective), and 1 local
consensus processes (1 effective).

CDSS Design Factors

Articlesof effectiveinterventionsdescribed only 1 design factor
more frequently than articles of ineffective interventions:
consideration of the workflow. The workflow before
implementation was described or considered in the CDSS
development in 69% (9/13) effective interventions and 20%
(1/5) ineffective interventions [ 25-29,32,36,37,39-42].

The other design factors are shown in Multimedia Appendix 6.
Almost al studies described the clinical knowledge of CDSS.
None of the studies described clinica knowledge based on
prediction models or machine learning. Clinical knowledge was
mostly based on the Beers criteria, STOPP (Screening Tool of
Older Persons' Prescriptions)/START (Screening Tool to Alert
to Right Treatment) criteria, experts, guidelines, or scientific
literature [47-51]. In 11 interventions (8 effective), a
multidisciplinary team with geriatricians and pharmacists was
involved in selecting the clinica knowledge of the CDSS
[25-29,32-35,40,42,43,45].

Overall, the presentation of the CDSSs varied and included 6
patient-specific reports (4 effective), 1 in-basket message (0
effective), 7 (non) interruptive alerts (5 effective), 2 default
doses in computerized physician order entry (2 effective), and
6 (dynamic) order sets (5 effective). Only 5 interventions, of
which 2 were effective, described the use of patient data from
multiple parts of the patient record or multiple sources
[33,34,43,45,46]. For medication review, 6 of 8 interventions
described CDSSs huilt as stand-alone systems and therefore not
integrated into the e€lectronic  hedth record
[25-27,34,35,38,45,46]. The users of the systems were
physicians in 9 interventions (7 effective), pharmacists in 6
interventions (5 effective), and nurses in 4 interventions (3
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effective). Only 3 studies described a CDSS for multiple
specialists [40,43-45].

Discussion

Principal Findings

In our systematic review, we found 22 articles describing 18
different CDSS interventions for the care of older hospitalized
patients evaluated in controlled trials (including before-after
and other quasi-experimental designs). These CDSS
interventions focused on medication review, fals, delirium,
discharge or aftercare, functional decline, and pressure ulcers.
In total, 72% (13/18) of the included CDSS interventions
effectively improved geriatric care, mainly concerning
process-related outcomes. Two implementation factors—a priori
problem or performance analyses and multifaceted
interventions—and 1 design factor—consideration of the
workflon—were described in more articles of effective
interventionsthan ineffective ones. These factors are potentially
associated with effectiveness; however, more trials are needed
to quantify their impact or assess whether this association is
causal in nature. No factors potentially associated with
ineffectiveness were identified. We did not find any CDSS
interventions for three geriatric problems: incontinence,
planning, or communication with patients at discharge. The
included interventions had limited effectiveness on patient
outcomes. Furthermore, we found no data-driven CDSS in our
systematic review.

Most of the 18 included interventions focused on medication
review, delirium, and fals. We did not find any CDSS
interventions for incontinence, planning, or communication
with patients at discharge, and none of the CDSS interventions
effectively improved care for pressure ulcers. Of the 8
interventions on medication review, 6 (75%) showed an
improvement in prescribing for geriatric patients. This finding
aligns with previous systematic reviews, which also stated that
computerized support could improve prescribing for older
patients [9-11]. For delirium and fals, 75% (6/8) of CDSS
interventionsimproved care for delirium and 57% (4/7) for falls.
Our review isthefirst to assessthe effect of CDSSinterventions
on these common geriatric syndromesin older patients. Notably,
even though these geriatric syndromes are multifactorial, almost
half of the interventions for falls and delirium addressed only
asinglerisk factor.

Wefound only 3 factors—2 implementation factorsand 1 design
factor, which were described in more articles about effective
interventions than ineffective ones. In contrast to previously
published reviews, no other design factors were identified in
our study [12,13]. This could be because of the relatively small
number of published CDSS interventions assessing the effect
on geriatric careinacontrolled trial; 2 of the 3 factorsidentified
in our review were described in previousliterature. In line with
best practices in implementation science, a priori analysis of
problems and actual performance was described more oftenin
studies with positive outcomes [21]. The second approach,
incorporating CDSSwithin theworkflow, isin accordance with
best practices aswell [52-54]. However, for the third factor, the
literature is inconsistent. We found a potential positive effect
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of multifaceted interventions. In the implementation science
literature, it is not clear whether multifaceted interventions are
more effective than single interventions [55]. For falls,
previously published systematic reviews also showed
inconsistent results from multifaceted interventions, not
specifically with CDSS, in hospitals [56,57].

Scientific literature in geriatrics often has a lower level of
evidence because of heterogeneous patient characteristics and
the underrepresentation of older patientsin clinical trials [58].
Consequently, the clinical knowledge underlying CDSS has a
lower level of evidence. The quality of clinical knowledge is
important for the impact of the CDSS [59]. For the uptake and
acceptance of CDSSin geriatric care, evaluation studies would
preferably include patient outcomes not only to contribute to
evidence on the effectiveness of the system but also to contribute
evidence for the clinica knowledge. Our results showed that
patient-related outcomes rarely significantly improved. This
can be partly explained by the fact that only 3 interventions
were evaluated with a patient-related outcome as the primary
outcome, study sample sizes were too small to assess patient
outcomes, and/or the choice of patient-related outcomes. In our
systematic review, general patient-related outcomes such as
length of stay and 30-day readmission did not improve; however,
specific patient-related outcomes such asfalls and adverse drug
eventswereimproved in some of the studies. A paper describing
a framework for study designs in patent safety science stated
that acommon problemisthat general patient-related outcomes
can be influenced by factors other than the intervention [20].
Other systematic reviews of CDSSs also found sparse evidence
for the association of CDSSwith patient outcomes[9,12,60,61].
Two systematic reviews mentioned possible reasons. short
duration of studies and logistics difficulties measuring the direct
effect on patient outcomes and conducting RCTs for CDSS
interventions [12,61]. On the contrary, a systematic review of
CDSS for inpatients did find an effect on patient-related
outcomes[59]. Future studiesin geriatric CDSS should include
alarge enough sample size and duration and select appropriate
outcomes directly influenced by the intervention to show
significant effects on patient-related outcomes.

In our review, none of the clinical knowledge of the included
CDSSswasdata-driven; for example, it was based on prediction
models or machine learning. Data-driven methods typically
analyzelarge and complex data setsand are promising for CDSS
[62,63]. However, evidence of the effectiveness of data-driven
CDSSisthusfar limited [63]. Challengesfor data-driven CDSS
include having the models as black boxes that hamper users
understanding of the clinical knowledge underlying CDSS[62].
An example of an effective data-driven CDSS without a black
box is described in the study by Cho et a [64]. In this study,
not specifically focused on older patients and therefore not
included in our systematic review, a CDSS for pressure ulcers
was developed with a Bayesian Network model and linked to
the hospital electronic health record. The CDSS effectively
reduced the prevalence of pressure ulcers and intensive care
unit length of stay [64]. More studies are needed to explore the
possihilities of data-driven CDSSfor complex populations, such
as older hospitalized patients.
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The EPOC tool was used to assesstherisk of biasin all studies.
Nonrandomized study designs (eg, before-after studies) already
have ahighrisk of biasbecause of their study design. Therefore,
the overall bias of the included studies was high, except for 4
studies. Future evaluation studies should use randomized designs
where possible or high-quality, nonrandomized designs, such
astime series.

Strengths and Limitations

Our systematic review isthefirst to provide an overview of the
effect of CDSSsinimproving carefor various common geriatric
problemsin hospital carefor older patients. It is complementary
to previously published articleson CDSSfor prescribing inthis
population [9]. CDSSs targeting aspects of care other than
medication have not been previously studied in a systematic
review. A strength of our study is that we incorporated
implementation and design factorsin the analysis to contribute
to the understanding of CDSS effectiveness in this population.
We used previous literature on geriatric care, implementation
science, and CDSS to select geriatric topics and structure the
implementation and design factors. Another strength of this
study isthat we used abroad and comprehensive search strategy,
including checking the references of the studies. We chose to
includedl controlled studies; both RCTsand quasi-experimental
studies. RCTs are generally considered the highest level of
evidence; however, an RCT is often not practical in a CDSS
implementation because of contamination issues. Thus, our
choice to include other study designs provides a more
representative picture of studies conducted with CDSSs.

A limitation of our study is that the included studies and
extracted outcomes are heterogeneous and, therefore, not
sufficiently comparable for quantitative analysis. More
intervention studies are needed to quantify the effects on specific
geriatric problems and investigate potentia influencing factors
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on the effectiveness of these CDSS interventions.
Implementation and design factors not described in the articles
were not included in the analysis, which may have led to the
underrepresentation of these factors. Furthermore, 2 of the 18
included CDSS interventions used amost the same
implementation strategy in the same hospital, but at different
periods and with adifferent CDSS design: thefirst intervention
had amanual entry and the second was automatic [34,35]. Our
results can be affected by publication bias because, especially
with weaker study designs, studies showing an effect are more
likely to be published. The inclusion and data extraction
processes were performed by 2 individual researchers to
minimize potential bias.

Conclusions

In conclusion, our systematic review shows that CDSS
interventions have the potential to improve the hospital care of
older patients. Intotal, 72% (13/18) of theincluded interventions
were effective (mostly on process outcomes). Two
implementation factors—a priori problem or performance
analyses and multifaceted interventions—and 1 design
factor—consideration of the workflon—were reported more
frequently in articles of effective interventions. However, more
studies are needed to assess the impact of a CDSS intervention
on care for older hospitalized patients. Future studies should
use a strong study design, such as a randomized trial or
interrupted time series. RCTs are often challenging in CDSS
research because of the risk of contamination and technical
issues in randomizing the intervention. Furthermore, future
studies should include alarge enough sample size and duration
and select specific patient-related outcomes directly affected
by the intervention. Future studies should assess the effect on
geriatric conditions, quantify theimpact of implementation and
design factors on CDSS effectiveness, and investigate the
potential of personalized (data-driven) interventions.
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Abstract

The global and national response to the COVID-19 pandemic has been inadequate due to a collective lack of preparation and a
shortage of available tools for responding to a large-scale pandemic. By applying lessons learned to create better preventative
methods and speedier interventions, the harm of a future pandemic may be dramatically reduced. One potential measure is the
widespread use of contact tracing apps. While such apps were designed to combat the COVID-19 pandemic, the time scale in
which these apps were deployed proved a significant barrier to efficacy. Many companies and governments sprinted to deploy
contact tracing appsthat were not properly vetted for performance, privacy, or security issues. The hasty development of incomplete
contact tracing apps undermined public trust and negatively influenced perceptions of app efficacy. As aresult, many of these
apps had poor voluntary public uptake, which greatly decreased the apps’ efficacy. Now, with lessons|earned from this pandemic,
groups can better design and test apps in preparation for the future. In this viewpoint, we outline common strategies employed
for contact tracing apps, detail the successes and shortcomings of several prominent apps, and describe lessons |earned that may
be used to shape effective contact tracing apps for the present and future. Future app designers can keep these lessonsin mind to
create a version that is suitable for their local culture, especially with regard to local attitudes toward privacy-utility tradeoffs
during public health crises.

(JMIR Med Inform 2021;9(7):€27449) doi:10.2196/27449

KEYWORDS

contact tracing; COVID-19; privacy; smartphone apps; mobile phone apps; heath information; electronic health; eHealth;
pandemic; app; mobile health; mHealth

pandemic had resulted in over 200,000 deaths in the United
States [2] and over 1,000,000 deaths globally [3].

At the end of 2019, anovel coronavirus was determined to be  Strategiesto monitor and control the spread of COVID-19 have
associated with agroup of pneumonia casesin Wuhan, China  hinged around a combination of traditional and nontraditional
In2020, this novel coronavirus spread rapidly throughout China  strategies, including rapid testing, self-quarantine, and contact
and the globe, prompting the World Health Organization t0  tracing. Contact tracing has formed a key component of the
name the disease COVID-19 and the virus associated with the  plansto control the spread of infectious diseasesin recent years,

disease SARS-CoV-2 [1]. By October 2020, the COVID-19 yijelding a wealth of literature concerning its importance and
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efficacy. Contact tracing traditionally involves interviewing
infected individuals and following up with any close contacts
to communicate increased risk due to exposure and provide
information and strategies related to that risk [1]. Alongside
face-to-face contact tracing, various digital strategieshave been
employed to mediate this process and increase efficacy,
including the introduction of a wide variety of contact tracing
apps. In an article modeling the efficacy of contact tracing for
Ebola, Browne et a [4] identified and examined key
epidemiological parameters that impact the efficacy of contact
tracing, including incubation period, infectious period, and
monitoring protocols. During recent Ebola outbreaks, contact
tracing apps developed in Guinea and Sierra Leone have
provided a means for contact tracers to increase the speed and
accuracy of contact tracing and efficient centralization of
real-time data, as well as the coordination of resources and
interventions [5,6]. These studies suggest that technology may
play a key role in increasing the efficacy and timeliness of
contact tracing. In contrast to the studies above, which placed
technology in the hands of contact tracers, most strategies for
COVID-19 contact tracing implementations use available
smartphone technol ogy to actively monitor risk for usersin the
genera population.

A study by Ferretti et al [7] modeled the use of contact tracing
apps and concluded that widespread use of these apps could be
used alongside strategies such as widespread testing and physical
distancing to suppress the pandemic successfully. This model
suggests that contact tracing apps could allow greater freedom
of movement, but low app adoption or incorrect usage could
lead to continued spread. Similarly, models developed by
Yasaka et a [8] determined that although some disease
suppression could be seen with 25% adoption of their app,
higher population uptake (75%) would be required for more
substantial reductions of the infection curve. A primary concern,
therefore, in determining the potentia efficacy of a contact

https://medinform.jmir.org/2021/7/€27449
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tracing app is the number of people using the app and the
efficiency and accuracy of its information distribution. Rowe
[9] outlined three conditions necessary for the success of a
contact tracing app: (1) correctness of information including
diagnosis, (2) high likelihood of smartphone presence during
contact, and (3) a high proportion of people using the app. As
aresult of the myriad technological changesthat have occurred
in recent years, utilizing digital technology to perform contact
tracing isboth atruly promising solution and an unprecedented
problem. Therefore, extracting lessons from the current
pandemic and the role technology can play will serve ascrucial
componentsto optimizing public health strategies during current
circumstances and future outbreaks.

There has been a wide variety of COVID-19 contact tracing
app reviews published over the course of the pandemic across
arange of subjects, including technical analysis[10,11], privacy
concerns [12-14], and ethics [15-18], each of which present
valuable information on a specific aspect of digital contact
tracing. This viewpoint is designed to combine information
from across the expanding COVID-19 digital contact tracing
literature and address key considerationsthat must betakeninto
account for developing and refining future contact tracing app
design. This paper aims to accomplish this goal by providing
background on common strategiesfor app-based contact tracing,
discussing the advantages and limitations of several prominent
COVID-19 contact tracing apps, and elucidating the privacy
and nonprivacy concerns that have affected their adoption and
reliability during the COVID-19 pandemic. Table 1 summarizes
the key points of each section. This paper is intended as a
hermeneutic literature review, with analysis that provides a
specific viewpoint on the subject at hand. As such, aliterature
review was conducted over the course of July 2020 to March
2021 via PubMed and Google Scholar using terms including
COVID-19, contact tracing app, and digital contact tracing, etc.
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Table 1. Key considerations for the design of contact tracing apps, including those that relate to structure, technology, adoption requirements, and

privacy.

App characteristic Considerations

App structure Centralized
o  Generated user data stored or managed in a central server
«  Direct oversight of user data
Decentralized
«  Generated user data stored or managed on user devices
o User privacy and security advantages

App technology GPS and location-based tracking

« Additional potential for privacy concerns

«  Higher noise compared to Bluetooth

«  May be paired with proximity-based tracing for increased accuracy

Bluetooth and proximity-based tracing

«  Fewer privacy concerns, particularly when paired with a decentralized structure
« Highnoise—signal attenuation and accuracy issues due to environmental signal absorption and reflection

Adoption requirements Mandatory

. May beviewed asaprivacy violation

«  Higher adoption rates may increase the accuracy and efficacy of the app

Opt-in

« Voluntary use with specific permissions to address privacy concerns
« May havelower adoption rates that decrease the accuracy and efficacy of the app

Privacy .

An app should offer privacy from other users, the app manager, and snoopers
The privacy-utility tradeoff of an app must be shaped around the local cultural attitudes

«  Privacy and security have been repeatedly stated as primary concerns for app users. successful apps should adopt

a privacy-by-design structure

Other .

An app should be easy to use and reduce user fatigue

o  Battery drainage, interference with other medical apps, and incompatibility with some phone models have proved
to be barriers for successful global deployment of some contact tracing apps

o Users must be encouraged to follow all other precautionsto limit the spread of disease (ie, recommendations from
public health authorities like mask wearing and physical distancing)

Key Considerations in App Design and
Categories

In this section, we outline some of the common considerations
for developing contact tracing apps, namely strategies and
technologies employed. We discuss the advantages and
disadvantages of each of these strategies, particularly with regard
to efficacy and frequency of use of contact tracing appsglobally.

App Parameterization Using Epidemiological Data or
Disease and User Char acteristics

When developing new apps for contact tracing, several factors
must be accounted for within a gorithms and interfacesto ensure
accurate information and notifications for al parties involved.
For instance, rates and types of transmission must be
incorporated into the app design in order to determine the
number and time frame of contacts that must be notified and
tracked. The basic reproduction number (Rg) accounts for
baseline disease transmissibility without immunity from
exposure or vaccination or any intervention to prevent
transmission [19]. Transmission for COVID-19 falls into the
categories of symptomatic, presymptomatic, asymptomatic, and
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environmental transmission [7]. Contact tracing generally most
accurately accounts for symptomatic and presymptomatic
transmission, asasymptomatic and environmental transmission
may not be readily identifiable. However, when contact tracing
is paired with large-scale community testing, there is an
enhanced ability to model transmissibility, accounting more
accurately for asymptomatic and environmental transmission.

Incubation and infection times must also be taken into account
to narrow time windows over which contacts should be
identified for potential exposure. For COVID-19, the average
time to symptom development is 5.1 days, with 99% of
symptomatic cases displaying symptoms by 14 days[20]. In a
study of infectiousness profilesfor COVI1D-19 infector-infectee
transmission pairs, the highest viral load was observed at
symptom onset, translating to increased transmission risk [21].
However, 44% of secondary cases developed as a result of
exposure during the index patient's presymptomatic stage,
allowing COVID-19 to spread rapidly and highlighting a
heightened risk when the perceived threat is low. Indeed, the
disease’s highest transmissibility has been reported to be before
or immediately after symptom development [22]. Therefore,
when modeling the timescale over which a patient may have
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been infectious, contact tracing apps must account for possible
transmission up to 2 weeks before symptom development or a
positive test result for asymptomatic carriers. With the
incorporated passive observation of individual location or
contacts, this strategy may help to account and partialy
compensate for diagnosis delay, which was observed to lead to
increased spread, particularly as communities developed and
launched containment strategies early in the pandemic [23].
These parameters are essentia in initial app development and
determining individual risk but should a so be considered when
determining the amount of time necessary for data storage,
particularly given the privacy concerns voiced over the
long-term collection of location and health data [14].

Additionally, some thought should be given to the direction of
contact tracing with the collected data. Forward tracing, used
almost exclusively within current contact tracing apps, works
forward from a current positive diagnosis to identify the
contacts, particularly during peak infectiousness, who are now
at risk of contracting the disease [24]. Backward tracing,
however, works back from the current diagnosisto identify the
secondary origin of transmission and find additional contacts
who are now at risk of having the disease[24,25]. This method
of tracing seeks to find the source of an outbreak and has been
successful at identifying clusters around an individual known
to be contagious. For instance, backward tracing was used to
identify clusters and prevent further community spread of
COVID-19 in both Japan and Singapore early in the pandemic
[24,26]. Likewise, combining these techniques in bidirectional
tracing has been shown to be particularly important with along
incubation period, with models showing a 2-fold reduction in
effective reproduction number versus forward contact tracing
alone[24]. Currently, most contact tracing apps exclusively use
forward contact tracing, which fails to take advantage of the
full range of data available. Digital tracing alows for easier
extension of the tracing window in a bidirectional manner
because thereisno need to rely on patients memories. However,
if app usageis not high enough within alocal population, digital
tracing in either direction may be disrupted by network
fragmentation and insufficient data[24]. Therefore, in addition
to the epidemiol ogical datanecessary for app parameterization,
due diligence must be given to increasing app usage humbers
to increase the efficiency of a particular strategy, even those
shown successful in manual tracing and modeling.

When developing app parameterization and settling on
technol ogical strategies and techniques for implementation such
asthose discussed bel ow, app devel opers must ultimately choose
strategies that result in the highest efficacy and accuracy. This
strategizing must consider in particular app false positive and
false negative rates for the app. False positives (type | error),
referring to usersincorrectly notified of increased exposurerisk,
can put undue strain on health care infrastructure by increasing
demand for testing, result in increased levels of highly
negatively impactful enforced quarantine, and decrease app
utility by decreasing user attentiveness to app notifications
[10,27]. False negatives (type Il error), conversely, refer to
individuals who have had close contact and are at high risk but
are not identified by the contact tracing app, which may be the
result of low app sensitivity or improper tracing [10]. These
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high-risk individualsareignorant of their risk and may contract
the disease and spread it further in the community. The best
policiesand parameters based on this reasoning seek to minimize
false negatives first, as these will result in further untracked
community spread. These strategies, however, will likely result
in a high number of false positives due to prioritization of
high-sensitivity, low-specificity methods [27-29].

False positives may result through avariety of means, but initial
planning to prevent fal se positives must begin with the technical
strategy chosen and the policy-based design of initial parameters.
The definition of close contact (6 feet or 2 meters, 15 minutes)
most commonly put forward by public health entities has been
argued to be too coarse for mass tracing, as evidenced by the
high number of fal se positives seen with manual contact tracing
and that this definition has resulted in decreased accuracy with
digital contact tracing as well [27,28]. Likewise, as will be
discussed further bel ow, the technical strategies employed, such
as GPS or Bluetooth, will directly impact the accuracy and
efficacy of an app [11,30]. Signal strength and duration
selections for the app, as well as firmware and software
compatibility with the app and other users' devices, will play
arole [27]. These considerations make it imperative that apps
undergo significant real-world testing to determine efficacy,
data from which has not yet been revealed for most available
COVID-19 contact tracing apps.

Centralized Versus Decentralized Architecture

The decision to utilize a centralized, decentralized, or hybrid
overall structure or strategy isakey initial consideration when
designing and implementing contact tracing apps and requires
balancing privacy, security, and efficacy concerns. Centralized
apps use strategies that employ a main server for data storage
and analysis. Conversely, decentralized appsfeature data storage
that is distributed across the user network, with no individual
entity having complete control or information access [31]. A
hybrid architecture may have a component of both approaches,
with some information handled on individual devices with a
central server analyzing dataand sending notifications. Contact
tracing apps using each of these architectures have been
employed for COVID-19, with the choice of structure highly
dependent on government and cultural norms in the region of
use and the needs of public health officials.

A centralized contact tracing app architecture may require
significant trust in the beneficence of government investment
and national or regional data infrastructure. In a centralized
approach employing technology like Bluetooth LE, for example,
atrusted third party (TTP) such asagovernment or public health
entity may assign users an encrypted identifier that is
broadcasted during app use [32]. These encrypted identifiers
are broadcast to other users, with apps storing identifier lists
that may be sent to themain TTP server inthe event of apositive
diagnosis. Then, users who appear on this list will receive
notification of risk from the TTP through their app. Some
notable examples of COVID-19 contact tracing apps with a
centralized architectureinclude Singapore’s TraceTogether and
China's Health Code apps[33,34].

Conversely, decentralized architectures remove the role of data
accumulation and analysis from a central server and instead
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place these functionalities on user devices. Anonymous user
identifiers are generated as random seeds with a short lifetime
(chirps) that are exchanged with other user devices. Upon a
positive diagnosis, auser may upload seeds and accompanying
temporal data to a central server. By analyzing seeds and
temporal datafrom positive users on the central server, exposure
notifications are generated on user devices. In this way, the
central server does not serve as the primary driver of risk
assessment, nor, due to the anonymized or pseudoanonymized
nature of seeds and chirps, can identifying details be derived
frominformation available on the central server [10]. There has
been asignificant shift in interest toward decentralized or hybrid
app architectures in recent years for privacy and security
reasons, with a model focused on location privacy also
indicating lower data retrieval times compared to centralized
architectures [35]. Centralized approaches may be at risk of a
variety of privacy and security attacks, including
deanonymization of personal data through direct breaches of
the main server. Likewise, decentralized app structures may
also yield privacy and security concerns. For example, while
Bluetooth LE and other technol ogies that have been applied in
decentralized structuresmay record proximity-based datainstead
of positional data, personal medical information may be
extrapolated via a linkage attack that uses data concerning
specific, close contact notifications and known positional
information from other devices to determine disease status, as
explored by Bengio et a [12] in an excellent recent review of
security concernsfor decentralized app designs. Therefore, the
decisionto utilize acentralized versus decentralized app strategy
centers on tradeoffs between culturally specific privacy concerns
and structural trust needed for high population uptake as well
as security concerns.

Additional security measures can and should be developed for
both centralized and decentralized structures. Alongside
encryption and anonymization techniques, blockchain
technology has been suggested as atool for increasing security
and data privacy, particularly for decentralized strategies.
Blockchain technol ogies seek to decentralize databy duplicating
and distributing information across a global computer systems
network, making it difficult to spoof or manipulate data within
these distributed databases [36]. Xu et a [37] have devel oped
a blockchain method called BeepTrace, designed as a bridge
between users and central serversthat reducesthe vulnerability
of sensitive data such as user identification and location, with
the ability to predetermine and regulate the length of data
storage. This proposed blockchain would aso allow for public
accountability of governmentsand corporations viatransparency
and ease of information verification, as in the case of
manipulated efficacy data. However, in practica
implementation, strategies would require refinement to reduce
the intensive computational requirement for large populations,
particularly dense populations such asin Indiaand China.

L ocation- and Proximity-Based Tracking

GPS

GPS and global information systems (GIS) are routinely used
for large-scal e disease monitoring and predicting disease spread,
as seen with features such as Google Flu Trends, which have
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been used to predict the spread of seasona flu in the United
States [38]. Similarly, for COVID-19, online macroscale
tracking systemswere devel oped early in the pandemicto allow
for up-to-date information on the global and regional spread of
the virus. The timely updates of these online GI S and mapping
dashboards, including the Johns Hopkins University Center for
Systems Science and Engineering dashboard and Who Health
Organization Dashboard, provided a means of data sharing
concerning outbreak events for the public [39].

Alongside macroscale information, GPS and GIS technology
may be employed for individual contact tracing via GPS and
social media mapping. The ubiquitous use of GPS-enabled
smartphones in many regions of the world provides an
opportunity to collect spatiotemporal trajectory data for
individuals. One example of this is the STRONG
(Spatiotempora Reporting Over Network and GPS) strategy,
proposed and published by Wang et al [40], which analyzed the
backend GPS spatiotemporal data collected through the social
mediaapp WeChat to trace the close contacts of users, primarily
in China. This strategy offers a means of integrating cell
phone-based GPS positioning with voluntary real-world
transaction datathat provides accurate timestamps and position
information, although this aso requires a substantial
relinquishment of individual privacy. Similar to this strategy
and adopted soon after the STRONG system was published, the
Chinese government began employing a national monitoring
system, which, as opposed to GPS data, uses cell phone base
station positioning datato eval uate individual exposure and risk
[40,41]. Other  countries had aso  employed
government-sponsored cell phone location data collection to
track individuals and prevent COVID-19 spread, including
South Korea, which notified users before entry into “ high-risk”
zones, and Israel, which used location data to inform contacts
of confirmed infected individuals and for quarantine
enforcement [42]. Additional apps devel oped by countries that
involve location-based tracking include the Rilevatore Teramoto
app released by Italy and apps from Austria (NOVID20), India
(Aarogya Setu), Norway (Institute of Public Health app), and
Spain (Open Coronavirus), which combine location and
proximity-based tracing [32].

Therefore, GPS and | ocation-based mapping have been widely
viewed as a potential tool within the context of COVID-19
contact tracing apps. However, further refinement is needed to
reduce “noise” within GPS-based systems, which may reduce
the efficacy of the system to identify high-risk contacts or areas
with sufficient specificity [40]. The granularity of |ocation-based
GPS datamay not be sufficient to determine adistance of 6 feet
(2 meters), with GPS positioning error at approximately 10
meters indoors [11]. This limitation may lead to significantly
increased false-positive and false-negative rates, and hence
reduce the accuracy and efficacy for GPS-based contact tracing
strategies. Bluetooth proximity-based systems are generally
considered to be more accurate, with fewer false positives
reported [32]. Additionally, privacy concerns arise with the
thought of highly specific spatiotemporal tracing, particularly
when combined with timestamped real-world interactional data
available through social media networks, which may generate
problems with adoption. Security concerns must also be
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considered, as GPS systems are particularly vulnerable to
spoofing attacks, in which a fabricated GPS trail may send
incorrect spatiotemporal datato areceiver [43].

One example of a privacy-forward, Gl S-based app isthe COVI
Canada app, initialy proposed for government use, although
the Canadian government has moved in another direction [44].
The proposed app employs GeolP services to yield coarse
location datathat maps risk-stratified zones through which users
have moved. Additionally, Bluetooth-based contacts are
recorded among individuals. COVI Canada clams a
decentralized approach in which pseudonymized personal data
such as the number of contacts and diagnosis status are
encrypted and sent to the main server where risk is calculated
for each user daily via artificia intelligence (Al). The coarse
location data yielded by this approach may also provide heat
maps of outbreaks to public health authorities.

Bluetooth

In contrast to GPS mapping, Bluetooth records interactions
between individuals based on device proximity. When
individuals are in close proximity, Bluetooth-based token
sharing allows for a precise record of the interaction. In this
case, thelimited range of Bluetooth-based technol ogies becomes
advantageous for recording only close-range interactions to
approximate a 6-foot distance. Additionally, therelative signals
strength can be used to determine the approximate distance
between individuals, alowing for proximity tracing of
individuals in high-risk settings, such as indoor environments
or public transportation [ 32,45]. However, this strategy requires
high adoption for accurate proximity tracking and risk
assessment, as it requires a direct interaction between users.
Bluetooth has an approximately 10-meter location granularity,
with visibility between devices possible up to 30 meters apart
[11]. Signa attenuation may be used to indirectly assess
distances between devices, athough this is not linear.
Additionally, high standard deviation in received signal strength
between 2 and 6 meters decreases accuracy within this range,
and with 2 meters used to indicate close contact, it may lead to
decreased app efficacy and increased false positives using
Bluetooth technology.

Additionally, although Bluetooth-based tracing is generally
considered more accurate than GPS-based strategies, significant
issues are present with signal attenuation and accuracy. Signal
absorption and reflection by the surrounding environment can
lead to inaccuraciesin reported distances between users[46,47].
In arecent paper on thistopic, Leith and Farrell [48] evaluated
the efficacy of Bluetooth L E technology for COVI1D-19 contact
tracing in real-world environments, including users walking in
the city, at a meeting table, in a train carriage, and grocery
shopping, aswell as assessing the impact of device orientation,
use of ahandbag, and type of indoor wall on signal attenuation.
After observing significant impacts from all of these factors
and no corresponding decreasein signa strength withincreasing
distance, the authors called for extensive real-world testing of
Bluetooth-based COVID-19 contact tracing appsaswell asdata
toinform the efficacy of such apps compared to manual contact
tracing.
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Bluetooth-based strategies have become common, with some
notable examples, including national appsin several countries.
Singapore’'s TraceTogether app was the first such
Bluetooth-based, government-sponsored contact tracing app
[33], and since then, the list has grown to include the
Pan-European Privacy-Preserving Proximity Tracing (PEPP-PT)
app, released by a European consortium, aswell as Australia's
COVIDSeafe [49] and Canada's ABTraceTogether [44]. In
contrast, theindustry-based joint Apple-Google contact tracing
app aso relies on Bluetooth proximity tracing, but concerns
have arisen around private companies handling of sensitive
health data and this new role for large tech corporationsin the
public health arena[50].

The PEPP-PT app wasinitially touted by its creators as having
a90% true-positive and 10% false-negative rate [51]. However,
several studies since have indicated that Bluetooth-based
proximity tracing may have significantly high error rates. For
instance, in astudy by Girolami et al [52] involving high school
students, a traced interaction accuracy of 81% was obtained.
However, ininitial planning, 42% of student deviceswerefound
to be incompatible with active Bluetooth beaconing and
unusable for contact tracing, which would pose a significant
issuein the population at large. In areal-world setting, devices
will have different versions of Bluetooth technologies and may
receive, transmit, and damp signals at different levels. Likewise,
at least 50% beacon loss between device dyads was observed,
posited to be due to device positioning and unpredictable
environmental signal attenuation as discussed above. This study,
alongside real-world testing of the Bluetooth-based
Google/Apple Exposure Network (GAEN) by Leif et a [49],
points to somewhat unreliable and unpredictable efficacy and
utility for Bluetooth-based apps and demonstrates the need for
further innovation and design.

Contact Points

One dternative to location-based GPS or Bluetooth tracking,
which allows for more user privacy, uses an opt-in system of
contact points. Yasakaet a [8] proposed the idea of an app that
allows users to host or join checkpoints at which other users
may also check in by scanning a generated location quick
response (QR) code. I deally, userswould generate check-in QR
codes for any gathering or public place, which poses arisk for
COVID-19 transmission, and when a user tests positive, all
users who have checked in at locations with them over the
potential infectious period will receive an updated risk level.
High user adoption would be necessary for such asystemto be
efficacious. Additionally, appsthat rely on sustained conscious
use pose aproblem with user fatigue, with drop-offsin check-ins
providing the potential for inaccurate risk assessments.

Volunteered Health Status

An alternative to tracking or tracing appsis an app that allows
for volunteered health or contact information to be entered to
initi ate case-based contact tracing outside of the appitself. This
tactic of voluntary information entry mitigates some privacy
concerns centered around tracking and tracing. The two main
categories of apps falling into this category are symptom
monitoring apps and case-initiated notification systems. These
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apps do not directly perform contact tracing but instead serve
to use technology to simplify the contact-tracing process.

Symptom monitoring apps rely upon usersto accurately record
alog of personal recent health recordsto assess for COVID-19
risk based on symptomology and may be used most effectively
as a screening tool for identifying symptomatic cases. These
apps require regular logging of recent symptoms associated
with COVID-19, including fever, dry cough, shortness of bresath,
fatigue, muscle aches, and loss of taste or smell. Yamamoto et
al [53] reported an example of this system integrated into an
already established health screening app, K-note, which
significantly decreased the follow-up burden on health care
providersfor monitoring close contacts of COVID-19-positive
cases, allowing for efficient algorithmic identification of
symptomatic users. Additional personal data that might be
logged includes COVID-19-positive contacts, travel history,
and vidits to health care ingtitutions, allowing for further risk
stratification. Another such app includes the one implemented
by Yap et a [54], COVID-19 Symptom Monitoring and Contact
Tracking Record (CoV-SCR), which provides a designated
space for usersto track symptoms (rated 1-5) aswell askeep a
14-day record of travel and close contacts whom the user may
notify inthe event of apositivediagnosis. Medical and academic
institutions have already employed such effortsto keep aregular
log of potential symptoms as a means of preventing spread,
providing away to do afirst-pass screening of individuals and
identify those who may need to be tested or isolated.
Additionally, symptom monitoring may be paired with in-person
screening, such as temperature checks upon entry to an
institution. While many such apps are institution-specific, such
symptom logging may be integrated into currently available
personal health record apps.

Early identification of potentially COVID-19-—positive
individuals may enable efficient tracing of contacts and early
isolation. However, such apps rely upon the memory and
honesty of usersto accurately portray health status. Additionally,
thisstrategy failsto account for asymptomatic individuals, who
may dlip through the holesin this system and further spread the
virus. Users may aso be unable to account for strangers or
individuals encountered in public settings such as public
transportation. Passive tracing and tracking apps have therefore
become the preferred avenue of exploration and implementation
for apps intended for large-scale use, as discussed in the
examples below, most of which seek to combine symptom
monitoring with location- or proximity-based tracing.

Mandatory Versus Voluntary Use

There are three potential strategies for enforcing such an app at
a federal level: opt-in, opt-out, or mandatory use. An opt-in
model allows peopleto download the app if they so choose and
has been advocated for on the basis of consent for acquisition,
use, and sharing of personal information [23]. An opt-out model
would automatically provide the app for al, but users would
have the option to delete the app if they preferred not to use it.
The final model is a mandatory download of the app for all
people without deleting it. Mandatory app usage may be
enforced by preventing people from using public services or
entering buildings if they do not have the app. China, Hong
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Kong, Taiwan, and South Korea have used the mandatory model
[55]. Many ethical concerns have been raised about such a
design, including rights to personal autonomy and informed
consent [16]. However, another concern iswidening disparities
between those who have access to relevant technology such as
the internet and Bluetooth-capabl e smartphones and those who
do not. In addition to an inability to move freely or engage
meaningfully in publiclife, those who do not have smartphones
or new operating systems do not have access to incentives to
increase app use, such as those Parker et al [18] suggest like
funds for charity donations and free mobile phone credits.
Overdl, the ability of a country to enforce a mandatory
download system will depend on the socioeconomic status and
cultural values of its citizens, with some nations more likely to
experience significant pushback against or widespread
inefficiencies in a mandatory system.

Furthermore, once the app is downloaded, behavior on the app
may be mandatory/opt-in/opt-out. For example, once the app
isdownloaded, even if the app itself isoptional, location sharing
may be nonvoluntary and continuous. Other apps may allow
for opt-in for location sharing. Although this may minimizethe
app’s efficacy, this approach allows for greater user privacy if
they are venturing somewhere that is private to them.
Additionally, apps may require mandatory sharing of infection
status, asisthe casein Singapore.

Specific App Examples of Successes and
Limitations

In this section, we outline some of the large-scale
implementations of contact tracing apps, most notably those
created by national governments. We will discuss the successes
and downfalls of some of these implementations and touch on
how local cultural attitudes influenced the design of each app
and how it was received by the local population.

Singapore

Singapore’'s TraceTogether app was the first national
deployment of a Bluetooth-based contact tracing system in the
world. The app was presented as being “for the people,” with
the ultimate goal of protecting the population [33]. This
Singaporean technology provides several lessons for contact
tracing, including concerns about Bluetooth, the privacy-utility
tradeoff, aswell as centralized and decentralized systems. Most
importantly, the Singaporean contact tracing strategy reveals
how cultura attitudes and norms must be taken into account
within acommunity in order to achieve maximal success.

Aimed at transparency and international cooperation, the
Government Technology Agency of Singapore published
information about BlueTrace, the protocol that underpins
TraceTogether aswell as OpenTrace, an open-source repository
for other countries that heavily influenced Australia's national
app design [56]. The app features a hybrid
decentralized-centralized, proximity-based approach and
functions through contacts exchanging non—personaly
identifiable messages, with frequently rotated identifiers for
security and privacy. Encounter history is kept on local storage
and thusis decentralized. Whilethe app itself is not mandatory,
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onceauser istested positive, they arelegally required to release
their stored data to the government per the Infectious Disease
Act [55], after which health officials reach out to contacts based
on personal identifiers. At this point, a user’s data is stored on
acentralized government server [57], and the government retains
the right to share this information with other groups, including
other governments [55,58]. It should be noted that these
requirements would not be the same across countries and
communities. The government generally advertised the
TraceTogether app as being a privacy-by-design system because
of the decentralized setup [59]. However, thisis only true for
healthy individuals who do not have to share their data to the
centralized server for government control.

The BlueTrace authors aso note other privacy-by-design
implementation choices for the app. The TraceTogether app
claims to keep proximity data only for 21 days, therefore
limiting the amount of unnecessary data stored [56].
Furthermore, the BlueTrace report claimsthat users have control
over their data, and all of their information is deleted upon
request [56,59]. The TraceTogether system requires a health
official to confirm that a case is legitimate to avoid false
self-reported positives that may stir up panic and decrease the
program’s legitimacy and trust. However, the additional step
of health official approval may be difficult to implement in
other nations with high rates of uninsured citizens, who may
not be able to seek medical care. This concern will inevitably
affect some countries more than others, notably based on the
presence or absence of universal health care.

Since the system requires interaction between two users, an
increased percentage of people who download the app increases
the program’ s effectiveness quadratically [56]. While Singapore
was reaching relatively high usage as compared to other
opt-in/opt-out programs, the 17% download rate was il
insufficient to reach maximal efficiency [60]. However, the
government hesitated to make the app mandatory to prevent
pushback regarding surveillance and control concerns. There
were some concerns that the Singaporean government was
collecting cell phone data through the app, athough the
government denied these claims [61].

The app itself had several issues in terms of functionality. For
example, certain types of phones, including Apple products or
older models, could not download the app or experienced
severely limited functionality. Further, there were lags between
user contacts and device communication and logging. Thereare
also inherent limitationsto Bluetooth, including material barriers
that attenuate transmission signals. Additionally, Bluetooth
technology can interfere with other health-related apps and
implantable devices [62]. High variance in transmission power
across device types may also lead to difficulty in assigning
appropriate thresholds to determine close contact distances
relative to signal strength. Battery usage issues have also been
reported [56].

To address some of these technical issuesand privacy concerns,
the government eventually pivoted to distributing a wearable
device to al of its citizens, which would complement the
TraceTogether app. These devices would not contain any
information beyond contact history, thereby protecting mobile
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cell phone data. Further, since the devices were identical, they
would bypass some of the aforementioned technical issues
across phone models and provide access to all. However, this
implementation did not reduce concerns about location
surveillance. In contrast to GPS, which tracks location,
Bluetooth tracks interactions, which means that interactions
between lawyers, doctors, and journalists are no longer
confidential to the government [55]. Further, even with
Bluetooth, it is still possible to narrow down one's location,
especialy as data accumulates [57].

Chua et al [61] notes that America may be unable to mimic
Singapore’'s system because of cultural attitudes toward
privacy-health tradeoffs. Thisisgenerally true acrossall distinct
countries, which will each require individual policies that fit
their population. The app developers themselves note that this
system is specific to Singapore [58].

Apple/Google

On April 10, 2020, Apple and Google announced ajoint effort
to create a contact tracing app framework that would serve to
facilitate cross-platform monitoring as public health officials
globally developed apps for their respective jurisdictions [59].
Phase 1 of this effort focused on releasing an application
programming interface (API) for interoperability between iOS
and Android systems, which was released to public health
officials in May. This release was accompanied by signs that
these corporations had reached out to large nations to create
some patches between their initial health app designs and the
GAEN API, notably Australia [59]. Following this, phase 2
released a means of building access to public health apps into
theiOS and Android platformsthrough an Exposure Notification
app provided with software updates. This system allows for
Android and iOS users to opt in to an Apple and Google
initiative that also tiesin local contact tracing apps [59].

The API functions alow Android and iOS devicesto exchange
datawith each other for improved contact tracing. Additionaly,
thisframework features an opt-in, decentralized contact tracing
system that relies on Bluetooth technology. The main
emphasized advantage of the GAEN API was initially privacy,
with no mechanism for recording users' location data. A new
Temporary Exposure Key is generated once daily, with Rolling
Proximity |dentifiers (RPI) generated every 10 minutes. Beacons
with RPIs are broadcast every 250 ms, while devices scan for
beacons every 4 minutes. The signa strength of received
beaconsis used to determine distances between users, whilethe
number of beacons may determine the duration of contact
exchanged [45,50]. Close contact is generally defined as 15
minutes of contact at distances of lessthan 2 meters. The exact
parameters that qualify asignal as asignificant contact may be
determined by public health officials, with variable attenuation
thresholds chosen by the nation [45]. GAEN APlI—based apps
have been utilized worldwide, particularly within Europe (eg,
Germany, Switzerland, and Italy).

The value of Bluetooth-based apps is a precise record with
contacts who may be excluded or difficult to trace with
traditional contact tracing methods, such as strangersin public
settings. However, GAEN APl-based apps have recently come
under scrutiny for issues with efficacy in these scenarios. Leith
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and Farrell’s [45] study sought to apply the GAEN API in a
real-world public transportation setting, recording measurements
on acommuter train between handsets at greater and less than
2 meters for 15 minutes. Using Swiss and German attenuation
thresholds from apps released in late May and early June, no
close contacts were recorded. The Italian attenuation threshold
yielded 50% true positiveswith a50% fal se-positive rate. While
this study only used Android devices, it yielded data that
suggests significant changesin noise level s based on individual
use. Additionally, signal strength was demonstrated to have
complex interactions with the environment in which
measurements took place, including signal reflection by tram
walls and absorption by bodies (at 2.4 Hz), with no clear trend
in signal attenuation with respect to distance based on these
complex effects. Although more such studies are required, this
data suggeststhat the inherent flaws of Bluetooth-based contact
tracing, with small changes such as models of devicesand signal
absorption and reflection having an outsized impact on
outcomes, may significantly decrease the efficacy of the GAEN
API. Thislimitation may not be unique to the GAEN API and
is indeed of concern for all Bluetooth-based contact tracing

apps.

Although thisinitiative was initially well received, in addition
to issues of efficacy, several concerns surrounding the
imposition of large tech corporations’ influence in the spheres
of public health and politics have arisen. These doubts have
centered around a questionable past for both corporations
regarding data management aswell asthe potential for mission
creep for large tech companies [50]. The increasing inroads of
tech corporations into biomedical fields, as in developing Al
medical diagnostics, electronic medical records systems, and
software kits for clinical trias, have some worried that in the
rush to develop contact tracing apps, traditional medical
expertise and professional knowledge has been traded for
efficiency and optimization, which are the key values of
technological production [50]. In addition to this, upon release
of the GAEN API, Appleand Google have refused to work with
nations and public health entitieswith appsin development that
feature a centralized approach. This strategy effectively
undermined government attempts at app creation in France and
Latviaby refusing technical expertise[50]. Agencies have been
forced to create workarounds for their apps that are unstable
and battery-draining [59]. Thislack of good-faith effort in these
situations has been seen as evidence that public health and
privacy concerns are currently being used as a means of
increasing market share through contact tracing app
development.

Ireland

Ireland’'s COVID Tracker app has been highlighted as a
successful adaptation of the GAEN API for national use. As
such, the app functions as a decentralized, Bluetooth-based
system aimed at preserving individua privacy [62,63]. One of
the most significant accomplishments of the opt-in app wasits
relatively rapid adoption, with 37% of the population having
downloaded it within aweek of release[62,63]. Over the course
of July and early August, 137 users had been notified of their
potential exposure to COVID-19 [62]. The success of the Irish
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app has led to its government working with other nations to
retool the app for their use, including the United States [62].

Prior to launch, Irish health officials requested feedback from
academic researchers and dataand visualization expertsaswell
as civil societies to evaluate the app, which has been noted as
apotential sourcefor public trust and perceived efficacy [64,65].
According to the prerelease report card issued by the Irish
Council for Civil Libertiesand Digital RightsIreland, however,
there were concernsregarding app privacy and security structure
[64]. Most significantly, these groups noted the lack of efficacy
data to back up claims of high accuracy, the need for timely
deletion of personal data which could be extrapolated to yield
user location, and concern over the use of closed-source
Apple/Google software and control of health data by foreign
private entities.

China

The Chinese tech group Alibaba released their Alipay contact
tracing app Health Code on February 9 in Hangzhou [33,66].
Soon after, Tencent released a similar system on WeChat. The
QR code-based Health Code app has abroad audiencein China,
with the app used in over 300 Chinese cities with at least 900
million users as of August 2020 [33]. Through public-private
partnerships and centralized government monitoring, Health
Code has now become mandatory for access to public spaces
in many areas. The app uses a col or-based QR code system that
reveal s user risk—green, yellow, or red. Thosewith agreen QR
code may visit public spaces and others, while those with a
yellow or red QR code are subject to self-isolation for 7 to 14
days [33,67]. App data pairs actively collected data such as
self-reported symptoms, address, and government ID with
passively collected GPS location data, online transaction data,
and surveillance via facial recognition technology, CCTV
(closed-circuit television), and drones, al of which are
monitored and synthesized by a central government server to
determine exposure risk and generate the QR codes [66-68].
The users statusis updated daily at midnight to account for the
previous day’s activities [33].

The mandatory acceptance of this app has been cited for
enabling greater effectiveness versus voluntary acceptance for
reducing the spread of the virus. Additionally, the app's
widespread use has demonstrated amuch stronger tracing record
versus South Korea, which only requires diagnosed individuals
or close contacts to download their app [67]. However, the
mandatory, centralized structure of thisapp may beresponsible
for considerable user stress. In one study by Joo and Shin [67],
users reported that issues with app inaccuracy and errors were
less stressful overall than privacy concerns. Because public
spaces are restricted, even without a mandate, a de facto
mandatory environment would exist for users who want to
participatein public life, such asgoing to work or seeing family
members, and could exclude those without accessto appropriate
technology or reliable internet access, highlighting the
complexities of regulating movement based on exposure risk
[66].

Likewise, significant concerns have been raised regarding
erroneously issued yellow and red QR codes due to incorrect
data entry or technical errors, which may necessitate
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unwarranted self-isolation [67]. Conversely, false-negative green
codes have been reported in Wuhan, with COVID-19-positive
individual s given apassto public areas[33]. Users have reported
difficulties in having an incorrect code corrected within the
centralized system, adding to technological stress associated
with the app [67]. Inconsistencies at the local level have added
confusion to this process as users move between regions, with
ayellow coderequiring 7 days of quarantinein Hangzhou versus
14 daysin Shandong [33]. These issues have been paired with
alack of transparency on the part of the government regarding
the app’s operation [67].

Additional concerns include a reliance on private tech
corporations to provide location data, echoing concerns of
public-private partnerships that ring similar to those voiced
about the Apple/Google GAEN API [67]. Alarms have been
raised regarding the potential for Alipay and WeChat to share
information with police agencies [33]. Likewisg, this public
health role provides large tech companies with unprecedented
access to individual health information, which concerns some
users due to the overall lack of transparency in this process. It
remains unclear how exactly public and private entities manage
data collected through the Health Code, who owns this data,
and how the government regul ates the Health Code [33].

South Korea

The South Korean contact tracing app, Self-quarantine Safety
Protection App, was mandatory for al citizens, and data was
stored in a centralized database. Citizens could then view the
database and see peopl€e's whereabouts to determine if they
were at risk [68]. One critique of this system was that users had
to read through a lot of information daily, such that users
stopped actively checking the updated information. Another
app, Corona 100 m, created a more streamlined service to
identify infection hotspots to avoid information fatigue [69].
However, one of the most common critiques of the South Korean
system was the lack of privacy, security, and protection from
fellow users/laypeople and protection of the business. Protection
from identification is essential to avoid stigmatization of any
individual or businesses, especialy in the worldly context of
economic strain due to the pandemic [70].

Introna and Poulodi define privacy as the protection from
judgment from others, a highly relevant concept when
considering the case of privacy breaches from contact tracing
apps in South Korea[70-72]. In South Korea, businesses were
threatened with fal se reports on site. Further, reporting of cases
inor around the region of businessesresulted in economic strain,
boycotting, and riots. Thisrelatesto Rowe's [9] first condition
for a contact tracing system’s success: correctness of the
information on the app. This first point has two factors to
consider: all diagnostic tests have some rate of false negatives
and false positives, which may be reduced but not eliminated.
Another factor is self- versus physician-reporting of positive
cases. If users sdlf-report, security issues arise, including the
possibility of false reporting to stir anxiety and fear or even
attack a specific location or business, as seen in South Korea.
The latter point touches on the issue of privacy for businesses:
by sharing the specific location of the infection, businesses
around that area are now at risk of financial strain or even
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boycott. However, if physicians must report positive cases, the
app would acquire less information, with those unable to go
into a doctor’s office or hospital unaccounted for. Further,
whether a business is identified as a hotspot for infection due
to blackmail, or it smply was the location of a positive contact
point, the business may <till be placed at an economic
disadvantage. That information about the businessis now being
shared, potentially without their knowledge or consent, and they
may be judged as a result. Methods of contact tracing which
use GPS, QR codes, or any location-specific identifiersthat are
freely shared among users put businesses at risk.

However, businesses were not the only parties affected by South
Korea's system. Personal information about individuals was
discovered or speculated, leading to the stigmatization of those
individuals. Thisresult was especially damaging due to the fact
that participation in South Korea' s system was mandatory, rather
than opt-in or opt-out. Therefore, those infected had no means
of privacy from widespread stigmatization from their peers.
Even without specific name sharing, individuals experienced
online attacks, and events involving collective action against
individuals online have been reported [73]. After an outbreak
in an area associated with gay clubs, many individuals did not
get tested or quarantined out of fear that they would out
themselves and be judged by their community. It has been
suggested that lottery-style randomized testing may protect
against issues such asthis[74].

Norway

Norway's Smittestopp app provides a key example of how
rushed devel opment of sensitive technol ogies can detrimentally
backfire. The Smittestopp app used both GPS and Bluetooth,
which was stored centrally on a government-controlled cloud
platform [75]. The app collected data including mobile phone
numbers, age, location data, and contact with infected
individuals [75]. The app was said to collect anonymized
movement data and would notify users of potential infected
close contacts [76]. The app was not open source, which
prevented community-based auditing [75]. The hasty
development of the app also meant that it had severa issues
and was not particularly user-friendly, which discouraged its
use [75]. Only 1.5 million people (out of 5.3 million)
downloaded the app, which was not enough people for useful
contact tracing [76]. As such, Norwegian Data Protection
Authority deemed Smittestopp illegal because it collected too
much personal information without providing aclear datausage
policy to its users. The government was advised to shut down
the app [76].

Norway's Smittestopp app was forced to undergo significant
restructuring in mid-June by the government since the number
of cases could not justify surveillance of the people [76].
Norway's rushed development of an app resulted in a
less-than-optimal program, with significant security risks. Such
an example highlights the need to be careful, thoughtful, and
deliberate in the creation of such an app, especialy when it
comesto privacy concerns. Without doing so, privacy breaches
may lead to a public that lackstrust in the app. After that point,
it may be difficult, if not impossible, to acquire trust again. It
isessential that as governments and organi zations move forward,
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these apps are prioritized privacy and security prior to
distribution to avoid wasted effort, resources, and time.

Despiteitslimitations and flaws, the app was at first successfully
deployed because Norwegian culture places high trust in the
government and novel technologies. What may be learned here
isthat full trust in novel technologies can lead to security and

Hogan et d

privacy breaches. However, afull distrust in novel technologies
prevents the implementation of innovations that could be
beneficial to local and global communities. Therefore, all of
thesedigital contact tracing appstogether (summarized in Table
2) show that a healthy skepticism level, aswell as standardized
and timely auditing, will improve future digital contact tracing
technologies

Table 2. Summary of key implementation decisions of each described contact tracing app.

App hame Country/company  Centralized/ decentral- GPS Bluetooth/  Google/ Apple  Mandatory/ opt-in/
of origin ized/hybrid other AP opt-out/ other
TraceTogether [33,55,56,58] Singapore Hybrid, centralized re-  Bluetooth No Opt-in
porting with a con-
firmed case
Google/Apple Exposure Notification — Apple/Google Decentralized Bluetooth Yes Opt-in
API [45,50,59]
COVID Tracker [62-64] Ireland Decentralized Bluetooth Yes Opt-in
Health Code [33,66-68] China, Ali- Centralized GPS, symptom No Mandatory
pay/WeChat tracking; QR code
Self-quarantine Safety Protection App  South Korea Centralized GPS No Mandatory
[69-74]
Smittestopp [75,76] Norway Decentralized Bluetooth Yes Opt-in

3API: application programming interface.
bQR: quick response.

Primary Limitations and Concerns in App
Design

Privacy and Security

Privacy and Security Limitations and Concerns

A high proportion of thelocal and national population must use
acontact tracing app for the app to be successful [9]. Thisnotion
isintimately tied with privacy, security, and autonomy. Public
perception and acceptance play a key role in app downloads
and usage for voluntary opt-in and opt-out systems. However,
notions of privacy differ from country to country, and local
perceptions will influence which implementation decisions are
acceptable. All contact tracing will require some privacy loss,
so each community must determinetheir optimal privacy-utility
tradeoff. When public health and wellness are at odds with
privacy, thistradeoff may be different than in times of stability.
Several surveys have been conducted worldwide to understand
opinions about digital contact tracing apps, and the primary
cited reasons for not using apps were privacy, security, and
surveillance. Given the large concern from users, privacy,
security, surveillance, and transparency must be at the forefront
of future and current contract tracing app designs.

In Ireland, of those surveyed who reported that they would not
download the app, the most common reason was privacy [77].
They found concerns that the app host would use personal data
for surveillance purposes, rather than for public health, and that
surveillance would continue after the pandemic. Similarly, a
survey study in Jordan found that 71.6% agree with the use of
contact tracing apps, but only 37.8% used such technology. The
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main concerns among survey participants were privacy,
voluntary status, and beneficence of the data[78].

In a recent large-scale, multicountry study with 5995
participants, the surveyors found general support for contact
tracing apps|[79]. However, they note that participants from the
United States were generally less supportive of the app than
other respondents. They found that this generally corresponded
with alack of trust in the national government. Similar to the
Ireland study, the main reasons given for not downloading the
app were concerns related to government surveillance (42%)
and cybersecurity (35%). Interestingly, they found that 74.8%
would definitely or probably download an opt-in app, but only
67.7% would probably or definitely keep an opt-out app.
Therefore, concerns of privacy, security, and autonomy are
primary concerns for users, especialy in the United States.

In aJohns Hopkins study of US citizens, 82% reported that they
would use a “perfectly accurate and private’ tracing app, but
only 24% to 26% would want one with even “alow chance” of
a data leak to the government, an employer, a tech company,
or anonprofit organization [80]. Given the benchmark that 80%
of smartphone users should download a contact tracing app for
it to be most successful, these results highlight the essential
nature of adeliberately chosen system, whichis private and full
transparency by entities with an active role in its execution.
Without a promise of privacy, it isfar lesslikely that a contact
tracing app will be adopted to the degree necessary for efficacy,
making it significantly less useful in public health efforts.

Given that even alow chance of dataleak isenough to dissuade
over 50% of US users, these apps must be reliable and able to
maintain a positive reputation. Even asingle privacy leak event
or controversy will result in alack of credibility for the app.
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After such an event, the app would unlikely be viewed as
“perfectly accurate and private,” preventing it from reaching
the >80% margin necessary for maximal efficacy. Therefore,
privacy concerns must be at the forefront of contact tracing app
design. Contact tracing apps, especialy in the United States,
should protect users (both individuals and businesses) from
fellow users, the authority hosting the app, and snoopers or
hackers.

Privacy and Security Recommendations for App
Devel opment

In the time of a pandemic, certain rights may be loosened for
public heath and safety, for example, requirements such as
mandated quarantines and mask wearing [81-84]. While
disagreement has arisen with these measures, thereisageneral
sense of compromisefor the sake of public health [13,85]. When
it comesto contact tracing mobile phone apps, acentral question
iswhat privacy-utility tradeoff fitswithin alocal community’s
values. Will people alow personal location information and
contacts to be shared so that the pandemic could be slowed,
lives could be saved, and quarantine restrictions could be relaxed
sooner? If so, what are the limits of loss of privacy? Inherently,
for these apps to function, some degree of location information
must be shared. There is an ethical balance between reducing
the havoc of the pandemic and saving lives and risking some
loss of privacy [68]. Rowe [9] hypothesized that individuals
might be comfortable with the risks of location sharing if that
meant increased health and financial protection for themselves
and their families. Ghose et a [13] found that Americans
increased their rates of location sharing services during the
pandemic, suggesting that people were comfortable reducing
some levels of persona privacy for the sake of public health.
Attitudesin South Korea show that the population is comfortable
with privacy leakagesfor the sake of public health [68], whereas
reportsin American and many European countriesfavor privacy
over public health interventions [79,80].

Nevertheless, in the design of these apps, the likelihood of an
information leak should be minimized and not purposefully
done. While individuals may sacrifice privacy for the public,
unnecessary risks must be minimized. Thisrequires purposeful
security design, transparency about data use that should be
exclusively for public health purposes, and a promise of
nondiscrimination both at the hand of the app host and fellow
users. To ensure these requirements, there must be a balance
between minimizing information sharing while maximizing the
usefulness of the appitself [18]. Yannakourou et a [86] outlined
several guidelines. For example, the minimum amount of
individual information must be gathered that still allows for
efficacious operation, meaning the removal of outdated data
that is older than the incubation period of approximately 2
weeks. Unnecessary additional information isdeemed unethical
since it serves no purpose for public health but is instead
collected for the sake of data collection itself. Singapore's
reported 21-day limit follows this guideline. Furthermore, the
app should cease use after its benefits are no longer needed (eg,
at the end of the pandemic). If these practiceswereimplemented
and advertised, this would aso further garner trust and,
therefore, increase the population’s usage.
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While these concerns relate to privacy and transparency from
the central host of the app or from fellow users, the app should
also be safe from snoopers. For instance, only 16 of 50 apps
reviewed prioritized data encryption and security via data
anonymization and aggregate online reporting in one study [87].
This concern reinforces the importance of not rushing to
deployment but rather carefully confirming the protection of
the app from any type of information leakage. Open-source
technol ogy and community-based auditing have been suggested
as one means of achieving thorough security [80]. Such
transparency encourages trust, allows third parties to confirm
the intentions of the app host, and allows the technology to be
further improved, including cryptographic methods. The
Massachusetts Institute of Technology (MIT) Private Kit: Safe
Paths has been commended as an open-source, secure, and
decentralized program [88]. The MIT implementation was
designed with privacy as a priority, and their transparent,
open-source model prevents abuse on the part of the app host.
Many others have called for increased levels of transparency,
whether that be clear and understandable statements regarding
the use of data collection or open-source code availablefor audit
[66].

Since privacy-related concerns were the main cited deterrent to
app usage, privacy-by-design implementations are necessary
for asuccessful contact tracing app. An app must be thoroughly
vetted and trusted for its ability to maintain its users' privacy
and security. An opt-in system may be best in that case,
especialy in the United States, astrust in government is lower
than in other nations [66]. Regardless, this may requiretrust in
the government or in the authority hosting the app through
transparency and decentralization. Open-sourceimplementations
allow for outside auditing and clear understanding between the
developer and the user to increase transparency and
accountability. Thisis a large concern from those who do not
wish to download such apps and feel that the government may
be using their data for reasons outside of public health and
slowing the virus. If the program istrustworthy by open-source
practices and transparency and follows proper ethical guidelines,
the app may garner more users.

Several other important ethical aspects must be considered when
designing such apps, as has been emphasized by severa reviews
[15,16,18]. It has aso been emphasized that mandatory
downloading ishot an appropriate sol ution, as not everyone has
access to smartphone technology. Similarly, there are concerns
about how contact tracing can be used to free people from
guarantine in an equitable and fair manner, given that not
everyone has accessto thistechnology [15]. Others have brought
up concerns about the use of such apps for surveillance and
policing of marginalized populations [89]. There are aso
concerns that centralized servers may risk individual privacy
from state surveillance and third-party data breaches. However,
centralized information allowsfor future epidemiol ogy research
or public health service planning.

In sum, there are many ethical concerns surrounding contract
tracing apps, many of which pertain to privacy, security, and
surveillance. Given that alarge number of people must actively
use contact tracing apps for them to work, opt-in
implementations must be trusted by their user base. Thereisno

JMIR Med Inform 2021 | vol. 9 | iss. 7 [€27449 | p.26
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

perfect formula for success in implementation, in large part
because each community has its own values and will require a
unique approach to the privacy-utility tradeoff. Local |aws may
also place constraints on what is possible. Surveys of local
populations can be used as a springboard to app design. App
designers must consider local political and cultural attitudes
toward technology, privacy, and public heath. Politics can
determine regulations on app data collection, and so political
norms may dictate the limitations of app functionality. Further,
cultural attitudes are likely to influence whether local people
are willing to download and use the app at al. Of course,
political and cultural attitudes can influence one another. Politics
are often areflection of general cultural expectations. We have
highlighted several key contact tracing apps designed
specifically based on local political and cultural attitudes, such
asthe appsin Singapore, South Korea, and Norway. These app
implementations may not have been successful or possible at
all in countries other than their origin. As such, it is of utmost
importance to have a good understanding of local attitudes and
needs to ensure that the app is most effective. Future contact
tracing apps in the United States will require high levels of
privacy protection; open-source and transparent design; and a
decentralized, opt-in system.

Nonprivacy Concerns Related to Apps

As previously discussed, high and consistent long-term usage
is essential for contact tracing app efficacy. Although privacy
is a key element limiting the extent of usage for this current
generation of COVID-19 apps, several nonprivacy factors
remain at play in driving users against consistent long-term
usage.

App Efficacy and Perception | ssues

Issues with app performance have resulted in significantly
decreased usage. One of the most impactful examples is
excessive battery usage due to contact tracing apps. In addition
to privacy, Singaporeans have cited depletion of mobile phone
battery life as one of the primary reasons against the
TraceTogether app [17]. Thus, evenin anation with high levels
of digital inclusion and public governance, less than a quarter
of Singaporeans downloaded the app initially [55].

Additionally, in response to a software bug in the exposure
notifications system developed by Google and Apple[90] caused
by the recent update to the GAEN API [91], 83,000 users of
Ireland’'s COVID Tracker app (out of 1.5 million users) deleted
it from their mobile devicesin an attempt to solve the underlying
technical issue[92]. Asaresult of the Health Service Executive
working with Google and NearForm (the I reland-based company
that designed the app) to solve this Android-specific problem,
10,000 users have already reinstalled the app. However, in a
recent October 2020 survey, over half of respondents stated that
their app’s Bluetooth technology adversely affects device battery
life [78]. These examples highlight the difficulty in regaining
users once challenges are encountered and users are lost.
Therefore, it is essential that extensive prerelease testing is
performed to determine any underlying issues that could affect
widespread usage.
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While this technical debacle resulted in a loss of 73,000 app
users, rapid responses to such issues may mitigate such
nonprivacy factor effects on consistent long-term usage. Other
than the bug affecting users of the COVID Tracker in Ireland,
there have been no other significant reports of battery draining
and overheating issues caused by a COVID-19 app. For
example, nations such as Canada have seemingly experienced
no battery drainage issues, even though they have also utilized
the Apple-Google framework [93]. However, evenif therewere
to be future issues, several organizations have resorted to
building their own “localized” platforms with no dependence
on the GAEN API [94]. For instance, Virginias state
government reports that they will forgo using the GAEN API
for their system, but this may result in the need for significant
workarounds for interoperating system communication that
results in subpar performance [95]. The lack of transparency
and comparability in app design may result in areduced ability
to resolve these issues and decrease app trust in the public.

Another possible factor in limiting the broad usage of
COVID-19 appsisalack of belief in such apps’ effectiveness.
One element of thisdistrust isevident in asurvey by theltalian
polling organization SWG [96]. In a survey asking 800
individuals, “Why did you choose not to download the |mmuni
app?” the most popular reason was “l do not consider it
effective” (44%), after which was “I’'m afraid for my privacy”
(29%).

Finally, a significant factor against the broad usage of contact
apps is an emerging sense of complacency. In areport by the
Centersfor Disease Control and Prevention, 41% of respondents
have faced mental health challenges related to COVID-19 and
steps taken to combat the pandemic, including social distancing
and stay-at-home orders [97]. The literature has also revealed
that stressors such as longer quarantine duration, fears of
infection, frustration, boredom, inadequate supplies, inadequate
information, financial loss, and stigma have contributed to
negative psychological effects, including posttraumatic stress
symptoms, confusion, and anger [98]. Downloading an app
represents another self-sacrifice citizens have to make alongside
activities like socia distancing and mask wearing that are
already mandated or strongly recommended. The long-term
nature of the COVID-19 pandemic may lead to complacency
when given the opportunity to make another COVID-19-related
personal decision.

Theliterature hasrevealed that adecreasein concern, in addition
to low political trust, can combine to undermine compliance
with governmental restrictions during the pandemic [99]. This
complacency can significantly adversely affect the adoption of
contact tracing apps, even if the ruling government
recommended them.

App Efficacy and Perception Recommendations

While issues like complacency may stem from the external
issues dealing with pandemic fatigue, there are potential
solutions for app efficacy and public perception. Bluetooth LE
technol ogy, the currently preferred technol ogy for decentralized
apps aimed at increasing user privacy, must be demonstrated
to consistently and correctly measure user proximity. As of
now, Bluetooth LE measurements are subject to discrepancies
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in signal attenuation based on the specific device used, the
relative orientation of devices, and signal absorption and
reflection by bodies, handbags, walls, etc [45]. Additional
research must be conducted to increase the accuracy and efficacy
of the employed technologiesif contact tracing apps areto play
an impactful rolein infectious disease control moving forward.
Toward this end, the Nationa Institute of Standards and
Technology, along with the MIT PACT (Private Automated
Contact Tracing) project, hasissued its“too close for too long”
challenge to engage with research organizations worldwide
concerning noise reduction and more precise distance and
temporal estimation of Bluetooth LE signals[100].

Efforts to reduce unwanted false positives and fal se negatives
have evolved in several directions. The Hamagen app used by
Israel, for instance, allows usersto see the location and time of
potential exposure and indicate if they were not present [10].
Alternatively, datafrom contact tracing apps could be compared
with manual tracing efforts to confirm or refute fal se positives
and negatives, and health care providers could be called upon
to report and authenticate data to reduce false negatives [10].
Additionally, big data could be used to filter out false positives
in a centralized system.

For proximity-based strategies as well as location-based
techniques, simulations and modeling may be used to guide
design in terms of efficacy and community tailoring. For
instance, Pandl et al [101] recently devel oped and implemented
a spatial proximity simulation, which looked at the effects of
both proximity detection range (0.2-10 meters) versus contact
tracing app adoption (20%-100%), including simulations of
decreased use with increase false-positive rates (25%-100%
false positives). At higher adoption rates, longer proximity
detection ranges (2 meters, 10 meters) were most effective at
reducing disease spread but also resulted in increased false
positives, which triggered decreased app utilization in highly
reactive scenarios. The authors emphasized that this indicates
the need to tailor app parameterization and strategies to match
cultural expectations, indicating that less sensitive methods
involving Bluetooth, GPS, and QR codes would be more
acceptable in countries comfortable with a trade-off of high
false positives for high efficacy.

In a recent review discussing digital technologies for contact
tracing apps, Trivedi and Vasisht [11] discussed research to
improve upon existing Bluetooth LE signals such as
time-of-flight measurements using Bluetooth that allowed for
accuracy to the foot and hybrid techniques such as those
employing Bluetooth LE and acoustic-ranging in conjunction,
although these have not been widely validated and are not
ubiquitously deployable with today’s smartphone technology.
Alternatively, merging technical strategies may result in
increased overal specificity, particularly for popular
Bluetooth-based approaches. A recent paper from Nguyen et a
[46] explored theidea of amulti—smartphone-sensor system for
contact tracing using Bluetooth combined with barometer
(effected by altitude and winds for indoor or outdoor
environments), magnetometer (dynamic time warping used to
interpret magnetic field vectors), microphone (high frequency,
low amplitude short chirps emitted and time of flight measured),
and WiFi data (reliant on agrid of WiFi hotspots). With added
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distance-based readings (microphone, WiFi), accuracy was
increased from 25% to 65%, and the additional inclusion of
environmental readings (barometer, magnetometer) further
increased accuracy to 87%. It should be noted, however, that
the significant reduction in fal se positives was accompanied by
a small increase in false negatives. However, these results
indicate potential for increased efficacy by the synergistic
leverage of multiple sensorsfor proximity-based digital contact
tracing.

Finally, in order to increase public trust in contact tracing app
efficacy, apps must undergo extensive testing prior to public
release. Moreover, thistesting must include rigorous eval uations
of app efficacy in rea-world environments, particularly those
in which users are most likely to have encounters that are
difficult to trace, such as public spaces. For example, Leith et
al [48] have done testing of the GAEN framework in settings
such as public transportation. The efficacy of these appsis not
as simple as ensuring customer satisfaction, although this is
important for maintaining consistent use, but has become a
question of public health as such apps are embraced by national
governments worldwide. As such, Bhatia et al [102] suggested
that mobile health (mHealth) tool s such as contact tracing apps
may require regulatory intervention and need the introduction
of regulatory sandboxesfor extensive betatesting among diverse
populationsin diverse environments[102]. This strategy would
ensurethat efficacy datawere available and rigorous before the
release of a public health app in a time such as our current
pandemic, which could both increase faith in the intervention
and ensure that it is an appropriate allocation of resources.
Appropriate and expedient evaluation of digital contact tracing
apps will help determine if the benefit of this technology is
worth the potential privacy and security risks previously
discussed. Colizza et a [103] have called for such evaluation,
and they suggest the use of surveys, epidemiological analysis,
and experimental studies. At the time of writing, such analyses
were minimal. With thelessons gathered from the use of contact
tracing apps for COVID-19, better technology should be
available for urgent and efficacious deployment in the event of
another infectious disease outbreak. Because contact tracing
apps call for some surrender of private data, it is necessary first
to ensure that the technology used will be effective in the
environments where it is most needed.

To our knowledge, the only evaluation of a digital contact
tracing app was reported by Saathé et a [104] on the
SwissCovid app in Switzerland, which uses the exposure
network framework. They demonstrated a proof of principle
that the app reached appropriate contacts who later tested
positively for SARS-CoV-2. They provided evidence that
notified users subsequently sought SARS-COV-2 testing. This
suggests that the SwissCovid appropriately notifies people to
self-isolate if they are at risk, which can limit transmission as
aresult. Nevertheless, there has been model-based analysis on
contact tracing in general, which has found that contact tracing
can reduce the effective reproduction number of a virusif the
tracing is done with minimal delay, the tracing is accurate, and
thoseinformed of their potential risk follow appropriateisolation
protocols [105]. This research suggests that mobile app
technology can reduce thetracing delay, and thus, digital contact
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tracing apps may minimize viral transmission. Other models
have suggested that smartphone-based contact tracing apps can
become particularly effective after the first wave of an outbreak.
The limitations to effectiveness, as discussed, include the rate
of download and use, as well as the accuracy of the app [30].
Still, other than the analysis of the SwissCovid and these
theoretical models, evaluations of specific contact tracing apps
were not readily available at the time of writing.

Conclusion

In conclusion, there were many lessons learned from contact
tracing apps that were designed to slow the spread of
COVID-19. Many of these lessonsrelate to one core theme: for
such an app to work, it is absolutely required that the app be
used by a significant portion of the population. For this
requirement to be satisfied, the app must offer three main
capabilitiesto its user: (1) alevel of trust in the efficacy of the
app itself, which requires proper functionality and testing; (2)
alevel of security and privacy from the app host, fellow users,
and malicious entities; and (3) minimal cost or effort from the
user, whether that be in the form of battery usage, manual and

Hogan et d

frequent use of the app, or ahost of other factors. Some of these
requirements are obligatorily balanced. Many of the apps that
proved unsuccessful so far did not sufficiently meet requirement
1 and potentially requirement 2. Therefore, many of these apps
have been unable to gain and retain the number of users needed
for accurate contact tracing, rendering them ineffective. It was
proven repeatedly that these apps must be properly vetted and
tested in multiple aspects prior to deployment, as technical
performanceissues haveled to decreased public trust and usage.
Likewise, any legal and ethical considerations concerning
privacy must be adequately addressed before releasing an app
for public use. To avoid the rushed time constraints from an
emergency setting, proper development of such apps will need
to happen prior to the emergency. In other words, similar to
many other issues, we must be proactive rather than reactive
when it comes to the use of contact tracing apps moving
forward. Likewise, transparency from all actorsinvolved in the
development and management of contact tracing apps is
necessary. The use of contact tracing apps during the COVID-19
pandemic will improve contact tracing apps in general by
providing these real-world lessons.
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Abstract

Background: To meet the growing importance of real-word data analysis, clinical data and biosamples must be timely made
available. Feasibility platforms are often the first contact point for determining the availability of such data for specific research
guestions. Therefore, auser-friendly interface should be provided to enable accessto thisinformation easily. The German Medical
Informatics Initiative also aims to establish such a platform for its infrastructure. Although some of these platforms are actively
used, their tools still have limitations. Consequently, the Medical Informatics Initiative consortium MIRACUM (Medical
Informatics in Research and Care in University Medicine) committed itself to analyzing the pros and cons of existing solutions
and to designing an optimized graphical feasibility user interface.

Objective: Theaim of this study isto identify the system that is most user-friendly and thus forms the best basis for developing
a harmonized tool. To achieve this goal, we carried out a comparative usability evaluation of existing tools used by researchers
acting as end users.

Methods: The evaluation included three presel ected search tools and was conducted as a qualitative exploratory study with a
randomized design over aperiod of 6 weeks. Thetoolsin question werethe MIRACUM i2b2 (Informaticsfor Integrating Biology
and the Bedside) feasibility platform, OHDSI’s (Observational Health Data Sciences and Informatics) ATLAS, and the Sample
Locator of the German Biobank Alliance. The evaluation was conducted in the form of a web-based usability test (usability
walkthrough combined with a web-based questionnaire) with participants aged between 26 and 63 years who work as medical
doctors.

Results: Intotal, 17 study participants evaluated the three tools. The overal evaluation of usability, which was based on the
System Usability Scale, showed that the Sample Locator, with a mean System Usability Scale score of 77.03 (SD 20.62), was
significantly superior to the other two tools (Wilcoxon test; Sample Locator vsi2b2: P=.047; Sample Locator vsATLAS: P=.001).
i2b2, with a score of 59.83 (SD 25.36), performed significantly better than ATLAS, which had a score of 27.81 (SD 21.79;
Wilcoxon test; i2b2 vs ATLAS: P=.005). The analysis of the material generated by the usability walkthrough method confirmed
these findings. ATLAS caused the most usability problems (n=66), followed by i2b2 (n=48) and the Sample Locator (n=22).
Moreover, the Sample Locator achieved the highest ratings with respect to additional questions regarding satisfaction with the
tools.

Conclusions: This study provides data to develop a suitable basis for the selection of a harmonized tool for feasibility studies
via concrete eval uation and a comparison of the usability of three different types of query builders. The feedback obtained from
the participants during the usability test made it possible to identify user problems and positive design aspects of the individual
tools and compare them qualitatively.
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Introduction

Real-world data analysisin medicine is becoming increasingly
important and relies on the timely availability of clinical data
and biosamples collected during clinical care processes in
university hospitals[1,2]. The exploitation and use of such data
are two of the major goals of several national and international
initiatives [3-5]. In Germany, this goal is being pursued with a
nationwide approach, particularly through the Medical
Informatics Initiative (MI1), in which all university hospitals
have joined forces in four consortia [6]. However, a crucial
aspect of this processis not only the allocation and preparation
of data from the respective source systems but also their
findability for external interest groups such as researchers. For
this purpose, thefeasibility platforms are acommon first contact
point before writing a data use request and submitting it to the
data provider. At this level, researchers can initially verify
whether the affiliated institution has a suitable number of patient
records for a planned research project. This usually requires a
graphical user interface that can formulate a description of the
desired patient cohort based on the study criteria. The M1l also
aims to establish such a platform as part of its central portal.
Although there are various projects that have aready
implemented such a platform, the tools used have specific
limitations, such as single source compatibility, a reduced
number of temporal constraints available [7], and limited
usability [8]. Consequently, MIRACUM (Medical Informatics
in Research and Care in University Medicine) [9], one of the
four MII consortia, has set itself the task of carrying out a
comparative evaluation of existing tools with regard to their
usability to identify the most user-friendly system, and thus
forms the best basis for developing a harmonized tool. Asthe
implementation of such a platform was intended to take place
as quickly as possible, a preselection of three implementations
already used in the consortium (also freely accessible for
researchersin Germany) was made for the usability evaluation:
the MIRACUM i2b2 (Informatics for Integrating Biology and
the Bedside) [10] feasibility platform, OHDSI’s (Observational
Health Data Sciences and Informatics) ATLAS[11,12], and the
Sample Locator [13] of the German Biobank Alliance (GBA)
[14,15]. The selection was based on the fact that they differed
greatly in terms of complexity and functionality, so good
coverage was expected. The usability analysis focused on two
questions: (1) which tool offers the best usability (overall) and
hence formsthe most suitable foundation for creating abalanced
tool? and (2) in which areas and with regard to which usability
aspects are the tools rated better or worse in comparison and
which recommendations can be derived for further devel opment?

Thispaper describesthe procedure used to answer theseresearch
questions. As the focus was on the evaluation of
user-friendliness, a usability analysis was conducted with
potential end users—laypeople, who should be enabled to
conduct feasibility studies. To the best of our knowledge, there

https://medinform.jmir.org/2021/7/e25531

has not yet been a study comparing these three query
builders—i2b2, ATLAS, and the Sample Locator—in terms of
usability. This study should address this gap in the scientific
literature. The methodol ogical approach in this study can serve
as a model for decision makers and researchers of similar
projects. The insights gained from the evaluation of the tools
by clinically active researchers will subsequently be used for
the further development of a unified tool.

Methods

Study Design

To evauate the previously selected search tools, a qualitative
exploratory study with a randomized design over a period of 6
weeks (from August 3, 2020, to September 13, 2020) was
conducted. It was carried out in the form of a web-based
usability test (usability walkthrough combined with aweb-based
guestionnaire) with femal e and mal e participants aged between
26 and 63 years who work as medical doctors that are also
engaged in research. In advance of this study, ethical approval
was obtained from the Technical University of Dresden
(Germany) ethics committee (SR-EK-262062020).

Recruitment

For avalid evaluation of usability, the study concept called for
astudy size of 30 subjects. Thiscorrespondsto three researchers
per MIRACUM site (n=10). Given the number of test persons,
it can be assumed that the majority of all usability problemsare
discovered [16]. A contact person at the respective location
identified and approached suitable study participants. In addition
to the requirement of being clinically active and engaged in
research, the test participants were required to have no
experience with the tools to be evaluated, enough time to test
all systems and answer aquestionnaire, and bewilling to record
the test. In case of interest in participating in the study, the
contact details were forwarded to the study team. At the start
of the study, the participants received an email containing all
relevant documents for conducting the evaluation. In addition,
the study information and a consent form were attached, which
needed to be signed and returned to the study team after
completion of the study.

Material

The three tools to be evaluated are the MIRACUM i2b2
feasibility platform (webclient version 1.7.12), OHDSI’s
ATLAS (version 2.7.7/2.7.8), and GBA's Sample Locator (user
interface version 1.3.0-alpha.4 and backend version 6.2.0). The
MIRACUM i2b2 feasibility platform is based on proprietary
(but internationally widely used) data structures. It is currently
based on the six basic modules of the MII core data set and
supports participation in international large-scale research [17]
(Figure 1). ATLAS s primarily aweb interface that allows the
use of various OHDSI tools. Functionalitiesinclude search and
navigation within the OM OP (Observational Medical Outcomes
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Partnership) Common Data Model Vocabulary database to
identify patient cohorts (Figure 2). Thethird tool isthe Sample
Locator, which is designed to search for samples and related
data from GBA-affiliated biobanks (Figure 3). Although the
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i2b2 and OHDSI ATLAS clients are already heavily applied in
international data sharing networks [10,11], the GBA Sample
Locator is productive as afirst version.

Figure 1. Example of aquery built using the MIRACUM i2b2. On the right side of the screen, the user can select the appropriate parameters and then
drag and drop them into “AND-linked" groups on the |eft side of the screen. Exclusion criteria are defined by the “Exclude” option in the groups. The
search is executed by selecting the button “Run Query.” i2b2: Informatics for Integrating Biology and the Bedside; MIRACUM: Medica Informatics

in Research and Care in University Medicine.
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Figure 2. Example of a query built using OHDSI’s ATLAS. The criteriain the form of concepts can be selected and linked by selecting the “New
Inclusion Criteria’ button. The definition of an exclusion criterion is made by defining it as a “noninclusion.” ATLAS requires that an entry and exit
event must be defined for the search. The search is executed via the “Generation” tab. OHDSI: Observational Health Data Sciences and Informatics.
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Figure 3. Example of a query built using the German Biobank Alliance Sample Locator. With the Sample Locator, the corresponding criteria are
compiled viathe selection menus. Input fields within a criterion (eg, diagnosis, as shown in the figure) are linked with “OR,” and input fields between
criterion fields are linked with “AND.” An exclusion can be defined using the operator “not equal to.” The search is executed by selecting the “ Send”

button.
<« C 0O @ samplelocator.bbmri.de/search
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Imprint | Privacy Policy

The usability analysis of the examined tools was based on the
processing of three tasks. The tasks were structured in such a
way that they increased in complexity. Although the first task
only required the selection of inclusion criteria (gender,
diagnosis, therapy, and laboratory test), the following task also
asked for a parameter to be defined as an exclusion criterion.
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The final task included a time component, which was queried
by specifying adiagnosis period. For the sake of comparability,
the respective tasks were coordinated accordingly between the
toals, taking into account the tool-specific functionalities (Table
1).
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Table 1. Queries construction. The users were asked to construct a query according to these specified criteria and find the number of corresponding

patients or biosamples.

Criterion type and criterion i2b22 Criterion ATLAS Criterion Sample locator
Query 1
Cohort entry event N/AP Observationperiod Duration: >365days ~ N/A N/A
Inclusion
Gender Female Gender Female Sex Female
Diagnosis Malignant neoplasm Condition occur- ~ Malignant neoplasm of Diagnosis Carcinoma mammae
of the brain rence the brain
Treatment Temozolomide Treatment Temozolomide Age <80 years
Lab values Platelet count: Lab values Platelet count: Sample type Tissue stored in forma-
<50.000/uL <50.000/uL lin
Cohort exit N/A Event will persist  End of continuousob-  N/A N/A
until: servation
Query 2
Cohort entry N/A Observation Period Duration: >365 days N/A N/A
Inclusion
Age >18 years Age >18 years Sex Male
Diagnosis Type 2 diabetes Diagnosis Type 2 diabetesmelli-  Diagnosis Atherosclerotic cardio-
mellitus tus vascular disease
Lab values Hemoglobin be- Lab values Hemoglobin between  Biosamples Serum, storagetempera
tween 13 and 18 13 and 18 g/dL ture: ~70°C ORC plas-
g/dL ma stabilized, storage
temperature: —=70°C
Exclusion
Diagnosis Myocardial infarc-  Diagnosis Myocardial infarction ~ N/A N/A
tion
Cohort exit N/A Event will persist  End of continuousob-  N/A N/A
until: servation
Query 3
Cohort entry N/A Observation Period Duration: >365 days N/A N/A
Inclusion
Age >65 years Age >65 years Age <18 years
Diagnosis Essential (primary)  Diagnosis Hypertensivedisease ~ Diagnosis Thyroid nodule
hypertension
Biosamples Serum Lab values LDLY cholesterol mea-  Biosamples Tissue snap frozen
surement: value >200
Temporal constraints
Diagnosis period Between 01/01/2020 Diagnosis period  Between 01/01/2020 Diagnosisperiod Between 01/01/2020
and 04/30/2020 and 04/30/2020 and 04/30/2020
Exclusion
Treatment Lipid-lowering Treatment Lipid-loweringdrugs  Diagnosis Concurrent diagnosis of
drugs thyroid cancer
Cohort exit N/A Event will persist  End of continuousob-  N/A N/A

until:

servation

82b2: Informatics for Integrating Biology and the Bedside.
ON/A: not applicable; the criterion is not applicable for this tool.
®The task was to include this criterion with an OR operator.
dpL: low-density lipoprotein.
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During thetask processing, the participants were asked to record
their interactions on video and to express their thoughts (what
causes them difficulties and what they like about the system)
aloud (so-called Thinking-Aloud method) [18]. With the help
of the screen recordings as well as the comments of the
participants, which were made during the processing of thetest,
usability problems could be identified and positive or negative
aspects of the interaction could be detected.

In addition, a web-based questionnaire was developed for the
final assessment of usability. This questionnaire consisted of
the following four parts (parts A-D):

Parts A-C: three question blocks for assessing the usability
of each query builder based on the (standardized) System
Usahility Scale (SUS) [19] and self-developed questions
about satisfaction

Part D: afinal question block for a comparative rating of
the query builders and for collecting demographic
information (eg, age, gender, work experience, previous
experience with queriesand similar systems, and computer
expertise).

The SUS questions and the supplementary questions on
satisfaction wereto berated on afive-level rating scale (strongly
disagree, disagree, neither agree nor disagree, agree, or strongly
agree). For the questions about the person, the corresponding
answer options had to be selected or certain blanks had to be
filled in.

All test tasks and the web-based questionnaire were pretested
inadvance. A complete version of the questionnaireis provided
in Multimedia Appendix 1.

Study Flow

The study material included an individualized test manual. It
provided the framework and contained all the steps that needed
to be taken to successfully conduct the study. The test was
designed asan individual session at the workplace of the person
(or aternatively in the home office), with a duration of
approximately 90 minutes. As the harmonized tool to be
developed should primarily address laypeople or casua users
and as the evaluation focused on intuitive use,
self-descriptiveness, and easy learnability of existing query
builders, no training was conducted in advance with the
participants. First, the participants were asked to install the
screen recording software according to theinstructions provided.
Oncethetechnol ogy was established, thetest subjects evaluated
all tools while working through the respective test tasks (Table
1). The order in which the systems were to be tested was
randomized to avoid bias caused by learning effects. The
sequence of actions was recorded during the execution of the
test tasks. In addition, the testers were asked to verbalize their
thoughts about their individual steps in processing. After
completion of the task complex of one tooal, the subjects were
asked to answer related usability and satisfaction questions
immediately before continuing with the next system. When the
test users encountered difficulties in accomplishing the tasks,
the study material contained a rudimentary guide on how to use
the tools. Finally, questions about the final and comparative
ranking of the tools and about the person (demographic
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information) were answered. Once the usability test was
completed, the screen recording files had to be loaded into a
secured cloud storage by each test subject.

Data Analysis

Analysis of Screen Recordings (I nteractions and
Expressions)

The statements and actions recorded on the screen videos of al
test persons were transcribed per system by 2 members of the
study team. The protocol swere subsequently mutually validated.
The transcripts were then scanned by these 2 members for
negative aspects or problem areas and positive aspects.
Subsequently, all problemsor positive statementswere collected
in an overal list (ie, if a problem was named several times by
different test subjects or if it occurred across al test tasks, it
was noted as one problem). Each problem was evaluated and
rated by 2 independent raters in terms of its severity according
to the Nielsen and Mack [20] severity rating, ranging from O
(no usability problem) to 4 (usability catastrophe). Rating
differences between the 2 evaluators were discussed until a
consensus was reached.

Furthermore, the problems were classified according to Zapf
error taxonomy [21] into use problems (resulting from a lack
of fit between user and software) or functional problems
(incomplete or missing functionality of a system), as follows:

«  Examples of use problems: errors of knowledge, errors of
thinking, errors of memory and forgetting, errors of
judgment, errors of habit, errors of omission, errors of
recognition, and errors of movement

«  Examplesof functional problems: action blockades, action
repetitions, action interruptions, and alternative course of
action.

In addition, videos were used to determine how successfully
the respective test person completed the tasks. A test task was
considered correct if all parameters were entered and if they
were correctly linked in the system. A task was considered
incorrect if the parameters were incomplete, the link between
the parameters was incorrect, or both situations occurred.

Analysisof the Web-Based Questionnaire (Usability and
Satisfaction Ratings and Demographic | nformation)

The questions of the SUS were analyzed using the scoring
method by Brooke [19], which yields possible valuesfrom 0 to
100 and allows the values to be compared with the values of a
grading scale, where 0 represents an unacceptabl e usability and
100 represents the best imaginable usability. The additionally
formul ated questions on satisfaction with the query builder were
converted into a numerical scale ranging from 1 (strongly
disagree) to 5 (strongly agree). For descriptive analysis, mean
scoresand SDswere cal culated. For the demographic questions
(depending on the question type), the percentage was cal cul ated,
mean values and SDs were determined, or the free text was
analyzed. For open-ended answers (free text), thematic
categories were defined, and the answers of the test persons
were assigned to these categories. Cases with missing values
were deleted from the list. The Wilcoxon rank sum test was
used to statistically compare the questionnaire results between
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thethree query builders. The Pearson correlation was cal culated
to analyze whether demographic variables had an influence on
the evaluation results. The significance level was set at P<.05.
All statistical analyses were performed using SPSS 27.0 (IBM
Corporation).

Results

Participant Characteristics

Of the 30 potential study participants, 17 (57%) responded. Due
to the early termination of the study and the testing of only one
guery builder, 1 participant had to be excluded. Thus, the data
from 16 participants were analyzed. The participants had an
average age of 38.13 years (SD 9.68) and about two-thirds of
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the subjects were male (10/16, 63%). The average work
experience was 10.37 years (SD 10.86). The majority of the
participantsworked in clinical research or asresearch assistants
(13/16, 81%), whereas 2 participants assigned themselves to
other professional groups (professor and quality manager). As
far ascomputer skillsare concerned, everyonerated themselves
well; either they said that they could handle most systems
properly (8/16, 50%) or that they had a significant amount of
experience and were technically proficient (7/16, 44%). Only
3 persons stated having previous experience with systemssimilar
to thosetested in the usability evaluation (3/16, 19%). In generd,
less than half of the respondents stated that they had general
experience with requesting case numbers for clinical studies
(little experience: 5/16, 31% or alot of experience: 2/16, 13%).
The full sample characteristics are presented in Table 2.
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Table 2. Characteristics of the participants (N=16). Summarized number and percentage per category. For age and work experience mean and SD were

calcul ated.
Variable Values
Age
Answered, n (%) 15 (94)
Age (years), mean (SD) 38.13 (9.680)
No answer, n (%) 1(6)
Gender, n (%)
Male 10 (63)
Female 5(31)
No answer 1(6)

Native language, n (%)

German 14 (88)
Other: Hungarian 1(6)
No answer 1(6)

Difficulties regarding English, n (%)

Never 7 (44)
Rarely 7 (44)
Sometimes 1(6)
No answer 1(6)

Professional group, n (%)

Clinical researcher 6 (38)
Scientific assistant 7(44)
Other: professor or quality manager 2(12)
No answer 1(6)

Work experience

Answered, n (%) 13(81)
Work experience (years), mean (SD) 10.37 (10.861)
No answer, n (%) 3(19)

Experience with feasibility studies, n (%)

No experience or little experience 8 (50)
Some experience 5(31)
Much experience 2(13)
No answer 1(6)

Use of similar systemsin the past, n (%)

No 12 (75)
Yes 3(18)
No answer 1(6)

Computer skills, n (%)

Average computer skills 8(50)
Excellent computer skills 7 (44)
No answer 1(6)
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Think-Aloud Test Results

Negative and Positive Design Aspects

Theevaluation of the material generated by the Thinking-Aloud
method revealed concrete usability problems. Classification
according to the severity scale produced the following result:
ATLAS had the most usability problems, with 66 problems
noted. These were divided into 21 major problems, 30 minor
problems, and 15 cosmetic problems. A major problem wasthe
function for saving:

That'swhereit starts; How and whereto save? | don’t
know. Whereisit stored here? | have no idea.

With i2b2, the 48 detected problems were divided into 9 mgjor,
26 minor, and 13 cosmetic problems. Among other things, it
was noted that the procedure for defining an exclusion criterion
is not clear. The Sample Locator had the lowest number of
problems, with 22 problems noted. In contrast to the other tools,
however, there are also two problems with the level usability
catastrophe. Furthermore, 4 major, 10 minor, and 6 cosmetic
problems were identified. One of the usability disasters
concerned the AND or OR combination of theindividual criteria
Thelogic behind this was often not obviousto the users, which
became apparent from their comments:

The question is, how do you represent this “ OR”
connection here. Thisis not quite clear now.

S0, a bit unclear to be honest, whether thisis“ AND”
or “OR’

In addition to the critical aspects, some positive points and
suggestions for improvement could be extracted. In the case of
ATLAS, alarge number of possible options and settings were
highlighted as positive. The same applies to the visualization
of the results, which are displayed in the form of a colored
sguare with subareasfor the selected criteria. As starting points
for theimprovement of the handling of a suggestion list for the
input of criteria, the specification of units as well as the
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plausibility check before the start of the search was mentioned.
i2b2 was able to convince with its intuitive operating concept,
where the elements can be easily assigned to the groups viathe
drag-and-drop function. In addition, the automatically appearing
input window for values, as soon as a criterion was selected,
was considered supportive. However, it should be possible to
select criteria not only from an ontology tree but also via a
freetext search. With the Sample Locator, a more
comprehensive arrangement of the criteria was desired. For
example, the division into Donor and Clinical Information and
Sample and their meaning was not immediately obvious, and
the order of the individua criteria could also be improved, for
example, thematically related criteria were placed one below
the other. However, the Sample Locator was found to be very
clear, straightforward, and intuitive to use, so the tasks were
“nice and also very easy to implement”. Multimedia Appendix
2 shows the most serious usability problems (severity ratings
of 3 and 4) of the respective query builders with the
corresponding number of participants who have named this
problem and the resulting optimization recommendations.

Task Success

Of the 48 tasks eval uated per tool, 47 were completed in Sample
Locator, with 30 of them processed correctly and 17 of them
not processed correctly. Nineteen tasks were completed
successfully for both ATLAS and i2b2. On the contrary, 19 and
23 tasks could not be executed correctly with ATLAS and i2b2,
respectively. In the case of i2b2, 6 tasks were not processed,
and in the case of ATLAS, 10 tasks were missing. Overall, the
Sample Locator scored the best overal test items in terms of
absolute correctness. Considering the correctness of the task
processing relative to all finished tasks across all respondents,
there was no significant difference between the query builders
(Wilcoxontest; i2b2 vs Sample Locator: P=.07; i2b2 vs ATLAS:
P=.72; ATLAS vs Sample Locator: P=.06). The false or
unprocessed tasks wererelatively evenly distributed among the
threetasksin i2b2 and ATLAS (Figure 4).
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Figure4. Relativetask successfor the three query builders. Success was denoted when all required parameters were entered and linked correctly. i2b2:

Informatics for Integrating Biology and the Bedside.
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Questionnaire Results

Results of the SUS

The overall evaluation of usability based on the SUS showed
that the Sample Locator, with a mean SUS score of 77.03 (SD
20.62), was significantly superior to the other two tools
(Wilcoxon test; Sample Locator vs i2b2: P=.047; Sample
Locator vs ATLAS: P=.001). However, i2b2, with a score of
59.83 (SD 25.36), till performed significantly better than
ATLAS, which had a score of 27.81 (SD 21.79; Wilcoxon test;
i2b2 vs ATLAS: P=.005). For reasons of comprehensibility
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(positive and negative usability aspects), the individua results
of the SUS are presented in Table 3. However, only the overall
SUS score can be interpreted as a measure of usability. Using
the Pearson correlation, no association between SUS scores and
the personal variables age (correlation age-SUS; 12b2: P=.87;
ATLAS: P=.14; Sample Locator: P=.66), gender (correlation
gender-SUS; i2b2: P=.44; ATLAS:. P=.85; Sample Locator:
P=.20), work experience (correlation work experience-SUS;
i2b2: P=.95; ATLAS: P=.32; Sample Locator: P=.40), and
previous experience with cohort research (correl ation experience
cohort research-SUS; i2b2: P=.70; ATLAS: P=.58; Sample
Locator: P=.60) was evident.
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Table 3. Results of the SUS?. Mean ratings from 1 (strongly agree) to 5 (strongly disagree) and SDs are presented.

SUSitem i2p2P (n=15), mean ATLAS (n=16), Sample Locator (n=16),
(SD) mean (SD) mean (SD)
I think that | would like to use this query builder frequently. 3.60 (1.242) 2.00 (1.000) 3.75(1.125)
| found this query builder unnecessarily complex.© 3.33(1.234) 1.75(0.829) 4.44(0.892)
I thought this query builder was easy to use. 3.13(1.187) 1.94 (1.029) 4.31(0.873)
| think that | would need the support of atechnical personto beabletouse 3.53 (1.125) 2.81(1.333) 4.44 (0.727)
this query builder.
| found the various functions in this query builder were well integrated. 3.27 (1.223) 2.25(1.031) 3.69 (1.138)
I thought there was too much inconsistency in this query builder.© 3.60(0.737) 2.75(1.090) 3.75(1.000)
| would imagine that most people would learn to use this query builder very  3.27 (1.387) 1.69 (0.982) 4.06 (0.998)
quickly.
| found this query builder very cumbersome to use.® 3.20 (1.424) 1.81(0.882) 4.13(1.408)
| felt very confident using this query builder. 3.33(1.047) 1.88 (0.927) 3.75 (0.856)
| needed to learn alot of things before | could get going with this query 3.67(1.113) 2.31(1.261) 4.50 (0.816)

builder.©

83US: System Usability Scale.
bi2b2: Informatics for Integrating Biology and the Bedside.
°Reverse-coded item.

Results of the Additionally Formulated Questions on
Satisfaction

The additional questions regarding the satisfaction with the
tools confirm the outcome of the SUS. The Sample Locator
achieves the highest ratings, with the exception of the
subjectively perceived working speed, which was felt to be the
least slowed down with i2b2. The test participants were also
satisfied with i2b2, but the Sample Locator was rated
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significantly more positively with regard to the presentation of
query results (Wilcoxon test; P=.03), the ability to undo
operating steps (Wilcoxon test; P=.01), navigation within the
tool (Wilcoxon test; P=.005), presentation of information
(clarity; Wilcoxon test; P=.04), and visual design (Wilcoxon
test; P=.02). For ATLAS, with the exception of the item
possibility of undoing task steps, all ratings were generally in
the negative range in every aspect of satisfaction (Table 4).
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Table 4. Results of the satisfaction rating. Mean ratings from 1 (strongly agree) to 5 (strongly disagree) and SDs.
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Satisfaction with the query builder

i2b22 (n=15), mean

ATLAS (n=16),

Sample Locator

(SD) mean (SD) (n=16), mean (SD)
| am satisfied with the ease with which the tasks can be accomplished. 3.20 (1.265) 1.81(0.808) 4.06 (1.063)
| am satisfied with the time it takes to complete the tasks. 3.60 (1.242) 1.75(1.031) 4.31 (0.793)
| am satisfied with the functionality that is provided to compl ete the tasks. 3.27 (1.280) 2.38 (1.317) 3.69 (1.014)
Thetermsand designations used in the query builder (eg, for the selection options  4.00 (0.756) 2.19(1.130) 4.25 (0.683)
and for patient characteristics) are immediately understandable to me.
The query builder enables me to complete work steps (eg, the selection of certain  3.53 (1.407) 2.88(1.218) 3.88(1.147)
clinical or temporal parameters) in the order that seems to make the most sense
tome.
Theresults generated with the query builder are displayed or outputinsuchaway 2.80 (1.265) 2.19(1.073) 3.56 (1.094)
that they meet my requirements (eg, through clear grouping and an attractive vi-
sualization).
Itisimmediately apparent to me which consequences my input in the query builder  3.13 (1.302) 1.81(0.882) 3.19 (1.223)
has.
The query builder offers me the possibility to undo work stepsif it is appropriate  3.93 (0.884) 3.88 (0.857) 4.63 (0.619)
for my task compl etion.
| found the navigation within the query builder easy. 3.40 (1.242) 1.75(0.901) 4.44 (0.892)
| found the information displayed in the query builder to be clear and concise. 3.13(1.187) 1.81(0.808) 4.00 (1.317)
The user interface of the query builder is visually appealing. 2.80 (1.424) 2.50(1.118) 4.19 (1.223)
During my work with the query builder, errors occurred (eg, that optionscould ~ 3.47 (1.552) 2.69 (1.102) 4.19 (1.047)
not be combined and that exclusion criteriadid not Work).b
| sometimes felt slowed down in my work speed by the query builder (eg, by too 4.00 (1.134) 2.63(1.317) 3.69 (1.352)

long waiting tim%).b

82b2: Informatics for Integrating Biology and the Bedside.
bReverse-coded item.

Discussion

Overview

The mativation for this study was to compare three different
feasibility platforms and to answer the following questions: (1)
which of the systems is best suited as a basis for further
development and (2) which positive aspects can be taken over
from the other tools for the purpose of more user-friendliness.
This paper not only discusses the answers to these questions
but also illustrates the approach to achieve this.

Discussion of Methods

To answer the research questions, a web-based usability test
with end users and the established usability methods
Thinking-Aloud and the questionnaire based on the standardized
SUS was chosen as the methodological design.

An advantage of web-based usability testing istheindependence
of time and place with which such tests can be performed, and
no extratest or observation room s required. Web-based testing
is a very time-efficient method that allows severa people to
test a system at the same time. However, this method also has
disadvantages: observers have no real-time access to data, and
there is no possibility of interacting with the user during data
collection [22]. However, studies show that a remote test
provides as valid results as a laboratory test: Tullis et a [23],
for example, presented results that show high correlations
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between laboratory and remote tests for task completion data
and task time data. The most critical usability problems were
identified using both the techniques. In a study conducted by
Andreasen et al [24], three methods for remote usability testing
and atraditional laboratory-based Thinking-Aloud method were
compared. These results also show that the remote method is
equivalent to the traditional laboratory method. Therefore, our
choice of a web-based test can be considered equivalent to a
usability study conducted in the laboratory.

For our web-based usability test, we chose the methods
Thinking-Aloud and questionnaires. The Thinking-Aloud method
allowed usto find out what potential users actually think about
the query builder. In particular, it enabled usto identify usability
problemsthat could lead to feasible redesign recommendations.
We learned why some parts of the user interface are difficult to
use and which areas of the tools are easy and intuitive for the
user. Advantages of this method are that no special equipment
is required for this method, it does not take a lot of time, and
data can be collected very quickly, which is sufficient for the
most important insights. Furthermore, this method is
independent of the level of technical experience of the test
persons and can be used for any type of user interface. A
disadvantage of the Thinking-Aloud method, however, is that
itisgeneraly not suitable for detailed statistics. |n addition, the
situation of constantly expressing thoughts is very unnatural,
which makes it difficult for the test person to maintain the
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required monolog [25]. Thus, we could aso observe that some
of our test participants temporarily forgot to verbalize their
thoughts. To compensate for the disadvantages of this method,
we combined it with aquestionnaire on usability and satisfaction
with the query builders.

Questionnaires have the advantage that numerous data can be
obtained with relatively little effort. The use of standardized
guestionnaires also supports the objectivity of data collection
and allows comparisons between systems [26]. In particular,
the SUSisavery reliable questionnaire that detects differences
even in small sample sizes. In addition, it has been shown that
SUS can effectively distinguish between systems with low and
high usability and also correlates to a high degree with other
guestionnaire-based usability measurement tools[27]. However,
guestionnaires such as SUS are not suitable for diagnosing
usability problems and gathering background information to
understand why users evaluate asystemin thisway. In addition,
the relevant aspects of the given questions may be lost.
However, we were able to compensate for this disadvantage by
using the Thinking-Aloud method in combination.

In summary, by combining different methods, the advantages
and disadvantages of the respective methods can be balanced
and a comprehensive opinion can be obtained. According to
Sarodnick and Brau [28], the combination of observation and
spontaneous expression of thoughts ensures a high validity of
the data.

Discussion of Results

Our first research question should answer which of the three
query buildersisthe most usable. Theresults of our study show
that each of the evaluated systems has usability shortcomings
and thus offers room for improvement. However, overal, the
Sample Locator wasrated as the tool with the highest usability.
Theanaysisof the screen videosfor thistool showed the fewest
usability problems, and the questionnaire data showed the
highest SUS score (SUS score: 77.03) for thistool. i2b2 isin
second place, with a SUS score of 59.83. ATLAS wasrated the
worst; this system only achieved a SUS score of 27.81, and it
was difficult to use from the perspective of the test subjects.
The main reason for this difference in evaluation can be found
inthe complexity of the systems and the target group addressed
by these tools: The Sample Locator is aimed at scientists and
medical researchers who search for biosamples in academic
biobanks. The selection of search criteriafor samplesislimited
in the Sample Locator, so the Sample Locator is avery simple
search tool. ATLAS is primarily designed for researchers and
experts who need to assemble very complex cohort queries.
Therefore, the variety of selection and input options is much
higher, which also increases the complexity of operation. i2b2
offersacompromise between these systems. For the goal of the
development in MIRACUM, it was asked which tool offersthe
best integration basis. The answer in thisrespect isthat, of these
three tools, the Sample Locator is the most user-friendly from
the user’'s point of view and is therefore considered the best
basis for developing atool for feasibility studies.

The second research question is related to the negative and
positive design aspects of the three systems. The strengths of
the Sample L ocator were mainly its esthetic, minimalist design

https://medinform.jmir.org/2021/7/e25531

Schittler et al

and the resulting clarity, the easy input of parameters, and the
intuitive navigation. The main disadvantage was that it was not
obvious in which logical way the parameters were linked after
input. In addition, when entering the age of the donor, it was
not clear why an input option for this was available in the two
areas Sample and Donor and Clinical Information and what the
difference of the selection option was. In addition, the Sample
Locator had only limited functionality. For example, complex
periods could not be defined or a concrete storage temperature
could not be entered. For further development of the toal, it is
recommended to address these usability problems.

i2b2 proved to be very intuitive to use with its drag-and-drop
operating concept and offered a good and simple way of
selecting parametersviathe menu tree. However, even with this
tool, the parameters were not always linked correctly, despite
the short text-bright hints. One reason for this was that users
would expect parameters to be linked with AND within afield
and OR between fields. In fact, the opposite wastrue. Moreover,
the display of the results proved to be unfavorable because test
persons would not expect to have to select the Refresh option
actively and repeatedly themselvesto get an up-to-date display
of theresults. It should be noted, however, that the result display
inherent in i2b2 isnot used in the MIRACUM i2b2 context but
in aconnected project management tool. Thus, theresult display
isnot amere usability problem of thei2b2 feasibility tool. Due
to the completeness and comparability between the tools, this
issue was nevertheless considered in the assessment of i2b2.

From the point of view of the test subjects, ATLAS offered the
greatest variety of input and selection options, but this made it
difficult to keep relevant information and options clearly
arranged and easily recognizable. It was also unclear to the test
subjects why the selection of demographic parameters (eg, age
and gender) followed a different selection principle than other
parameters (eg, diagnoses or therapy). It was aso not
understandable why an exclusion criterion would have to be
defined as a reverse inclusion in the Inclusion Criteria area
Most of the test subjects also failed to recognize how to start a
search, as they did not link the Generation tab with a search
option.

To the best of our knowledge, no study has previously compared
the usability of query buildersfor feasibility studies. However,
we were able to identify some studies that tested individual
query builders with regard to their usability, which can be
discussed with the partial results of our study:

- A usability study by Schiittler et al [29] with 27 participants
rated a mock-up version during the development phase of
the Sample L ocator asintuitive and user-friendly. Themean
SUS score of the Sample Locator was 80.4, indicating good
usability. Our study showed a similarly high SUS score of
77.03, which aso indicates good usability of this tool and
supports the results of the study by Schiittler et a [29].

- A usability survey of the Criteria2Query tool, which
performs queries in the ATLAS web application, revealed
that almost half of the participants considered it difficult to
perform the task of cohort definition (eg, identifying
gueryable eligibility concepts) [30]. Our study comesto a
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similar conclusion for the web tool ATLAS. The main
reason for thisis the complexity of the tool.

« A usability study of the EHRACR (Electronic Health
Recordsfor Clinical Research) multisite patient count cohort
systemwith 22 testersresulted in aSUS score of 55.83 (SD
15.37), indicating a low user satisfaction. The authors of
the study stated that test subjects had problems, especially
with complex queries [8]. We report similar results for all
three tested query builders. In particular, queriesthat asked
for OR or NOT links and atime constraint caused usability
problems for the participants.

- Anevauation of aweb application for cohort identification
and data extraction revealed usability problems such as a
missing undo function, which means that users could not
directly return to the input mask to modify a query [31].
This was also one of the main problems reported with the
i2b2 tool.

In summary, it can be said that individual studies come to a
similar SUS assessment of the query tools and have reported
similar operating problems in individual cases. However, this
study, with its comparative design, represents the most
comprehensive and systematic usability evaluation to date.

Limitations

This usability study followed a comprehensive approach to
compare the three query builders. However, some limitations
must be considered when interpreting the results. Our results
refer to a specific target group (researchers in Germany as
laypersons or occasional users) and a specific context of use
(feasibility queries of medium complexity regarding the general
availability of patientsor biosamples). Theresultscan, therefore,
not be transferred to other people (query experts and trained
users who routinely use such tools) or a different objective
(complex feasibility querieswith theaim of finding very specific
patients or biosamples). As other usability problems may arise
for different contexts of use, our results are not generalizable.
Furthermore, the selection of the three query builders was not
based on an extensive analysis of the existing tools. Due to the
limited timeframe of the project, this was dispensed with, and
thefocuswas placed on toolsthat had already been used in other
contexts in the project or were known from cooperation with
other initiatives. Moreover, it was ensured that the tools are
without exception, subject to an open source license, so that the
most suitable tool can be used as a foundation for further
development, if appropriate. A further limitation concerned the
tasks, as the queries were designed for a test environment. To
ensure functiona comparability between the tools, the
complexity of thetaskswas based on the simplest tool. Although
this did not allow all the functionalities of the other two tools
to be fully exploited, care was taken to ensure that the tasks
reflected real feasibility queriesand thus covered all the required
functions. The study procedure required each participant to
evaluate all the three tools. Although the order of the test items
was randomized to minimize bias due to learning effects, these
cannot be completely avoided. However, owing to the strong
differencesin the basic operating concepts, we assumethat such
an effect is marginal. As the usability test was not conducted
at only one location, it was not feasible to create one identical
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test scenario for all participants. The study was carried out by
the participants for the most part at their workplace or, in rare
cases, in their home office. However, we believe that this
correspondsto amore realistic scenario than alaboratory setting,
so that the insights gained are more informative. With regard
to the tools, it should be mentioned that both ATLAS and the
Sample Locator were provided in English only. Here, it must
be taken into account that nonnative speakers may find some
terms or options difficult to understand. In the case of this study,
however, the majority of participantsindicated that they had no
difficulties with the English language (Table 2), so no bias due
to comprehension deficits was expected. Finally, the relatively
low number of participants (n=16) might be considered as a
methodol ogical weakness. During recruitment, the search for a
population of suitable researchers and physicians with no
profound knowledge of the tools was a bottleneck; therefore,
we were unable to reach the targeted 30 subjects. However, this
did not diminish the significance of the results. Kuric et al [32]
showed that a sample size of approximately 15 participants
yielded good results for the comparative usability evaluation
of query builders; therefore, 16 participants were considered
sufficient.

Conclusions

This study provides data to develop a suitable basis for the
selection of aharmonized tool for feasibility studiesby concrete
evaluation and comparison of the usability of three different
types of query builders. The feedback of the participants during
the usability test made it possible to identify user problemsand
positive design aspects of the individual tools and to compare
them qualitatively. As a result, comparatively, the Sample
Locator is the tool with the best usability, that is, the most
positive ratings and the lowest nhumber of usability problems.
To create a harmonized tool, this tool is therefore considered
the most suitable starting point. The Sample Locator outweighs
the other toolsin terms of the visual design of the user interface,
clear and concise presentation of information, navigation, and
presentation of results. For further development of the tool,
there isaneed to revise the display (visibility) of logical links,
the provision of selection fields for diagnostic information, a
clearer name or area placement of the Donor Age selection
option, and a clearer presentation of the options for specifying
a diagnostic period. Nevertheless, because of the current
limitation of supporting only a small set of selection criteria
and because, for example, no time constraints are possible, its
scalability with respect to much more comprehensive sets of
filter criteria (eg, with large possible value lists) and more
complex Boolean expressions (including time constraints and
dependencies) needs to be carefully considered. The results of
our study provide vauable insights for researchers and
developers of similar projects, whereby our methodological
approach can be used as a blueprint. Our next step will be to
apply the findings of this research to develop a harmonized
feasibility platform. Although only laypersonswere considered
in this usability study, this tool could also be expanded in the
futureto include functionsfor expertsto address an even broader
user group. To obtain aholistic picture, expertswho are already
familiar with the field of feasibility queries will aso be
consulted.
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Abstract

Background: There were 2 mgjor incentives introduced by the Chinese government to promote medical informatics in 2009
and 2016. As new drugs are the major source of medical innovation, informatics-related concepts and techniques are a major
source of digital medical innovation. However, it is unclear whether the research efforts of medical informatics in China have
met the health needs, such as disease management and population health.

Objective: We proposed an approach to mapping the interplay between different knowledge entities by using the tree structure
of Medical Subject Headings (MeSH) to gain insights into the interactions between informatics supply, health demand, and
technological applicationsin digital medical innovation in China.

Methods: All termsunder the MeSH tree parent node “ Diseases [C]” or node “Health [N01.400]" or “ Public Health [N06.850]"
were labelled asH. All terms under the node “ Information Science[L]” werelabelled as |, and all terms under node “Analytical,
Diagnostic and Therapeutic Techniques, and Equipment [E]” were labelled as T. The H-I-T interactions can be measured by
using their co-occurrencesin a given publication.

Results: The H-I-T interactions in China are showing significant growth and a more concentrated interplay were observed.
Computing methodol ogies, informatics, and communications media (such as social mediaand theinternet) constitute the majority
of I-related concepts and techniques used for resolving the health promotion and diseases management problems in China
Generally thereis a positive correlation between the burden and informatics research efforts for diseasesin China. Wethink it is
not contradictory that informatics research should be focused on the greatest burden of diseases or where it can have the most
impact. Artificial intelligence is a competing field of medical informatics research in China, with a notable focus on diagnostic
deep learning algorithms for medical imaging.

Conclusions: It issuggested that technological transfers, namely the functionality to be realized by medical/health informatics
(eg, diagnosis, therapeutics, surgical procedures, laboratory testing techniques, and equipment and supplies) should be strengthened.
Research on natural language processing and electronic health records should aso be strengthened to improve the real-world
applications of health information technologies and big datain the future.

(IMIR Med Inform 2021;9(7):626393) doi:10.2196/26393
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Introduction

Background

Medical informatics (M), or biomedical and health informatics,
has become an established scientific discipline worldwide. It
studies the data, information, and knowledge of biomedicine
and health careand their systematic organi zation, representation,
and analysis methods [1]. Basic research scholars in this
community adopt quantitative and qualitative methods for
understanding and improving the process surrounding the use
of information, with the specific goal of advancing biomedical
science, whereas applied research scholars|everage information
technologies to improve health care outcomes [2]. The
application of health information technology (HIT) was
proposed as a promising potential solution for improving the
productivity, effectiveness, and quality of health care services.
The most important benefits of HITs are to reduce medical
errors and costs, improve patients' quality of life, and enhance
medical decision making. Informatics with big data can be
exploited for awide variety of applicationsincluding artificial
intelligence (Al), predictive analytics, and point-of-careclinical
decision making [3]. The United States hastwice promoted HIT
through legislation, including the Health Insurance Portability
and Accountability Act (HIPAA) in 1996 and Hedth
Information Technology for Economic and Clinica Health
(HITECH) in 2009 [4].

In China, there are also 2 major government incentives in the
development of MI. One is the launch of the second round of
medical reform in 2009 when a substantia investment was put
into M1 [5]. Animportant contribution of thishealth carereform
isthat MI has been defined as one of the “four constructs and
eight pillars,” whichisthe foundation of thisreform. Asaresult
of these health palicies, the Chinese government and industry
have invested heavily in hospital informatics and population
health informatics. The second incentive isthat in 2016, China
released its first health initiative, Healthy China 2030, which
guides and coordinates a nationwide strategy for improving
China’s population health and the national health system. China
aims to establish a comprehensive health information system
in al public hospitals and primary health care facilities and to
develop “Internet + Hedth initiatives’ by using new
internet-based technologies to increase access to health care
and improve the quality and efficiency of health care delivery.
In particular, telemedicine was encouraged as a means toward
connecting residents with public hospitals, and its use was
viewed as a way to reduce inequity between urban and rural
areas apart from improving access to health care. Starting with
the experience of fighting COVID-19, Chinais speeding up its
efforts in the use of cutting-edge information technologies in
medicine and health care, with the aim of innovating the
management and service mode, optimizing the allocated
resources, and improving service efficiency [6].

However, evidence shows that there is an imbalance between
research and practice of M| in China. This discipline had long
been focused on library-oriented informatics instead of
hospital-oriented informatics. Academic MI research lagsbehind
HIT applicationsin China. Current M1 in China.can be described
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as “hot in industrial HIT applications and cold in academic
research.” Thisincreased focuson HIT applicationsrather than
MI research has hampered the applications of theoretical
research to a real-world setting, resulting in repeated HIT
construction and huge resource waste in China[7-9].

To characterize the landscape of academic researchin M1 around
the world or in China, previous researchers either used
publication data collected in terms of informatics-related
concepts, such astheMedica Subject Headings (MeSH) “Public
Medical informatics’ [10,11], or specialty journas [12].
However, MI is a multidisciplinary field; data from specialty
concepts and journals may not reflect the activities outside of
the M1 communities. Thus, it is difficult to depict a complete
picture about the pattern of interactions between informatics
concepts or techniques and health or medical needs. To the best
of our knowledge, there have been limited systematic
investigations of the interactions between health demand and
informatics supply in China.

Tofill thisgap, this paper proposes anew approach to collecting
research publicationswith abroad interpretation of the M| using
the hierarchical tree of MeSH terms. We determined whether
there is an interaction between health and informatics by
examining the proportion of the MeSH terms included in the
article that falls into either the health MeSH branch or the
informatics MeSH branch. For instance, a given publication
can be understood to be included in the field of Ml if it is
indexed with either of the following MeSH terms from 2
branches: (1) the MeSH tree parent node “ Diseases[C]” or node
“Health [N01.400]" or “Public Health [N06.850]" and (2) the
MeSH tree parent node “Information Science [L].” This paper
further demonstrates this interaction between health demand
and informatics supply using visualizations such asthe ternary
map and sankey map.

All terms under the MeSH tree parent node “Diseases [C]” or
node “Health [N01.400]” or “Public Health [N06.850]" were
labelled as H. All terms under the node “Information Science
[L]” were labelled as |, and all terms under node “Analytical,
Diagnostic and Therapeutic Techniques, and Equipment [E]”
were labelled as T.

Research Questions

The primary goal was to measure the pattern of interactions
between health demand and informatics supply in China, as
well astheinterplay among informatics supply, health demand,
and technological applications. This paper mainly uses the
United States asacomparator for investigating the devel opment
of M1 in China, with aparticular focus onthe H-1-T interaction
in each country. The research questions are as follows:

(1) What is the pattern of interactions between health demand
and informatics supply aswell as technological applicationsin
China?

(2) Areinformaticsresearch efforts dealing with the major health
needs that carry the greatest burden of disease in China?

(3) What is the pattern of the interplay among informatics
supply, health demand, and technological applicationsin China
for important specific areas, such as Al?
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Literature Review

Related Research on the Development of Ml in China

To achieve universal access to medical resources, the Chinese
government has put HIT as an important technical support tool
for the country’s health care system. According to alongitudinal
study by the China Hospita Information Management
Association (CHIMA) Annua Survey, the overall adoption of
electronic medical records (EMRS) in China in 2018 has
surpassed that of the United States in 2015 and Germany in
2017 on average, yet with only about one-fifth of the required
funding and about one-fourth of the required human resources
per hospital as compared to the USHITECH project [13].

In addition, China is planning to build a regional medical
consortium of hospitals based on regional HITs promoted by
health information exchanges in the country. There are several
studies exploring the unique contributions and characteristics
of HIT development in Chinese hospitals. According to the
CHIMA’s Annua Survey from 2006 to 2015, the electronic
sharing of medical data among Chinese hospitals is growing
rapidly. The percentage of hospitalsrelying solely on paperwork
for data interaction declined from 43.3% in 2011 to 8.0% in
2015. There was a strong positive linear correlation between
hospitals that join the consortium and the accessibility of
electronic medical dataexchange plan. The number of hospitals
endorsing dua referral systems and appointments, allowing
data to be browsed between hospitals and regional information
systems, and offering remote consultation services grew to
65.0%, 61.6%, and 81.9% respectively, in 2015, compared to
18.8%, 16.8%, and 10.9% respectively, in 2011 [14]. From 2007
to 2018, 10,954 hospital Chief Information Officers across 32
administrative regionsin Mainland China were interviewed in
the CHIMA Annua Survey [13]. In terms of funding, the
sampled hospitals annual HIT investment and their average
investment per bed increased substantialy. With regard to
information system development, as of 2018, the average EMR
implementation rate of the sampled hospitals exceeded the
average of 2015 in US counterparts and 2017 in German
counterparts (85.26% vs 83.8% and 68.4%, respectively).

However, academic researchin M| lagsbehind HIT applications
within China. Hu et a [15] revealed the notable growth of Ml
education, aspecialty rooted in medical library and information
science education, in recent years in China. Although its
development has been affected by frequent name changes and
an unclear identity, its success has not been entirely ignored. It
isrecommended that in China, (1) M1 treated as a“ must-have”
discipline be given high priority; (2) independent, balanced
degree programs be set up; (3) a speciaty of “medical
informatics’ be established under the“medicine” category; and
(4) curricula be integrated with international M| education.

Lei et a [7] argued that Chinese researchersin M| have made
insufficient contributions to the global community despite
China's substantial HIT market and tremendous investmentsin
hospital information systems. M1 hastraditionally been focused
on medical library or bibliographic information instead of
medical (hospital information or patient information)
information. Its slow progressis largely due to the misdirected
concentration, insufficient teaching staff who have received
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formal education of MI, and the incorrect positioning as an
undergraduate discipline. Liu et al [16] compared M1 education
at thetop 10 universitiesin 3 Asian countries. Japan and South
Korea have devel oped modernized educationa systemsfor MI.
Universities in Mainland China offer very few curriculum
systems in line with international standards and practices.
Analysis of the development of MI and the current status of
continuing education in China and the United States were
presented from the perspective of conferences. Four Ml
conferencesin Chinaand 2 inthe United Stateswere conducted
for both quantitative and qualitative analyses: China Medical
Information Association Annual Symposium (CMIAAS), China
Hospital Information Network Annual Conference (CHINC),
China Health Information Technology Exchange Annual
Conference (CHITEC), China Annual Proceeding of Medical
Informatics (CPMI) vs the American Medical Informatics
Association (AMIA) and Healthcare Information and
Management Systems Society (HIMSS). CMIAAS and CPMI
are mainstream academic conferences, while CHINC and
CHITEC areindustry conferencesin China. Theresults showed
that considering China's economy’s scale along with the huge
investment in HIT, the country is at alow level in terms of the
conference output and attendee diversity [8,9]. Moreover, basic
MI research funding is inadequate in China compared with the
huge investmentsin HIT applications [7]. As such, the current
development of MI in China can be characterized as “hot in
industry applications and cold in academic research.”

Mapping | nteractions Between Different Knowledge
Entities Using the MeSH Tree

The MeSH thesaurusisacontrolled and hierarchically organized
vocabulary produced by the National Library of Medicine. Itis
used toindex, catal og, and search biomedical and health-rel ated
information [17]. The MeSH terms are organized in atree-like
network structure consisting of 16 branches coded using A—N,
V, and Z. The name of the branches are Anatomy, Organisms,
Diseases, Chemicals and Drugs, Analytical, Diagnostic and
Therapeutic Techniques and Equipment, Psychiatry and
Psychology, Phenomena and Processes, Disciplines and
Occupations, Anthropology, Education, Sociology and Social
Phenomena, Technology, Industry, Agriculture, Humanities,
Information Science, Named Groups, Health Care, Publication
Characteristics, and Geographicals. Within each branch, MeSH
terms with shorter “Tree Number” identification codes are
relatively general concepts that branch out into more specific
concepts. Each articlein PubMed istypically assigned to several
MeSH terms.

The MeSH tree is a widely recognized controlled vocabulary
thesaurus for information retrieval systems [18]; it has been
used to map the interactions between different knowledge
entities in the biomedical and health domain.

One is to measure the trandational interactions between basic
research and applied research reflected by MeSH terms. Weber
[19] introduced an approach to mapping PubMed articles onto
a graph, called the “Triangle of Biomedicine,” by assigning
articlesin 3 categories (Human, Animal, and Molecular/Cellular
Biology [HAC]) based on the number of MeSH termsthey have
that fall into each of these categories. Each publication isgiven
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a code based on whether it contains MeSH terms from that
group (eg, a publication containing 1 or 10 MeSH terms from
a cellular group would be given a “C”). Weber defined
translation as a movement of a collection of articles, or the
articlesthat cite those articles, toward the human corner. Based
on this framework, a data science team at the US National
Ingtitutes of Health (NIH) modified the algorithm so that the
HAC categoriesarefractionally counted, whichisdonefor each
article by dividing the number of HAC terms in each category
by the total number of termsin all 3 categories [20]. In place
of the binary variable Weber [19] used, NIH's development
opens up the triangle so an article can appear anywhere on it,
instead of just the 7 points in the Weber triangle. Recently, Ke
[21] further integrated the elements in this model. He adopted
a working definition of cell- and animal-related MeSH terms
as basic and human-related as applied. Ke proposed a method
to place publications onto the translational spectrum, by learning
embeddings of controlled vocabularies. He applied these
learning methods on MeSH termsto obtain similarities between
human-related terms and the rest, which in total determinesthe
degree of basicness of the articles.

The other ismeasuring medical innovation through theinterplay
among the demand, supply, and technology in terms of MeSH
terms. Several scholars have taken advantage of the fact that
MeSH isorganized asahierarchical tree, and the relevant topic
areas that correspond to particular MeSH nodes and their
subtrees can be used to measure the process of medical
innovation. Agarwal and Searls [22] were the first to
conceptualize the medical innovation interaction in terms of
“demand” (represented as “diseases’ in MeSH terms) versus
“supply” (represented as new “drugs and chemicals’ in MeSH
terms). Focusing on 3 main branches — “ diseases,” “drugs and
chemicals” and “techniques and equipment” — Leydesdorff
et al [23] used base maps and overlay techniquesto investigate
the tranglations and interactions and thus to gain a bibliometric
perspective on the dynamics of medical innovations. Based on
the study by Agarwal and Searls [22], Petersen et al [24]
developed atriple helix model of medical innovation— supply,
demand, and technological capabilities— by introducing athird
branch of MeSH termsreferring to “Analytical, Diagnostic and
Therapeutic Techniques and Equipment” (namely, “ Techniques
and Equipment”), which provides yet another perspective
relevant to medical innovation. Compared with only the demand
and supply interactions investigated in the study by Agarwal
and Searls [22], technological capabilities make it possible to
observe the generated innovation in the forms of products,
processes, and services.

HIT Innovation in Comparison With the More
Wel|-Established Pharmaceutical Industries

HIT and evidence-based digital medicine can also be understood
as a medical technology (the “supply” side) similar to drugs
and devices to meet the needs of hedth care and disease
management (the “demand” side). Worldwide, the chaotic and
subpar processes and results of HIT innovation are noted in the
wake of tremendousinvestmentsin capital and human resources,
especialy when compared with the more well-established drug
and device industries [25]. “ Evidence-based medicine” is best
suited to deal with the uncertainty surrounding the M1 and HIT
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applications [26]. Evidence-based M| can be defined as the
“conscientious, explicit, and judicious use of the current best
evidence” to support a headth care decision that employs
information technologies [27]. There are few studies on the
application of evidence-based medicine to evauate the
effectiveness and safety of HIT and digital health interventions
aswell as Al agorithms on health [26,28-31]. Evidence-based
MI, despite some progress, is ill in the early phases of
development [1]. It isthe responsibility of thewhole community
to build evidence in MI, providing it is considered to be a
scientific discipline [27]. Drug and device innovations must
follow a standardized pipeline of production processes, while
HIT innovations do not meet the equivalent standards. As a
consequence, when it comesto producing effective and reliable
products for the public, HIT lags behind the more mature drug
and device industries.

As new drugs are the major source of medical innovation,
informatics-related concepts and techniques are amajor source
of digital medical innovation. Inspired by this point, along with
the aforementioned framework to measure medical innovation
in the “Mapping Interactions Between Different Knowledge
Entities Using the MeSH Tree” section, we suggest measuring
digital medical innovations (or MI innovations or HIT
innovations) by replacing “drugs and chemicals’ with
“information science”—related MeSH terms.

Methods
H-1-T Model

Overview

We used 3 MeSH branches asrepresentations of Health demand,
Informatics supply, and Technological applications (the H-1-T
model) and used their co-occurrences to measure the digital
medical innovation processin China. The detailed definition of
HIT isasfollows. For “H,” the entire “ Diseases [C]” branch as
well as 2 subbranches (ie, “Health [N01.400]" and “Public
Health [N06.850]") are regarded as a representation of health
demand for HIT innovations. “Health [N01.400]” and “Public
Health [N06.850]” are under the branches “Population
Characteristics [NO1]” and “Environmenta and Public Health
[NO6],” respectively — with the top root “Heath Care [N].”
So, we use 2 MeSH terms, “health” and “public health,” to
represent the population health demand and the “diseases
category” MeSH termsto indicate theindividual health demand
(specific disease management).

For “1,” the“Information Science[L]" branchisarepresentation
of the supply side in terms of informatics concepts and
techniques.

For “T,” the“Analytic, Diagnostic, and Therapeutic Techniques
and Equipment [E]” branch isarepresentation of state-of-the-art
technological applications, namely the functions to be realized
by informatics (eg, diagnosis, therapeutics, surgical procedures,
investigative techniques, equipment, and supplies).

In the H-1-T model, every related article can be classified as
health demand (H), informatics supply (l), technological
applications (T), or a combination of these 3 using the MeSH
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terms and HIT score. MeSH terms are arranged in an
alphabetical and hierarchical structure from the most general
level to the narrowest level. Table 1 shows the branches of
MeSH terms used in distinguishing the H-I-T classification.
Notethat sincethe MeSH term “ Public Health” has another tree
number H02.403.720 (branch of medicine concerned with the
prevention and control of disease and disability and the
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promotion of physical and mental health of the population on
theinternational, national, state, or municipal level), termsunder
thisbranch area soincluded in the health demand (H) category.
These terms include Epidemiology, Molecular Epidemiology,
Pharmacoepidemiology, Preventive Medicine, Environmental
Medicine, Occupational Medicine, and Preventive Psychiatry.

Table 1. Medical Subject Heading (MeSH) terms used in each health demand, information supply, technological applications (H-1-T) category

H-I-T category MeSH branches Number of terms
Health demand (H) Diseases [C], Health [N01.400], Public Health [N06.850] 5331
Informatics supply (1) Information Science [L] 419
Technological applications (T)  Analytical, Diagnostic and Therapeutic Techniques, and Equipment [E] 2985

It is noted that for each publication, only a MeSH major topic
(ie, MeSH [primary] terms) are used in our data collection and
computation. In PubMed publications, aMeSH term that isone
of the main topics discussed in the article is denoted by an
agterisk(*) onthe MeSH term or MeSH/Subheading combination
and is referred to as a MeSH magjor topic. The major topic can
reveal the most essential research content of an article.

Mathematical Description of the H-I1-T Model

The classification algorithm cal cul ates the percentage for each
category by dividing the number of H-I-T MeSH (primary)
terms in each category by the total number of termsin al 3
categories. Figure 1 shows 2 examplesof caculating HIT scores.
Thefirst articlewith PMID 28117445 wastagged with 3 MeSH
(primary) terms. It is noted that 1 MeSH term may belong to 2
or more branches and have 2 or more MeSH codes. In this
situation, we marked each MeSH code once. Now, 3 terms
became 6 MeSH codes; the codes beginning with C or N06.850

https://medinform.jmir.org/2021/7/e26393

or N01.400 were classified as “H.” The codes beginning with
L were classified as “1.” The codes beginning with E were
classified as “T.” The final HIT scores were calculated using
the codes bel onging to the 3 H-1-T categories only, for instance,
asindicated in Figure 1 with atotal of 3 H-1-T MeSH terms: 2
forH, 1for |, and O for T. Thefina H-I-T scoresfor thisarticle
are H=2/3, 1=1/3, T=0, with only the linkages between H and |
and none with T.

The H-I-T scores for the second article with PMID 25981148
were also calculated using the same algorithm. It has atotal of
10 H-I-T MeSH terms: 2 for H, 2 for |, and 6 for T. The
techniques and equi pment (“ Cardiac Resynchronization Therapy
Devices,” “Defibrillators, Implantable,” and “Remote Sensing
Technology”) havelinked the health demand (“Heart Diseases,”
“Quality of Life”) with theinformatics supply (“ Telemedicine”).
Without such techniques and equipment asthe Remote Sensing
Technology,” it is hard to apply telemedicine to heart disease
care.
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Figure 1. The calculation process of health demand, informatics supply, technological applications (H-1-T) scores for 2 example articles.
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Visualization of the H-1-T Model

To maximizethe utility of the H-1-T model, we adapted Weber's
Triangle of Biomedicine [19] to show the composition of
systems composed of H-I-T. Each of the 3 apexes represents
health demand (H), informatics supply (1), and technological
applications (T). If an article contains a 100% H or | or T, it
will be placed at one of the vertices of the triangle as a dot. If
an article contains a 50% H and 50% |, then it will be placed
inthe middl e of the left edge of thetriangle, as shownin Figure
2A. If an article contains at least 33% H/I/T, then it will be
placed in the center of the triangle, and so on.

Usually, thereareonly 5to 10 MeSH (primary) termsin a paper,
and the percentage repetition rate will be high when calculating
H-1-T scores for each article. There will be a large number of

|N04.590.374.800
E07.305.250.159.175
K01.752.400.750

.f\'umbcr of H (Mesh in C or N) is 2, 20%.
Number of I (Mesh in L) is 2, 20%
Number of T (Mesh in E) is 6, 60%

points overlapping on the triangle graph, and the points
themselves lose their meaning due to visua clutter. Often,
scholars use density contoursin triangles (Figure 2B) to improve
visualization, but those density markers alone are still difficult
to observe quickly by the human eye. This paper further
improves on the display details of the triangle by dividing the
entiretriangleinto many mini tribins. We cut thewholetriangle
into N equal partsin 3 directions, and then the N*N small tribins
appear within the original large triangle. It enables us to bin
points in small triangular areas; the number of points in each
small area can be counted. With large datasets, we are able to
display the counted number and color on tribinstogether (Figure
2C). Perhapsit can add more richness to triangle diagrams and
thus enhancethe visualization of the HIT triangle diagram. The
triangle diagrams in this paper were implemented by using
gatern library in R [32].

Figure 2. Three ways to display the health demand, informatics supply, technological applications (H-1-T) triangle: (A) triangle plot with points only
on the vertex, middle of the edges, and center; (B) triangle plot with points and a density contour; (C) triangle plot with tribins.
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Mapping ICD-10to MeSH Terms

To approximate the extent of health needs, we use the World
Health Organization (WHOQ) Global Burden of Disease (GBD)
survey as useful information. The WHO provides the
corresponding codes of the International Classification of
Diseases (ICD-10) inwhich each of the af orementioned diseases
isclassified.

Most recently, Yegros et a [33] matched WHO I1CD-10 with
MeSH termsin a corresponding table to find whether research
efforts address global health needs. We reviewed this
correspondence table again and used it to map the correlation

Duetd

between disease burden and rates of informatics-related
publicationsfor China. To link publicationsto diseases, we used
not only the MeSH terms assigned to ICD-10 codes but also all
MeSH terms located beneath them in the MeSH tree. This, for
instance, enabled usto assign publicationswith the MeSH term
“Diabetic Nephropathies’ to the disease “Kidney Diseases’
even if the MeSH term “Kidney Diseases’ was not assigned to
these publications. In fact, the term “ Diabetic Nephropathies’
isthe subordinate concept of theterm “Kidney Diseases.” Table
2 shows the correspondence table between 1CD-10 and MeSH
for specific cardiovascular diseases.

Table 2. Correspondence table between International Classification of Disease (ICD)-10 and Medical Subject Headings (MeSH) for 2 specific

cardiovascular diseases.

Cardiovascular disease ICD-10code Matched Excluded
MeSH Tree Number MeSH terms MeSH Tree Number MeSH terms
Hypertensive heart disease  110-115 C14.907.489 Hypertension C13.703.395; Hypertension, Pregnancy-
C14.907.489.480 Induced
Ischemic heart disease 120-125 C14.280.647, Myocardial Ischemia  \/A2 N/A
C14.907.585

3N/A: not applicable.

Data Collection

In order to systematically collect publications relating to
informatics supply and health demand, here, we use a new
approach to collect publications that provide a broad
interpretation of MI using the hierarchical tree of MeSH 2020
terms. A given publication can be understood to be included in
thefield of M1 if it isindexed with both of the following MeSH
(primary) terms from each of the 2 branches: (1) the MeSH tree
parent node “Diseases [C]” or node “Health [N01.400]" or
“Public Health [N06.850]" and (2) the MeSH tree parent node
“Information Science[L].” Note that we restrict our analysisto
the“Major Topic Headings’ for each article, which areindicated
in each PubMed article page by an asterisk * next to the MeSH
term; these MeSH (primary) terms are sufficient to identify the
article's core content.

A total of 213,215 publications during 2010-2020 (till June, 30
2020) were initially collected from MEDLINE using the
co-occurrences of the 2 branched MeSH (primary) terms. We
excluded publications indexed by such MeSH (primary) terms
as (1) “Systematic Reviews as Topic” and (2) “Meta-analysis
as Topic.” While located within the parent MeSH tree of
“Information Science” and “Public Health,” they do not reflect
the informatics supply and health demand, respectively, but
represent asecondary research approach. Other exclusion criteria
are given to such publications with publication types as Review
and Retracted publications, as well as with the keyword
“bibliometric” occurring in thetitle. This process|eaves 194,567
global publications for the following analysis.

https://medinform.jmir.org/2021/7/e26393

Results

Overall Results

The United States ranked first based on the number of
publications, accounting for one-quarter of the world’s total
publications. China ranked second, with the number of
publications basically equal to the third, the United Kingdom.
Compared with the United States and United Kingdom, China's
publications increased rapidly since 2010, when the Chinese
government launched health reforms for the second time and
invested significant funding in HIT (Figure 3, Table 3).

It is noted that of all M| papers published by China, there are
1083 in the Chinese language, published in MEDLINE-indexed
Chinese journals, such as Sheng WU Yi Xue Gong Cheng Xue
Za Zhi (N=126), Nan Fang Yi Ke Da Xue Xue Bao (N=80), and
Zhonghua Liu Xing Bing Xue Za zhi (N=77; Table 3). It
reflected theinteractionsamong M1 with biomedical engineering
as well as epidemiology, which is an important subdiscipline
of public health and preventive medicine in China. We first
performed an exploratory dataanaysisand found that the pattern
of interactions between health demand and informatics supply
for the United Kingdom and China is similar. There is a
significant difference between the United States and United
Kingom/China. In the following section, we will primarily
compare China with the United States and answer the
af orementioned research questions.
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Figure3. Number of (A) health demand and informatics supply (H-I) and (B) health demand, informatics supply, and technological applications (H-1-T)

publications for China and the United States.
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Table 3. Distribution of global publications on medical informatics (n=194,567).

Ranking Country/territory Number of publications %

1 United States 49,353 254

2 China 14,105 (1083 in Chinese, 13,022 in English) 7.2

3 United Kingdom 13,783 7.1

4 Germany 9469 4.9

5 Canada 8326 4.3

6 Australia 7110 37

7 Italy 6644 34

8 Japan 6443 33

9 France 6037 31

10 The Netherlands 5596 29

I nter actions Between Health Demand, | nfor matics
Supply, and Technological Applications

Overall H-1-T Interactions

First, we calculated the average H-I-T scores of publications
for the world, the United States, and China. As shown in Table
4, we found that if we only count the average scores, the H-1-T
scores for China, the United States, and the world are very
similar. In general, the H scoreishigher thanthel and T scores,
indicating that the number of H-related MeSH major topic terms
is more than those of 1- and T-related topics. In other words,
this research tends to be health demand-oriented. Then, we
counted the H-1 and H-1-T interacting publications for China
and the United States (Figure 3). Compared with the fluctuating
trends for the United States, the interactions of both H-1 and
H-1-T for China show a notable increasing trend.

Next, we mapped publicationsfrom Chinaand the United States
ontheH-I-T triangle graphs based on the H-I-T model, as shown

in Figure 4. Since the search strategy was that any given paper
will definitely contain the H and | MeSH terms, we would
naturally assume that most articles on the triangle would tend
towards the edges H and |. However, the distribution of the
United States' publications was slightly unexpected. In the US
triangle diagram, the reddest subtriangle is in the center
(N=4499) instead of the edges of H and | (N=4350). The
distribution of Chinese publications in the triangle is quite
different from that of the United States; they are much less prone
tothe T side of thetriangle. Most articlesfrom Chinaarelocated
at the edges of H and I. In the just-centered subtriangle, the
number of articles with the same percentages of H, |, and T
MeSH primary terms (each category accounts for one-third) is
much lessfor China (N=870) than the United States (N=4499).
This shows that, while China's existing techniques and
equipment have been established to link informatics supply and
health demand, the informatics research efforts in the United
States have provided a stronger H-1-T link than China.

Table 4. The average health demand, information supply, and technological application (H-1-T) scores for the world, the United States, and China.

Country/territory H | T

United States 0.434 0.280 0.287
Global 0.436 0.277 0.288
China 0.450 0.268 0.282
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Figure 4. Overall layout of publications in the health demand, informatics supply, and technological application (H-I-T) triangle for the United States

and China.
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Detailed H-1-T Interactions

Such differences between China and the United States are also
observed when the detailed H-I-T interactions are considered.
We usethefirst level of disease classification in the MeSH tree
and combine“Health [N01.400]” and “ Public Health [N06.850]"
as “population hedth” The first-level concepts in the
“Information Science” branch and “Analytic, Diagnostic, and
Therapeutic Techniques and Equipment” branch are used to
map the interactions between informatics supply, technol ogical
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applications, the United States is more balanced, while China
is more concentrated. Computing methodologies, informatics,
and communications media (such as socia media and the
internet) constitute the majority of the informatics domain and
are the 3 most common HITs used for resolving the health and
disease problemsin China. In China, social media, theinternet,
and other forms of communication media are not only used to
solve public health problems but al so applied to specific disease
problems, especially infections diseases, cardiovascular diseases,
respiratory tract diseases, neoplasms, nervous system diseases,

applications, and health demand, which isrepresented by various
specific diseases and population health.

and many other chronic diseases. The State Council hasreleased
amedium to long-term plan (2017-2025) on the prevention and
treatment of chronic diseases and emphasized the roles of
internet+health in promoting health. Thus, social media and
other internet media are extremely important for health
promotion and self-care among patients and their family
members and caregivers.

Figure 5 depicts the detailed profile of the H-1-T interactions.
In general, such interactions in China are relatively weaker
compared with those in the United States. According to Figure
5, whether it comes to diseases, informatics, or technology

Figure5. Detailed profile of health demand, informatics supply, and technological application (H-I-T) interactions for the United States and China.
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As is shown in Figure 5, population health is the largest
informatics research target for both the United Statesand China,
since public M1 has been an established research area for both
of them. In fact, the term “public health informatics’ was
introduced into the MeSH tree in 2003 and defined as “the
systematic application of information and computer sciences
to public health practice, research, and learning.” But there were
some differencesin the health demand domainsinteracting with
informatics between China and the United States. For China,
the major diseases supported by informatics research efforts
include nervous system diseases, neoplasms, digestive system
diseases, cardiovascular diseases, and respiratory tract diseases.
The types of diseases that are most interactive in China are
ranked rather low in the United States. Such caseswere observed
for male urogenital diseases, immune system diseases, and
nutritional and metabolic diseases. In other words, China and
the United States are using similar HITs to solve their own
health problems.

I nfor matics Research Efforts vs Burden of Diseasein
China

The question to be discussed in this subsection iswhether China
informatics research efforts are dealing with the major health
needs, measured by the burden of disease. The Years of Life
Lost was used, and Disability-Adjusted Life Years (DALYS)
were provided by the WHO asaproxy of the burden of disease.
Although DALY s are not free of limitations, they are one of
the most established proxies of disease burden. We identified
informatics-related publications related to a selection of the
diseases considered in the WHO GBD estimates for the year

Duetd

2016 [34], which is much closer to the publication search
window used in this paper. Combined with the rankings of the
top 25 leading causes of DALY s in China during 1990-2017
[35], we considered the 24 most specific diseases with high
DALYs in China in the “Communicable, maternal, perinatal
and nutritional conditions” and “Noncommunicable diseases’
groups. We did not consider diseases in the “Injuries’ group
since it is difficult to match them with MeSH terms, although
“road injuries’ ranked fifth in the leading causes of DALY sin
2017.

According to Figure 6, generally, there is a positive correlation
between the burden of disease and the oriented informatics
research publications, when analyzed by specific therapeutic
areas classified by the WHO. The linear regression results
showed y = 0.0079%, R? = 0.4103. Two major cardiovascular
diseases, stroke and ischemic heart disease, are leading causes
of DALYs in China and in recent years, have attracted a
consi derable amount of information science research. For several
major malignant neoplasms, such as lung cancer, liver cancer,
stomach cancer, esophagus cancer, and colon and rectum
cancers, athough their DALYs vary largely, research has
attracted the most informatics research efforts. Among the top
24 diseases related to DALY sin China, thereis a gap between
the burden of disease and informaticsresearch effortsfor chronic
obstructive pulmonary disease, back and neck pain, and
depressive disorders, which have a higher burden yet lower
informatics research efforts. Overall, among mental disorders,
beside depressive disorders, schizophrenia, substance abuse,
and anxiety disorders have disproportionate informaticsresearch
efforts to their disease burden.

Figure 6. Top 24 disease-related Disability-Adjusted Life Years (DALY S) versus informatics-related publicationsin China.
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I nteractions Between Health Demand, Al Supply, and
Technological Applications

The “computing methodologies’ represent the largest part of
information science research for both the United States and
China, of which Al is the most dominant area. We use the
“Artificial Intelligence” MeSH terms and all terms beneath it
in the MeSH tree to construct Al sub-datasets. According to
Table 5, the proportion of Al-specific publications across all
publications linking health demand and information science
supply issignificantly higher for China(11.3%) than the global
average level (6.8%) and that in the United States (7.4%). The
number of Al publications has grown rapidly, especially since
2016 (Figure 7). In the MeSH tree, “Artificia Intelligence” is
defined as the theory and development of computer systems
that perform tasks that normally require human intelligence.
Such tasks may include speech recognition, learning; visual
perception; mathematical computing; reasoning, problem
solving, decision making, and the trandation of language. It has
8 subbranches: (1) Computer Heuristics, (2) Expert Systems,
(3) Fuzzy Logic, (4) Knowledge Bases (ie, Biological
Ontologies), (5) Machine Learning, (6) Natural Language
Processing, (7) Computer Neural Networks, and (8) Robotics.

Asasubfied of information science, Al and related technologies
areincreasingly prevalent in medical research and are beginning
to be applied to health care and medical research. Inthissection,
we specifically analyzed and discussed the H-I-T interactions
in Al-related research publications. Figure 8 shows the H-I-T
interactionsin Al research in China and the United States, and
the secondary MeSH terms under MeSH topic “Artificia
Intelligence [L01.224.050.375]" were selected to calculate
co-occurrence rel ationships between health demand, Al supply,
and technology applications.

As to the connection between health demand and Al supply,
the most focused domain of health demand is population health;
themost concentrated Al concepts are computer neural networks
and machine learning; and the most extensive technology
applications are investigative techniques, diagnosistechniques,
and therapeutic techniques. Investigative techniques are
commonly used in preclinica and clinical research,
epidemiology, chemistry, immunology, and genetics, among
others. The investigative techniques do not include techniques
specifically applied to diagnosis, therapeutics, anesthesia and
analgesia, surgical procedures, surgical, and dentistry. After a
detailed analysis of the specific topics under “Investigative
techniques” we found the most focused topics are
“observation,” “research design,” and “ epidemiol ogic methods’
and “modéls, theoretica.” We concluded the linkage “ Population
health—machine learning (including deep learning such as

Duetd

neural networks)—Investigative techniques’ shows hot topics
such as machinelearning—enabled clinical research and disease
prediction models based on real-world data. Now, weturn from
“population health” to specific diseases. Both countries have
used Al technologiesfor research on all diseases. Among those,
nervous system diseases and neoplasms are the most focused
Al-targeted diseases for the United States and China,
respectively. Diseasesthat very rarely use Al includeinfections,
otorhinolaryngologic diseases, immune system diseases, and
hemic and lymphatic diseases.

On the informatics supply side, machine learning and neural
networks are the most commonly used techniques in both
Chinese and US publications. In the United States, “machine
learning” and “computer neural networks’ co-occurred 1169
and 914 times, respectively, with health demand—related terms.
China, on the other hand, was counted 829 and 901 times,
respectively. In health Al research by US scholars, “computer
neural network” technol ogies have been used mainly in clinical
research and real-world studies, with 248 occurrences, whereas
it israrely used for diagnosis [EO1], with only 5 occurrences.
However, in Chinese scholars research, “computer neural
network” technology has been mainly supported for “Diagnosis’
[EO1] with 209 co-occurrences.

Furthermore, another significant difference observed between
health Al research by Chinese and US scholars is the use of
natural language processing technology. Natural language
processing co-occurred 325 times with healthy demand for the
articles by US scholars, but only 65 times for China. Asit is
indicated in the Sankey diagram (Figure 8), the most common
use of natural language processing techniques in the United
States focused on “Population Health,” followed by
cardiovascular disease, nervous system disease, and many other
specific diseases.

The phenomenon that natural language processing—elated
research seems a gap or aweak point for China may be due to
therelative lack of research on electronic health records (EHRS)
in China. The MeSH term “Electronic Health Records’ is a
standardized term that unifies synonyms such as Computerized
Medical Recordsand EMR. It isdefined as mediathat facilitate
transportability of pertinent information concerning a patient’s
illness across varying providers and geographic locations. Some
versions include direct linkages to online consumer health
information that is relevant to the health conditions and
treatments related to a specific patient. While continuously
increasing (Figure 7), China has insufficient research
publications as to its overal health information research
publications on EHR (193, 1.4%), compared with the world
average (3.3%) and the United States (4.8%).

Table 5. Comparison of the number of publications between health demand and artificial intelligence (Al) supply.

Country/territory Number of Al publications Number of all H-I2-interacted publications Percentage (%)
Global 13,258 149,567 6.8

China 1592 14,105 11.3

United States 3628 49,353 7.4

8H-1: health-related MeSH (Medical Subject Headings) terms co-occurred with information-science-related MeSH terms.
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Figure 7. Publications about (A) artificial intelligence and (B) electronic health records for the United States and China.
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Figure 8. Comparison of health demand, Al supply, and technological application (H-Al-T) interactions for the United States and China.
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Discussion

I nteractions Between Health Demand, | nfor matics
Supply, and Technological Applications

Informatics uses the synergistic “bridging” of electronic data
to benefit individual diseases and population health. There has
been aconsistent increase in the number of publications tagged
with both health-related and information science—related MeSH
terms since 2010 in China. This is in accordance with the
observation that “a significant upward trend particularly after
2011 in the number of articles by Chinese academics in Ml
based on their publicationsin 18 international specialty journals’
[12]. They aso concluded that the global influence of Chinese
scholars is growing worldwide; they are making increasingly
conscious efforts to enhance their collaborative relationships
with international researchers. In their contribution, the hottest
and emerging technological fieldsin MI were examined, such
asEMRs, Al, and image processing, whereas the functionsthese
informatics technologies have realized, such as in supporting
diagnosis and therapeutics of diseases, and the health needs
they are used to address have not been investigated. The focus
of our paper istheinterplay between knowledge entitiesthrough
the co-occurrence of the 3 dimensions of health-, information-,
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and technology-related terms, instead of macrobibliometric
analysis. Our results suggest that the interactions between health
demand and informatics supply as well as technological
applications in China are showing significant growth. Among
the top 3 countries with the highest number of publications, the
number of H-I-T publications in Chinais growing the fastest.
In our analysis, population health or public health isthe area of
greatest demand that interacts with informatics for both the
United States and China. Population health can have the most
impact on health informatics research. Recently, Bhattarai et al
[10] investigated how information and communications
technologies (ICTs) were applied to public health and found
that “ communi cabl e disease monitoring,” “public health policy
and research,” and “public health awareness’ are the most
common public health domains interacting with ICTs. One of
the limitations of their study is that, by only using one MeSH
tag as a selection criterion, publications without the “public
medical informatics’ MeSH term were excluded from their
dataset. Our research avoids such alimitation.

Despite the increasing output of academic research, the overall
interaction between health demand, informatics supply, and
technological applications in China is weaker than that in the
United States. To some extent, this has affected the technol ogical

JMIR Med Inform 2021 | val. 9 | iss. 7 |e26393 | p.64
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

transfer of HITs into products and ultimately had an impact on
the development of evidence-based digital medicine. The
effectiveness and safety of HIT must be evaluated scientifically
before it can be used by doctors, patients, and consumers. For
example, Bhattarai et al [10] reported that inconsistent results
exist regarding the validity of most of theinformaticsindicators
when various predictors are used for disease surveillance and
emergency monitoring, such as syndromic surveillance, dispatch
calls, over-the-counter drug sales, and school absenteeism. They
suggest additional studies should be conducted to further
investigate the validity of such predictions. Whereas, for
evidence-based medicine, there are clear guidelines on the
development and assessment of the effectiveness of biomedical
or behavioral hedth interventions, there is a scarcity of
guidelines for the systematic development and assessment of
medical and health informatics, and corresponding research has
just begun [25].

I nfor matics Research to be Focused on the Greatest
Burden of Diseases or Where It Can Havethe Most
Impact

We are not prepared to emphasize the idea that informatics
research efforts must be proportional to the burden of disease.
Wethink it isnot contradictory that informatics research should
be focused on the greatest burden of diseases or where it can
have the most impact. In fact, we have taken into account these
2 viewpoints. The overall results of both the H-I-T interactions
and the H-AI-T interactions indicate that population health or
public health isthe area with the greatest demand that interacts
withinformatics supply and technological applicationsfor both
the United States and China. We think population health can
have the greatest impact on heath informatics research.
Population health and specific disease management are 2 major
demanding health domains. While the extent of demand for

https://medinform.jmir.org/2021/7/e26393
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specific diseasesis easy to measure (eg, using burden of disease
data), the extent of the demand for population healthisnot easily
quantified since it isindependent of diseases.

We used 2 MeSH terms, “health” and “public health,” to
represent popul ation health demand and the “ diseases category”
MeSH terms to indicate the individual health demand for
specific diseases. We noticed that there are 2 MeSH terms,
“Delivery of Health Care, Integrated” and “Patient-Centered
Care,” that arerelated to health demandsindependent of specific
diseases. The term “Délivery of Health Care, Integrated” is a
health care system that combines physicians, hospitals, and
other medical serviceswith ahealth plan to providethe complete
spectrum of medical carefor itscustomers. In afully integrated
system, the 3 key elements — physicians, hospital, and health
plan membership — arein balancein terms of matching medical
resources with the needs of purchasers and patients. The term
“Patient-Centered Care” represents a design of patient care
wherein institutional resources and personnel are organized
around patients rather than around specialized departments.
Unfortunately, these terms are not included in our conceptual
framework and data collection. Here, we tried to determine the
research landscape between “ Patient-Centered Care” /“ Delivery
of Health Care, Integrated” and “Information Science” Using
such asearch strategy, “ (“ Patient-Centered Care” OR “Delivery
of Health Care, Integrated’) AND (“information science
category”),” with the search field “MeSH Major Topic” from
the MEDLINE database, we collected 2071 publications
published between 2010 and March 15, 2021. We mapped the
co-occurrence clusters of MeSH Major Topics with at least
tagged by 10 publications and found that “Patient-Centered
Care” tended to link with nursing practices, such as “nursing
staff, hospital,” “nursing homes,” “family,” “nurse-patient
relations,” “patient participation,” and “patient safety” (Figure
9).
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Figure 9. The co-occurrence clusters of MeSH Major Topicsin “Patient-Centered Care”—related informatics research publications.
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Recently, there was an urgent discussion about a shift towards
integrated patient-centered models of care [36]. We may
conclude from these pointsthat the focus of nursing informatics
is oriented around patient-centered care, while MI is
disease-oriented, and hedth informatics is population
health—oriented. According to aWHO report published in 2015
[37], integrated people-centered health services mean putting
the comprehensive needs of people and communities, not only
diseases, at the center of health systems and empowering people
to have a more active role in their own health. Traditional
models of care, providing hyperspecialized, program-specific
delivery to narrowly defined patient cohorts (eg, cardiac
programs, diabetes programs), are unable to support integrated
complex needs in a manner that achieves optimal outcomes.
Thefocus, therefore, needsto return to the holistic treatment of
the whole person, to be culturally and socialy sensitive to
individual needs, and where appropriate, to include individual,
family group, or community models of care. Blending
informatics expertise with nursing’s unique perspective on
holistic health care ideally situates the profession to inform the
integration of emerging modelsof carein adigital environment.
We think that is a great opportunity for the development of
nursing informatics.

I nteractions Between Health Demand, Al Supply, and
Technological Applications

Inour study, “ computer neural networks’ was one of the hottest
informaticstechniquesin health Al research. China, in general,
has only less than half as many health Al publications as the
United States, yet has ailmost the same number of computer
neural network publications asthe United States. Research from
Chinese scholarsin the field of health Al primarily focuses on
deep learning and ismorelikely to apply complex deep learning

https://medinform.jmir.org/2021/7/e26393
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models (such as deep neural networks) to health and medical
diagnoses. Thisechoesthefindings of arecent systematic review
that compared the performance of diagnostic deep learning
algorithms for medical imaging with that of expert clinicians
[29]. Of the 10 randomized trial registrations for deep learning
algorithms that were ultimately included, 8 were from China,
and 1 was from the United States. Two trials have been
completed, both from China, and their results were published
in 2019. For the 81 nonrandomized studies that were included,
thetop 4 countrieswere asfollows: United States (24/81, 30%),
China(14/81, 17%), South Korea (12/81, 15%), and Japan (9/81,
11%). Chinese scholars are very active in diagnostic deep
learning algorithms for medical imaging. Al-powered imaging
became the most mature field within theintelligence and medical
science industry, boasting a large market scale, substantial
revenue earnings, and a favorable financing environment.

It should be noted that natural language processing isnot afully
studied domain in health Al research in terms of H-I-T
interactions. After reading the titles of publications, we found
that almost all of the US studiesin this dataset that used natural
language processing were related to EHRSs. Thisis yet further
evidence that the level of openness of EMR data in Chinese
significantly limits the opportunities for scholars to uncover its
value.

The data show that EHRs are not fully studied, especially in
China. This coincides with the following evidence from the
United States as well as China. Through in-depth qualitative
interviews across the United States, Sheikh and colleagues[38]
investigated how to improve patient care and population health
with HITsand how to reduce health care expenditure. Yet, they
found that the following concerns persisted under existing
systems. poor usability of EHRS, limited ability to support
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multidisciplinary care, and major difficulties with using the
health information exchange systems. On the other hand, Zhang
and colleagues [39] explored the health applicationsfor big data
in China. Although more than 90% of Chinese hospitals use
EMRs, sharing datais till difficult with hospital-based systems
because they are developed by more than 300 vendors using
different data standards. The investigation in the United States
revealed that despite the government’s substantial investment
in information systems, there were barriers to integrated care
due to system fragmentation. In China, the National Health
Commission hosts the EHRs, the National Healthcare Security
Administration hosts insurance claims data, and each hospital
has set up a unique medical record system, but none of which
are interoperable [5]. As such, it is critical to integrate the
myriad of electronic health, medical, and claims recordsinto a
unified information system at all provider levels. Even with
these challenges, the Chinese government vigorously promoted
the development of big data and its application in the health
and medical fields. China's State Council has announced that
it will establish anational and provincial integrated population
health information platform to facilitate data sharing, clinical
research, and public health initiatives in the country.

The limitations of this study include that (1) only one database
(ie, MEDLINE) was searched; (2) by using the combination of
2 branches of MeSH tags as a selection criterion, publications
without or with inaccurately indexed MeSH terms could not be
collected; and (3) the mappings of H-I-T interactions are
probably not sufficient. A much more complicated and granular
MeSH-based classification technique could have been
devel oped. However, keeping the definition of the 3H-1-T areas
simple did not seem to limit our analysis, but rather it made the
results easier to interpret. In addition, only using the MeSH
Major Topics seems too strict, yet this approach ensures the
core content of one given publication. In many countries,
researchers need funding, and these will often be determined
by research funding bodies or industry, which will determine
research thrust and publications. In addition, in some countries
where many applied research and developments are within
publicly funded health institutions, publication isnot prioritized
even where there is innovation; in countries where HIT is
competitively, commercially produced, research sponsors may
limit publication to avoid what is seen as loss of commercial
advantage.

Conclusions

This study proposed a new approach to mapping the interplay
between different knowledge entities by using the tree structure
of MeSH to gain insights into the interactions between health
demand, informatics supply, and technology applications in
China. This method can help to collect publication datawith a
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broader interpretation of medical and health informatics and
may also be applied to other interdisciplinary fields, such as
medical physics, medical engineering, and medical social
sciences.

China's emphasis on medical information technologiesor HITs
began with the new round of health care reform in 2009. Since
then, medical and MI research in China has grown very fast,
and the number of publications has exceeded that of the United
Kingdom. The United States shows a relatively stable
publication trend. While China has made these advances, some
institutional and academic gaps till need to be filled in order
to fully utilize the advantage of informaticsin medical research
and health care services. The following observations made
throughout the analysis are described in the following

paragraphs.

The interplay between health demand and informatics supply
for Chinais dlightly sparse, and the interactions between them
weremostly observed in cardiovascular diseases, nervous system
diseases, neoplasms, and population health, which are studied
more with the help of computational methodologies and
informatics techniques. Other techniques, such as social media,
the internet, and other communication media are mainly used
to solve public health problems and are rarely used in other
disease research in the United States. While technological
applications (T) have been established to link informatics supply
(I) and health demand (H), the H-I-T linkages in informatics
research in Chinaarewesker than research in the United States.
It is suggested that technological transfers, namely the
functionality to be realized by medical/health informatics (eg,
diagnosis, therapeutics, surgical procedures, |aboratory testing
techniques, and equipment and supplies) should be strengthened.

There is a positive correlation between the burden of diseases
in China and the informatics research efforts for diseases. The
major diseases targeted by informatics research efforts are
cardiovascular diseases, neoplasms, and respiratory tract
diseases, which differ in profile from those in US popul ations.
Chinaand the United States are using similar HITsto solve the
different health needsin their respective countries.

Chinais unbalanced in its use of a combination of information
science and medical and health sciences. The overall H-I
interactions in China are sparse, focusing on severa major
diseases and 2 major informatics techniques. Research on EHRS
combined with natural language processing should also be
strengthened in China to improve the real-world applications
of HITs and big datain health and medicine in the future.

All data used to calculate the HIT scores are stored in the
Science Data Bank, which includes MeSH terms, MeSH tree
list, and the paper list with HIT scores [40].
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Abstract

Background: Clinical natural language processing (cCNLP) systems are of crucial importance due to their increasing capability
in extracting clinically important information from free text contained in el ectronic health records (EHRS). The conversion of a
nonstructured representation of a patient’s clinical history into a structured format enables medical doctors to generate clinica
knowledge at a level that was not possible before. Finally, the interpretation of the insights gained provided by cNLP systems
has agreat potential in driving decisions about clinical practice. However, carrying out robust eval uations of those cNL P systems
isacomplex task that is hindered by alack of standard guidance on how to systematically approach them.

Objective: Our objective was to offer natural language processing (NLP) experts a methodology for the evaluation of cNLP
systems to assist them in carrying out this task. By following the proposed phases, the robustness and representativeness of the
performance metrics of their own cNLP systems can be assured.

Methods: The proposed evaluation methodology comprised five phases: (1) the definition of the target population, (2) the
statistical document collection, (3) the design of the annotation guidelines and annotation project, (4) the external annotations,
and (5) the cNLP system performance evaluation. We presented the application of all phases to evaluate the performance of a
cNLP system called “EHRead Technology” (developed by Savana, an international medical company), applied in a study on
patients with asthma. As part of the eval uation methodol ogy, we introduced the Sample Size Calculator for Evaluations (SLiCE),
a software tool that calculates the number of documents needed to achieve a statistically useful and resourceful gold standard.

Results: The application of the proposed evaluation methodology on areal use-case study of patients with asthma revealed the
benefit of the different phases for cNLP system evaluations. By using SLiCE to adjust the number of documents needed, a
meaningful and resourceful gold standard was created. In the presented use-case, using as little as 519 EHRYs, it was possible to
evaluate the performance of the cNLP system and obtain performance metrics for the primary variable within the expected Cls.

Conclusions: We showed that our eval uation methodology can offer guidance to NL P experts on how to approach the evaluation
of their cNLP systems. By following the five phases, NLP experts can assure the robustness of their evaluation and avoid
unnecessary investment of human and financial resources. Besides the theoretical guidance, we offer SLiCE as an easy-to-use,
open-source Python library.

(IMIR Med Inform 2021;9(7):€20492) doi:10.2196/20492

KEYWORDS

natural language processing; clinical natural language processing; electronic health records; gold standard; reference standard;
sample size
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Introduction

Over thelast decades, health careinstitutions have increasingly
abandoned clinical records in paper form and have started to
store patients’ longitudinal medical information in electronic
health records (EHRS). EHRs are widely available and capture
large amounts of valuable clinical information from medical
backgrounds, examinations, laboratory testing, procedures, and
prescriptions [1]. While some clinical data are codified in the
structured fields of EHRs, the great majority of relevant clinical
information appears embedded within the unstructured narrative
free-text [2]. In this free-text section, physicians write down
their routine evaluation of the patient and thereby offer a
window into real-world clinical practices[3,4].

Theresulting exponential growth of digitized dataon real-world
clinical practice has given rise to specialized research fields
such asclinical natural language processing (cNLP) [5,6], which
aims at exploring the clinically relevant information contained
in EHRs [7-9]. The importance and complexity of improving
cNLP systems has given rise to a strong engagement among
researchersin devel oping methods capable of doing so [10-16].
Thisresulted inimproved cNL P systemsthat have dramatically
changed the scale at which information contained in the free-text
portion of EHRs can be utilized [17-20] and has provided
vauableinsightsinto clinical populations[21-27], epidemiology
trends [28-30], patient management [31], pharmacovigilance
[32], and optimization of hospital resources [33].

However, there is alack of guidance on how to evaluate those
cNLP systems[34]. Although some ground-breaking work was
done by Biber [35] and Paroubek et a [36], who analyzed the
representativeness in linguistic corpora and the quantity and
quality of annotations needed to establish arepresentative gold
standard, hardly any proposal existsfor an end-to-end evaluation
methodology of cNLP systems. Criteria for the evaluation of
cNLP systems were provided by Friedman and Hripcsak [37]
and, 10 years later, Velupillai et al [38]. Those are actionable
suggestionsto improvethe quality of cNL P system evaluations.
Based on their judgment, the provision of details about the
number of domain experts who participated in the creation of
the reference standard, mentions of the sample size, defining
the objective of the study, and the presentation of performance
measure Cls were deemed relevant aspects that provide
robustness to cNLP evaluations [35-37]. Such criteria are key
to advancement in cNLP [37] because of the direct and
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existential impact these systems have on understanding patients
and diseases [39].

A crucial point for the evaluation of a cNLP system is the
availability of benchmark data setsin a specific language based
on real EHRs. Although many corporafor the medical domain
areavailablein English, they are scarce or nonexistent for other
languages. As a consequence, many benchmarks have been
designed apriori for clinical publicationsand are not real EHRs
[40]. Thedownside of thispracticeisthat someimportant values
present in real EHRSs are not contained in artificial EHRs. For
example, the validation of artificial data sets may not include
variables or concepts of the pathology of interest or research
objective. Furthermore, real-world data sets entail misspellings,
acronyms, and other particularities of the free-text narratives
of patients EHRs, which can be taken into account in the
validation process, thereby providing amuch more accurate and
generalizable evaluation of the cNLP system [41]. Obviously,
the use of actual EHRs obliges researchers to implement the
necessary steps and tools to guarantee the confidentiality and
security of the data, in compliance with hospital ethics
committees, national and international regulations, and
pharmaceutical industry policies.

Here, we propose a language-independent evaluation
methodol ogy that can help researchersto overcome some of the
mentioned obstacles when evaluating their cNLP system. Our
objective is to provide a state-of-the-art methodology for the
evaluation of cNLP systems, thereby guiding researchersin the
field of natural language processing (NLP) in this complex
process to ensure the robustness and representativeness of the
system’s performance metrics. The proposed evaluation
methodology is the result of our experiences developing cNLP
evaluationsin real use-cases dealing with heterogeneous EHRS
focusing on a wide range of pathologies from one or severa
hospitals in different countries.

Methods

Our evaluation methodology is a set of methods and principles
used to perform acNL P system eval uation, which extendsfrom
the establishment of the reference standard to the measurement
and presentation of the evaluation metrics. It consists of five
phases : (1) definition of the target population, (2) statistical
document collection, (3) design of the annotation guidelines
and annotation project, (4) external annotations and gold
standard creation, and (5) cNL P system performance eval uation
(Figure 1).
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Figure 1. The proposed evaluation methodology consists of five phases that guarantee the evaluation of aclinical natural language processing system
against agold standard providing unbiased performance metrics. NLP: natural language processing, EHR: electronic health record.
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In the following paragraphs, we present the five phases of the
proposed evaluation methodology in the context of cNLP
systems. However, thisapproach isnot limited to cNL P systems
and the phases can be adapted to perform equaly useful
evaluations of nonclinical NLP systems.

A 4

Phase 1. Definition of the Target Population

The target population is defined by sets of nonlinguistic and
linguistic characteristics. Nonlinguistic characteristics of the
target population are, for example, the type of hospitals that
participate in the evaluation, as this defines the clinica
departments commonly in charge of those patients, or factors
such as patient age (eg, patients under 18 years of age for a
pediatric disease) or gender (eg, men for studying prostate
cancer). Linguistic characteristics on the other hand are related
to the actual written content in an EHR such as mentions of the
primary and secondary medical conditions being evaluated. It
is highly recommended to consider secondary medical
conditions sincethey help to determinethe criteriaof sampling.
A list of questions related to the nonlinguistic and linguistic
characteristics, which needs to be answered by the responsible
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medical experts, helpsto identify the scope of the cNLP system
evaluation, the requisites for sampling, and the sample size:

« Pdtient age: is the patient’s age relevant in the studied
pathology?

« Hospitals: which hospitals will
evaluation?

« Clinical departments: are there any clinical departments
related to the disease that are relevant for this eval uation?

« Time is there a period of time in which the evaluation
should be carried out? (study period)

«  Primary medical condition (primary variable): which disease
or primary medical condition will be evaluated?

«  Secondary medical conditions (secondary variables): which
other medical conditions or medical evaluations (eg,
symptoms, signs, treatments, or tests) will be considered?

Phase 2: Statistical Document Collection Using the
Sample Size Calculator for Evaluations

Determining the amount of data needed to capture enough
linguistics to be statistically robust as well as selecting the
sample to produce consistent performance measures, has been

participate in this
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an open question in NLP research for more than a decade
[35-37]. Inour evaluation methodol ogy, alinguistic event refers
to a particular clinical concept mentioned in EHRs such as a
disease, a symptom, or a sign. Thus, the aim of phase 2 isto
build a corpus which represents the characteristics of the
population as closely as possible by combining an in-house
software tool called Sample Size Calculator for Evaluations
(SLiCE) and stratified sampling.

SLIiCE

SLiCE is a publicly available software [42] developed by
Savana, an international medical company, that enables users
to estimate the minimum sampl e size required to obtain robust
metrics of reading performance, whereby robustness is
determined by predefining the Cl and level. The method was
designed using the standard metrics commonly applied in NLP
system evaluations: precision (P), recall (R), and F1-score [43].
The input parameters of SLiCE are (1) the desired confidence
level (1-alpha), (2) the Cl width, (3) expected values of precision
and recall, (4) the frequency of the linguistic event to evaluate,
and (5) whether thisfrequency has been calculated “internally”
or “externally.” The output of SLiCE contains the sample size
aswell asthe number of positive and negative samplesrequired
to ensure the CI for the linguistic events evaluated. The final
number of documents to manually annotate is to be shared
equally among the participating hospitalsin case of amultisite
eva uation.

The fundamentals of SLICE are based on the sample size
determination method [44] for proportions[45] and the expected
occurrence rate (prevalence) of a linguistic event in the total
population. The method consists of fixing a confidence level
and a Cl to calculate the sample size required to achieve the
desired CI. In our proposal, the Clopper-Pearson approach is

https://medinform.jmir.org/2021/7/e20492
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employed for Cl calculation [45] sinceit is a common method
for calculating binomial Cl. Under the Clopper-Pearson
approach, the lower and upper confidence limits are determined

by:
@]

wherenisthe number of trials (sample size), F isthe F-Snedecor
distribution, r is the number of successes, and a is the
significance level (eg, 5%).

The proposed method is applicable when the objective is to
assess a linguistic event or a set of linguistic events.
Consequently, the definition of the target population is key to
applying SLiCE since the calculation of the prevalence of the
event in the target population is a requirement.

The expected values of precision and recall represent values
that are considered achievable by the system. Care should be
taken not to overestimate the performance of the system by
introducing va ues higher than 90% when the actual performance
is below. This would result in a very small sample size and,
consequently, final metricsthat are not very robust. If our system
achieves values in the evaluation that are far from the expected
ones, the probability of complying with the Cl islow. Therefore,
we recommend applying realistic values of P and R (around
80%) to ensure the robustness of the final metrics. The impact
of the frequency of amain variableisthe most influential input
as more negative examples are needed in case of low frequency
to guarantee a representative sample. To achieve a more robust
cNLP system evaluation, more documents would need to be
annotated. On the contrary, if high recall and precision are
expected, the total number of documents to verify this
expectation is lower than when low recall and precision are
expected (Figure 2).
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Figure2. Anaysisof SLiCE (Sample Size Calculator for Evaluations) outputs according to changesin input parameters and their impact on the number

of documents to be selected for the gold standard.
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SLiCE has two additional options which are “internal” and
“external.” When “internal” is selected (default), the occurrence
rate of the main variable needsto be calculated. To achievethat,
the prevalence of this linguistic event can be calculated using
the data provided in each hospital. Thus, for each hospital
participating in a study, the frequency using the following
formula can be calculated:
IE

In the case of developing the evaluation for several hospitals,
the final frequency is the average of the occurrence rate of the
main variablein each hospital. Poor prevalence variables might
require avery large number of documentsto be annotated, which
is not feasible in practice. However, the prevalence could be
measured not from an entire database, but from a subset of
relevant EHRs (eg, only a specific department).
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When a set of linguistic events (eg, clinical concepts) is
evaluated, SLiCE needs to be applied to each clinical concept
that defines the target population to ensure the expected CI for
all theclinical events. However, thismay not always be possible
dueto time and budget restrictions associated with an evaluation.
For this reason, our methodology proposes to apply SLiCE at
least for the primary variable defined in the target population.
Consequently, for the secondary variabl es, the sample size does
not need to be calculated because they depend on the sample
size calculated for the primary variable.

It is important to note that the parameters of the calculator
should be decided by the medical experts together with NLP
experts in charge of the study based on their expectations
regarding the performance of the system. A detailed explanation
about the SLICE agorithm can be found in Multimedia
Appendix 1, and a guide on how to use the open-source SLiCE
can be found on GitHub [42].
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Stratified Sampling by Clinical Concepts

Once the number of documents needed to create the gold
standard as well as the numbers of positive and negative
exampl es needed for the primary variables are calculated using
SLiCE, the EHRsto be included in the final validation data set
can be selected. In order to stratify clinical concepts, we need
to collect the samples of each variable from the subset of
documents from the target population. First, the positive and
negative examples of the primary variable are selected according
to SLIiCE. In a second step, negative examples for secondary
variables are randomly selected from reports excluding the
primary variable. Positive examplesfor secondary variablesare
collected using astratified sampling asamethod of probabilistic
sampling where the subgroups areidentified by each secondary
variableto ensure the representativeness of each linguistic event.

Phase 3: Design of the Annotation Task and Guidelines

The preparation of the annotation project requires the
cooperation of NLP experts and the internal medical experts
(developers of the study). The annotation task itself isamanual
process in which annotators (external medical experts of the
participating hospital) review and mark up the predefined
variables in the text for each EHR of the gold standard. To
guarantee the quality of the resulting annotations [46], it is
important to carefully design both the annotation guidelinesand
the annotation task.

The annotation guidelines consist of a set of instructions that
explain what exactly the annotation task consists of. For
instance, these guidelines will include the list of variables the
annotators are expected to annotate in the free text, as well as
resolve possible doubts related to, for example, synonyms or
theinclusion of negative concepts. The creation of the guidelines
isaniterative processin which NLP expertsand internal medical
experts participate. Using the initial draft of the annotation
guidelines, the annotators are required to perform the annotation
task on a small subset of documents in order to validate the
design of the annotation project and correct, when applicable,
the guidelines. Thisiterative process ensuresthat theinstructions
are clear before the start of the actual annotation task. Thefinal
guidelines need to be followed by each participating annotator
in order to assure the consistency of annotations, especially
across participating institutions. The process described here
must always be applied, regardless of the study, the annotation
tool (we use Inception at Savana [47]), or the number of
documents included in the evaluation.

Phase 4: External Annotations and Gold Standard
Creation

Once the annotation project is prepared for each hospital
participating in the study, the external annotation task can start.
In thisphase, 2 annotators (external medical experts) from each
hospital will review independently and blindly (meaning they
do not know which document they are annotating compared to
their colleague) the whole set of documents selected in the
previous steps. It is important to note that the 2 annotators are
not alowed to communicate with each other or with the
annotation project creators. Their only source of information
are the annotation guidelines.
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Once al the annotations have been completed by both
annotators, a curator (additional external clinical expert) from
that same ingtitution is assigned to check every annotation for
which the annotators disagree and to make the final decision.
This final decision will be the one used for the gold standard
creation that later serves to evaluate the cNLP system, while
the two previous annotations are used to measure the
interannotator agreement (IAA). The lAA isacommonly used
approach in cNLP system evaluations [48-50] to identify the
upper performance level.

Phase 5: NL P Performance Evaluation

To measure the quality of annotations and to obtain target
metrics for the ctNLP system, it is necessary to assess them by
measuring the IAA after full completion of the annotation task
by the external medical experts. In our methodology, the IAA
is calculated using the F1-score [51]. A low agreement can
indicate that the annotators might have had difficulties in
linguistically identifying the respective variables in the EHRs
or that the guidelines are still inadequate in properly describing
the annotation task. Thus, the IAA serves as a control
mechanism to check thereliability of the annotation and further
to establish atarget of performance for the ctNLP system.

The performance evaluation of the cNLP system is calculated
using the standard metrics precision, recall, and their harmonic
mean F1-score [43]. P gives us an indicator of the accuracy of
information retrieved by the system (equation 3), R givesusan
indicator of the amount of information the system retrieves
(equation 4), and the F1-score gives us an overall performance
indicator of information retrieval (equation 5):

]

In all cases, true positives are the sum of records correctly
retrieved, false negatives are the sum of records not retrieved,
and false positives are the sum of recordsincorrectly retrieved.

In addition to these metrics, the 95% CI for each aforementioned
measure can be calcul ated since this providesinformation about
the range in which the true value lies and thus how robust the
metric is. The method employed to calculate the CI is the
Clopper-Pearson approach [45], one of the most common
methods for calculating binomial Cl.

Results

Application of the M ethodology

The proposed eval uation methodol ogy has been applied for the
evaluation of cNLP systemsin severa clinical research projects
at Savana. In this section, we give one example of itsapplication
inaproject aimed at estimating the prevalence of severe asthma
in the Spanish hospital population using Savana’ s cNL P system
“EHRead Technology”.

Phase 1. Definition of the Target Population

For this study, the popul ation was defined by adult patientswith
asthma (the primary medical condition), with EHRSs available
from multiple hospitals and a study period of several years.
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Phase 2: Statistical Document Selection Using SLiCE
SLIiCE

With an average internal frequency for asthma of 48.5% in the
target population of the participating hospitals (see subsection
“Phase 2: Statistical Document Collection Using the Sample
Size Calculator for Evaluations’ of the Methods section for
details on how this was calculated), an expected precision of
85% and recall of 80% (to be on the safe side, as explained in

the previous section) with aninterval width of 5% and expected
Cl of 95%, we aobtained the following sample sizes:

Candeset a

« 249 positive examples,

« 270 negative examples,

« 519 total number of documents to annotate;

« 87 documents per hospital (42 positive examples, 45
negative examples).

Stratified Sampling by Clinical Concepts
In order to ensure the representativeness of the secondary
variables of interest to the study, a stratifying approach was
applied as explained in the subsection “Phase 2: Statistical
Document Collection Using the Sample Size Calculator for
Evaluations’ of the Methods section (Table 1).

Table 1. Study variables detected in selected documents by the clinical natural language processing (cNLP) system compared to the ones obtained by

manual annotations.

Manual annotations

cNLP system detections

Variable
Asthma (primary variable) 281
Extrinsic asthma 65
Bronchodilation test 131
Eosinophilsin blood 181
Gastroesophageal reflux syndrome 181
Obesity 54
Omalizumab 27
Prick test 162
Salmeterol + fluticasone 147
106

Total IgE?

289
49
88
164
168

21
152
80
104

8 gE: immunoglobulin E.

Phase 3: Design of the Annotation Task and Guidelines

External medical experts (annotators) were asked to mark the
appearance of the clinical variables of interest in the free text
of EHRs selected for the gold standard. In this project, we used
the annotation tool Inception to facilitate the annotation task
[47]. The annotation guidelines can be stored in this annotation
tool, and annotators can access them via the user interface at
any time during the annotation task.

https://medinform.jmir.org/2021/7/e20492

Phase 4: External Annotations and Gold Standard
Creation

A crucia indicator is the IAA, which describes the difficulty
of the external medical experts in evaluating the variables in
the free text of EHRs and to set the target for the cNLP system
performance. In the asthma study, the validation task appeared
to be difficult as suggested by the suboptimal 1AA F1-scores
of several variables (Table 2). It was noted that the primary
variable (asthma) and the first secondary variable (extrinsic
asthma) may intersect, leading to confusion among medical
experts. Once both annotators finished their annotations and
the |AA was calculated, athird external medical expert resolved
disagreements for the creation of the gold standard.
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Table 2. Interannotator agreement (IAA) F1-scores for the primary and secondary variables of the annotation task.

Variable IAA F1-score (95% Cl)
Asthma (primary variable) 0.77 (0.70-0.82)
Extrinsic asthma 0.76 (0.58-0.88)

Bronchodilation test 0.86 (0.78-0.92)
0.68 (0.57-0.76)

0.82 (0.73-0.89)

Eosinophilsin blood

Gastroesophageal reflux syndrome

Obesity 0.74 (0.51-0.87)
Omalizumab 0.88 (0.74-0.95)
Prick test 0.72 (0.62-0.80)

Salmeterol + fluticasone 0.81 (0.71-0.88)
Total IgE® 0.60 (0.45-0.72)

3 gE: immunoglobulin E.
final metrics, which means that even fewer reports could have

Phase 5: NL P Performance Evaluation

After the curation of the disagreements between the annotations
of the external medical experts, the final gold standard was
compared to the cNLP system, leading to higher precision and
recall than expected for the primary variable and a Cl width of
90-96 for precision and 94-98 for recall. The expected precision
and recall used in SLiCE were underestimated compared to the

been annotated. However, using as little as 519 EHRSs, it was
possible to evaluate the performance of the cNLP system and
obtain performancefor the primary variable within the expected
Cl range (Table 3). Interestingly, the performance metrics of
the secondary variables were aso high (>0.79) apart from one
variable (total immunoglobulin E: F1=0.64) for which the lAA
was aso low (0.60).

Table3. Performance metricsfor primary and secondary variableswhen comparing the clinical natural language processing system to the gold standard.

Variable Precision (95% Cl)

Recall (95% Cl) F1 value (95% CI)

Asthma (primary variable) 0.94 (0.90-0.96)

0.96 (0.94-0.98) 0.95 (0.92-0.97)

Extrinsic asthma

Bronchodilation test
Eosinophilsin blood

Gastroesophageal reflux syndrome

1.00 (0.93-1.00)
0.99 (0.94-1.00)
0.99 (0.96-1.00)
1.00 (0.98-1.00)

0.75 (0.63-0.85)
0.66 (0.58-0.74)
0.90 (0.84-0.94)
0.93 (0.88-0.96)
0.93 (0.82-0.98)
0.78 (0.58-0.91)
0.90 (0.84-0.94)
0.53 (0.45-0.61)
0.63 (0.53-0.72)

0.86 (0.75-1.00)
0.79 (0.71-0.85)
0.94 (0.90-0.97)
0.96 (0.93-1.00)
0.96 (0.87-1.00)
0.93 (0.68-1.00)
0.92 (0.87-0.96)
0.96 (0.60-0.76)
0.64 (0.54-0.73)

Obesity 1.00 (0.93-1.00)
Omalizumab 1.00 (0.84-1.00)
Prick test 0.95 (0.91-0.98)
Salmeterol + fluticasone 0.98 (0.91-1.00)
Total IgE? 0.64 (0.54-0.74)

8 gE: immunoglobulin E.

Discussion

Principal Findings

We devel oped an easy-to-follow eval uation methodol ogy, based
on our experience with cNLP system evauations using
real-world clinical data, to provide guidance on how to evaluate
their performance [36,38]. Our motivation was to be able to
assure the robustness and representativeness of the performance
metrics of evaluations of our cNLP systems, which is crucial
for their application in clinical research. We presented the
application of our evaluation methodology on a named-entity
recognition cNL P system; however, the methodol ogy can easily
be adapted to other NLP tasks by adjusting the questions in
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phase 1 to the area of the respective NL P system. We routinely
apply this methodology in our real-world evidence clinica
studies and hopethat it is equally useful for other NLP experts
to reach astatistically sound evaluation of their own cNLP/NLP
systems.

Thefirst phase, the definition of thetarget population, iscrucial
for asuccessful evaluation [35] sinceit establishestherequisites
for sampling and, most importantly, the scope of the cNLP
system evaluation. While the linguistic characteristics to be
considered for an evaluation are obvious, the questions needed
to define the nonlinguistic characteristics are less obvious and
require the insights of medical experts. Not properly defining
the target population may lead to false expectations [37], a
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situation that can be avoided by initializing the cNLP system
evaluation answering those questions. In our example, the
definition of the target population was straightforward, but
depending on the primary medical condition to be studied, this
can be much more complex [52].

To ensure that the information extracted by a cNLP system is
reliable and accurate, its output must be validated against a
corpus of expert-reviewed clinical notes in terms of precision
and recall of extracted medical terms. Thus, phase 2 of the
evaluation methodology applied SLiCE, a statistical tool that
offers guidance for the determination of a gold standard's
minimum sample size to ensure the expected levels of Cls of
the linguistic eventsin cNLP system evaluations. The resulting
gold standard contains a representative set of EHRs [35] based
on the SLiCE output for the main variable in combination with
the stratifying approach for the secondary variables, which has
shown to lead to amuch more representative gold standard than
simple random sampling [35]. Frequently, evaluations are
carried out using reference standards that are too small to be
statistically useful, which might be due to limited resources
[53], or that apply, at the other end of the extreme, a
resource-wasting “the more, the better” approach [54]. Both
scenarios are not satisfactory, and the use of SLiCE can help to
avoid them without compromising the robustness of the
evaluation or wasting resources.

In situations where the data source lacks predefined categories,
other techniques such as discriminant text selection could be
applied to limit the population from which to sample (eg,
classifying EHRs into clinical services or departments). Thus,
the frequency of the primary variable could be calculated over
the category of interest, thereby increasing its frequency and
lowering the amount of documents to be annotated. In phase 3,
the annotation project is prepared with the input of both internal
medical expertsaswell asNLP experts. NLP expertsare heavily
involved in many aspects of cNL P system eval uations as project
leaders, consultants, technical support, providers of performance
metrics, and most importantly, creators of the NLP system itself.
But generally, NLP experts are not involved in the actua
annotation task due to their lack of medical expertise.
Nevertheless, the involvement of NLP experts early on in the
creation of the annotation project to assist internal medical
experts (eg, in the preparation of the guidelines or any NLP
preprocessing) can be crucia for the final outcome of the
annotation task [52,53].

To assure the quality of annotations and to provide atarget for
the expected accuracy of the cNLP system, we proposed the
calculation of the IAA using the F1-score [51] in phase 4.
Although other studies apply the Cohen kappato measure IAA
of mandatory and conditional questions [55], we preferred not
to use kappa dueto the lack of generalization [56]. Despite the
debate about whether 1AA really sets the upper limits for an
cNLP system[56], we consider |AA to beimportant information
to judge the performance of a cNLP system. In our use-case
example, the ctNLP system did not perform well for variable
“Total IgE"; additionally, the annotators seemed to have had
issuesasrevealed by thelow |AA. Thisconfirmsthe usefulness
of the IAA to evaluate the difficulty of the identification of
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some variables and hence to better interpret the performance of
the cNLP system.

Finally, in phase 5, the cNL P system performanceis eval uated.
In our use-case study of asthma patients, the performance was
actually higher than expected. Although the gold standard could
have been even smaller, the amount of documents to be
annotated was close to the minimum to still assure the
representativeness of the gold standard and robustness of the
cNL P system evaluation. As mentioned in the M ethods section,
Phase 2 subsection, we suggest being conservativewith SLiCE's
parameters to assure robust performance metrics. When
presenting the evaluation results, mentioning the CI width for
all performance measuresis one of the criteria already defined
by Friedman and Hripcsak [37] in their guidelines to improve
cNLP system evaluationsin the clinical domain. Wefollow this
recommendation and advise every NLP expert to provide the
upper and lower CI limits between which the true valuelies, so
that the robustness of the results can be determined.

Limitations

Although our methodology offersathoughtful strategy for cNLP
system evaluations that has proven to be very useful, we want
to point out some of its limitations. In severa steps the
methodology requires information that might not be easy to
obtain in any project. If an NLP expert does not have accessto
internal medical expertsto jointly work on the project, some of
the required information might be difficult to obtain. In this
case, external medical experts participating in the study would
need to providethisinformation. In addition, the creation of the
annotation project, including the annotation task and guidelines,
requires both medical expertise and experience with annotation
tasks to anticipate problems that nonexperienced annotators
might encounter during the annotation task [53]. However, not
all cNLP systems detect variables that can only be annotated
correctly by medical experts. Depending on the level of medical
knowledge required, and if no medical experts are available,
nonexpert annotators can be recruited. Although considered a
nonoptimal solution, nonexperts have successfully annotated
text corporain other projects [57-59].

Another problem might be the time required for the annotation
task, which needs to be considered in the planning. With a
primary variable of low frequency, the amount of documents
to annotate can be quite high and external medical experts might
not have the timeto finish the annotation task in atimely manner
or may even become upset with the annotation effort. Therefore,
it isimportant to integrate medical expert knowledge to make
sure that all nonlinguistic characteristics are covered to adjust
the gold standard in the best possible way. To summarize, many
aspects of a successful ctNLP system evaluation in the clinical
domain result from the essential collaboration between NLP
experts and medical experts. The presented evaluation
methodology reflects this important collaboration.

Conclusion

We presented an eval uation methodol ogy to guide NL P experts
in cNLP system evaluations. By applying this methodology in
areal study, we showed that this methodology is robust and
efficient. To base the creation of the gold standard on
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performance metrics, results in a statistically useful gold implement such internal controls in their cNLP system
standard which is a huge improvement over studiesthat donot evaluation provide a robust evaluation and further respect
base their decision on statistical measures. NLP experts who  medical experts' time and economic resources.

Acknowledgments
The authors would like to acknowledge the Savana Research Group for their contributions to the eval uation methodol ogy.

This research received no grant from any funding agency in the public, commercial, or not-for-profit sector.

Conflictsof I nterest
None declared.

Multimedia Appendix 1
The SLiCE algorithm.
[DOCX File, 15 KB - medinform_v9i7e20492 appl.docx ]

References

1. Weber GM, Mandl KD, KohanelS. Finding the missing link for big biomedical data. JAMA 2014 Jun 25;311(24):2479-2480.
[doi: 10.1001/jama.2014.4228] [Medline: 24854141]

2. Roberts A. Language, Structure, and Reuse in the Electronic Health Record. AMA J Ethics 2017 Mar 01;19(3):281-288
[FREE Full text] [doi: 10.1001/journal ofethics.2017.19.3.stas1-1703] [Medline: 28323609]

3. Hernandez Medrano |, Tello Guijarro J, BeldaC, Urena A, Salcedo |, Espinosa-AnkelL, et al. Savana: Re-using Electronic
Health Records with Artificial Intelligence. IJIMAI 2018;4(7):8 [FREE Full text] [doi: 10.9781/ijimai.2017.03.001]

4. Del Rio-Bermudez C, Medrano IH, Yebes L, Poveda JL. Towards a symbiatic relationship between big data, artificial
intelligence, and hospital pharmacy. J Pharm Policy Pract 2020 Nov 09;13(1):75 [FREE Full text] [doi:
10.1186/s40545-020-00276-6] [Medline: 33292570]

5. Sager N, Lyman M, Bucknall C, Nhan N, Tick LJ. Natural language processing and the representation of clinical data. J
AmMed Inform Assoc 1994 Mar 01;1(2):142-160 [FREE Full text] [doi: 10.1136/jamia.1994.95236145] [Medline: 7719796]

6. WuS, RobertsK, DattaS,DuJ, Ji Z, S Y, et al. Deep learning in clinical natural language processing: amethodical review.
JAm Med Inform Assoc 2020 Mar 01;27(3):457-470 [FREE Full text] [doi: 10.1093/jamia/ocz200] [Medline: 31794016]

7.  Jensen PB, Jensen LJ, Brunak S. Mining electronic health records: towards better research applications and clinical care.
Nat Rev Genet 2012 May 02;13(6):395-405. [doi: 10.1038/nrg3208] [Medline: 22549152]

8.  Friedman C, Rindflesch TC, Corn M. Natural language processing: state of the art and prospects for significant progress,
aworkshop sponsored by the National Library of Medicine. J Biomed Inform 2013 Oct;46(5):765-773 [FREE Full text]
[doi: 10.1016/].jbi.2013.06.004] [Medline: 23810857]

9.  Pérez MN. Mapping of electronic health recordsin Spanish to the unified medical language system metathesaurus. University
of the Basgue Country. 2017. URL: https.//addi.ehu.es/handle/10810/23025 [accessed 2019-03-06]

10. WuH, Toti G, Morley K1, Ibrahim ZM, Folarin A, Jackson R, et a. SemEHR: A general-purpose semantic search system
to surface semantic data from clinical notes for tailored care, trial recruitment, and clinical research. JAm Med Inform
Assoc 2018 May 01;25(5):530-537 [FREE Full text] [doi: 10.1093/jamia/ocx160] [Medline: 29361077]

11. Yang X, Bian J, Gong Y, Hogan WR, Wu Y. MADEX: A System for Detecting Medications, Adverse Drug Events, and
Their Relationsfrom Clinical Notes. Drug Saf 2019 Jan;42(1):123-133 [FREE Full text] [doi: 10.1007/s40264-018-0761-0]
[Medline: 30600484]

12. Soysal E, Wang J, Jiang M, Wu Y, Pakhomov S, Liu H, et al. CLAMP - atoolkit for efficiently building customized clinical
natural language processing pipelines. JAm Med Inform Assoc 2018 Mar 01;25(3):331-336 [FREE Full text] [doi:
10.1093/jamia/ocx132] [Medline: 29186491]

13. SavovaGK, Masanz JJ, Ogren PV, Zheng J, Sohn S, Kipper-Schuler KC, et al. Mayo clinical Text Analysisand Knowledge
Extraction System (cTAKES): architecture, component evaluation and applications. JAm Med Inform Assoc
2010;17(5):507-513 [FREE Full text] [doi: 10.1136/jamia.2009.001560] [Medline: 20819853]

14. Friedman C. Towards a comprehensive medical language processing system: methods and issues. Proc AMIA Annu Fall
Symp 1997:595-599 [FREE Full text] [Medline: 9357695]

15. Zeng QT, Goryachev S, Weiss S, Sordo M, Murphy SN, Lazarus R. Extracting principal diagnosis, co-morbidity and
smoking status for asthma research: evaluation of a natural language processing system. BMC Med Inform Decis Mak
2006 Jul 26;6:30 [FREE Full text] [doi: 10.1186/1472-6947-6-30] [Medline: 16872495]

16. Aronson A. Effective mapping of biomedical text to the UMLS Metathesaurus: the MetaMap program. Proc AMIA Symp
2001:17-21 [FREE Full text] [Medline: 11825149]

https://medinform.jmir.org/2021/7/e20492 JMIR Med Inform 2021 | vol. 9 | iss. 7 [€20492 | p.80
(page number not for citation purposes)


medinform_v9i7e20492_app1.docx
medinform_v9i7e20492_app1.docx
http://dx.doi.org/10.1001/jama.2014.4228
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24854141&dopt=Abstract
https://journalofethics.ama-assn.org/article/language-structure-and-reuse-electronic-health-record/2017-03
http://dx.doi.org/10.1001/journalofethics.2017.19.3.stas1-1703
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28323609&dopt=Abstract
https://www.ijimai.org/journal/bibcite/reference/2613
http://dx.doi.org/10.9781/ijimai.2017.03.001
https://joppp.biomedcentral.com/articles/10.1186/s40545-020-00276-6
http://dx.doi.org/10.1186/s40545-020-00276-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33292570&dopt=Abstract
http://europepmc.org/abstract/MED/7719796
http://dx.doi.org/10.1136/jamia.1994.95236145
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=7719796&dopt=Abstract
http://europepmc.org/abstract/MED/31794016
http://dx.doi.org/10.1093/jamia/ocz200
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31794016&dopt=Abstract
http://dx.doi.org/10.1038/nrg3208
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22549152&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(13)00079-8
http://dx.doi.org/10.1016/j.jbi.2013.06.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23810857&dopt=Abstract
https://addi.ehu.es/handle/10810/23025
http://europepmc.org/abstract/MED/29361077
http://dx.doi.org/10.1093/jamia/ocx160
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29361077&dopt=Abstract
http://europepmc.org/abstract/MED/30600484
http://dx.doi.org/10.1007/s40264-018-0761-0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30600484&dopt=Abstract
http://europepmc.org/abstract/MED/29186491
http://dx.doi.org/10.1093/jamia/ocx132
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29186491&dopt=Abstract
http://europepmc.org/abstract/MED/20819853
http://dx.doi.org/10.1136/jamia.2009.001560
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20819853&dopt=Abstract
http://europepmc.org/abstract/MED/9357695
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=9357695&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/1472-6947-6-30
http://dx.doi.org/10.1186/1472-6947-6-30
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16872495&dopt=Abstract
http://europepmc.org/abstract/MED/11825149
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11825149&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Canaleset d

17.

18.

19.

20.

21

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

35.

36.

37.

Hasan S, Farri O. Clinical natural language processing with deep learning. In: Data Science for Healthcare: Methodol ogies
and Applications. New York City, NY: Springer; 2019.

Névéol A, Zweigenbaum P. Clinical Natural Language Processing in 2014: Foundational Methods Supporting Efficient
Healthcare. Yearb Med Inform 2015 Aug 13;10(1):194-198 [FREE Full text] [doi: 10.15265/1Y-2015-035] [Medline:
26293868]

Velupillai S, Mowery D, South BR, Kvist M, Dalianis H. Recent Advancesin Clinical Natural Language Processing in
Support of Semantic Analysis. Yearb Med Inform 2015 Aug 13;10(1):183-193 [FREE Full text] [doi: 10.15265/1 Y-2015-009]
[Medline: 26293867]

Wang Y, Wang L, Rastegar-Mojarad M, Moon S, Shen F, Afzal N, et a. Clinical information extraction applications: A
literature review. JBiomed Inform 2018 Jan; 77:34-49 [FREE Full text] [doi: 10.1016/j.jbi.2017.11.011] [Medline: 29162496]
Goldstein BA, Navar AM, PencinaMJ, loannidis JPA. Opportunities and challenges in developing risk prediction models
with electronic health records data: a systematic review. JAm Med Inform Assoc 2017 Jan;24(1):198-208 [FREE Full text]
[doi: 10.1093/jamia/ocw042] [Medline: 27189013]

Miotto R, Li L, Kidd BA, Dudley JT. Deep Patient: An Unsupervised Representation to Predict the Future of Patients from
the Electronic Health Records. Sci Rep 2016 May 17;6:26094 [EREE Full text] [doi: 10.1038/srep26094] [Medline:
27185194]

Jensen K, Soguero-Ruiz C, Oyvind Mikalsen K, Lindsetmo R, Kouskoumvekaki I, Girolami M, et al. Analysis of free text
in electronic health records for identification of cancer patient trajectories. Sci Rep 2017 Apr 07;7(1):46226 [FREE Full
text] [doi: 10.1038/srepd6226] [Medline: 28387314]

Zeiberg D, Prahlad T, Nallamothu BK, Iwashyna TJ, Wiens J, Sjoding MW. Machine learning for patient risk stratification
for acute respiratory distress syndrome. PLoS One 2019;14(3):€0214465 [FREE Full text] [doi:

10.1371/journal .pone.0214465] [Medline: 30921400]

Izquierdo JL, Almonacid C, Gonzélez Y, Del Rio-Bermudez C, Ancochea J, Cardenas R, et a. Theimpact of COVID-19
on patientswith asthma. Eur Respir 2021 Mar;57(3):1-9 [FREE Full text] [doi: 10.1183/13993003.03142-2020] [Medline:
33154029]

Ancochea J, Izquierdo JL, Soriano JB. Evidence of Gender Differences in the Diagnosis and Management of Coronavirus
Disease 2019 Patients: An Analysisof Electronic Health Records Using Natural Language Processing and Machine Learning.
JWomens Health (Larchmt) 2021 Mar;30(3):393-404. [doi: 10.1089/jwh.2020.8721] [Medline: 33416429]

Graziani D, Soriano J, Del Rio-Bermudez C, MorenaD, Diaz T, Castillo M, et a. Characteristicsand Prognosis of COVID-19
in Patients with COPD. J Clin Med 2020 Oct 12;9(10):1-11 [FREE Full text] [doi: 10.3390/jcm9103259] [Medline:
33053774]

Almonacid Sanchez C, Melero Moreno C, Quirce Gancedo S, Sanchez-Herrero MG, Alvarez Gutiérrez FJ, Bafias Congjero
D, et al. PAGE Study: Summary of a study protocol to estimate the prevalence of severe asthma in Spain using big-data
methods. J Investig Allergol Clin Immunol 2020 Jan 23 [FREE Full text] [doi: 10.18176/jiaci.0483] [Medline: 31983679]
Moon KA, Pollak J, Hirsch AG, Aucott JN, Nordberg C, Heaney CD, et al. Epidemiology of Lyme disease in Pennsylvania
2006-2014 using el ectronic health records. Ticks Tick Borne Dis 2019 Feb;10(2):241-250. [doi: 10.1016/j.ttbdis.2018.10.010]
[Medline: 30420251]

Rhee C, Dantes R, Epstein L, Murphy DJ, Seymour CW, Iwashyna TJ, CDC Prevention Epicenter Program. Incidence and
Trends of Sepsisin US Hospitals Using Clinical vs Claims Data, 2009-2014. JAMA 2017 Oct 03;318(13):1241-1249 [FREE
Full text] [doi: 10.1001/jama.2017.13836] [Medline: 28903154]

Izquierdo JL, Morena D, Gonzélez Y, Paredero JM, Pérez B, Graziani D, et al. Clinical Management of COPD in a
Real-World Setting. A Big Data Analysis. Arch Bronconeumol (Engl Ed) 2021 Feb;57(2):94-100. [doi:
10.1016/j.arbres.2019.12.025] [Medline: 32098727]

Luo Y, Thompson WK, Herr TM, Zeng Z, Berendsen MA, Jonnalagadda SR, et al. Natural Language Processing for
EHR-Based Pharmacovigilance: A Structured Review. Drug Saf 2017 Nov;40(11):1075-1089. [doi:
10.1007/s40264-017-0558-6] [Medline: 28643174]

Qiao Z, Sun N, Li X, XiaE, Zhao S, Qin Y. Using Machine Learning Approaches for Emergency Room Visit Prediction
Based on Electronic Health Record Data. Stud Health Technol Inform 2018;247:111-115. [Medline: 29677933]

Wu E, Wu K, Daneshjou R, Ouyang D, Ho DE, Zou J. How medica Al devices are evaluated: limitations and
recommendationsfrom an analysisof FDA approvals. Nat Med 2021 Apr;27(4):582-584. [doi: 10.1038/s41591-021-01312-x]
[Medline: 33820998]

Biber D. Representativeness in Corpus Design. Literary and Linguistic Computing 1993 Oct 01;8(4):243-257. [doi:
10.1093/11¢/8.4.243]

Paroubek P, Chaudiron S, Hirschman L. Principles of Evaluation in Natural Language Processing. Association pour le
Traitement Automatique des Langues. 2007. URL : https://www.atal a.org/content/

principles-eval uation-natural -language-processing [accessed 2021-07-13]

Friedman C, Hripcsak G. Evaluating Natural Language Processors in the Clinical Domain. Methods Inf Med 2018 Feb
15;37(04/05):334-344. [doi: 10.1055/s-0038-1634566]

https://medinform.jmir.org/2021/7/e20492 JMIR Med Inform 2021 | vol. 9| iss. 7 [€20492 | p.81

(page number not for citation purposes)


http://www.thieme-connect.com/DOI/DOI?10.15265/IY-2015-035
http://dx.doi.org/10.15265/IY-2015-035
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26293868&dopt=Abstract
http://www.thieme-connect.com/DOI/DOI?10.15265/IY-2015-009
http://dx.doi.org/10.15265/IY-2015-009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26293867&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(17)30256-3
http://dx.doi.org/10.1016/j.jbi.2017.11.011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29162496&dopt=Abstract
http://europepmc.org/abstract/MED/27189013
http://dx.doi.org/10.1093/jamia/ocw042
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27189013&dopt=Abstract
https://doi.org/10.1038/srep26094
http://dx.doi.org/10.1038/srep26094
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27185194&dopt=Abstract
https://doi.org/10.1038/srep46226
https://doi.org/10.1038/srep46226
http://dx.doi.org/10.1038/srep46226
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28387314&dopt=Abstract
https://dx.plos.org/10.1371/journal.pone.0214465
http://dx.doi.org/10.1371/journal.pone.0214465
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30921400&dopt=Abstract
http://erj.ersjournals.com:4040/lookup/pmidlookup?view=long&pmid=33154029
http://dx.doi.org/10.1183/13993003.03142-2020
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33154029&dopt=Abstract
http://dx.doi.org/10.1089/jwh.2020.8721
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33416429&dopt=Abstract
https://www.mdpi.com/resolver?pii=jcm9103259
http://dx.doi.org/10.3390/jcm9103259
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33053774&dopt=Abstract
http://www.jiaci.org/ahead-of-print/page-study--summary-of-a-study-protocol-to-estimate-the-prevalence-of-severe-asthma-in-spain-using-big-data-methods
http://dx.doi.org/10.18176/jiaci.0483
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31983679&dopt=Abstract
http://dx.doi.org/10.1016/j.ttbdis.2018.10.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30420251&dopt=Abstract
http://europepmc.org/abstract/MED/28903154
http://europepmc.org/abstract/MED/28903154
http://dx.doi.org/10.1001/jama.2017.13836
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28903154&dopt=Abstract
http://dx.doi.org/10.1016/j.arbres.2019.12.025
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32098727&dopt=Abstract
http://dx.doi.org/10.1007/s40264-017-0558-6
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28643174&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29677933&dopt=Abstract
http://dx.doi.org/10.1038/s41591-021-01312-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33820998&dopt=Abstract
http://dx.doi.org/10.1093/llc/8.4.243
https://www.atala.org/content/principles-evaluation-natural-language-processing
https://www.atala.org/content/principles-evaluation-natural-language-processing
http://dx.doi.org/10.1055/s-0038-1634566
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Canaleset d

38.

39.

40.

41.

42.

43.

45,

46.

47.

48.

49,

50.

51.

52.

53.

55.

56.

57.

58.

59.

Velupillai S, Suominen H, Liakata M, Raberts A, Shah AD, Morley K, et a. Using clinical Natural Language Processing
for health outcomes research: Overview and actionable suggestionsfor future advances. JBiomed Inform 2018 Dec;88:11-19
[FREE Full text] [doi: 10.1016/].jbi.2018.10.005] [Medline: 30368002]

Becker M, Kasper S, Bockmann B, Jockel KH, Virchow |. Natural language processing of German clinical colorectal cancer
notes for guideline-based treatment evaluation. Int J Med Inform 2019 Jul;127:141-146 [FREE Full text] [doi:
10.1016/j.ijmedinf.2019.04.022] [Medline: 31128826]

Filannino M, Uzuner. Advancing the State of the Art in Clinical Natural Language Processing through Shared Tasks. Yearb
Med Inform 2018 Aug;27(1):184-192 [FREE Full text] [doi: 10.1055/s-0038-1667079] [Medline: 30157522]

Izquierdo JL, Ancochea J, Savana COV I D-19 Research Group, Soriano JB. Clinical Characteristics and Prognostic Factors
for Intensive Care Unit Admission of Patients With COV1D-19: Retrospective Study Using Machine Learning and Natural
Language Processing. J Med Internet Res 2020 Oct 28;22(10):1-13 [FREE Full text] [doi: 10.2196/21801] [Medline:
33090964]

SampL e size Calculator for Evaluations (SLiCE). GitHub. 2021. URL: https://github.com/Savanamed/slice [accessed
2021-07-09]

Baeza-Yates R, Ribeiro-Neto B. Modern Information Retrieval. Boston, MA: Addison-Wesley Longman Publishing Co,
Inc; 1999.

Lwanga SK, Lemeshow S. Sample size determination in health studies : a practical manual. World Health Organization.
1991. URL: https://apps.who.int/iris’handle/10665/40062 [accessed 2021-07-15]

Clopper CJ, Pearson ES. The Use of Confidence or Fiducial Limits Illustrated in the Case of the Binomial. Biometrika
1934 Dec;26(4):404-413. [doi: 10.2307/2331986]

Pustgjovsky J, Stubbs A. Natural Language Annotation for Machine Learning: A Guideto Corpus-Building for Applications.
Sebastopol, CA: O'Reilly Media; 2012.

Klie J, Bugert M, Boullosa B, Eckart DCR, Gurevych |. The INCEpTION Platform: Machine-Assisted and
Knowledge-Oriented Interactive Annotation. Santa Fe, NM: Association for Computational Linguistics, 2018 Presented
at: The 27th International Conference on Computational Linguistics (COLING 2018); 2018; Brussels, Belgium p. 127-132
URL: https://www.aclweb.org/anthol ogy/C18-2002 [doi: 10.18653/v1/D18-2022]

Weissenbacher D, Sarker A, Magge A, Daughton A, O'Connor K, Paul M, et al. Overview of the Fourth Social Media
Mining for Health (SMM4H) Shared Tasks at ACL 2019. In: Proceedings of the Fourth Social Media Mining for Health
Applications (#SMM4H) Workshop & Shared Task. 2019 Aug 02 Presented at: 4th Social Media Mining for Health
Applications (#SMM4H) Workshop & Shared Task; Aug 2; Florence, Italy p. 21-30. [doi: 10.18653/v1/W19-3203]
Trivedi G, Dadashzadeh ER, Handzel RM, Chapman WW, Visweswaran S, Hochheiser H. Interactive NLPin Clinical
Care: Identifying Incidental Findingsin Radiology Reports. Appl Clin Inform 2019 Aug;10(4):655-669 [FREE Full text]
[doi: 10.1055/s-0039-1695791] [Medline: 31486057]

FuS, Leung LY, Wang Y, Raulli A, Kallmes DF, Kinsman KA, et al. Natural Language Processing for the Identification
of Silent Brain Infarcts From Neuroimaging Reports. IMIR Med Inform 2019 Apr 21;7(2):1-9 [FREE Full text] [doi:
10.2196/12109] [Medline: 31066686]

Hripcsak G, Rothschild AS. Agreement, the f-measure, and reliability in information retrieval. JAm Med Inform Assoc
2005;12(3):296-298 [FREE Full text] [doi: 10.1197/jamia.M1733] [Medline: 15684123]

Liang JJ, Tsou C, DevarakondaMYV. Ground Truth Creation for Complex Clinical NLP Tasks - an Iterative Vetting Approach
and Lessons Learned. AMIA J Summits Transl Sci Proc 2017;2017:203-212 [FREE Full text] [Medline: 28815130]
XiaF, Yetisgen-Yildiz M. Clinical Corpus Annotation: Challenges and Strategies. 2020 Presented at: Third Workshop on
Building and Evaluating Resources for Biomedical Text Mining; May 26; Istanbul, Turkey.

Banko M, Brill E. Scaling to very very large corporafor natural language disambiguation. In: Proceedings of the 39th
Annual Meeting on Association for Computational Linguistics. Stroudsburg, PA: Association for Computational Linguistics,
2001 Presented at: 39th Annual Meeting on Association for Computational Linguistics; July 6-11; Toulouse, France p.
26-33. [doi: 10.3115/1073012.1073017)

Osen H, Chang D, Choo S, Perry H, Hesse A, Abantanga F, et al. Validation of the World Health Organization tool for
situational analysis to assess emergency and essential surgical care at district hospitalsin Ghana. World J Surg 2011
Mar;35(3):500-504 [FREE Full text] [doi: 10.1007/500268-010-0918-1] [Medline: 21190114]

Boguslav M, Cohen K. Inter-Annotator Agreement and the Upper Limit on Machine Performance: Evidence from Biomedical
Natural Language Processing. Stud Health Technol Inform 2017;245:298-302. [Medline: 29295103]

Huang T, Huang C, Ding C, Hsu Y, Giles C. CODA-19: Using a Non-Expert Crowd to Annotate Research Aspects on
10,000+ Abstractsin the COVID-19 Open Research Dataset. Proc 1st Workshop NLP COVID-19 ACL. 2020 Sep 17
Presented at: NLP COVID-19 Workshop at ACL 2020; Sept 17; Virtual Meeting URL: https:.//www.aclweb.org/anthol ogy/
2020.nlpcovid19-acl.6

Good BM, NanisM, Wu C, Su Al. Microtask crowdsourcing for disease mention annotation in PubMed abstracts. Pac
Symp Biocomput 2015:282-293 [FREE Full text] [Medline: 25592589]

Mohan S, Li D. MedMentions: A Large Biomedical Corpus Annotated with UMLS Concepts. arXiv. Preprint posted online
Feb 25, 2019. [FREE Full text]

https://medinform.jmir.org/2021/7/e20492 JMIR Med Inform 2021 | vol. 9| iss. 7 [€20492 | p.82

(page number not for citation purposes)


https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(18)30201-6
http://dx.doi.org/10.1016/j.jbi.2018.10.005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30368002&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1386-5056(19)30114-5
http://dx.doi.org/10.1016/j.ijmedinf.2019.04.022
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31128826&dopt=Abstract
http://www.thieme-connect.com/DOI/DOI?10.1055/s-0038-1667079
http://dx.doi.org/10.1055/s-0038-1667079
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30157522&dopt=Abstract
https://www.jmir.org/2020/10/e21801/
http://dx.doi.org/10.2196/21801
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33090964&dopt=Abstract
https://github.com/Savanamed/slice
https://apps.who.int/iris/handle/10665/40062
http://dx.doi.org/10.2307/2331986
https://www.aclweb.org/anthology/C18-2002
http://dx.doi.org/10.18653/v1/D18-2022
http://dx.doi.org/10.18653/v1/W19-3203
http://europepmc.org/abstract/MED/31486057
http://dx.doi.org/10.1055/s-0039-1695791
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31486057&dopt=Abstract
https://medinform.jmir.org/2019/2/e12109/
http://dx.doi.org/10.2196/12109
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31066686&dopt=Abstract
http://europepmc.org/abstract/MED/15684123
http://dx.doi.org/10.1197/jamia.M1733
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15684123&dopt=Abstract
http://europepmc.org/abstract/MED/28815130
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28815130&dopt=Abstract
http://dx.doi.org/10.3115/1073012.1073017
http://europepmc.org/abstract/MED/21190114
http://dx.doi.org/10.1007/s00268-010-0918-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21190114&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29295103&dopt=Abstract
https://www.aclweb.org/anthology/2020.nlpcovid19-acl.6
https://www.aclweb.org/anthology/2020.nlpcovid19-acl.6
http://psb.stanford.edu/psb-online/proceedings/psb15/abstracts/2015_p282.html
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25592589&dopt=Abstract
http://arxiv.org/abs/1902.09476
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Canaleset d

Abbreviations

cNLP: clinical natural language processing
EHR: electronic health record

| AA: interannotator agreement

NL P: natural language processing

P: precision

R: recall

SLiCE: Sample Size Calculator for Evaluations

Edited by C Lovis; submitted 20.05.20; peer-reviewed by | Mircheva, M Torii; comments to author 28.06.20; revised version received
31.07.20; accepted 17.06.21; published 23.07.21.

Please cite as:

CanalesL, Menke S, Marchesseau S, D’ Agostino A, del Rio-Bermudez C, Taberna M, Tello J

Assessing the Performance of Clinical Natural Language Processing Systems. Development of an Evaluation Methodol ogy
IMIR Med Inform 2021;9(7): 620492

URL: https://medinform.jmir.org/2021/7/e20492

doi:10.2196/20492

PMID: 34297002

©Lea Canales, Sebastian Menke, Stephanie Marchesseau, Ariel D’ Agostino, Carlos del Rio-Bermudez, Miren Taberna, Jorge
Tello. Originally published in IMIR Medical Informatics (https://medinform.jmir.org), 23.07.2021. Thisisan open-access article
distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in IMIR
Medical Informatics, is properly cited. The complete bibliographic information, a link to the original publication on
https.//medinform.jmir.org/, as well as this copyright and license information must be included.

https://medinform.jmir.org/2021/7/e20492 JMIR Med Inform 2021 | vol. 9| iss. 7 [€20492 | p.83
(page number not for citation purposes)

RenderX


https://medinform.jmir.org/2021/7/e20492
http://dx.doi.org/10.2196/20492
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34297002&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Tran et a

Original Paper

Social Media Insights During the COVID-19 Pandemic:
Infodemiology Study Using Big Data

Huyen Thi Thanh Tran', MBA; Shih-Hao Lu*, PhD; Ha Thi Thu Tran? LLM; Bien Van Nguyen®, MSc

INational Taiwan Universi ty of Science and Technology, Taipei, Taiwan
2Ho Chi Minh City University of Law, Ho Chi Minh, Vietnam
3Dynimlabs, Oulu, Finland

Corresponding Author:

Shih-Hao Lu, PhD

National Taiwan University of Science and Technology
No 43, Keelung Rd, Sec 4, Daan Dist

Taipei, 106335

Taiwan

Phone: 886 2 2737 6735

Fax: 886 2 2737 6360

Email: shlu@mail.ntust.edu.tw

Abstract

Background: The COVID-19 pandemic is still undergoing complicated developmentsin Vietnam and around the world. There
isalot of information about the COVID-19 pandemic, especially on the internet where people can create and share information
quickly. This can lead to an infodemic, which is a challenge every government might face in the fight against pandemics.

Objective: This study aims to understand public attention toward the pandemic (from December 2019 to November 2020)
through 7 types of sources: Facebook, Instagram, YouTube, blogs, news sites, forums, and e-commerce sites.

Methods: We collected and analyzed nearly 38 million pieces of text data from the af orementioned sources via SocialHeat, a
social listening (infoveillance) platform developed by YouNet Group. We described not only public attention volume trends,
discussion sentiments, top sources, top posts that gained the most public attention, and hot keyword frequency but aso hot
keywords' co-occurrence as visualized by the VOSviewer software tool.

Results: In this study, we reached four main conclusions. First, based on changing discussion trends regarding the COVID-19
subject, 7 periods wereidentified based on eventsthat can be aggregated into two pandemic wavesin Vietnam. Second, community
pages on Facebook were the source of the most engagement from the public. However, the sources with the highest average
interaction efficiency per article were government sources. Third, peopl€'s attitudes when discussing the pandemic have changed
from negative to positive emotions. Fourth, the type of content that attracts the most interactions from people varies from time
to time. Besides that, the issue-attention cycle theory occurred not only once but four times during the COVID-19 pandemic in
Vietnam.

Conclusions: Our study shows that online resources can help the government quickly identify public attention to public health
messages during times of crisis. We also determined the hot spots that most interested the public and public attention communication
patterns, which can help the government get practical information to make more effective policy reactions to help prevent the
spread of the pandemic.

(IMIR Med Inform 2021;9(7):€27116) doi:10.2196/27116

KEYWORDS

COVID-19; Vietnam; public attention; social media; infodemic; issue-attention cycle; media framing; big data; health crisis
management; insight; infodemiology; infoveillance; socia listening
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Introduction

Background

The COVID-19 pandemic situation remains complicated, with
nearly 82 million infection cases worldwide as of January 1,
2021 [1]. Due to Vietnam's shared 1350 km land border with
China, it was considered at high risk of an uncontrollable
outbreak [2]. Yet Vietnam learned many lessons from the severe
acute respiratory syndrome (SARS) epidemic when it failed to
properly assess the infection risk from patients coming from
the epidemic area for treatment at the Viethamese French
hospital, which triggered the SARS outbreak withinitsborders.
Ultimately, Vietham wasthe first country that the World Health
Organization (WHO) removed from its list of those with
community SARS infections [3]. During the first wave of the
COVID-19 pandemic in Vietnam, the government quickly
evaluated the novel coronavirus as a strange and dangerous
viruswith ahigh transmission risk that could easily resultin an
outbreak. The Vietnamese government executed preventive
mesasures early, taking action amonth before the WHO declared
a Public Health Emergency of International Concern. The
outcomeswereimpressive, asonly 415 infectionsand no deaths
were reported between January and June 2020 [4,5]. Following
more than 3 consecutive months without cases of community
spread infection, the second wave of the COVID-19 outbreak
in Vietnam began when the 416th patient was declared infected
in Danang on July 25, 2020. Vietnam recorded its first
COVID-19 deaths during this period [6].

Pandemics are inherently negative situations; therefore,
COVID-19—~elated newsusually includes negative information
such as infection rates, deaths, and quarantine information.
Being surrounded by negative information can increase negative
emotions, thereby driving perceptions of pandemic-related risk
[7,8]. Unlike the SARS epidemic in 2003, connecting with
potential medical usersstill mainly relieson email and personal
communication (rather than other internet tool s) to connect with
each other and shareinformation [9]. Many people have actively
used the internet as their main source of information about the
COVID-19 pandemic. However, the substantial amount of
information in cyberspace may confound internet userswho are
trying to find and correctly evaluate reliable sources. This
potentially harmful situation is known as an “infodemic” [10],
which the WHO [11] defines as “an overabundance of
informati on—some accurate and some not—that makesit hard
for people to find trustworthy sources and reliable guidance
when they need it” [12]. Therefore, understanding the dynamics
of public attention during a pandemic such as COVID-19 is
necessary to help governments, health ministries, or health
educators design better guidelinesto promote disease prevention
and self-protection to return to socia life and the “new normal”
after resolution of the COVID-19 pandemic [13]. Previous
research related to this field focused on analyzing community
attention on a specific social media platform that is popular in
the researchers country or region. Abd-Alrazaq et a [14]
discussed Twitter users’ top concerns during the COVID-19
pandemic by analyzing collected data in English. Ahmad and
Murad [15] conducted an online survey on Facebook to
determine how social media has affected people during the

https://medinform.jmir.org/2021/7/e27116

Tranetd

COVID-19 pandemic. Another study [16] examined hot search
lists on Sina Microblog, China's most popular social media
platform, to learn about public attention to COVID-19in China.
Several research papers have focused on public reaction to the
COVID-19 pandemicin Vietnam. Trevisan et al [17] examined
the country’s reaction to and control of the pandemic; another
study [18] described the pattern of the pandemic’s early stage
inVietnam using asecondary data set provided by the country’s
Ministry of Health. Other researchers [19] used a survey to
understand COV1D-19 risk perception from socioeconomic and
media attention perspectives.

In this study, we analyze big data collected from popular online
sources where people obtain, create, or discuss news and
information in Vietnam, including Facebook, news websites,
YouTube, forums, blogs, Instagram, and e-commerce sites. Data
were collected from December 2019 to November 2020 to offer
a wider view from diverse sources and a longer observation
period. We analyzed this data to describe a pattern of the social
reaction during two different waves of the COV1D-19 pandemic
in Vietnam using the issue-attention cycle and media framing
theories as foundations to develop our research questions.

I ssue-Attention Cycle Theory

The risk of COVID-19 infection is still high worldwide given
that vaccination is not yet widely used and some countries are
trying to resume normal commercial operations, including
commercial flights, in an attempt to recover economically from
the consequences of the pandemic. The need to seek and discuss
information during apandemic crisislike COVID-19 isobvious.
However, many people try to simplify complex information or
rely ontheir current beliefs; thismay create conflict if they must
force new information into previous constructs. Facing the risk
of illness or death, asin the COVID-19 pandemic, can change
peopl €' s attitudes toward “ accepting information, handling and
taking action on it” [20-22]. In 1972, Downs [23] introduced
the issue-attention cycle theory that refersto the attention trend
line an environmental issue could receive from the public or
media, as described in five main stages. In the first stage, only
experts or a small number of people interested in the issue are
aware of it. Inthe second stage, theissue captures more attention
as awareness of it increases; at this stage, people are optimistic
that the problems will be solved one way or another. The third
stageis marked by chaos, which peaks when peopleredize the
issues might befar different from their expectations, out of their
control, and present with high financial or socia benefit costs.
A steady drop in public attention to the issue characterizes the
fourth stage, which is known as the postproblem phrase. The
final stage is marked by replacement of the concerning issues
in public attention [23].

However, some researchers argued that the i ssue-attention cycle
can differ depending upon culture[24] and in cases of epidemic
hazards [25]. Moreover, the issue-attention cycleis not always
fully integrated or fully explanatory in some health-related
research, as evidenced by the “Charlie Sheen effect”
phenomenon, introduced by Ayerset a [26] in 2016 when they
used results from Google's search engine data set to show the
correlation between actor Charlie Sheen’s disclosure of his
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HIV-positive status with the level of public attention to HIV
and its prevention.

Our study investigates public attention during the COVID-19
pandemic by examining internet discussion volume to find
patterns and determine similarities or differences to the
issue-attention cycle theory. The amount of public discussion
on social media has changed over time based on the public’'s
response to each real event that occurred during the pandemic.
Capturing the amount of public discussion not only helps to
point out or compare patterns in issue-attention cycle theory
but also shows how the public’s attention to specific eventsis
different. From there, it is possible to help the government and
stakehol ders evaluate the severity of each event to the public
and from there learn lessons for possible pandemic prevention
inthefuture. Hence, the research questionsrelated to thistheory
are

«  RQ1: What is the level (volume) of public attention to
COVID-19in this study?

«  RQ2: What does the pattern of public attention to the
pandemic look like?

Throughout the COVID-19 pandemic, a concurrent infodemic
has bombarded the public, hindering the reception of reliable
information sources so citizens can follow recommendations
and protect themselves. Therefore, in addition to pointing out
patterns of pandemic-related discussions, it is necessary to dig
deep into sources that get the most public attention, which can
help government and disease control centers stop inaccurate
news that has reached a large number of people in a timely
manner. These patterns can also help identify popular public
channels to help legitimate agencies broadcast disease
prevention messages more efficiently. Additionally, analyzing
the public sentiment about the pandemic can help governments
and the Centersfor Disease Control and Prevention deliver more
accurate prevention messages to appease public anxiety and
insecurity. Therefore, we developed the third and fourth research
guestions:

« RQ3: Which types of sources gained the most public
attention and engagement during the pandemic?

« RQ4: How did people react to the pandemic, as measured
by expression of their emotions on social media?

Media Framing Theory

The mechanism by which individuals create a clear
conceptualization or reorient their thoughts about an issue is
referred to as framing theory. The concept is based on the
acceptance of an issue that can be presented from a number of
viewpointsand is perceived as having implicationsfor different
principles or factors [27]. Frames matter, especialy in
communi cations meant to influence an audience’ s attitudes and
behaviors. Frame useislearned and may be adopted from person
to person. Previous studies have shown that politicians have
been inspired by the communication styles of other politicians,
the media, or even citizens [28-30]. It is understandable that
even in conversation and discussion with others, individuals
typically adopt the frames that they have learned [30-32].

The explosive growth of information technology and social
networking in the digital age has resulted in changes to the
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concept of “news,” which was once considered the product of
ajournalist [33]. The concept has broadened now that anyone
can create news by uploading it to the internet in the form of
pictures, text, video, etc [34]. Sometimes this newsisonly 140
characterslong [35], and its credibility depends on the number
of interactions garnered from readers, including likes, shares,
and comments [36]. The nature of this news formulation and
discourseisdynamic, so it isimportant to examine how frames
used to report on epidemic hazards may change and develop
over time [31,37,38]. Understanding the critical role framing
plays in communication, scholars have monitored frames over
the past decade to detect patterns in problem descriptions,
analyze mediaattention, and investigate differences acrossforms
of media [39]. Thus, in our study, we seek answers to the
following questions:

« RQ5: What frames are used and how fregquently are they
used in communications that occur during the pandemic?
What main topics gained the most discussion and attention
during the COVID-19 pandemic?

«  RQ6: Were different types of frames used during the first
and second waves of the COVID-19 pandemic in Vietnam?

Methods

All information related to COVID-19 in Vietnam was obtained
from the Ministry of Health of Vietnam’s official COVID-19
disease page [6] and the website thuvienphapluat.vn [40], an
electronic library of legal documentsissued by the Vietnamese
government. We used this information to create a foundation
for collecting data from social platforms and as a basis for
comparison with the results obtained after data analysis.

Data Collection and Processing

This study aims to understand the public reaction to the
COVID-19 pandemic viadiscussionsamong Vietnamese people
on social media. We used SocialHeat, a fee-based socid
listening tool developed and sponsored by YouNet Group, to
crawl data while following the terms of use from 7 types of
sources. Facebook, Instagram, news, blogs, forums, e-commerce
sites, and YouTube. SociaHeat collected public data on social
networks in rea time using COVID-19—related keywords
(coronavirus, nCoV, SARS-CoV-2, COVID-19, Covid).
Counted topics were written in Vietnamese only and pulled
from the Facebook application programming interface (API),
Instagram API, YouTube API, and Google API (for news, blogs,
e-commerce, and forum websites). All datafrom spam and noise
mentions were deleted by applying deep learning and natural
language processing in the SocialHeat system (the data set still
might contain seeding posts or brand commercial posts, but the
numbers of those posts are negligible).

The data set was collected from December 1, 2019, to November
13, 2020, from 63 million Facebook I1Ds (pages, individual
profiles, and groups), 1.2 million YouTube accounts, 9000 news
websites, and 300 forumsin Vietnam. On account of the amount
of dataand technology limitations, we divided thetimelineinto
7 periodsto crawl data, then reconnected the datain acompl ete
and continuous timeline. To divide the timeline, we relied on
highlighted events that took place during the period observed
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(December 1, 2019, to November 13, 2020). Specifically, we
used data tracking new daily infectionsin Vietnam, which was
updated by the Ministry of Health of Vietnam [6] and included

Table 1. The7 periods of the COVID-19 pandemic in Vietnam.

Tranetd

the four main stages of the COVID-19 outbreak in Vietham as
described by La et al [41] (as of April 4, 2020) to inform
additional development into 7 main phases (Table 1).

Period Date Total days, n Events

1 Before January 23, 2020 54 No confirmed casesin Vietnam

2 January 23 to February 26, 2020 35 First confirmed case in Vietnam; 16th infected case discharged from hospital
3 February 27 to March 5, 2020 8 No new casesin Vietnam

4 March 6 to March 31, 2020 26 17th infected case confirmed and more reported afterward

5 April 1to April 15, 2020 15 Implementation of socia isolation

6 April 16 to July 24, 2020 100 No new cases in the community

7 July 25 to November 13, 2020 112 A new case in the community and the first deaths

Mention Trend Line

The volume of total mentions (a mention can be an origina
post, a comment, or a share) about COVID-19-related topics
ondigital channels, including Facebook, Instagram, news sites,
forums, blogs, etc, was tallied and expressed by day to show
how Vietnamese citizens reacted to COVID-19
pandemic—related events timeline-by-timeline. This study also
integrates the real flow of facts and disease coping measures
adopted by the government to analyze the rel ationship between
government policiesand peoples' reactions during the pandemic.

The 500 Most Engaging Sour ces

To explore which sources attracted the most attention and
engagement, we caculated the total interactions on
COVID-19elated topics across al ID sources (Facebook,
YouTube, and Instagram) and unique links on news, blog,
forum, and e-commerce sites, then ranked them in order from
highest to lowest. Thetotal interaction with an engaging source
equal to the total COVID-19-related posts was posted by
observed source, plus total likes, shares, and comments that
those posts gained.

Facebook isthe most popular socia platform in Vietnam [42].
Itisnot only popular with individuals but also used for official
brand fan pages, key opinion leaders (KOLs), TV channels,
news, and government departments that use Facebook as a
connecting bridge with customers, readers, citizens, etc.
Therefore, we categorized Facebook accounts into 8 clusters:
community pages, news, TV channels, KOLs, forums, groups,
government, and unknown (minor accounts that could not be
categorized into any source). Due to the limitations of hand
categorization, we chose only the top 500 sources by mentions
each period and categorized them for analysis.

Top 50 Posts by Mentions

We analyzed top posts created during the COVID-19 pandemic
to understand which topics attracted the most citizen attention
and their associated reactions via discussion sentiment analysis.
Top posts were COVID-19-related posts that gained the most
mentions (shares, comments) on Facebook, Instagram, YouTube,
news sites, blogs, e-commerce sites, and forums.

https://medinform.jmir.org/2021/7/e27116

Previous studies about the information shared on social media
by users during crisis events had different ways of classifying
content based on real events. For example, Vieweg [43], who
studies communications and behavior during mass emergencies,
categorized the types of information that users create into three
main groups: social environments (eg, caution, advice, medical
attention, and offering help), built environment (eg,
infrastructure damage), and physical environment (eg, weather
forecast and general information about hazards). Based on
research of Vieweg [43], Imran et a [44] has inherited and
continues to categorize the content collected from researching
on social media messages related to disasters into types of
content such as caution and advice; casualties and damage;
donations of money, goods, or services; people missing, found,
or seen; and information source. Meanwhile, Mirbabaie et &
[45] studied what happened on socia media during the
Hurricane Harvey incident to find lessons in dealing with the
COVID-19 pandemic and classified the information into seven
categories based on the information gathered during the data
analysisprocess. official statement, newsand crisisinformation,
personal opinion, persona experience, forwarding message,
solicitousness, and humor.

The research on the nature of information spread about the
COVID-19 pandemic on Weibo by Li et a [46] classified
content into 7 groups based on the previous work of Rudra et
al [47] and Vieweg [43], including notifications or measures
taken; donating money, goods, or services; emotional support;
help seeking; doubt casting and criticizing; counter rumors; and
policy reaction. In the process of applying the af orementioned
classifications, we identified 5 types of content that appeared
frequently but are not suitable for distribution into the 7 existing
content groups, including caution and advice; international
situation updates; medical issues, treatment, and vaccine; effects
of the pandemic on the economy; and entertainment. Thus, in
this study, the 50 posts with the most public engagement
(interaction) were categorized and sorted into 12 groups of
content.

Sentiment Trend Line, COVID-19-Related Topics
Keyword Frequency, and Social Networks

For all COVID-19 datadownloaded from Facebook, I nstagram,
news sites, forums, blogs, etc, the SocialHeat tool excluded
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noise, spam, and advertising posts before using natural language
software developed by the YouNet Company for sentiment
classification and to extract the top 50 keywords' frequency for
the 7 observed periods.

The most frequently mentioned keywords for each period were
analyzed and visualized using VOSviewer (Nees Jan van Eck
and Ludo Waltman) [48]. A social network and clustersfor each
period were created using the keywords matrix, in which every
two keywords are linked by co-occurrence frequency. In other
words, the frequency of occurrence of two keywordsin the same
article will be shown through the link between two dots. The
larger the dot, the more often the keyword appears. The thicker
and closer the link between two dots (two keywords), the more
frequency the two keywords will appear together.

Results

Total Discussions About COVID-19 on Social Media
in Vietnam During the First Two Waves of the
Pandemic

There was a total of 37,917,631 collectable mentions and
22,652,638 posts about COVID-19 from December 1, 2019, to
November 13, 2020. Collectable mentions refers to mentions
set in public mode on the online channels; therefore, only public
data was collected due to privacy settings. The data set was
summarized daily and put in chronological order (see
Multimedia Appendix 1). Facebook wasthe channel that gained
themost mentions (27,191,922 mentions, accounting for 96.4%
of total mentions), while other channels shared therest (forums:
232,131 mentions; news sites: 757,582 mentions; blogs. 1058
mentions, reviews. 224 mentions;, e-commerce sites. 2231
mentions, YouTube: 20,599 mentions, Instagram: 1857
mentions).

There was a positive correlation between total collectable
mentions on social media and daily new COVID-19 infection
cases (B0=74,451.4; 31=9366.9; P<.001). In other words, the
more new infection cases counted daily, the more posts and
mentions of COVID-19 pandemic topics created on social
platforms like Facebook, YouTube, Instagram, etc, and on
websites including news sites, forums, blogs, etc.

Multimedia Appendix 1 indicates the Vietnamese public's
attention and reaction toward the two first waves of the
COVID-19 pandemic. Data were divided into 7 periods (the
same as those in Table 1) based on the highlighted events
happening in Vietnam. During period 1 (December 1, 2019, to
January 22, 2020) and especialy before January 12, 2020,
Vietnamese people paid little attention to information about the
COVID-19 epidemic, athough China recorded the first cases
in Wuhan [49]. During period 2 (January 23, 2020, to February

https://medinform.jmir.org/2021/7/e27116
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26, 2020), public attention increased significantly when Vietnam
confirmed that thefirst COVID-19 casein the country wasfrom
a Chinese traveler [50]. Period 3 (February 27, 2020, to March
5, 2020) saw very low public attention when no new infections
were confirmed by the government. In period 4 (March 6, 2020,
to March 31, 2020), total posts peaked with more than 1.2
million mentions about COVID-19 &fter the 17th case was
confirmed. The highest total collectible mentions (1,255,175
mentions) were made on March 31, one day before the
Vietnamese government’s implementation of a social isolation
mandate throughout the country. Period 5 (April 1, 2020, to
April 15, 2020) had a deep drop but a stable number of total
and collectible mentions about COVID-19-—related topics
compared to period 4. Period 6 (April 16, 2020, to July 23,
2020) had a significant steady decrease in public attention
toward the pandemic when the government removed the social
isolation order and simultaneously did not report new
community infection cases. However, there was a small
fluctuation indicating increased discussions starting on June 22,
2020, and peaking July 1, 2020, with 320,089 discussions, due
toinformation about aCOV1D-19 vaccine developed in Vietnam
that was expected to be clinically tested in humans in October
or November 2020. Additionally, a suspected COVID-19
infection had been discovered in Danang; public attention
gradually decreased through period 7, when a community
infection was confirmed in Danang.

Sources With the Most Interaction During the First
Wave of the COVID-19 Pandemicin Vietham

Total I nteractions on the Top 500 Most Engaging
Sources

As shown in Table 2, the community page sources remained
the most popular throughout the whole period. The remaining
interactions were split among other types of sources, including
news sites, KOLs, government sites, etc.

During period 1 (December 1, 2019, to January 22, 2020), news
sources gained the most public reaction, and TV channel sources
followed right after. After period 1, community page sources
steadily earned the most engagement. This was especially true
during period 2 (January 23, 2020, to February 26, 2020), period
4 (March 6, 2020, to March 31, 2020), period 5 (April 1, 2020,
to April 15, 2020), and period 7 (July 25, 2020, to November
13, 2020), when around 50% of Viethamese citizens
interactions about the pandemic came from community page
sources. Meanwhile, TV channel sources (periods 1, 2, 4, and
7) and KOL sources (periods 3, 5, and 6) alternated second place
status in terms of engagement on COVID-19-related topics.

In contrast, forum (periods 2, 6, and 7) and government (periods
1 and 3) sources gained less total interaction.
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Table 2. Total reactions on the top 500 most engaging sources.
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Source Period 1 Period 2 Period 3 Period 4 Period 5 Period 6 Period 7
(n=265,679), n  (n=3,217,036), (n=137,642),n (n=39,200,553), (n=10,086,791), (n=567,114),n (n=96,832,404),
(%) n (%) (%) n (%) n (%) (%) n (%)
Community page 63,251 (23.81) 1,600,342 50,549 (36.72) 21,392,949 4,734,704 170,131 (30.00) 42,131,669
(49.75) (54.57) (46.94) (43.51)
Forum 5819 (2.19) 16,918 (0.53) 498 (0.36) 540,775 (1.38) 128,025(1.27) 0 (0.00) 528 (0.00)
Government 346 (0.13) 85,434 (2.66)  0(0.00) 1,350,699 431,201 (4.27) 98,005 (17.28) 8,340,435
(3.45) (8.61)
Group 11,934 (4.49) 266,640 (8.29) 15,806 (11.48) 3,367,923 727,409 (7.21) 38,046 (6.71) 7,794,693
(8.59) (8.05)
Key opinion leaders 39,234 (14.77) 309,160 (9.61) 45,529 (33.08) 3,889,108 1,903,164 165,804 (29.24) 11,732,842
(9.92) (18.87) (12.12)
News 73,982 (27.85) 346,683(10.78) 15,043 (10.93) 3,300,849 724,832 (7.19) 63,080(11.12) 10,681,121
(8.42) (11.03)
TV channel 65,330 (24.59) 359,969 (11.19) 3863 (2.81) 4,107,847 1,384,393 26,499 (4.67) 16,057,180
(10.48) (13.72) (16.58)
Unknown 5783 (2.18) 231,890 (7.21) 6354 (4.62) 1,250,403 53,063 (0.53) 5549 (0.98) 93,936 (0.10)
(3.19)

The Average I nteraction on the Top 500 Most Engaging
Sources

Total interactions on the most engaging sources were calculated
by summarizing the number of each source’'s COVID-19—elated
posts, likes, shares, and comments. We analyzed the average
interaction on the top 500 most engaging sourcesto understand
the efficiency of each COVID-19-related post created by each
source.

Table 3. The average interaction on the top 500 most engaging sources.

As can be seen from Table 3, government sources were leading
inperiods 2, 4, 5, and 6 with nearly 32% to 67% of the average
interactions for the top 500 most engaging sources. News and
TV channel sources alternated in the second position in periods
1 and 6 and periods 2, 3, 4, and 5 (TV channels). Period 7 was
unique in that KOL s received the highest average engagement
(2,330,684/3,745,249, 62.23%), followed by news from
community sites (861,254/3,745,249, 23%).

Sources Period 1 Period 2 Period 3 Period 4 Period 5 Period 6 Period 7
(n=10,167),n  (n=102,421),n (n=3184),n(%) (n=1,111,044), (n=645,151),n (n=12,802),n  (n=3745249),
(%) (%) n (%) (%) (%) n (%)
Community page 427 (4.20) 5443 (5.31) 468 (14.70) 74,540 (6.71) 16,327 (2.53) 915 (7.15) 861,254
(23.00)
Forum 1940 (19.08) 5639 (5.51) 249 (7.82) 90,129 (8.11) 32,006 (4.96) 0(0.00) 528 (0.01)
Government 346 (3.40) 42,717 (41.71)  0(0.00) 450,233(40.52) 431,201(66.84) 4900 (38.28) 321,134
(8.57)
Group 385 (3.79) 5442 (5.31) 368 (11.56) 57,083 (5.14) 13,989 (2.17) 865 (6.76) 87,847
(2.35)
Key opinion leaders 162 (1.59) 3964 (3.87) 149 (4.68) 54,015 (4.86) 17,954 (2.78) 825 (6.44) 2,330,684
(62.23)
News 2000 (19.67) 11,556 (11.28) 1003 (31.50) 94,310 (8.49) 25,887 (4.01) 2426 (18.95) 67,245
(1.80)
TV channel 4666 (45.89) 17,998 (17.57) 644 (20.23) 228,214(20.54) 81,435(12.62) 2409 (18.82) 75,552
(2.02)
Unknown 241 (2.37) 9662 (9.43) 303 (9.52) 62,520 (5.63) 26,352 (4.08) 462 (3.61) 1005 (0.03)

Top Posts About COVID-19 Topics With the M ost
Commentsor Shares

The type of COVID-19—elated content that received the most
attention varied from time to time. Starting from phase 2

https://medinform.jmir.org/2021/7/e27116
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Table 4. Top posts with the most comments or shares.
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Categories Period 1 Period 2 Period 3 Period 4 Period 5 Period 6 Period 7
(n=49,480), n  (n=337,865),n (n=24,173),n  (n=1,375,260), (n=312,851),n (n=986,403),n (n=9,161,011),
(%) (%) (%) n (%) (%) (%) n (%)

Caution and advice 27,607 (55.79) 28,869 (8.54)  0(0.00) 191,017(13.89) 28,067 (8.97) 129,076 (13.09) 347,096 (3.79)

Notificationsor mea- 7116 (14.38) 13,222 (3.91) 2229(9.22) 162,502 (11.82) 0 (0.00) 23978 (2.43) 2,120,104

sures have been taken (23.19)

Donation money, 0(0.00) 0(0.00) 0 (0.00) 12,167 (0.88) 4982 (1.59) 89,919 (9.12) 1,477,020

goods, or services (16.12)

Emotional support 0(0.00) 0(0.00) 4905 (20.29) 328,056 (23.85) 153,652(49.11) 195,632(19.83) 970,817 (10.60)

Help seeking 0(0.00) 0(0.00) 0 (0.00) 9045 (0.66) 0 (0.00) 0 (0.00) 133,675 (1.46)

Doubt casting and 0(0.00) 112,297 (33.24) 3284 (13.59) 186,581 (13.57) 2537 (0.81) 0 (0.00) 666,394 (7.27)

criticizing

Counter rumors 0(0.00) 55,397 (16.40) 0 (0.00) 0(0.00) 0 (0.00) 0 (0.00) 0(0.00)

Policy reaction 1226 (2.48) 116,869(34.59) 11,642 (48.16) 289,200(21.03) 112,505(35.96) 0 (0.00) 1,132,238
(12.36)

International situation 13,531 (27.35) 11,211(3.32) 1678 (6.94) 196,692 (14.30) 11,108 (3.55)  107,243(10.87) 100,369 (1.10)

updating

Medical issues: treat- 0 (0.00) 0(0.00) 0 (0.00) 0 (0.00) 0 (0.00) 432,389 (43.83) 0(0.00)

ment, vaccine

Effectsof thepandem- 0 (0.00) 0(0.00) 435 (1.80) 0 (0.00) 0 (0.00) 8166 (0.83) 0 (0.00)

ic on the economy

Entertainment 0(0.00) 0(0.00) 0 (0.00) 0 (0.00) 0 (0.00) 0 (0.00) 2,213,298
(24.16)

In period 1, when the first COVID-19 cases were found in
Wuhan and had not yet spread to Vietnam, it is understandable
that content concerning caution and advice received the most
attention, accounting for 55.8% (27,607/49,480). Content about
international updates was next, accounting for 27.3%
(13,531/49,480). In period 2, when Vietham confirmed that two
Chinese tourists were infected with COVID-19 and that these
were the first two cases of COVID-19 to appear in Vietham,
articles regarding policy reaction were of most interest,
accounting for 34.6% (116,869/337,865); content about doubt
casting and criticiziing received amost equal attention,
accounting for 33.2% (112,297/337,865). In the third stage
when Vietham had no community cases, people remained
interested in topics classified as policy reaction (11,642/24,173,
48.2%) and began to pay attention to content on emotional
support (4905/24,173, 20.3%). During phase 4, as community
cases peaked and new infections were recorded, people were
most interested in the topic of emotional support
(328,056/1,375,260, 23.9%) and policy reaction
(289,200/1,375,260, 21%). This was aso the period when
interest was shared between the greatest variety of content types
withfairly similar distribution. In period 5, when the Vietnamese
government applied a socia isolation mandate, people were
most concerned with emotional support (153,652/312,851,
49.17%) and policy reaction (112,505/312,851, 36.7%). During
period 6, when Vietnam enjoyed 100 days of peace without
news of community spread, articles on medical issues received

https://medinform.jmir.org/2021/7/e27116

the most attention (432,389/986,403, 43.87%) followed by
emotional support (195,632/986,403, 19.87%). When
community cases reappeared and though there were more
COVID-19 deaths in Vietnam, peoples response was quite
optimistic, with attention amost equally divided between the
topics of entertainment (2,213,298/9,161,011, 24.3%) and
notifications or measures being taken (2,120,104/9,161,011,
23.2%).

Sentiment

After all text data related to COVID-19 was crawled, it was
processed by asentiment analysistool devel oped by SocialHeat.
All discussions were evaluated and sorted into one of three
emotional categories, positive, negative, and neutral, based on
natural language. In general, we found that people’s emotions
when discussing COVID-19-—related topics fluctuate and are
unstable. Emotional neutrality almost always took first place.
This is understandable because sources from government
organizations and especialy television and newspapers are
expected to report “independent, reliable, accurate, and
comprehensive information” [33]. However, in various time
periods, negative and positive emotions alternated in second
place. Positive emotions were expressed more often than
negative emotions during the first and last periods. Negative
emotions were expressed more than positive ones; most appear
throughout stages of Vietnam’s first COVID-19 wave (periods
2,3,4,5, and 6; see Figure 1).
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Figure 1. Sentiment trend line from December 1, 2019, to November 13, 2020.
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During period 1, when Vietnam had not yet recorded any cases
and the pandemic situation had just begun in China, people
learned about COVID-19 through information from the Ministry
of Health and the press, so their mentality was still stable and
optimistic. In period 2, when the first cases were discovered in
Vietnam, people become more confused and worried. In period
3, negative emations exploded when patient 17 was confirmed
and therewas arisk of community disease spread. Anger, blame,
and anxiety were evident through the negative emotions
expressed in the text lines discussed on social networks at that
time. In period 7 when Vietnam experienced its second wave
of COVID-19 with the re-emergence of community infection
and the first recorded COVID-19 deaths, the optimism shown
through positive emotions overwhelms the negative emotions
expressed during this period. People have gradually adapted to
the pandemic after experiencing the first wave and have
confidence in the government’s ability to control the pandemic;
positive signals that a Viethamese COVID-19 vaccine would
soon enter the human testing phase may have also contributed
to the positive outlook [51].
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Top Keywords' Frequency and Social Networ k
Analysis of Discussions on the Internet During the
COVID-19 Pandemicin Vietham

Top Keywords

The top 50 keywords were compiled and ranked in order from
al discussions on the COVID-19 pandemic topic gathered
during the study period. However, of thetop 50, many keywords
are synonyms, so we have grouped them into 36 keywords. The
content of the top keywords was related to 4 main groups,
including COVID-19 pandemic and epidemic outbreaks
expressed through keywords such as epidemic, COVID-19,
Vietnam, case, Danang, Hanoi, and Bach Mai hospital; policy
reactions as shown through wordsincluding quarantine, against,
prevention, mask, province, and government; medical issues
expressed through patient, hospital, test, contact, infected, virus,
and treatment; and disease situation in the world through words
like situation, the United States, and money (see Table 5).
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Table 5. Top 36 keywords for COVID-19—related topics during the COVID-19 pandemic in Vietnam from December 1, 2019, to November 13, 2020.

Rank Word Frequency, n
1 epidemic 16,373,688
2 COVID-19 10,720,319
3 patient 9,838,764
4 quarantine 9,783,246
5 medical 9,349,795
6 go 8,428,703
7 hospital 8,257,058
8 Vietnam 7,789,027
9 case 7,643,082
10 disease 6,397,632
11 Danang 5,621,518
12 against 5,208,937
13 city 5,066,441
14 infected 4,734,692
15 virus 4,099,245
16 Situation 3,950,498
17 information 3,854,982
18 province 3,850,230
19 prevention 3,692,883
20 citizen 3,357,150
21 mask 3,316,868
22 way 3,310,041
23 test 2,784,690
24 contact 2,764,565
25 government 2,705,459
26 Hanoi 2,422,218
27 family 2,366,785
28 money 2,177,978
29 coronavirus 2,039,959
30 TheUS 1,903,865
31 vehicle 1,842,155
32 result 1,821,271
33 treatment 1,790,499
34 Bach Mai hospital 1,663,212
35 together 1,654,416
36 get sick 1,475,917

Social Network Co-occurrence of the 7 Periods

To better understand the context behind the most mentioned
keywords and to highlight the top concerns about the COVID-19
pandemic expressed in internet discussions in each period in
Vietnam, we extracted the top 50 keywords for each stage and
visualized the associations between the keywords using
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VOSviewer software. The larger the dots, the more weight
(frequency) that keyword possessed. The thicker and closer the
link between two keywords, the more frequently both keywords

appear.

The relationship between the top keywords in period 1 when
no infectionswere found in Vietnam is shown in Figure 2. The
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most prominent keywords were “China,” “epidemic,” “death,”
“disease” “strange,” “Wuhan,” and “inflammation.” The pink
color cluster reflectsthefirst awareness of COVID-19 infections
in Wuhan, China at that time, as reflected by words including
“Ching” “Wuhan,” “strange” “lung,” “coronavirus,’
“quarantine” etc. The green cluster represents the first
information about COVID-19 that was communicated by the

Tranetd

Vietnamese government to the people, and includes*” epidemic,”
“death,” “meat,” “wild,” “travel,” “respiratory,” etc, along with
keywords that guide how to proactively prevent epidemics,
especialy during the Lunar New Year period, including “face
mask,” “wash,” “go,” “travel,” “Lunar New Year,” “crowded,’
etc.

Figure 2. Co-occurrences of the top keywords in period 1. SARS: severe acute respiratory syndrome.
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In period 2 (Figure 3), the most prominent keyword is
“epidemic,” followed by the words “corona” “disease’
“degree,” “prevention,” and “virus,” which reflect the public’'s
anxious reaction and the government’s quick policy response
when the first two cases were found in Vietnam. The green
cluster illustrates epidemic situation updates in China and the
first 2 cases in Vietnam with keywords like “epidemic,”
“corona,” “virus” “infection,” “disease” “province” and
“information.” The blue cluster represents the government’s
epidemic prevention plan through the keywords“ inflammation,”
“government,” “against,” “ prevention,” and “NCOV.” The pink
cluster reflects when the prime minister issued a directive to
sanction drugstores, which increased mask prices, as reflected
in the keywords “vice,” “prime minister,” “command,” “face
mask,” “price increase,” etc.

Period 3 (Figure 4) was a short period prior to the pandemic’'s
peak in Vietnam during which no new caseswere found. During
this period, the keywords had almost the same weight. The most
prominent keywords were still “epidemic,” followed by
“starveling,” “infection,” “do not,” “case,” etc. The green cluster
shows the respect for frontline workers' efforts and calls for
national spirit and unity to fight the pandemic via keywords
including “regroup,” “respectfully,” “effort,” *“quiescent,”
“country,” “history,” “beaten,” etc. The pink cluster represents
peopl€e's cooperation with the government’s pandemic policy
reaction, in particular quarantine. People called on each other

https://medinform.jmir.org/2021/7/e27116

to actively coordinate to isolate and prevent the epidemic from
spreading more widely, including keywords “epidemic,” “do
not,” “starveling,” “quarantine,” “case,” etc.

” w ” ou

Period 4 (Figure 5) was the peak of the pandemic in Vietnam
after confirmation of the 17th infection case, with more reported
afterward; the most prominent keyword was“ disease,” followed
by words like “quarantine,” “medical,” “province,” “case,” and
“prevention.” To prevent the spread of the pandemic, Vietham's
government provided solutions for pandemic prevention such
as quarantine, temporary suspension of visasfor al citizens of
other countrieswho wanted to enter Vietnam, except for special
cases. The government also introduced a heal th declaration app
for those wishing to enter Vietnam at that time, along with the
NCOVI app, which offers the public a reliable channel for
information about COV1D-19 and hel psthe government expedite
contact tracing. The green cluster representsthe policy reaction
aspect, as expressed with keywords like “government,” “prime
minister,” “command,” “prevention,” “face mask,” “against,’
and “solution.” The pink cluster contained keywords related to
the epicenter of the pandemic at Bach Mai hospital in Hanoi,
such as “disease” “Bach Mai hospital,” “Hanoi,” “case’
“infection,” “patient,” “staff,” “test,” and “contact.” The blue
cluster represents the challenge of medical isolation through
two keywords:. “quarantine” and “medical
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During period 5 (Figure 6), the social isolation stage, the most
prominent keywords were “epidemic,” “COVID-19,
“enterprise,” “unanimously,” etc. The green cluster represents
the policy reaction aspect, in particular medical issues and

keywords included “prime minister,” “economic,” “solution,”
“bank,” “electricity,” “rice;” etc. The pink cluster represents
the economic concerns, as expressed by keywords including
“enterprise,” “salary,” “business,” “labor,” “working,” “jobs”

economic solutions, such as supporting businesses and people  “contract,” “society,” “ poverty,” etc.
working in production and consumption. Representative
Figure 3. Co-occurrences of the top keywords in period 2. WHO: World Health Organization.
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Figure5. Co-occurrences of the top keywords in period 4.
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Figure 6. Co-occurrences of the top keywords in period 5.
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The most prominent keywords in period 6 (Figure 7) included
“COVID-19,” “disease,” “epidemic,” “case,” “prevention,” etc.
Thiswasthe period when Vietnam controlled the epidemic well,
with the result that there were no cases of community spread
infection. People began to pay more attention to the challenge
of COVID-19 vaccine research and development in Vietnam,
which coincided with the period of vaccination against common

https://medinform.jmir.org/2021/7/€27116

RenderX

diseasesin young children, which wasreflected in online public
discussions. In addition, the public also paid more attention to
pandemic prevention developments in Vietnam and the
pandemic situation worldwide. The green cluster representsthe
global disease situation with keywords like “the US,” “China,”
“epidemic,” “pandemic,” “WHO,” “research,” and “ economic.”
The pink cluster shows continued interest in COVID-19 cases

JMIR Med Inform 2021 | vol. 9| iss. 7 [€27116 | p.95
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

and defense against disease in Vietnam via keywords such as
“COVID-19,” “disease,” “go,” “where,” “infection,” “medical,’
and “against” The blue cluster represents concerns about
vaccinating children against common diseases during the
COVID-19 pandemic through keywords such as “vaccination,”
“injection,” “children,” “prevention,” “death,” “mother,” and
“help.”

The most prominent keyword in Vietham during period 7
(Figure 8) was “COVID-19, followed by words like
“epidemic,” “case,” “province,” and “disease.” This period was
marked by the re-emergence of cases in the community, so the

Tranetd

public was most interested in two major topics. The first was
the situation surrounding the Danang outbreak, which created
the second pandemic wave in Vietnam (pink cluster). Keywords
illustrating this event included “Danang,” “city,” “hospital,’
“infection,” “test,” “quarantine,” etc. The second was concern
about common issuesrelated to COVID-19, such asraising the
price of masks and information about preventing community
disease spread (eg, finding people who would share a busride
with patients who were infected; green cluster). Keywords
included “Covid-19,” “price,” “face mask,” “Vietnam,’
“against,” “epidemic,” “vehicle” “go,” and “Hanoi.”

Figure 7. Co-occurrences of the top keywords in period 6. WHO: World Health Organization. VND: Vietnamese Dong.
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Figure 8. Co-occurrences of the top keywords in period 7.
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Discussion

Main Findings

The COVID-19 pandemic is a sensitive time, and the need for
reliable sources to avoid an infodemic is understandable.
Analyzing the public’s responses to the pandemic through cyber
discussions can provide an overview of the pandemic’s impact
on the public. In this study, we found four main conclusions
that answered six research questions. First, based on the
changing discussion trends gathered on the subject of
COVID-19, 7 periodswere determined based on eventsthat can
be further aggregated into two pandemic waves in Vietnam.
Second, people engaged most with community pages on
Facebook. However, the sources with the highest average
interaction efficiency per article were government sources.
Third, people's attitudes when discussing the pandemic shifted
from expressing negative to positive emotions (expression of
neutral emotions remained stable). Fourth, the type of content
that attracts the most interaction from people varies from time
to time. Beyond that, we found that the issue-attention cycle
occurred four timesduring the two COV I D-19 pandemic waves
in Vietnam. In each COVID-19 wave, the issue-attention cycle
occurred twice, with asmall cyclefirst, followed by abig cycle
later.

Listening to peopl€’s attitudes during a pandemic as expressed
through their interactions on the internet can help governments
and related agencies quickly adjust communication plans to
lead people through the pandemic with better precision. This
study provides valuable information to those concerned about
the COVID-19 pandemic in general and the public’'s response

https://medinform.jmir.org/2021/7/e27116
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to an entirely new crisis in particular. Based on the results of
this study, governments could use it as a reference to evaluate
the efficiency of using big data to address public health
management issues. This resource not only can be used as a
reference to deal with future epidemic crises but also is a
valuable comparison of public reaction toward the pandemic
across countries.

Public Discussions on the Topic of COVID-19 on Social
Media

Thevolume of public attention during the COVID-19 pandemic
was substantial, with atotal of 37,917,631 public mentions and
22,652,638 public posts during the research observation period
from December 1, 2019, to November 13, 2020. During the
peak period, we recorded more than 1,255,175 publicly
discussed mentions showing particular interest in the pandemic;
these mentions aso demonstrated that the amount of
pandemic-related information generated by the public is
substantial. Thiscan inadvertently create an information matrix
or infodemic for people who feel confident in their abilities to
search for information on the internet and who tend to trust the
opinions of others.

I ssue-Attention Cycles Occurring During the COVID-19
Pandemic

During the two COVID-19 pandemic waves in Vietnam from
December 2019 to November 2020, the pattern of public
attention looks similar to the issue-attention cycle described by
Downs [23]. However, instead of only 1 cycle per pandemic
wave, each pandemic wave had up to 2 cycles, with a smaller
cycle occurring before the larger one. Moreover, aremarkable
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point is that the issue-attention cycles that occurred during the
COVID-19 pandemic did not represent the main issue (the
pandemic) but rather showed the subissues (real events) related
to the main issue. Moreover, the last stage of each cycle was a
transition between cycles. Thismeansthelast stage of thiscycle
may be the first stage of the cycle that occurs after it.

When the first COVID-19 cases were discovered in Wuhan,
China, peoplewere not too concerned about this strange disease,
despite the attention given to it by the Viethamese government,
especially the Ministry of Health and rel ated agencies. However,
when Vietnam saw its first cases of infection, people began to
pay more attention. Anxiety peaked when people became aware
that this is a dangerous, contagious, potentially fatal disease
and that there was no vaccine yet. The situation was eased when
the government’s pandemic prevention responses were effective.

During the second COVID-19 pandemic wave in Vietnam,
peopl e remained interested in the pandemic but discussed it less
on socia networks. Public attention peaked with the first
COVID-19—~elated deaths in Vietnam. Public attention then
quickly dropped and diverted to other issues. This shows that
although the second COVID-19 pandemic wave in Vietnam
appeared to have a more negative factor (the first recorded
deaths), the public’s attitude was not as intense as it had been
during the first COVID-19 pandemic wave. This may be
explained by people’'s acceptance of the fact that death is a
foreseeable outcome for patients infected with COVID-19 and
at the same time an expression of not feeling surprised after 6
months living through the pandemic.

The Most Engaging Sources During the COVID-19
Pandemic

Per our data analysis, community pages on Facebook received
the most total interaction from the public, likely because these
aggregate information for the community with diverse content
types. Each of these news sites usualy post multiple articles
per day on the same COVID-19 topic. However, in terms of
average efficiency per article, government-controlled news sites
outperformed other news sources. Drawing from thisconclusion,
we recommend that the government increase the number of
articles posted to sources under its control to achieve the greatest
dissemination of information to the community. In addition, the
government can al so coordinate with sources such ascommunity
pages and KOLs pages to quickly, accurately, and easily
distribute disease information to the public.

Through our analysis, the frames of communication (top posts
that gained the most interaction) can be used to explain public
sentiment about the COVID-19 pandemic. We categorized
COVID-19 topics garnering top public interest into 12
categories, based on the adoption of 7 types of COVID-19
information described by Li et a [46] and simultaneously
developed 6 additional content type categories based on our
dataanalysis processing. These categoriesincluded caution and
advice; notifications or measures taken; donation of money,
goods, or services; emotiona support; help seeking; doubt
casting and criticizing; counter rumors, policy reaction;
international situation updates; medical issues, treatment, or
vaccines, effects of the pandemic on the economy; and
entertainment. When the pandemic first started in China,

https://medinform.jmir.org/2021/7/e27116
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information about cautions and advice and international
situation updates got the most attention. Negative emotions
were just beginning to be expressed and did not prevail.
However, negative emotions gradually increased when cases
first appeared in Vietnam, and articles about policy reaction
gained the most attention, followed by doubt casting and
criticizing articles. During the peak of the first pandemic wave,
negative emotions peaked as well, but the public till paid the
most attention to policy reactions and the emotional support
articles. The desirefor negative emotionsto subside was shown
by the public giving the most attention to emotional support
articlesin addition to articles about policy reaction and medical
issues. Although negative emotions persisted in the second wave
of the pandemic in Vietnam, articles related to entertainment
gained the most attention. This shows the public’s optimism
during the crisis, as they have experienced the first wave of
epidemics in the past and have hopes of a new normal life to
come with the expectation of mass vaccine distribution next
year.

Limitations

This study has some limitations. First, despite using big datato
analyze the phenomenon of public reaction toward the
COVID-19 pandemic, some noise or spam remainsin the data
set; the SocialHeat tool could not completely filter these out
due to technology limitations and the complexities of natural
language. Though natural language has been applied and
innovated daily in SocialHeat's tool, some texts or paragraphs
containing incorrect grammar, teen code, diaects, etc, could
not be processed or categorized. It isalso important to note that
although the data set was pulled from diverse sources like
Facebook, YouTube, news sites, etc, the observed format was
text only. This meansthat other formats such as video with text
or audio captions or images with textboxes were not analyzed
by the SocialHeat tool. Hence, thisled to a shortage in the final
data set results such as sentiments categorized, extracted top
sources, and extracted top posts.

Additionally, due to privacy policies, the data set can only
collect datathat isinstalled in public mode, especialy for data
obtained from social networking platforms like YouTube,
Instagram, and Facebook. Moreover, because the data collection
timeis quite long (11 months), the amount of data poured into
the system is large and requires a substantial amount of time
for the system to process noise and spam, and give statistical
results. This led to a situation in which we wanted to analyze
the top posts by mentions in depth, but often encountered links
that no longer worked because the owner of the post had
changed the view mod from public to friends or private, or even
deleted the post. This caused difficulties and data deficiencies
in our analysis.

Finally, we have ailmost 38 million data in total, which the
system could not processall at once dueto technical limitations.
Therefore, we could not extract top posts by mentions, top
sources by mentions, or overall sentiment of all sources.

Future Work

The topics discussed on the COVID-19 issue are varied. The
classification of content groups as we propose in the study is
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still limited when it is impossible to analyze the public's
emotional index for each type of topic. Understanding the
feelings of the community on specific topics related to the
COVID-19 topic can help the government and stakeholders
come up with precise and meticulous guidance on disease
reactions. Therefore, we suggest that researchers focus on
analyzing the public's sentiment index for each type of topic
that the public is discussing to come up with appropriate ideas
and optionsto support the medical information management in
pandemic times.

Conclusions

Through our research, we found that using different types of
information sources can be effective in different pandemic
phases. The same goes for pandemic-related content types. We
also highlighted hot spots of public concern regarding the
COVID-19 pandemic. These results can help governments or
health educators communicate pandemic prevention guidelines
more effectively to the public. This is significant not only for
prevention during the current COVID-19 pandemic but also
could serve as a useful reference for the hedth crisis
management field for potential diseases in the future.

Implications

Applying big datain infodemiology studies opens opportunities
for getting better insights into a public reaction toward
pandemics and related events. The government should take
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advantage of social platformsto effectively communicate health
information, quickly address fake news, and give rea-time
response to the hot issues that the public needs to know during
the pandemic. To achieve those goals, we suggest three key
points to help government and stakeholders have better
communication with the public during crisis events like the
COVID-19 pandemic:

- Applying artificial intelligence tools in analyzing big data
from social media platforms to collect public insights,
determine appropriate cooperation channels in spreading
news and guidelines, and effectively communicate about
health information and instructions

- Promoting an official account of the Ministry of Health on
different social media platforms to form the public’s habit
of updating newsfrom official sources, avoiding infodemics
during the pandemic

« Collaborating with popular community and KOLS fan
pages to spread information faster and wider to various
reader segments

Big dataisalso meaningful for infodemiology studies. Applying
big data allows researchers to have a wider view and easily
compare the results across countries, regions, races, or cultures
and lead to more research ideas such as descriptive studies or
predicting public sentiments or public reactions about the
pandemic.
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Abstract

Background: It iswell known that recommendations from electronic medication alerts are seldom accepted or acted on by
users. Key factors affecting the effectiveness of medication alerts include system usability and alert design. Thus, human factors
principles that apply knowledge of human capabilities and limitations are increasingly used in the design of health technology
to improve the usability of systems.

Objective: Thisstudy aimsto evaluate a newly devel oped evidence-based self-assessment tool that allowsthe valid and reliable
evaluation of computerized medication aerting systems. This tool was developed to be used by hospital staff with detailed
knowledge of their hospital’s computerized provider order entry system and alerts to identify and address potential system
deficiencies. In thisinitial assessment, we aim to determine whether the items in the tool can measure compliance of medication
alerting systems with human factors principles of design, the tool can be consistently used by multiple users to assess the same
system, and the items are easy to understand and perceived to be useful for assessing medication aerting systems.

Methods: The Tool for Evaluating Medication Alerting Systems (TEMAS) was developed based on human factors design
principles and consisted of 66 items. In total, 18 staff members recruited across 6 hospitals used the TEMAS to assess their
medication alerting systems. Data collected from participant assessments were used to evaluate the validity, reliability, and
usability of the TEMAS. Validity was assessed by comparing the results of the TEMAS with those of prior in-house evaluations.
Reliability was measured using Krippendorff a to determine agreement among assessors. A 7-item survey was used to determine
usability.

Results: The participants reported mostly negative (n=8) and neutral (n=7) perceptions of alerts in their medication aerting
system. However, the validity of the TEMAS could not be directly tested, as participants were unaware of any results from prior
in-house evaluations. The reliability of the TEMAS, as measured by Krippendorff a, was low to moderate (range 0.26-0.46);
however, participant feedback suggeststhat individuals knowledge of the system varied according to their professional background.
In terms of usability, 61% (11/18) of participants reported that the TEMAS items were generaly easy to understand; however,
participants suggested the revision of 22 itemsto improve clarity.
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Conclusions: Thisinitial assessment of the TEMAS allowed the identification of its components that required modification to
improve usability and usefulness. It also revealed that for the TEMAS to be effective in facilitating a comprehensive assessment
of a medication alerting system, it should be completed by a multidisciplinary team of hospital staff from both clinical and

technical backgrounds to maximize their knowledge of systems.

(JMIR Med Inform 2021;9(7):e24022) doi:10.2196/24022

KEYWORDS

medication alerts; decision support; human factors; assessment tool; usability flaws

Introduction

Background

Human factorsisthe scientific discipline that appliesknowledge
of human capabilities and limitations to improve the usability
of systems, while reducing the potential for errors [1,2]. For
decades, human factors research has been integral to the
continuous improvement and innovation in industries outside
of health care, such as aviation and automobile industries, with
human performance limitations and human-system interactions
taken into account when designing new technology [3-5]. For
example, the failure to apply good human factors principles
when designing aircraft and in-vehicle displays has been shown
to lead to confusion and errors [3,6].

In recent years, the incorporation of human factors principles
into the design of technology in health care has received
increasing attention. Numerous studies have aimed to assess
and improve clinical decision support in the form of electronic
medication alerts [7-10], as it is well known that most
recommendations from these alerts are not accepted or acted
on by prescribers [11-14]. Excessive display of clinically
irrelevant aerts can lead to aert fatigue, where important
safety-critical informationisignored by clinicians (eg, doctors,
pharmacists, and nurses) [14]. Studies have aso investigated
thefactorsinfluencing alert acceptance and found the following
key factors affect the effectiveness of medication alerts: the
usability of medication derting systems, display of derts, textual
information included in aerts, and prioritization of alerts
[15-21]. Furthermore, compared with poorly designed alerts,
well-designed alerts using human factors principles resulted in
faster work, fewer prescribing errors, less workload, and
improved usability for prescribers [22,23].

However, what constitutes a well-designed medication safety
alert and how compliance with human factors principles can be
assessed and improved remain unclear. The Instrument for
Evaluating Human Factors Principles in Medication-Related
Decision Support Alerts (I-MeDeSA) was devel oped to evaluate
compliance of drug-drug interaction aerts with human factors
principles of design [10]. Comprising 26 items with binary
scoring (ie, a score of 1 assigned to ayes response and O for a
no response), the I-MeDeSA assesses compliance of electronic
medication aerts with nine human factors principles of design,
including alarm philosophy, placement, visibility, prioritization,
color, learnability and confusability, text-based information,
proximity of task components being displayed, and corrective
actions[9]. Initially validated in the United States[10] and used
in subsequent studies [7-9,24], several flaws with 1-MeDeSA
have been identified, including ambiguous item wording;

https://medinform.jmir.org/2021/7/e24022

arbitrary allocation of scores to human factors principles; and
the need for more concrete definitions, clearer rationalefor each
item, and more explicit examples[7,8,24]. In our attempt to use
I-MeDeSA to evaluate computerized aerts in Australian
systems, we found many of the items to be irrelevant to
Australian configurations [7], namely, items that assumed
systems implemented more than one level of alert severity and
multiple aert types. Thus, we set out to develop an
evidence-based self-assessment tool that allows the valid and
reliable evaluation of computerized medication alerting systems,
intermsof their compliance with human factors principles. Our
goal was to develop atool that could be used by hospital staff
with detailed knowledge of the hospital’s computerized provider
order entry (CPOE) system and alerts (eg, a CPOE pharmacist
who assisted in the building and configuration of the system)
to identify and address deficient areas. This tool can also be
used to facilitate the selection of the most user-friendly and
functional medication alerting systems during the procurement
process. With the increased adoption of digital health
technology, a standardized tool using human factors principles
to assess clinical decision support alerts, a crucial component
of CPOE systems, would maximize alert acceptance and
effectiveness and, therefore, broaden the potential safety benefits
of medication-related alerts.

Objectives

In this paper, we report the development of the Tool for
Evaluating Medication Alerting Systems (TEMAS) and our
initial attempts to assess its validity, reliability, and usability.
In particular, we set out to determine whether (1) the items
measure the compliance of medication aerting systems with
human factors principles of design, (2) the tool can be
consistently used by multiple users to assess the same system,
and (3) the items are easy to understand and perceived to be
useful for assessing medication aerting systems.

Methods

Development of the TEMAS

The pioneering work by Marcilly et a [25] identified 168
usability flaws related to general usability principles and
medication-related alerting functions. A detailed description of
each principle and its derivation can be found in a systematic
qualitative review [25]. In summary, flaws specific to
medication-related alerting functions were grouped into six
categories, including low signal-to-noise ratio (eg, alerts are
irrelevant or redundant), problems with alert content (eg,
information required to make a decision is missing),
nontransparency of alert functions (eg, no information on the
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alert severity scale), timing and display issues (eg, aert not
displayed at the right moment to support decision-making), alert
distribution issues (eg, alert not displayed to theright clinician),
and problemswith alert features (eg, no featurefor reconsidering
an aert later) [25]. Usability flaws were then matched with 58
design principlesidentified in the literature and two additional
principles [26]. A usability flaw was matched with a design
principleif it wasin direct violation of the principle [26].

The TEMAS was developed by transforming each design
principle into a checklist item, using usability flaws identified
by Marcilly et al [25] to corroborate the accuracy of each item.
Multimedia Appendix 1 includes some example design
principles and their corresponding items in the TEMAS.

Zheng et a

Following this mapping process, the TEMAS consists of 66
items (Table 1), which fall into six meta-principles: (1)
signal-to-noise ratio, (2) ability to support collaborative work,
(3) ahility to fit clinicians' workflow and mental model, (4)
display of relevant data within the alert, (5) transparency of
system rulesto the user, and (6) theinclusion of actionabletools
within the alert. Each TEMAS item has two response options
(ie, yes and no), with space provided for free-text comments.
Before distributing the TEM A Sto study participants, members
of the research team, including experts in human factors,
medication safety, digital health, and assessment tool
devel opment, checked and provided feedback on TEMASitems;
however, pilot testing was not conducted with end users.

Table 1. Meta-principles assessed by the Tool for Evaluating Medication Alerting Systems (n=66).

Does the alerting system use an evidence-based drug knowledge base to trigger aerts?

Doesthe derting system trigger alertsto the appropriate team member (eg, medication adminis-

tration alerts are triggered for nurses)?

Meta-principle Items, n (%) Example question
Optimize the signal-to-noiseratio 17 (26)

Support collaborative work 6(9)

Fit the clinicians’ workflow and 16 (24)

mental model

Display relevant datawithin the 10 (15)

aert dose)?
Ensurethesystemrulesaretranspar- 6 (9)

ent to the user some aerts off)?

Include actionable toolswithinthe 11 (17)
aert

Doesthe aerting system display alertsinstantly (ie, no lag time)?

Does the alert include information on the cause of the unsafe event (eg, medication name and

Does the aerting system inform users about the customization options available (eg, turning

Doesthe dert provide afunction for the user to modify an order?

Participants and Study Sites

To identify potential participants for the initial evaluation of
the TEMAS, a member of the research team at each study site
nominated staff members at their hospita with relevant
knowledge of their CPOE system and alerts (eg, a CPOE
pharmacist responsible for maintaining the system). The study
intended to recruit at least two participants from each site.
Nominated staff members were contacted by email, and those
who expressed an interest in taking part in the study were sent
a participant information sheet and consent form. After
submitting a signed participant information sheet and consent
form, participantsreceived a TEMAS pack. This pack included
a copy of the TEMAS and a 7-item survey. Participants were

Table 2. Study sites and number of participants (n=18).

asked to return completed TEMAS packsto the researchersvia
email or mail.

Thestudy sitesare presented in Table 2. Intotal, 18 participants
across the 6 sites used the TEMAS to assess the medication
alerting system at their hospital. Participants included
pharmacists (n=11), clinical pharmacologists (n=2), nurses
(n=2), doctors (n=2), and a business analyst. Participants were
part of the CPOE system implementation team at their hospital
or were responsible for maintaining or updating the system. On
average, participantshad 5.1 (SD 2.9) years of experience using
their CPOE system, and as shown in Table 2, Cerner Powerchart
and DXC Technology’s MedChart were the most frequently
assessed systems.

Study site

Participants, n (%) CPOE? system in use

John Hunter Hospital (NSWP)

St Vincent's Hospital, Sydney (NSW)
Macquarie University Hospital (NSW)
Concord Repatriation General Hospital (NSW)
Royal North Shore Hospital (NSW)

Queen Elizabeth Hospital (South Australia)

2(11) DXC Medchart
2(11) DXC Medchart
2(11) TrakCare

5(28) Cerner Powerchart
4(22) Cerner Powerchart
3(17) Sunrise EMR®

8CPOE: computerized provider order entry.
PNSW: New South Wales.
CEMR: electronic medical record.
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Study Design and Data Analysis

The evaluation consisted of assessing three components: the
validity, reliability, and usability of the TEMAS. Participants
were asked to independently use the TEMAS to evaluate the
medication alerting system in use at their hospital and then
complete a 7-item survey.

To assess validity, the survey included a free-text item on the
perceived effectiveness of the aerts in the CPOE system and
asked for supporting information or evidence with their response
(eg, information on aert override rates, any formal or informal
feedback received from users, and results from any in-house
user surveys). Data collected from this item were analyzed by
categorizing responses according to their positive or negative
valence. Supporting information provided by participants was
compared with TEMAS results to check whether the
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shortcomings of the alerting system identified by the TEMAS
were consistent with those identified by in-house evaluations
carried out by the hospitals.

To assess reliability, we compared the responses of participants
working at the same hospital. Krippendorff a was calculated to
determine interrater reliability.

To assess usability, participants were given the opportunity to
provide feedback on each TEMAS item to indicate whether an
item was difficult to understand or was not useful (Figure 1).
In addition, participants completed a usability survey
(Multimedia Appendix 2), which collected basic demographic
information, data on the ease of use using a five-point Likert
scale (eg, item 1: | thought the TEMAS was easy to use), and
free-text comments on the tool. The Likert-scale items were
adapted from the system usability scale [27].

Figure 1. Feedback optionsfor each Tool for Evaluating Medication Alerting Systems item to assess usability.

Please tick if Reason(s) Please tick if Reason(s)
the item is the item is
DIFFICULT to NOT useful
understand
O [l
Ethical Clearance Results

This study was approved by the Hunter New England Human
Research Ethics Committee (reference no: HREC/18/HNE/237).
In addition, research governance approval was obtained from
each study site.

Validity of the TEMAS

Parti cipants gave mixed responses with regard to the perceived
effectiveness of the aerts in their CPOE system. Of the 17
responsesto thisitem (1 participant did not respond to thisitem),
eight were negative, seven were neutral, and two were positive
(Textbox 1).

Textbox 1. Selected comments of participants on the perceived effectiveness of aerts.

Positive

#8]

Neutral

not be many actual incidents.” [Participant #3]

Negative

. “Too many aerts, hard to take out after we put in.” [Participant #7]

« “I believe they're reasonably effective, asthey target the conditions that are ‘no-nos'” [Participant #1]
« “Theaertsare coming from MIMS[Monthly Index of Medical Specialties] Australiaand | believe their documentation isthorough.” [Participant

«  “Somewhat effective. Pharmacists review quite a number of alerts via verification of medications, whilst there is a theoretical risk, there may

«  “Not very effective as prescribers have dert fatigue.” [Participant #2]

«  “Poor; time consuming; click fatigue; alert fatigue; irrelevant alerts (e.g. non-current meds).” [Participant #6]

However, no participant provided evidence to support their
personal assessment of aertsin their hospital’s system; that is,
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participants were unawareif their hospital collected meaningful
data on the effectiveness of medication alerts in their CPOE
system:

Most of the effect i.e. override rates etc. we don't
know [Participant #9]

Has much room for improvement based on the
evaluation factorsin TEMAShowever have no figures
or paper to back it up [Participant #4]

Table 3. Interrater reliability among participants from each study site (n=6).

Zheng et a

Reliability

Table 3 presents Krippendorff o, which reflect interrater
reliability among participants at each study site. To account for
the missing data, a were also calculated for items with valid
responses only (ie, aresponse of yes or no).

Site All responses, Krippendorff o (95% CI) Valid responses, Krippendorff a (95% CI)
1 .30 (0.06-0.53) .32(0.07-0.53)
2 46 (0.25-0.67) 149 (0.27-0.68)
3 .39 (0.32-0.45) .47 (0.39-0.55)
4 .26 (0.17-0.35) .32 (0.21-0.42)
5 40 (0.28-0.51) .49 (0.37-0.62)
6 .38 (0.16-0.60) .38 (0.16-0.60)
At the individual TEMAS item level, more than 10 items at 3 Usability

study sitesdid not receive avalid response from al participants
working in those sites. They commented that they did not have
the relevant knowledge to answer some items;

Not sure whether a doctor is able to make changes
to the order and I’m not aware what their interface
looks like. [Participant #4]

Unsure - medical officer questions. [Participant #5]

Table 4. Usability of the Tool for Evaluating Medication Alerting Systems.

Approximately 39% (7/18) of participants thought that the
TEMASwas easy to use, with roughly 60% (3/5) of participants
reporting that it was easy to understand. Approximately 41%
(7/17) of participantsfound it to be auseful tool for identifying
areasfor improvement in their medication alerting system (Table
4).

Survey item Participants who selected Participants who selected Participantswho selected  Average Range (low-
strongly agree®or agree®, n (%) neutral®, n (%) strongly disagree” or dis- ~ Score er limit-up-
e per limit)
agree™, n (%)
I thought the TEMAS' 7 (39) 8(44) 3(17) 32 4(1-5)
was easy to use. (n=18)
| thought theitemsinthe 11 (61) 4(22) 3(17) 35 3(2-5)
TEMAS were easy to
understand. (n=18)
| thought the TEMAS 7 (41) 8 (47) 2(12) 33 4 (1-5)

was useful in helping me
to identify areas for im-
provement inmy alerting

system. (n=17)9

8Strongly agree was rated 5.

bAgree was rated 4.

“Neutral was rated 3.

dDi%\gree was rated 2.

®Strongly disagree was rated 1.

"TEMAS: Tool for Evaluati ng Medication Alerting Systems.
90ne participant did not provide a response to this question.

Of the 66 TEMAS items, 33 (50%) were reported by at least
one participant as difficult to understand due to item wording.
However, only 15% (10/66) of items confused multiple
participants (Table 5). Reasons provided by participants on why
items were difficult to understand included alack of clarity in

https://medinform.jmir.org/2021/7/e24022

the meaning of the item and their inability to provide a yes or
no response (Table 5). Furthermore, 20% (13/66) of itemswere
reported to be not useful by participants. However, only the
item on whether the aerting system provided explanations on
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the classification of alert severity was deemed not useful by
multiple participants (n=2 participants).

With regard to responses to free-text questions in the usability
survey, participants provided additional comments on how the
design of TEMAS could beimproved, and other possible users
of thetool:

All of the questions are yes/no, either it isor it isn’t
- whereas in some cases it might be partially
implemented. The questions are also worded such

Zheng et a

that a“ no” answer to any question isa negative, and
something should be done about it. [Participant #1]

Think the target audience is unclear. Only some of
theseitems can be optimised at a hospital level. Most
of the issues are hard-coded and would need to be
addressed by the vendor. [Participant #9]

Needsto be amended asit’sunclear whoi.e. I T people
or clinical staff the TEMASisaimed at. These groups
require very different language [Participant #14]

Table 5. Items in the Tool for Evaluating Medication Alerting Systems reported to be difficult to understand by multiple participants and example

participant responses (n=18).

TEMAS?jtemP®

Participants, n (%)¢ Example participant response

A4. Doesthe aerting system overcome missing dataand reconcile multiple entries
to trigger relevant alerts (eg, does the alerting system avoid using dated or unreli-

able data?)

A9. Doesthe alerting system refrain from triggering an alert if acorrective action

has aready been taken?

E6. Does the alerting system inform users of the unsafe events that are checked?

A3. Does the alerting system use multiple sources (eg, patient record, laboratory

result repository, and pharmacy) to trigger aerts?

A13. Doesthe aerting system group multiple recommendations for patientswith

comorbidities?

A12. Does the aerting system prioritize alerts according to severity?

D1. Does the aert include information on the cause of the unsafe event (eg,

medication name and dose)?

D5. Does the dert include relevant patient information and provide alink for

users to obtain further patient information?

F1. Doesthe alert provide a function for the user to modify an order?

F10. Does the alerting system allow users to remove aerts that are irrelevant or

outdated?

6 (33) “Extremely broad question” [Participant
#10]

5(28) “Not sure what ‘ corrective action’ means’
[Participant #9]

4(22) “What is an unsafe event, and wherewould
this be defined?’ [Participant #11]

3(17) “| am not sure what thisisasking” [Partici-
pant #7]

3(17) “Don’t think our system hasthis capability”
[Participant #11]

2(1) “Thisdepends on what you mean by * priori-
tise’” [Participant #11]

2(1) “Unsure how to answer” [Participant #12]

2(1) “Example of patient info? Lab results?’
[Participant #13]

2(1) “Only doctors can modify orders. Difficult
for other professionsto answer” [Participant
#12]

2(1) “Difficulttoclassify asY or N” [Participant

#12]

3TEMAS: Tool for Evaluating Medication Alerting Systems.

bThe letter and number preceding each item indicates section and item number, respectively.

“The values do not sum to 100% as they are not mutually exclusive.

Discussion

Principal Findings

In this study, we devel oped a self-assessment tool for medication
alerting systems and aimed to evaluate the validity, reliability,
and usability of the TEMAS; however, this proved difficult.
The validity of the TEMAS could not be directly tested, as
participantsin the study were not aware of any in-house system
evaluations carried out by the hospitals. Asaresult, participants
reported that there was alack of evaluation datato support their
subjective assessment of the system. The reliability of the
TEMAS, asmeasured by Krippendorff a, waslow to moderate;
however, feedback from users indicated that their knowledge
of systemswas highly variable. In terms of usability, according
to the responses to a survey item, the mgjority of participants
agreed that TEMAS items were easy to understand, although

https://medinform.jmir.org/2021/7/e24022

participants identified a number of items that needed
improvement.

Several methods are used by hospitals to monitor and evaluate
alert effectiveness, including the establishment of review
committees consisting of pharmacists and doctors [28-30],
development of visual analytic dashboards [13], and collection
of end user feedback [31]. A key finding from this study was
that no participating hospital had a systematic programin place
to gather data on the effectiveness of medication aertsin their
CPOE system. Although the view of participants on alertsin
their systems were mostly negative, there was a lack of
evaluation data to support these subjective assessments. Thus,
thevalidity of the TEMAS could not be directly assessed. Future
assessments of the TEMA S should consider applying adifferent
participant screening process whereby only hospitals with
avalable evaluation data are included. However, upon
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examining the TEMAS items considered to be not useful by
study participants, only one item was deemed not useful by
multiple users (n=2), suggesting that the content of the TEMAS
was relevant in assessing medication alerting systems. Further
evaluations of the TEMAS should be conducted in hospitals
with in-house data on the effectiveness of aertsin their CPOE
system.

Lessthan half of the participantsindicated that the TEMASwas
easy to use (7/18, 39%) and useful in identifying areas in the
system for improvement (7/17, 41%), with more participants
selecting neutral for these survey questions. Thislikely reflects
that some TEM A Sitems needed improvement, which prevented
respondents from fully endorsing the usability of the TEMAS.
In response to the feedback received on individual TEMAS
items, 33% (22/66) of items were modified to improve clarity
and reduce ambiguities. To avoid confusion and

Zheng et a

misunderstanding due to the use of unsuitable terms (eg,
corrective action, item A9; Table 6) and poor item wording (eg,
item D1, Table 6), edits were made to the original TEMAS,
taking into account participant comments on why they were
unable to provide a response (eg, “I am not sure what this is
asking” [Participant #5]). We al so included examplesto provide
further clarification of the meaning of each item (Table 6). In
response to feedback on difficulties in selecting a yes or no
response for someitems (eg, only some alertsprovideclinically
appropriate recommendations and suggest alternatives), the
revised version of the TEMAS (Multimedia Appendix 3)
included partial as an additional response option for each item.
In addition, a note has been included to advise users that,
depending on the local context, a response of no or partial to
TEMAS items does not automatically indicate a weakness in
the system.

Table 6. Examples of the revised Tool for Evaluating Medication Alerting Systems items.

Original item? Revised item

Example to clarify the meaning of theitem

AO9. Does the alerting system refrain from
triggering an alert if a corrective action has

aready been taken? been followed?

D1. Does the aert include information on
the cause of the unsafe event (eg, medica-
tion name and dose)?

was triggered?

E6. Does the aerting system inform users
of the unsafe events that are checked?

Does the alerting system refrain from triggering
more alertsif the aert recommendation has already

Doesthealert includeinformation on why the alert

Does the alerting system inform users of the types
of ordersthat will trigger alerts?

The system refrainsfrom triggering an alert if drug
monitoring actions are already in place.

Medi cation names, dosages, and severity of interac-
tions areincluded in drug-drug interaction alerts.

Clicking on a“more information” link in the help
pageinformsthe user that both order sentencesand
free-text orders can trigger alerts.

#The letter and number preceding each item indicates section and item number, respectively.

The reliability of the TEMAS was shown to be poor, likely
reflecting the different levels of system knowledge possessed
by the participants. Recruiting participants with equivalent,
in-depth knowledge of their hospital’s medication alerting
system proved difficult. Usually, one staff member possessed
extensive knowledge of the hospital’s system (eg, a CPOE
pharmacist), whereas other staff members within the same
organization had more specialized knowledge of the hospital’s
system (eg, amedical officer or clinical pharmacist). It may be
that reliability was affected by differencesin clinical practice
settings, where staff members from different specialties use
different functions of the system and have different views and
understanding of the system based on their everyday use.
Responses received from users suggest that the TEMAS may
be more appropriately used by ateam instead of an individual.
For example, a participant in a pharmacist role was unsure of
items related to prescribing medications, thus deferring these
itemsto medical officers. There was also asuggestion to include
system vendorsin the evaluation process as “ most of theissues
are hard-coded and would need to be addressed by the vendor”
[Participant #9]. Thus, evaluations carried out by a team
consisting of representatives of system users from all clinical
backgrounds would alow a more comprehensive eval uation of
the alerting system. During this process, different parts of the
TEMAS could initially be assigned to different team members
based on their role and relevant expertise in the hospital (eg,
prescribers are assigned to the fit the clinician’s workflow and
mental model section).

https://medinform.jmir.org/2021/7/e24022

The TEMAS is not dissimilar to a heuristic evaluation, which
is a usability inspection method driven by experts to assess a
design or product’susability [32]. In heuristic analysis, anumber
of usability expertstypicaly conduct an independent assessment
of a product or interface and note usability violations, which
are then amalgamated into a master list of usability problems.
Using this approach, theidentification of usability violationsis
highly dependent on the expertise of raters, with human factors
or usability expertise associated with higher number of
violations being detected. This is in contrast to the TEMAS,
where we suggest users work as a team, not independently, to
complete their alert assessment. This is because items cover a
range of system aspectsthat are unlikely to beknownto asingle
individual. We al so suggest that the compl etion of the TEMAS
should not be limited to usability experts but rather a
multidisciplinary team of hospital end users (eg, pharmacists,
doctors, nurses, and information technology professionals), each
contributing their unique knowledge in the evaluation of a
medication alerting system.

Limitations

Our initial evaluation of the TEMAS had several limitations.
First, we experienced difficultiesin recruiting participants with
in-depth knowledge of their hospital’s medication alerting
system. Knowledge of some participants was role specific,
limiting their capacity to completethe TEMAS, which impacted
the interrater reliability. Future assessments of the TEMAS
could use ateam of system expertswith varying expertise from
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different professional backgrounds. Second, we did not recruit
asitewith in-house evaluation data of their medication aerting
system, thus limiting our ability to assess the validity of the
TEMAS. As aresult, findings derived from using the TEMAS
to assess the strengths and weaknesses of medication alerting
systems should be interpreted with caution and within the
context of the organization. Furthermore, the TEMAS is
designed to assess medication alerting systemsin inpatient care
and is likely to require some modification if it isto be used in
other settings, such as pharmacy or outpatient settings. Finally,
the TEMAS was not piloted with prospective end users before
distribution to study sites; however, research team members
with expertise in human factors, medication safety, and digital
health checked and provided feedback on TEMAS items.
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Abstract

Background: Unscheduled emergency department return visits (EDRV'S) are key indicators for monitoring the quality of
emergency medical care. A high return rate implies that the medical services provided by the emergency department (ED) failed
to achieve the expected results of accurate diagnosis and effective treatment. Older adults are more susceptible to diseases and
comorbidities than younger adults, and they exhibit unique and complex clinical characteristics that increase the difficulty of
clinical diagnosis and treatment. Older adults al so use more emergency medical resources than peoplein other age groups. Many
studies have reviewed the causes of EDRV's among general ED patients; however, few have focused on older adults, although
thisisthe age group with the highest rate of EDRVs.

Objective: Thisam of this study is to establish amodel for predicting unscheduled EDRV s within a 72-hour period among
patients aged 65 years and older. In addition, we aim to investigate the effects of the influencing factors on their unscheduled
EDRVs.

Methods: We used stratified and randomized data from Taiwan's National Health Insurance Research Database and applied
data mining techniques to construct a prediction model consisting of patient, disease, hospital, and physician characteristics.
Records of ED visits by patients aged 65 years and older from 1996 to 2010 in the National Health Insurance Research Database
were selected, and the final sample size was 49,252 records.

Results: Thedecision tree of the prediction model achieved an acceptable overall accuracy of 76.80%. Economic status, chronic
illness, and length of stay in the ED were the top three variables influencing unscheduled EDRVs. Those who stayed in the ED
overnight or longer on their first visit were less likely to return. This study confirms the results of prior studies, which found that
economically underprivileged older adults with chronic illness and comorbidities were more likely to return to the ED.

Conclusions. Medical ingtitutions can use our prediction model as a reference to improve medical management and clinical
services by understanding the reasons for 72-hour unscheduled EDRV's in older adult patients. A possible solution is to create
mechanisms that incorporate our prediction model and develop a support system with customized medical education for older
patients and their family members before discharge. Meanwhile, areasonably longer length of stay in the ED may help evaluate
treatments and guide prognosis for older adult patients, and it may further reduce the rate of their unscheduled EDRVs.

(JMIR Med Inform 2021;9(7):€22491) doi:10.2196/22491
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Introduction

Background and Setting

Many countries today face challenges related to the rapidly
aging population. Advancesin medical technology and the aging
of post-World War 1l baby boomers have led to a greater
proportion of adults aged over 65 years in many industrialized
nations populations. This substantive shift in demographics
not only increases the overal demand for health care and
medical services but also influences economic and socia welfare
policies. Older adults are more susceptible to diseases and
comorbidities than younger adults, and they exhibit unique and
complex clinical characteristics that increase the difficulty of
clinical diagnosisand treatment [1]. Older adults also use more
emergency medical resources than people in other age
demographicsdo [2-8], and approximately 14.9% of emergency
department (ED) patientsin the United States are aged 65 years
or older [9], making them the most frequent visitorsto the ED.
In Taiwan, 25.5% of all ED visits are made by adults aged 65
yearsor older [10], apercentage that is approximately two-fold
higher than that in the United States. This age group has the
highest rate of ED return visits (EDRVS) [11,12].

A high unscheduled EDRV rateimpliesthat the medical services
provided by the ED failed to achieve the expected results of
accurate diagnosis and effective treatment [11] and is a key
indicator for monitoring the quality of emergency medical care
[11,23]. EDRVs might contribute to crowding and further
diminish the quality of care in the emergency room. As most
older individuals have complex clinical characteristics, EDRVs
would use more emergency room resources. |n addition, EDRV's
increase the risk of contracting infectious diseases in older
adults, especialy during the COVID-19 pandemic.

Many studies have reviewed the causes of EDRVS among
general ED patients[11,14-16]; however, few have focused on
older adults, even though thisis the age group with the highest
rate of EDRVs[11,12]. Infact, therisk of EDRVsfor adult ED
patients aged ol der than 65 yearsis approximately 300% higher
than that for adults aged less than 30 years and 200% higher
than that for adults aged less than 46 years [11,12,17]. Older
adults who repeatedly return to the ED to seek medica
assistance are at an increased risk of medical errors and
contribute to excessive use of emergency medical resources
[11,18]. However, the findings of past studiesthat did not focus
on this demographic may not be suitable for predicting older
adults’ rate of unscheduled EDRVs. In addition, past studies
have mainly collected samples from single targets (hospitals)
[11,12,14-17]. Sample collection from a single hospital source
can lead to underestimation of return rates, because ED patients
who return within 72 hours may visit a different hospital’s ED.

Taiwan's health care services have been ranked the highest
worldwide by The Richest [19] and second ranking worldwide
by the Economist Intelligence Unit [20]. Numbeo ranked the
health care system of Taiwan’'s national health insurance first
worldwidein itsHealth Care Index and Health Care Exp Index
[21], with an enrollment of approximately 99.68% of the
population [22]. The high ranking of Taiwan's Digita
Government Program [23] made the popul ation-wide database,

https://medinform.jmir.org/2021/7/e22491
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the National Health Insurance Research Database (NHIRD).
Therefore, this study uses the NHIRD and develops a simple
and useful prediction model to identify critical factors
influencing older adult patients' unscheduled EDRV's through
a machine learning technique. Such a model could provide
useful suggestions for hospital managers and health care
professionals in delivering high ED qualities from the
considerations of disease, patient, physician, and institution
(hospital) factors. Furthermore, it could serve as a valuable
reference for future government planning and promotion of
medical services and age-friendly policies.

Related Studies

The factors influencing EDRVs can be categorized into
approximately four areas. disease-related, patient-related,
physician-related, and medical institution—related factors. One
of the major diseaserelated reasons for ED visits is a
pathological condition with unclear symptoms, signs, and
diagnoses, and the primary pathological condition responsible
for EDRV's, such as abdominal pain [12,15-17,24-26] with a
diagnostic error rate of 68%-73% [15]. Fever is another
pathological condition that causes EDRVs [24,27]. Other
disease-related factors include infectious disease [25] with
urinary tract infections, accounting for 35% of all infectious
diseases [12]; muscle, bone, or head traumas [14,26]; cancer
[12,27]; and alcoholism, depression, and other mental illnesses.
Patients with high triage classification (TC) [24,25,28], heart
disease or diabetes [16], or chronic illness with comorbidities
[17] also exhibit ahigh likelihood of an EDRV. A high Charlson
Comorbidity Index indicates a high risk of EDRV [29,30],
particularly for patients aged older than 75 years [25].

EDRVsare known to increase concurrently with age[11,12,17].
The gender effect on the rate of EDRVs is uncertain
[16,24,26,31,32]. Other patient-related factors that have a
significant influence on EDRV sinclude personal insistence on
using ED services [33]. EDRVs are 25%-30% higher in
low-income countries than in high-income countries [24].
Diagnostic errors by medical staff account for the highest
percentage (5.7%-9%) of medical errors[27] and areacommon
cause of unscheduled EDRVs. Prior studies found that
physicians years of practice significantly influenced the rates
of EDRVs [15,34]. Kuan and Mahadevan [15] indicated that
the reasons for physicians' years of practice significantly
influencetherates of EDRVsarerelated to their experience and
training as ED physicians. Improved communication between
physicians and staff, patients, and family members can aso
reduce the likelihood of EDRVs. Inadegquate emergency
resources, particularly in rural hospitals[31] or in staffing during
nighttime and on weekends [13], increase the likelihood of
EDRVs. An ED stay of more than 6 hours is uncommon [18]
because longer stays might contribute to crowding problems
and diminish thequdity of providing expeditioustriage, workup,
and selection of endangered emergency patients.

In summary, the literature confirms that disease-, patient-,
physician-, and institution-related factors all influence the rate
of unscheduled EDRVs. As older patients EDRVs are
associated with high risks and high impacts, this study focused
on older patients and investigated the effects of the
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aforementioned influencing factors on their unscheduled
EDRVs.

Methods

Research Procedures

The study was divided into two stages. The first stage entailed
dataselection and preprocessing. The second stage entailed data
analysis. Machine learning techniques are unlikely to be
restricted by statistical analysis assumptions or affected by
collinear interactions between independent variables, and they
demonstrate superior fault tolerance and learning capability.
This study focuses on investigating the factors influencing the
classification of 72-hour unscheduled EDRVs. The decision
tree technique, one of machinelearning classification techniques,
iseasier tointerpret by anonstatistician and isintuitive to follow
compared with other methods (eg, random forest and support
vector machine) [35,36]. In addition, decision trees have been
widely used in various clinical studies for classification and
prediction [37-41], and the analyzed results can be easily applied
to clinical practice. Therefore, we used the decision tree as the
major analysis method in this study. We used Weka (University
of Waikato), one of the most popular machine learning tools,
to perform in-depth data analysis for verification.

Data Selection

We used the NHIRD as the data source and selected records of
ED visits by patients aged 65 years or older from 1996 to 2010
and had older adult visits of 162,264 records out of 1,425,335
total ED visits. We then excluded 190 records of desths and
26,912 records hospitalized within 72 hours after the ED visit.
In 2010, Taiwan’s Ministry of Health and Welfare amended the
emergency TC from four to five classes. To prevent data
inconsistency, 21,318 records following the new emergency
triage reclassification were excluded from the scope of this
research. Meanwhile, the Ministry of Health and Welfare that
launched improvementsin medical technologiesin 2005 might
significantly influence the number of unscheduled EDRVS;
therefore, 44,114 records from 1996 to 2004 were removed.
Finally, 20,478 records with incomplete or illogical valueswere
excluded to ensure the accuracy and consistency of the analyzed
data. Thefinal sample size was 49,252 records, including 3510
unscheduled EDRV records within 72 hours.

Variables

To develop a prediction model for older patients’ unscheduled
EDRVs, we applied the presence or absence of a 72-hour
unscheduled EDRYV asthe dependent variable. Patient-, disease-,
hospital-, and physician-related characteristics were applied as
independent variables. Patient-related characteristics included
sex, age, economic status (ES), major disease or injury, and
chronicillness (eg, hypertension, diabetes, heart disease, bowel
dysfunction, cerebrovascular disease, chronic kidney
inflammation, vestibular disease, mental illness, arthritis, and
cancer drug treatment and monitoring). Disease-related
characteristics included TC, diagnostic categories (DC),
radiography examination (x-ray test, specific angiography, and
ultrasound scan), surgery disposition, disease severity (DS),
and length of stay in the ED (LOSED). Hospital-related
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characteristics comprised the level of hospital and level of
urbanization (LU). Physician-related characteristics included
gender, years of practice, and specialty.

Among the aforementioned independent variables, only age
was a continuous variable; all other variables were categorical
variables with a nominal or ordina scale. Moreover, the
variables of chronic illness and radiography examination
comprised several subvariables. Detailed information related
to the included variables is presented in Multimedia Appendix
1

Analyzed Method

We applied the C4.5 technique (ie, J48 in Weka) to create a
decision treefor the classifications. Decision treesuseasimple
tree structure to represent a set of IF-THEN rules between
independent and dependent variables. Thetree structure consists
of multiple internal and leaf nodes. In a decision tree, each
internal node represents a single independent variable, each
branch of a node represents one possible value or a set of
possible values of the independent variable, and each leaf node
represents a class label.

A 10-fold cross-validation method was used to randomly
partition the data set into 10 subsets. The validation was repeated
10 times. A confusion matrix was established to evaluate the
performance of the classification model. Subsequently, we
calculated the average accuracy rate of the classification results
for the 10 testing sets. The sensitivity and specificity were also
examined. Sensitivity refersto the ability of the prediction model
to accurately predict the EDRV samong the sampled popul ation,
whereas specificity refersto the ability of the prediction model
to accurately predict the samples with no return to the ED;
accuracy refers to the accuracy of the prediction model
regardless of return or nonreturn to the ED.

The fina sample size was 49,252 records, including 3510
unscheduled EDRV records within 72 hours. However, the
number of unscheduled EDRV swithin 72 hoursindicated only
7.13% (3510/49,252) of the emergency visits (not unscheduled
EDRVS). This raises a class imbalance problem, which may
lead the rare class (unscheduled EDRV'S) to be ignored in the
prediction model. To overcome this problem, we maintained
an approximately 1:1 ratio of unscheduled EDRVs and
emergency visits randomly selected from the emergency visit
samples (3659/45,742, 7.99%). Then, we combined the total
samples of the unscheduled EDRV's and emergency visitsinto
asingle test data set. This study increases in proportion to the
sample sizes of unscheduled EDRV's and emergency visits by
older adult patients for test data sets by setting the attribute of
supervised resample (biasToUniform=200) in the Weka
software. After such a resampling procedure, the average
number of unscheduled EDRV's and emergency visits by older
patients were 7231 and 7153, respectively. We obtained 30 test
data sets after 30 repeated resampling and mixed procedures,
and the test data setswere used for further decision treeanalysis
through tenfold cross-validation. In this study, the decision tree
achieved an average sensitivity of 76.65% for accurately
predicting the unscheduled EDRV's, an average specificity of
76.95% for accurately predicting nonreturn to the ED, and an
average overall prediction accuracy of 76.80%.
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Ethics Statement

This study was approved by the institutional review board No.
SE20209B of Taichung Veterans General Hospital. As the
NHIRD data set comprises deidentified secondary data for
research purposes, written consent from the study participants
was not obtained, and theingtitutional review board of Taichung
Veterans General Hospital issued a formal written waiver of
the need for consent.

Results

Decision Tree Analysis

According to the results of gain ratio of the decision tree using
C4.5 implemented by Weka J48, the decision tree showed that
ES, cancer drug treatment and monitoring, LOSED,
cerebrovascular disease, DC, physician year of practice, patient
age, LU, x-ray, DS, TC, and hospital level are critical variables
for data classification and prediction. Thetop three influencing
variables, in descending order, were ES, chronic illness-cancer
drug treatment and monitoring (CICDTM), and LOSED. The
72-hour unscheduled EDRVs by older ED patients was
negatively correlated with patients' ES, positively correlated
with their CICDTM, and negatively correlated with their

Chenet a

LOSED. This demonstrated that patients from low-income
households or those with CICDTM are at a higher risk of
unscheduled EDRV swithin 72 hours. Thelikelihood of EDRV's
decreased exponentially if older patients had an overnight stay
or longer LOSED at their first visit.

Decision Criteriafor Predicting Older Patients
Unscheduled EDRV's

The decision tree generated 11 prediction patterns (rules) for
unscheduled EDRVs in older patients, which are presented in
Figure 1.

As shown in the upper section of Figure 1, the top three
influencing factors are ES, chronic illness, and LOSED. Each
branch of the decision tree represents a decision rule that
indicates the decision path of higher possibility or risk within
72-hour unscheduled EDRVs. The front number in the
rectangular box represents the EDRV and the other represents
the number without EDRV. For example, the |eft-hand branch
of node ES, called Rule 1, represents 380 older adult patients
from low-income households with EDRVs and 133 patients
without EDRV (Textbox 1). From Rules 3-11, the older patients
were not from low-income households and had no cancer drug
treatment and monitoring; therefore, these two characteristics
are not repeated in the explanation within parentheses.

Figure 1. Decision criteriafor predicting older patients' unscheduled emergency department return visits. ED: emergency department; LOS: length of

stay.
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Textbox 1. Decision criteriafor predicting older patients’ unscheduled emergency department return visits.

Decision Criteria for Predicting Older Patients Unscheduled Emergency Department Return Visits

Rule 1: economic status (ES)=0 (older patients from low-income households)

Rule 2: ES=1 and chronic illness-cancer drug treatment and monitoring (CICDTM)=0 (older patients from non- ow-income households with
cancer drug treatment and monitoring)

Rule 3: ES=1, CICDTM=1, length of stay in the emergency department (LOSED)=0, and chronic illness-cerebrovascular disease (CICD)=0
(older patients stay in the emergency department (ED) for less than 1 d, and with cerebrovascular disease)

Rule 4: ES=1, CICDTM=1, LOSED=0, CICD=1, and diagnostic categories (DC)=1, 2, 3, 5, and 10 (older patients stay in ED less than 1 day,
with no cerebrovascular disease but infectious diseases and parasitic diseases, tumor, endocrine and immune diseases, mental illness, and
genito-urinary system diseases)

Rule 5: ES=1, CICDTM=1, LOSED=0, CICD=1, DC=7, and physician year of practice (PYP)<8 (older patients stay in the ED for less than 1
day, with no cerebrovascular disease but circulatory system diseases, and treated by physician with 8 or fewer years of practice)

Rule 6: ES=1, CICDTM=1, LOSED=0, CICD=1, DC=8, and (PYP<6 or PYP>6 and patient age [PA]>75) (older patients stay in the ED less
than 1 day, with no cerebrovascular disease but respiratory diseases, and treated by a physician with 6 or lessyears; or al the conditions are same
but treated by a physician with more than 6 years of practice, and PA is more than 75)

Rule 7: ES=1, CICDTM=1, LOSED=0, CICD=1, DC=9, and level of urbanization (LU)=1, 4 (older patients stay in the ED for less than 1 day,
with no cerebrovascular disease but digestive diseases, and livein ahigh LU or general town)

Rule 8: ES=1, CICDTM=1, LOSED=0, CICD=1, DC=13, and x-ray=1 (older patients stay in the ED for lessthan 1 day, with no cerebrovascular
disease but musculoskeletal system diseases, had no x-ray)

Rule 9: ES=1, CICDTM=1, LOSED=0, CICD=1, DC=16, and (disease severity [DS]=0 and triage classification [TC]=3; LU=1 or LU=2 and
PYP>8; or TC=2, PA<82 or TC=4; or DS=1, 2, 3, 4; older patients stay in ED less than 1 day, with no cerebrovascular disease but have signs,
symptoms, and diagnosis less clear, and DS, TC of 3, and live in high LU, and treated by physician with more than 8 years of practice and live
in Remote town or al conditions are the same with TC=2 and aged 82 or less, or all conditions are the same as TC=4, or al conditions are the
same with DS)

Rule 10: ES=1, CICDTM=1, LOSED=0, CICD=1, DC=17, PA>67, x-ray=0, and LU=1, 3, 4, 7 (older patients stay in the ED for lessthan 1 day,
with no cerebrovascular disease but injury and poisoning, had no x-ray, and lived in a high LU or an emerging town, general town, or remote
town)

Rule 11: ES=1, CICDTM=1, LOSED=1, PYP<11, TC=3, and hospital level=1, 2 (older patients stay in ED lessthan 1 day, treated by physician

with 11 or fewer years, with TC and visit Regional Hospital or District Hospital)

Discussion

Principal Findings

Among the 28 investigated variables, as shown in Multimedia
Appendix 1, in patient-related, disease-related, hospital-related,
and physician-related characteristics, only 12 variables were
identified as critical criteria in the decision tree prediction
model. This study found that ES, age, CICDTM, chronic
illness-cerebrovascular disease in patient characteristics and
TC, DC, x-ray, DS, and LOSED in disease characteristicswere
the key factors influencing unscheduled EDRVs. In addition,
hospital level and LU in hospital characteristics and years of
practicein physician characteristicswere key predictivefactors
of unscheduled EDRV s. The results showed that only aportion
of the investigated variablesin patient-related, disease-related,
hospital-related, and physician-related characteristics were key
factorsinfluencing ol der patients’ unscheduled EDRV's. Through
the decision tree analysis, this study found 11 useful decision
rules for predicting unscheduled EDRV's within 72 hours by
theidentified factors. The obtained decision rules can be easily
applied by physicians and nurses in the ED to evaluate the risk
or possibility of unscheduled EDRV swithin 72 hours for older
patients. ES, CICDTM, and LOSED are highlighted as the top
three influencing variables of the prediction model of older
patients with unscheduled EDRV s within 72 hours.

https://medinform.jmir.org/2021/7/e22491

In this study, we confirmed that older ED patients with less
economic privilege were more likely to return to the ED than
those in the opposite group. Furthermore, these findings are
consistent with those of aprevious study [42]. Possible reasons
include that older adults with lower ES have fewer resources
to attend to their health and basic preventive health care. They
often defer medical treatment and, thus, have a high demand
for emergency medical resources. Therefore, the pathol ogical
conditions that develop among underprivileged older patients
are aso more complex than those of their privileged
counterparts, which increases the difficulty of treatment and
leads to a high rate of EDRVs.

In addition, older patients with chronic symptoms that remain
prevalent or frequently relapse may prefer to return to the ED
for rapid and convenient treatment, rather than visit an outpatient
department. The rates of 72-hour unscheduled EDRVs were
higher for older patients who required cancer drug treatment
and monitoring or were diagnosed with chronic cerebrovascular
diseases. These results confirm the findings of Liaw et al [26],
McCusker et a [31], and Wu et a [27]. A possible reason may
be that patients with cancer or cerebrovascular disease have a
greater need for emergency treatment and hospitalization for
pain. In addition, patients diagnosed with chronic
cerebrovascular diseases are at a high risk of a second stroke.
Activeinterventionsto improve the effectiveness and efficiency
of delivering medical education on pain control and stroke
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prevention can help patients and their family members manage
and alleviate thisrisk and further reduce their EDRVs.

We aso found that older patients with shorter LOSED had
higher rates of EDRVs than those who stayed in the ED
overnight or longer. Patients older than 65 years are known to
have a lower metabolic rate [43], and a longer length of stay
(LOS) can enable medica staff to conduct more detailed
observations of the effectiveness of the provided treatments. It
can also further verify the patient’s reaction to the prescribed
medicine and modify the types of medicines needed. However,
alack of sufficient ED resources may result in problems such
as ED overcrowding, inadequate number of hospital beds, or
poor evaluation practices. It may also prevent hospitals from
increasing the LOS for older patientsin the ED.

In thisstudy, some specific DC (infectious diseases and parasitic
diseases, tumors, endocrine and immune diseases, mental illness,
circulatory system diseases, respiratory diseases, digestive
diseases, genito-urinary system diseases, musculoskeletal system
diseases, signs, symptoms and diagnosis less clear, and injury
and poisoning) were found to be highly related to unscheduled
EDRVs under certain circumstances (patients from
non-ow-income households and LOS less than 1 day and
patients without CICDTM and cerebrovascular disease). The
results showed that only a portion of the DC (disease types)
[12,25,27] were identified as factors influencing older adult
patients unscheduled EDRV'S; however, some DC were not
considered as significant factorsin this study.

Older patients classified as class 3 or higher on the TC level
had a higher likelihood of 72-hour unscheduled EDRV sif they
were treated by physicians with less than 11 years of practice,
aresult partialy consistent with a previous study [15,34]. The
conventional emergency medicine curriculum does not include
geriatrics; curriculum materialsfocus on the care of adultsaged
less than 65 years or children. Meanwhile, the challenges in
providing medical servicesto older patients are highly specific
and complex. Physicians who have more years of practice may
overcome the problems engendered by the lack of formal
geriatric training in emergency medicine, whereas lack of
experience in the ED increases the difficulty of accurately
diagnosing symptomsin older patients.

Moreover, physicians often underestimate the TC of frail older
patients because of the absence of prominent symptoms. This
increases the risk of delayed treatment and the likelihood of
unscheduled EDRVs. Platts-Mills et a [44] have also asserted
that the TC is designed specifically for the genera adult
population and does not have adequate specificity for the older
adult population or reflects the severity of their pathological
conditions.

Limitations

As mentioned above, decision trees have been widely used in
various clinical studies, and the analyzed results can be easily
appliedto clinical practice. Our prediction model developed by
the decision tree achieved an acceptable rate for sensitivity,
specificity, and overall prediction accuracy. Future researchers
can use the results of this study as a reference and apply other
methods such as random forest or support vector machine to

https://medinform.jmir.org/2021/7/e22491
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generate aprediction model and obtain higher accuracy. Asdata
were collected in Taiwan, caution is needed when generalizing
the results of this study. Meanwhile, because of the limited
content of NHIRD, important variables other than claim-based
data cannot be obtained. Furthermore, the insured area and
degree of urbanization may be different from the actual area of
residence. In addition, the 20,478 records with incomplete or
illogical values excluded in this study can cause selection bias.
Future studies can use advanced interpolation techniques to
explore the characteristics of deleted records and extend the
results of this study.

Conclusions

Compared with previous studies [11,12,14-17], past research
samples from a single institution are impossible to discuss
patientsreturning to the ED from different hospitals. This study
used the NHIRD to obtain a more comprehensive picture of
older adult patients EDRVs within 72 hours. This study
identified 12 key predicting factors out of the 28 investigated
factors and provided 11 decision rules for early detection and
possible prevention of unscheduled EDRV's within 72 hours.
For example, more attention should be paid to patients aged 65
years and older featured with low-income households or those
with CICDTM, and have a reasonably longer LOSED at their
first visit.

Medical and health care is an important segment of Taiwan's
New Southbound Policy [45] to engage in partnership with 18
countries of the Southeast Asia-Pacific family. The findings of
this study can serve as a reference for those countries in the
planning and promotion of medical services and age-friendly
policies. In countries with rapidly aging populations, the
demographics of EDs have shifted substantively toward older
patients, and most of their EDs are not fully prepared for the
challenge of caring for the aging population. Although the
majority of emergency medical curriculum materials focus on
the care of children and adults under 65, some countries have
begun to integrate geriatrics and emergency medicine training
into a defined and validated geriatric emergency medicine
curriculum [46]. The Tailwan Society of Emergency Medicine
has included geriatrics in its emergency medicine curriculum,
with training and emphasis on acute problemsin older patients,
including medical and intestate ethics and certification of
age-friendly health care institutions.

For physicians, our prediction model can be used asareference
toimprove medical management and clinical servicesto reduce
older patients' 72-hour unscheduled EDRV's. Policymakers can
use the results of this study to generate incentives for medical
institutions to provide appropriate education to older patients
and their family members before discharge. Medical institutions
may create mechanisms that incorporate our prediction model
and develop a decision-making support system for emergency
return visits, similar to other clinical decision support systems
[47,48]. Such asystem can be used in triage proceduresfor early
detection and prevention of unscheduled EDRVs, and it will
help health care providersto rapidly identify older patientswho
are likely to make unscheduled EDRV's and to further reduce
therate of such visits.
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In summary, this study is based on large population-based
retrospective data from the NHIRD and uses machine learning
techniques, which demonstrate superior fault tolerance and
learning capability from massive data. The decision tree machine
learning technique was further used for data analysis and
validation because of its simplicity, interpretability, and
applicability of the results compared with other machinelearning
techniques. Through the decision tree technique, decision rules

Chenet a

prediction model from the considerations of patient, disease,
hospital, and physician characteristics were obtained. The
decision rules may serve as a reference for the early detection
of unscheduled EDRYV in older adults. Further studies can be
based on the findings of this study and integrate hospitals
information systems or electronic medical records to generate
appropriate rules for unscheduled EDRVs for older adults in
different hospitals.

with important factors influencing the unscheduled EDRV
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Abstract

Background: Mobile devices such as tablets and smartphones are increasingly being used in health care in many developed
countries. Nurses form the largest group in health care that uses electronic health records (EHRs) and their mobile versions.
Mobile devices are suggested to promote nurses workflow, constant updating of patient information, and improve the
communication within the health care team. However, little is known about their effect on nurses’ well-being.

Objective: This study aimed to examine the association between using a mobile version of the EHR and nurses' perceived time
pressure, stress related to information systems, and self-rated stress. Moreover, we examined whether mobile device use modifies
the associations of EHR usahility (ease of use and technical quality), experience in using EHRS, and number of systemsin daily
use with these well-being indicators.

Methods: Thiswas a cross-sectional population-based survey study among 3610 Finnish registered nurses gathered in 2020.
The aforesaid associations were examined using analyses of covariance and logistic regression adjusted for age, gender, and
employment sector (hospital, primary care, social service, and other).

Results: Nurseswho used the mobile version of their EHR had higher levels of time pressure (F; 355,=14.96, P<.001) and stress
related to information systems (F 353;=6.11, P=.01), compared with those who did not use mobile versions. Moreover, the
interactions of mobile device use with experience in using EHRS (F 355,=14.93, P<.001), ease of use (F 35,7=10.16, P=.001),
and technical quality (Fy 35,7=6.45, P=.01) weresignificant for stressrelated to information systems. Inexperiencein using EHRSs,
low levels of ease of use, and technical quality were associated with higher stressrelated to information systems and this association
was more pronounced among those who used mobile devices. That is, the highest levels of stressrelated to information systems

were perceived among those who used mobile devices aswell asamong inexperienced EHR users or those who perceived usability
problemsin their EHRs.

Conclusions: According to our results, it seems that at present mobile device use is not beneficial for the nurses well-being.
In addition, mobile device use seemsto intensify the negative effects of usability issuesrelated to EHRs. In particular, inexperienced
users of EHRs seem to be at a disadvantage when using mobile devices. Thus, we suggest that EHRs and their mobile versions
should be improved such that they would be easier to use and would better support the nurses’ workflow (eg, improvements to
problems related to small display, user interface, and data entry). Moreover, additional training on EHRS, their mobile versions,
and workflow related to these should be provided to nurses.

(IMIR Med Inform 2021;9(7):€28729) doi:10.2196/28729
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Introduction

Viewing electronic health records (EHRS) on maobile devices
such as tablets and smartphones has increased lately and is
becoming more common in the health care sector in many
developed countries. Nurses form the largest group in health
care that uses EHRs and their mobile versions [1]. A previous
study reported that use of mobile versions of EHR is common
in hospitals, especialy during the handover period and ward
hours[1]. Nurses have been found to use the mobile version of
EHR mainly for viewing inpatient lists, nursing notes, alerts,
and patients' clinical datawith high frequency [2].

Mobile device use while working presents many benefits for
nurses, as it helps in their workflow and alows rea-time
updating of patient information [3]. Use of mobile appsin home
care has been associated with the promotion of nurse—patient
relationship (asit hel psboth nurses and patientsto expresstheir
feelings) and reduction in workload and stress, but they arealso
related to disturbance in personal life among nurses [4].
However, mobile devices arereported to be useful inimproving
the quality of care and decreasing stress among nurses [5].

In addition, mobile devices are suggested to benefit health care
professionals by increasing convenience, accuracy, efficiency,
and productivity aswell asimproving clinical decision making
[6]. A previous review noted that mobile devices improved
patient documentati on through more compl ete recording, fewer
documentation errors, and increased efficiency [7]. Moreover,
mobile devices saved time, gave earlier access to new
information, and enhanced work patterns [7]. Mobile devices
are also regularly used to ensure effective team work within a
health careteam [8].

However, some downsides al so exist related to the use of mobile
devices in health care. For example, the problems in overall
architecture and user interface may |ead to an increased number
of input errors, loss of data, or decreased efficiency [9]. During
electronic data collection, mobile devices have been found to
increase the time of the data entry by twofold and increase the
risk of typing errors and missing data compared with electronic
data collection on laptops [10]. Moreover, small screens may
makeinformation retrieval tasksdifficult and increaseincorrect
choices and scrolling activities [11].

The effect of using mobile versions of EHRs on the well-being
of nurses remains unclear. Viewing and updating EHRs on
mobile devices might help nursesin their daily work by giving
them a chance to use EHR while simultaneously caring for
patients. Thus, mobile use might help reduce workload and
consequently nurses’ work-related stress as well. By contrast,
mobile device use may also dlicit stress and frustration due to
the aforementioned problems (ie, difficult user interface, small
screens, and challenges in data entry [9-11]). Previous studies
have shown that the usability of EHRsisassociated with nurses
well-being [12,13], and thus it could be assumed that mobile
use might also have an effect.

https://medinform.jmir.org/2021/7/e28729

Previous studies have shown that usability problems of EHRs,
need to use many different systems, and inexperience in using
EHRs have been associated with high levels of stress, time
pressure, and psychological distress among hedth care
employees [12-16]. However, it is not known whether using
EHR with mobile devices has a moderating effect on these
associations.

In the light of these previous findings, this study aimed to
examine the associ ation between using amobile version of EHR
and perceived time pressure, stress related to information
systems, and self-rated stress. Moreover, we examined whether
mobile device use modifies the associations of EHR usability
(ease of use and technical quality), experience in using EHRS,
and number of systems in daily use with the well-being
indicators (time pressure, stressrelated to information systems,
and self-rated stress).

Methods

Sample

Data were collected in the spring of 2020 viathe online survey
Webropol [17]. The link to the survey was sent via email by
the Finnish Nurses Association, The Union of Health and Socia
Care Professionals in Finland (Tehy), and the National
Professional Association for the Interests of Experts and
Managers in Health Care (TAJA) to their members under 65
years of age, which included 58,276/80,622 nurses, midwifes,
and public health nurses (representing 72.29% of the €ligible
population) [18]. One reminder was sent to nonresponders to
maximize survey responses. A more detailed description of the
data collection has been presented previously [18]. Altogether,
10,094 registered nurses opened the link and 3912 responded.
Of those who responded, 302 answered that they did not
perceive themselves as fit to answer the questionnaire because
they had not practiced asregistered nursesfor along time. Thus,
the final sampleincluded 3610 respondents (n=3340 [92.52%)]
women) aged between 22 and 65, with amean age of 45.7 (SD
11.0) [18]. The sample was representative of the eligible
population regarding regionality and employment sector.
Women were dightly overrepresented and those aged under 40
were dlightly underrepresented [18]. Ethical approval for the
study was provided by The Finnish Institute for Health and
Welfare (THL/482/6.02.01/2020).

M easures

Time pressure was measured with the mean of 2 items
measuring how often (during the previous half-year period) a
person had been distracted by, worried about, or stressed about
(1) being in a constant hurry and time pressure coming from
unfinished work tasks and (2) having too little time to do work
properly. Theitems were rated on a 6-point scale ranging from
1 (never) to 6 (constantly). The scale'sreliability (Cronbach a)
was .94 in the study sample. Thismeasure has been widely used
previously and associated, for example, with poor EHR usability
among nurses [13].
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Stress related to information systems was measured with the
mean of 2 items (a=.74) framed into asingle question that asked
how often (during the previous half-year period) the respondent
had been distracted by, worried about, or stressed about (1)
constantly changing information systemsand (2) difficult, poorly
performing I T equipment/software. The answerswere rated on
a 6-point scale ranging from 1 (never) to 6 (constantly). This
measure has previously been used to evaluate and associated
with, for example, employees distress and EHR usability
[14,19].

Salf-rated stresswas measured with the widely used single-item
self-rated stress measure [20]: “ Stress means a situation when
a person feels tense, restless, nervous, or anxious, or is unable
to deep at night because hisor her mind istroubled all thetime.
Do you fedl that kind of stress these days’? Response options
werenot at all/just alittle/to some extent/quite alot/very much.
For analyses, these were categorized as O=low stress (not at
all/just alittle/to some extent) and 1=high stress (quite alot/very
much).

Mobile device use was measured by asking respondents whether
they also used EHR with mobile devices (such as asmartphone
or tablet) with the following answer options: (1) yes(2) no, and
(3) not possible to use mobile devices. The measure was coded
as 0=no mobile device use (options 2 and 3) and 1=yes, uses
mobile devices (option 1).

Experience in using EHRs was assessed by asking how
experienced the respondent wasinusing an EHR (ie, asan EHR
user) with a 5-point scale ranging from 1 (beginner) to 5
(expert). For analyses, this variable was coded as O=low
experience (answer options 1-3) and 1=high experience (answer
options 4-5).

The number of systems in daily use was assessed by asking
about the number of clinical systemsthat the responder needed
to log into daily when working with patients. The response
options were 0/1/2/3/4/5 or “more” /“my work does not include
clinical work” (coded as missing). For analyses, the number of
loginswas coded as 1=1, 2=2, and 3=3 or more systemsin daily
use (5 respondents who answered that they had 0 systems in
daily use were omitted from the analysis).

The usability measures ease of use and technical quality were
measured with items derived from the validated National
Usahility-Focused Health Information System Scale (NUHISS)
[21]. These measures assessed the usability of the current EHR
systemin use, not particularly the mobile version of the system.
Ease of useincluded 3 items (0=.82) ng the usability of
key functionalities of the EHR system such as reading,
documenting, and patient data retrieval (“The arrangement of
fields and functions is logical on computer screen,” “Routine
tasks can be performed in a straight forward manner without

https://medinform.jmir.org/2021/7/e28729
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the need for extra steps using the system,” and “ Terminology
on the screenisclear and understandable [eg, titlesand [abel§]”).
Technical quality was measured with 4 items (0=.76) assessing
reliability and safety aspects of the EHR system (“ The systems
are stable in terms of technical functionality [does not crash,
no downtime],” “The system responds quickly to inputs,’
“Faulty system function has caused a serious adverse event for
the patient [reverse coded],” and “Faulty system function has
nearly caused a serious adverse event for the patient [reverse
coded]”). The answers were rated on a 5-point Likert scale
ranging from 1 (totally disagree) to 5 (totally agree). The
response options also included “Cannot answer,” which was
coded as missing.

Besides, age, gender, and employment sector were asked in the
survey. Employment sector was coded as 1=hospital, 2=primary
care, 3=social services, and 4=other.

Statistical Analysis

The associations of mobile use, experience in using EHRS,
number of systemsin daily use, ease of use, and technical quality
with thetime pressure and stressrel ated to information systems
were analyzed with analyses of covariance (in separate analyses
for each dependent variable). The analyses were adjusted for
age, gender, and employment sector. The analyses were
conducted in 2 steps. In the first step (Model A), the analysis
included mobile use, age, gender, and employment sector. In
the second step (Model B) experience in using EHRs, number
of systemsin daily use, ease of use, and technical quality were
added to theformer model. Analysesregarding self-rated stress
were conducted using logi stic regression analyses with the same
steps as mentioned above.

Moreover, we examined the interactions of mobile version use
with experiencein using EHRS, number of systemsin daily use,
ease of use, and technical quality for the dependent variables
with analyses of covariance (for time pressure and SRIS) and
logistic regression (for stress) adjusted for age, gender, and main
effects (in separate analyses for each interaction and dependent
variable).

Results

Demographics

The characteristics of the study population are presented in
Table 1. A magjority of the respondents were women and
approximately half worked at hospitals. Using amobileversion
of the EHR was not very common, and only 17.70% (639/3610)
used mobile devices. Most often, mobile device was used in
social services (101/445, 22.7%), after that in hospitals
(377/1903, 19.81%) and other sectors (82/467, 17.6%), whereas
it was less common in primary care (79/795, 9.9%).
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Table 1. Social demographics of the study sample (N=3610%).

Heponiemi et al

Characteristic Value
Gender, n (%)

Women 3340 (92.52)

Men 249 (6.90)

Other (or did not want to report) 21 (0.58)
Employment sector, n (%)

Hospital 1903 (52.71)

Primary care 795 (22.02)

Social services 445 (12.33)

Other 467 (12.94)
M obile device use, n (%)

No 2971 (82.30)

Yes 639 (17.70)
Self-rated stress

Low 2318 (64.41)

High 1281 (35.59)
Experiencein using electronic health records, n (%)

Low 1135 (31.44)

High 2475 (68.56)
Number of systemsin daily use, n (%)

1 1327 (37.16)

2 1178 (32.99)

3 or more 1066 (29.85)
Age?, mean (SD) 45.68 (10.97)
Stress related to information systems®, mean (SD) 3.70(1.13)
Time pressure’, mean (SD) 454 (1.12)
Ease of use”, mean (SD) 3.01(1.08)
Technical quality®, mean (SD) 3.25(0.98)

3Because of missing information in some variables, n varies between 3571 and 3610.

bRanged between 22 and 67.
®Ranged between 1 and 6.
dRanged between 1 and 5.

Main Effects

Age, gender, mobile use, number of systemsin daily use, ease
of use, and technical quality were associated with time pressure
in the fully adjusted model (Model B; Table 2). Younger
respondents, women, mobile device users, and those who had
a higher number of systems in daily use perceived more time
pressure. Higher level s of ease of use and technical quality were
associated with less time pressure.

https://medinform.jmir.org/2021/7/e28729

Age, gender, employment sector, mobile use, experience in
using EHRs, number of systemsin daily use, ease of use, and
technical quality were all associated with stress related to
information systems in the fully adjusted model (Model B).
Older respondents, women, those working in hospitals, mobile
device users, less experienced EHR users, and those who had
a higher number of systemsin daily use perceived more stress
related to information systems. Higher levels of ease of use and
technical quality were associated with less stress related to
information systems.
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Table 2. The associations of independent variables with stress related to information systems and time pressure (analysis of covariance).

Variable Time pressure Stress related to information systems

Model A Model B Model A Model B

F test Pvalue  Ftest Pvalue  Ftest Pvaue Ftest P value
Age F13s83=2311 <.001 F13537=24.84  <.001 F13583=25.23  <.001 F13537=37.55  <.001
Gender F23583=9.13  <.001 F3537=8.25  <.001 Fo3583=851  <.001 F23537=6.00  .003
Sector Fa3s83=2.31 .08 F33537=0.88 .45 F33583=43.93  <.001 Fass37=24.38  <.001
Mobile device use F13533=15.87 <.001 F13537=14.96  <.001 Fiases=7.41  .007 Fi3s37=6.11 .01
Experience F13537=2.77 .10 F13537=17.31 <.001
Number of systemsin daily F2,3537=6.90 .001 Fo3537=43.17  <.001
use
Ease of use F13537=33.92 <.001 F13537=269.91 <.001
Technical quality F13537=62.83  <.001 F13537=311.82 <.001
R2 0.016 0.069 0.043 0.301

Age, number of systemsin daily use, ease of use, and technical
quality were associated with self-rated stressin thefully adjusted
model (Model B; Table 3). Older respondents were less likely
to have self-rated stress. Those who had 3 or more systemsin
daily use were 1.23 times more likely to have a high level of
stress compared with those who had only 1 system in use.

https://medinform.jmir.org/2021/7/e28729

RenderX

Higher levels of ease of use and technical quality were
associated with lower likelihood of stress. Employment sector
was significantly associated with stress in Model A (P=.02),
but after adjusting for number of systems in daily use,
experience in using EHRS, ease of use, and technical quality,
the association was no longer significant (P=.17).
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Table 3. Theresults of the logistic regression analysis for self-rated stress.?
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Demographics Model A Model B
Oddsratio (95% Cl) Pvalue  Oddsratio (95% ClI) P value

Age 0.99 (0.98-0.99) .001 0.99 (0.98-0.99) .001
Gender

Men 1 1

Women 1.33(1.00-1.76) .05 1.28(0.96-1.71) 10
Employment sector .02 A7

Hospital 1 1

Primary health care 0.90 (0.75-1.07) 24 0.94 (0.78-1.12) 47

Social care 0.87 (0.70-1.08) 20 1.03 (0.82-1.29) 82

Other 0.71 (0.57-0.89) .003 0.78 (0.63-0.98) 04
M obile device use

No 1 1

Yes, uses mobile device 1.05 (0.87-1.26) 62 1.01 (0.84-1.22) 91
Experiencein using electronic health records

Low 1

High 0.95 (0.81-1.11) 49
Number of systemsin daily use .04

1 1

2 1.00 (0.84-1.19) 97

3 or more 1.23(1.03-1.46) .02
Ease of use 0.76 (0.71-0.82) <.001
Technical quality 0.84 (0.78-0.91) <.001

For continuous variables, the model odds ratio presented indicate the likelihood of passing from low stress to high stress, compared with 1 SD change

in continuous independent variables.

Inter actions

We examined the interactions of mobile device use with
experiencein using EHRs, number of systemsin daily use, ease
of use, and technical quality for the dependent variables.

The interaction between mobile device use and experience in
using EHRs was significant for stress related to information
systems (F 355:=14.93, P<.001). As can be seen from Figure
1, the highest levels of stress related to information systems
were reported by respondents who used mobile devicesand had
low experience in using EHRs. Moreover, the interaction
between mobile device use and ease of use was significant for
stress related to information systems (F 357,=10.16, P=.001).

The association between ease of use and stress related to

https://medinform.jmir.org/2021/7/e28729

information systems was more pronounced among those who
used mobile devices and the highest levels of stress related to
information systems was experienced among those who used
mobile devices and perceived low levels of ease of use of their
EHRs (Figure 1). Besides, the interaction between maobile device
use and technical quality was significant for stress related to
information systems (F; 35,7=6.45, P=.01). Similar to ease of
use, the association between technical quality and stressrelated
toinformation systemswas more pronounced among those who
used mobile devices and the highest levels of stress related to
information systems were experienced among those who used
mobile devices and perceived low levels of technical quality of
their EHRs (Figure 1). The interaction between mobile device
use and number of systemsin daily use was nonsignificant for
stress related to information systems (P=.21).
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Figure 1. The associations of mobile device use with technical quality, ease of use, and experience in using EHRs for stress related to information

systems. EHR: electronic health record.

Discussion

Principal Results

According to our results it seems that at present use of mobile
versions of EHR isnot beneficial to the nurses well-being. We
found that use of mobile versions of EHR was associated with
higher levels of time pressure and stress resulting from poorly
functioning information systems.

Moreover, use of mobile versions of EHR intensified the
association of inexperience and poor usability of EHR with
stress related to information systems. More specifically,
inexperienced EHR users who used mobile devices had higher
levels of stress related to information systems than others. In
addition, those who perceived low levels of ease of use or
technical quality of their EHRs and used mobile devices had
higher levelsof stressrelated to information systemsthan others.

Limitations

Thiswas a cross-sectional survey study, and so we cannot draw
any causdl inferences. Moreover, we used self-reported measures
which may have an effect here, given that if a respondent
subjectively considers oneself being under stress, it is possible
that it affectsall responses, including those not related to stress.
Therefore, it would be important for future studies to also
include objective measures of stress when examining mobile
versions. Using self-reported measures may also lead to a
possibility of problems related to an inflation of the strengths
of relationships and common method variance.

We adjusted our analyses for age, gender, and employment
sector, but there may exist apossibility of residual confounding.
Although the employment sector was adjusted for, itispossible
that our resultsreflect higher work strainin placeswhere mobile
devices are used. In our study mobile device use was most
common in socia servicesand it is likely that, for example, in
home care mobile devices are more often used and work strain
can be high. This should be kept in mind when interpreting our
results and future studies are needed on this topic. In addition,
our study did not control for the technology used in the mobile
version and given the possible wide variation in the usability
of mobile versions this might be of importance. We aso did
categorize whether the mobile version used was a smartphone
or atablet, which has a big difference in size (and thus their
user interface), and is likely to have affected the response of

https://medinform.jmir.org/2021/7/e28729

the nurses. Thus, these issues also need to be considered in the
future.

Our sample was rather large (n=3610) which also allowed us
to examine interactions. Our sample represented the eligible
population regarding living region and employment sector, but
included dlightly more women and those aged over 40 [18].
Data were collected in the spring of 2020 (between March and
April) at the time when the COVID-19 epidemic strengthened
in Finland (with strict restrictions implemented mid-March).
Therefore, only 1 reminder was sent to those who had not
answered. Thissituation may influencethe results and especialy
so in those hospitals that were most strongly affected.

Finland is one of the forerunnersin the digitalization of health
care[22] and providesauniversal health carefor dl itsresidents.
Therefore, caution should be exercised when generalizing our
findings to other dissimilar countries.

Comparison With Prior Work

Using EHR on the mobile device seems not to be beneficial for
the well-being of nurses. We found that it was associated with
high stress related to information systems and time pressure.
Our finding is not congruent with previous findings suggesting
that mobile device use would decrease nurses' stress[4,5]. The
discrepancy in the results may be due to different countries,
methods, and sampl es studied. Chiang and Wang [4] performed
aqualitative study including 17 community nursesfrom 6 home
carefacilities. Johansson et al [5] performed aquantitative study
including 398 registered nurses and nursing students attending
the undergraduate and graduate nursing programs, and thustheir
sample was smaller and included younger participants (mean
age 34.7). Instead, we used alarge (n=3610) popul ation-based
sample of registered nursesfrom different employment sectors.
Moreover, the study by Johansson et al [5] focused more on
advanced mobile devices themselves and on the capacity to
locate information from the internet, whereas we focused solely
on the mobile version of the EHR.

Although mobile devices are suggested to improve workflow,
make continuous updating possible, and improve the
communication within the health care team [ 3], there are many
possible reasons asto why they could increase the sense of hurry
and strain coming from viewing and updating EHRs on these
devices. User interface has been suggested as one of the
challengesin the deployment of clinical mobile apps[9]. Lack
of visibility on mobile devices may lead to errors; interfaces
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are compact and cluttered with information which require full
attention; and the change from focusing on real life toward a
mobile device may pose problems [9]. Handheld devices have
been found to double the data entry time and increase the risks
of typing errors and missing data[10]. Small screenisalso less
effective and increases the number of scrolling activities [11].
Moreover, stability problems related to wirel ess networks may
(negatively) affect nurses’ work when using mobile devices
[23]. These challenges related to mobile devices may cause
extra stress and time pressure to nurses. By contrast, it is aso
possible that mobile devices are more likely in use at those
places where demands and hurry are at high levels.

According to our results, mobile device use intensifies the
negative effects of usability problems related to EHRs on the
stress that is caused by information systems. Ease of use and
technical quality of the EHRswere al so directly associated with
all examined well-being indicators (ie, time pressure, stress
related to information systems, and self-rated stress). Our
findings correspond to previous studies showing that usability
problems are associated with lower well-being among nurses
[12,13] and physicians [14-16]. As mentioned above, mobile
devices may have problems with user interface and data entry
[9,2Q]. Thus, it is possible that difficulties in use or technical
problems related to EHRs are also reflected in mobile devices
causing extra stress and problems for nurses.

To promote the well-being of nurses, EHRs and their mobile
versions should be improved, so they would be easy to use and
would better support the workflow. Issues related to finance,
hardware, communication, security, and user interface have
been identified asmain challenges regarding theimplementation
of clinical mobile apps [9]. Using interface that is already
familiar to the user and the hierarchical organization of the
information have been suggested as means to improve mobile
apps [9]. It is important to accurately validate mobile device
interfaces which are meant to be used in aclinical setting [24].
Nurses' needs should be fully taken into consideration during
the development of mobile versions [25]. For example, the
functionsthat can increase performance and are associated with
workflow are suggested to be of importance [2].

Our results suggest that inexperienced users of EHRS seem to
be especially at risk when using mobile devices. A previous

Acknowledgments

Heponiemi et al

study has shown theimportance of experience among physicians
for managing SRISs and psychological distress levels [14].
Moreover, nurses’ low e-care competence has been associated
with high time pressure and distress [13]. This calls for more
training related to EHRs and their mobile versions. It would be
important to provide adequate and systematic support and
training for those who are just learning to use the system and
who till have skills gaps (ie, focusing especially on new
empl oyees and those whose work environment isimplementing
new systems). For example, continuous educational programs
focusing on enhancing nurses’ information technology literacy
have been suggested [25]. Moreover, in-house information
systems support and regular training on acquired information
systems would be of importance and could also encourage
positive attitudes toward technol ogies [26].

Conclusions

Accordingto our findingsit seemsthat amobile version of EHR
isnot beneficial for the well-being of nurses. Mobiledevice use
was associated with nurses’ perceptions of higher levelsof time
pressure at work. Moreover, mobile device use was associated
with higher stress resulting from poorly functioning and
constantly changing information systems. In addition, mobile
device use intensified the negative effects of inexperience in
using EHRs and poor usability of EHRs on the stress related to
information systems. Thus, it seems that at present mobile
versions of EHRs need improvements to better support nurses’
workflow and well-being. Moreover, more training related to
EHRs, their mobile versions, and workflow related to these
should be provided to nurses.

It would beimportant to pay increasing attention to theseissues,
asnursesare at particular risk of experiencing additional stress
and strain resulting from the need to use information systems
intheir work, and work strain, in turn, has been associated with
a higher risk of disability [27]. A significant proportion of
nurses working time is aready spent on patient information
systems and in addition to this, nurses must constantly learn to
use a variety of new electronic services and platformsin their
work, which have increased significantly as a result of the
COVID-19 epidemic.
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Abstract

Background: Knowledge graphs are a common form of knowledge representation in biomedicine and many other fields. We
developed an open biomedical knowledge graph—based system termed Reasoning Over Biomedical Objectslinked in Knowledge
Oriented Pathways (ROBOKOP). ROBOKOP consists of both a front-end user interface and a back-end knowledge graph. The
ROBOKORP user interface allows users to posit questions and explore answer subgraphs. Users can also posit questions through
direct Cypher query of the underlying knowledge graph, which currently contains roughly 6 million nodes or biomedical entities
and 140 million edges or predicates describing the relationship between nodes, drawn from over 30 curated data sources.

Objective: We aimed to apply ROBOKOP to survey data on workplace exposures and immune-mediated diseases from the
Environmental Polymorphisms Registry (EPR) within the National Institute of Environmental Health Sciences.

Methods: We analyzed EPR survey data and identified 45 associations between workplace chemical exposures and
immune-mediated diseases, as self-reported by study participants (n= 4574), with 20 associations significant at P<.05 after false
discovery rate correction. We then used ROBOKOPto (1) validate the associations by determining whether plausible connections
exist within the ROBOKOP knowledge graph and (2) propose biological mechanisms that might explain them and serve as
hypotheses for subsequent testing. We highlight the following three exemplar associations: carbon monoxide-multiple sclerosis,
ammonia-asthma, and isopropanol-allergic disease.

Results: ROBOKOP successfully returned answer sets for three queries that were posed in the context of the driving examples.
Theanswer setsincluded potential intermediary genes, aswell as supporting evidence that might explain the observed associations.

Conclusions: We demonstrate real-world application of ROBOKOP to generate mechani stic hypotheses for associ ations between
workplace chemical exposures and immune-mediated diseases. We expect that ROBOKOP will find broad application across
many biomedical fieldsand other scientific disciplines dueto its generalizability, speed to discovery and generation of mechanistic
hypotheses, and open nature.

(JMIR Med Inform 2021;9(7):€26714) doi:10.2196/26714

KEYWORDS
knowledge graph; knowledge representation; data exploration; generaizability; discovery; open science; immune-mediated
disease
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Introduction

“Knowledge graphs’ (KGs) have become a common approach
for knowledge representation across scientific disciplines,
including biomedicine [1]. In a KG, multiple expert-curated
“knowledge sources’ areintegrated into agraph structure, with
nodes representing entities and edges providing the relationship
between nodes. Within a biomedical KG, the nodes represent
biomedical entities, such as drugs or diseases, and the edges
describe relationships that connect the nodes, such astreats (eg,
drug treats disease). The curated knowledge sources that
populate a biomedical KG include both databases, such as
DrugBank [2] and Comparative Toxicogenomics Database
(CTD) [3], and ontologies, such as Monarch Disease Ontology
[4] and Human Phenotype Ontology [5]. Various reasoning
tools and inferential algorithms are typically applied to KGs
[1], thus allowing users to construct complex queries that ask,
for example, if gene X is connected to both chemical exposure
Y and disease Z, then the protein product of gene X may
represent a potential drug target. Indeed, successful applications
of KGs include drug repurposing [6] and the identification of
new drug targets [7].

While KGs, such as Monarch, are openly available, many of
the more sophisticated KGs remain proprietary. Perhaps the
most well-known proprietary KG isthe Freebase-derived Google
K G that powers Google's web search capability [8]. As part of
the Biomedica Data Translator program [9-11], we have
developed an open KG-based biomedical system termed
Reasoning Over Biomedical Objects linked in Knowledge
Oriented Pathways (ROBOKOP) [12,13]. ROBOKOP is
designed to answer questions such aswhat genes are associated
with recovery from COVID-19 infection? why is imatinib
effective in the treatment of asthma? what biological pathways
are associated with stroke-related morbidity? Note that these
questions imply complex mechanistic relationships between
terms in the query such as drug and disease. The ROBOKOP
KG is designed to provide answers in the form of putative
mechanistic pathways connecting the query terms.

https://medinform.jmir.org/2021/7/e26714
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Herein, we provide an overview of ROBOKOP and its
real-world application to data derived from the Environmental
Polymorphisms Registry (EPR) within the National Institute of
Environmental Health Sciences. Specifically, we focused on an
EPR study that aimed to explore the impact of workplace
exposures onimmune-mediated diseases (IMDs) such asasthma,
allergy, multiple sclerosis, rheumatoid arthritis, and ulcerative
colitis. We first conducted an exploratory analysis of
self-reported exposuresand IMD symptomsin order to identify
significant associations between workplace chemical exposures
and IMD. We then used ROBOKOP to (1) validate statistically
significant associations by determining whether plausible
connections exist within the ROBOKOP KG and (2) propose
biological mechanisms that might explain the associations and
serve as hypotheses for subsequent testing.

Methods

ROBOKOP

ROBOKORP is a hiomedica KG-based question-answering
system that is comprised of both afront-end user interface (Ul)
and aback-end K G, both of which are openly available[12-15].
The ROBOKOP KG uses the Biolink model [16] as an
upper-level ontology that can be applied to express domain
knowledge as a graph of relationships between biomedical
entities. The ROBOKOP K G currently contains 6 million nodes
and 140 million edges, with nodes representing a wide range
of biological entities, such as genes, biological processes,
anatomical features, diseases, and phenotypes, and edges
representing predicates, such asisassociated with, causes, and
increases expression of. The ROBOKOP KG is derived from
over 30 curated biomedical data sources (Multimedia Appendix
1) that have been integrated into a graph structure (Figure 1).
The curated data sources were openly available and accessible
viadirect import into alocal Neo4j instance. Some of the data
sources were only partially complete and/or required
preprocessing.
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Figure 1. High-level schema for the Reasoning Over Biomedical Objects linked in Knowledge Oriented Pathways (ROBOKOP) knowledge graph,
showing classes of nodes as defined by the Biolink model. Note that the schema provides a user guide to assist with the proper construction of queries
by providing avisua overview of nodes that are connected in the ROBOKOP knowledge graph.
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The ROBOKOP Ul alows users to posit queries and quickly
explore ranked-and-scored answer sets or subgraphs.
ROBOKOP queriesare meta-graphs[17-19] or question graphs
of the entity types shown in Figure 1. The meta-graph or
machine question has a general structure that is defined by the
user on the basis of the high-level question of interest. Users
can select nodes as named entities specified as a CURIE
(Compact Uniform Resource I dentifier) or specified only asthe
entity type. A drop-down menu provides users with choicesto
free-text node entries. Answers are structured as subgraphsthat
match the query in topology and type, as well as any desired
properties of nodes and edges.

A given query will frequently produce many answers or
subgraphs, especialy for queries with little specification
regarding nodes and edges or with multiple nodes and edges.
As such, the ranking of subgraphs by relevance to the query
and the strength of the supporting evidence are critical for user

https://medinform.jmir.org/2021/7/e26714
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exploration of results. The ROBOKOP answer-ranking
algorithm [13] weighs each edge within each subgraph using a
metric that is based on the number of PubMed abstracts that
cite both the source and target nodes. Publication support and
predicate assertions are provided by the curated knowledge
sources used to create the KG (Multimedia Appendix 1).
Additional publication support is provided by a ROBOKOP
service termed OmniCorp [20], which contains a graph of
PubMed identifiers linked to concepts (ie, potential nodes in
the ROBOKOP K G) referenced within abstracts. OmniCorpis
built by processing all PubMed abstracts with the SciGraph
Named Entity Recognition application programming interface
[21] and matching text in titles and abstracts to concepts from
a predetermined set of biological ontologies. The ROBOKOP
answer-ranking algorithm cal culates a confidence scorefor each
answer subgraph with respect to the distance between leaves of
the answer subgraph, considering the edge weights as electrical
resistance, asdefined by Ohm law [22]. Answer subgraphswith

JMIR Med Inform 2021 | vol. 9 | iss. 7 [e26714 | p.135
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

greater publication counts will be ranked higher, with
publication counts derived from the curated knowledge sources
treated with greater importance than those from the publication
co-occurrences provided by OmniCorp. The confidence score
is then augmented with an “informativeness’ score, which is
inspired by the NAGA scoring model [23] and treatsnovel more
specific assertions (eg, disease X interacts with geneNPC1)
with greater importance than more generic assertions (eg,
disease X interacts with immune system).

The ROBOKOP K G can also be queried directly, independent
of the Ul, using the Cypher query language [24] to find
subgraphs within the KG that match the structure of the query.
Example Cypher queries can be found online [15].

Application Use Case Description

The EPR is a study of nearly 20,000 current participants that
aims to better understand interactions among environmental
exposures and genetic determinants of health and disease [25].
Theregistry contains survey data on participant exposures and
disease history, as well as DNA samples and other biological
measurements. As part of the broader effort, investigators have
been exploring the impact of workplace exposures on IMDs.

AnIMD wasdefined asaself-reported alergic reaction (allergic
rhinitis, hay fever, or seasonal allergies; alergies [other than
seasonal]); asthmacondition; or autoimmune disorder (psoriasis,
thyroid disease [noncancer], hyperthyroidism, hypothyroidism,
Crohn disease, multiple sclerosis, celiac disease, Sogren disease,
rheumatoid arthritis, ulcerative colitis, sclerodermaor systemic
sclerosis, pernicious anemia, myositis, or lupus). EPR survey
datawere extracted in December 2018. The overall sample size
was 4574 participants.

An exploratory analysiswas conducted to examine associations
between each IM D and specific workplace chemicalsclassified
into one of 18 classes (Multimedia Appendix 2). The survey
guestions from which the chemicals were obtained were drawn
fromthe EPR “ Exposome Survey —Part A: External Exposome,
Section B: Chemical and Metal Exposures at Work” and
generaly structured asfollows: “ Please select any heavy metals
you have ever been exposed to for 15 minutes a week or more
in any job you have held (CHOOSE ALL THAT APPLY).”
Associations between workplace chemical exposures and
individual IMDs were examined using chi-square analysis or
the Fisher exact test, when sample sizes were small due to
missing data or few positive cases. A false discovery rate
correction was applied to the association tests. Chemicalswere
examined individually and also by chemical class. Odds ratios
(ORs) with lower and upper bounds were calculated per
convention and were not adjusted for small sample sizes. As
this was an exploratory analysis, the significance level was set
at a=.05 or .10, and we did not control for potential covariates
such as age, sex, and race.

Results

Application Use Case Results

A total of 45 exposure-IMD associations were significant at
P<.10, with 20 associations significant at P<.05 after false
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discovery rate correction. In al cases, workplace chemical
exposures were associated with increased odds of self-reported
IMD (Multimedia Appendix 3). Dyes were the most common
workplace exposure class associated with IMD conditions. No
associations were identified between acids or glues/adhesives
and IMD conditions. “Allergies or alergic reaction (other than
seasonal allergies)” and “alergic rhinitis, hay fever, or seasonal
allergies’ were the most common IMD conditions associated
with workplace chemical exposures.

ROBOKOP-Derived M echanistic AssertionsBased on
Application Use Case Results

We highlight the ROBOKOP application using three exemplar
associations that were chosen because they were significant at
P<.05, evident at both the level of the specific chemical and the
chemical class, and representative of different chemical classes
and IMDs. (1) carbon monoxide-multiple sclerosis, (2)
ammonia-asthma, and (3) isopropanol-alergic rhinitis, hay
fever, or seasonal allergies. An overview of ROBOKOP results
for each of these examples is provided below, with various
functionalities of the interactive Ul highlighted in the first
example.

Carbon Monoxide and Multiple Sclerosis

The association between workplace exposure to carbon
monoxide and multiple sclerosis was significant a both the
chemical level (OR 6.4583, 95% CI 1.8524-18.2844; P=.006)
and chemical classlevel (OR 3.8902, 95% Cl 1.2521-10.3546;
P=.03).

We posed the following question to ROBOKOP, but structured
asamachine question: what genes might mediate the association
between exposure to carbon monoxide and multiple sclerosis?
The general question, machine question, and answer set are
displayed in Figure 2. ROBOKOP identified seven subgraphs
and potential intermediary genes as follows. TNF (tumor
necrosis factor), BDNF (brain-derived neurotrophic factor),
IL10 (interleukin-10), NGF (nerve growth factor), IRF8
(interferon regulatory factor 8), KCNMAL (potassium
calcium-activated channel subfamily M alpha 1), and CASP8
(caspase 8).

The top-ranked answer set had 858 PubMed publications,
contributed by OmniCorp, supporting the association between
multiple sclerosisand TNF, and 44 PubMed publications, again
contributed by OmniCorp, supporting the association between
carbon monoxide and TNF (Figure 3). Twenty-five additional
PubMed publications (from OmniCorp) supported an association
between carbon monoxide and multiple sclerosis, with several
suggesting the involvement of heme oxygenase-1, which is
described as an enzyme that oxidizes heme to bilirubin and
carbon monoxide. The multiple sclerosis- TNF association was
established by both HETIO and Pharos. The carbon
monoxide-TNF association was established by CTD, with
publication support contributed by CTD that again suggested a
role for heme oxygenase-1 [26].
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Figure 2. A Reasoning Over Biomedical Objects linked in Knowledge Oriented Pathways (ROBOKOP) high-level question (A) implemented as a
machine question or meta-graph (B) designed to explore genes that might mediate the observed association between workplace exposure to carbon
monoxide and Environmental Polymorphisms Registry participant self-report of multiple sclerosis. Users select nodes and edges in the ROBOKOP
user interface (or by direct Cypher query) to translate the desired natural-language question into an executable machine question, using the schema
provided in Figure 1 as aguide. The resultant aggregated answer graph (C) and list of answer subgraphs (D) show six potential mediating genes. Both
the answer graph and the list of answer subgraphs are interactive and can be explored by users. For example in (D), users can click on each answer
subgraph to explore knowledge sources, predicate assertions, and publication support. TNF: tumor necrosis factor; BDNF: brain-derived neurotrophic
factor; IL10: interleukin-10; NGF: nerve growth factor; IRF8: interferon regulatory factor 8; KCNMA1: potassium cal cium-activated channel subfamily

M aphal; CASP8: caspase 8.
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Figure 3. Thetop-ranked answer subgraph suggesting the involvement of TNF (tumor necrosis factor) (A) as a potential gene that might mediate the
observed significant association between workplace exposure to carbon monoxide and multiple sclerosis. The Reasoning Over Biomedical Objects
linked in Knowledge Oriented Pathways (ROBOKOP) machine question was structured as follows: carbon monoxide — gene — multiple sclerosis.
Example publication support for the linkage between carbon monoxide and TNF suggesting arole for heme oxygenase-1 (B). Metadata for the carbon
monoxide node (C).
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The query that was posed to ROBOKOP aimed to identify
potential genes that might mediate the association between
The association between workplace exposure to anmoniaand  ammonia and asthma, and it was structured similarly to the
asthma was significant at both the chemical level (OR 2.0422, query in Figure 2 (ammonia—gene-asthma). ROBOKOP
95% Cl 1.4426-2.8524; P=.001) and chemical classlevel (OR identified nine answer sets or individua paths through the

1.5210, 95% Cl 1.1938-1.9311; P=.004). aggregated answer graph. The intermediary genes were ADA

Ammonia and Asthma
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(adenosine  deaminase), PRKG1 (protein  kinase
cGM P-dependent 1), S100B (cal cium binding protein B), TNF,
MPO (myeloperoxidase), IL6 (interleukin-6), IL1B (interleukin-1
beta), PDE4A (phosphodiesterase 4A), and PARP1
(poly(ADP-ribose) polymerase 1).

The lowest-ranked answer subgraph identified ADA as the
intermediary gene. The metadata associated with ADA indicated
that ADA metabolizes adenosine by converting it to inosine
and ammonia. For this answer subgraph, the relationship
between asthma and ammonia was supported by 93 PubMed
publications, identified by OmniCorp. An ADA-asthma
rel ationship was established using Monarch, with 32 supporting
PubMed publications contributed by OmniCorp. Many of the
supporting publications suggested a rel ationship between ADA
mutations and asthma, allergy, and immune function [27].

I sopropanol and Allergic Rhinitis, Hay Fever, or
Seasonal Allergies

The association between workplace exposure to isopropanol
and alergic rhinitis, hay fever, or seasonal alergies was
significant at the chemical level (OR 1.3990, 95% CI
1.1415-1.7155; P=.02) and chemical class level (OR 1.2323,
95% Cl 1.0287-1.4764; P=.09).

As with the other two examples, the query that was posed to
ROBOKOP aimed to identify intermediary genes and was
structured similarly, except that “allergic disease” was used as
the disease node, instead of “allergic rhinitis, hay fever, or
seasonal alergies,” because the latter disease node was not
available in ROBOKOP.

ROBOKORP identified the following three intermediary genes:
IL6, TNF, and CSF2 (colony stimulating factor 2). The
intermediary genein the second top-ranked answer set was | L6.
An isopropanol-IL6 relationship was established by CTD, with
one supporting publication provided by CTD and two additional
supporting PubMed publications contributed by OmniCorp. An
IL6-allergic disease relationship was established by Pharos,
with 79 supporting PubMed publications contributed by
OmniCorp. Many of those publications [28] suggested the
involvement of the innate immune response (eg, basophils,
eosinophils, and mast cells), and several publications suggested
neuroimmune involvement (eg, “dlergic mood” and
hippocampal inflammation) [29].

Discussion

Summary of Findings and Related Work

We identified 45 significant associations between workplace
chemical exposuresand IMD conditionsin an EPR cohort, with
20 of those associations significant at P<.05 and largely
unexpected apriori. Statistical evidencefor an association, while
important, does not establish a causal relationship or provide
any insightsinto underlying mechanisms. Thus, we applied the
open ROBOKOP KG system to validate the observed
associations by demonstrating plausible connections between
exposures and IMD conditions, and we provide mechanistic
insights or hypotheses to explain them. We highlighted the
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following three use case applications. carbon monoxide-multiple
sclerosis, ammonia-asthma, and isopropanol-allergic disease.

ROBOKORP identified plausible answer subgraphs to a query
structured as carbon monoxide—-gene—multiple sclerosis, thus
supporting the statistical association between workplace
exposure to carbon monoxide and multiple sclerosis. ROBOKOP
further identified the gene that encodes TNF, TNF, as one of
several potential mediating genes. ROBOKOP metadata and
publication support suggested that heme oxygenase-1, which
oxidizes heme to bilirubin and carbon monoxide, plays an
intermediary role [26]. Levels of heme oxygenase-1 are
depressed in patients with multiple sclerosis and further
depressed during episodes of disease exacerbation [30], and
exogenous carbon monoxide or chemicals that release carbon
monoxide or induce heme oxygenase-1 appear to be therapeutic
in experimental models of multiple sclerosis[31]. Theseresults
suggest that heme oxygenase-1, via carbon monoxide, has a
homeostatic or anti-inflammatory role that might protect against
multiple sclerosis or suppress disease exacerbation. However,
more recent evidence suggeststhat a chronic heme oxygenase-1
response in glial cells may promote neurodegeneration and
thereby exacerbate multiple sclerosis and  other
neurodegenerative diseases [32].

The satistical association between workplace exposure to
ammonia and asthma was supported by multiple answer
subgraphs that were returned by ROBOKOP. The gene that
encodes ADA, ADA, was identified by ROBOKOP as one of
several potentia intermediatesin this relationship. ROBOKOP
metadata indicated that ADA metabolizes adenosine by
converting it to inosine and ammonia. ROBOKOP identified
publications suggesting an association between ADA mutations
and asthma, allergy, and immune function, including one
publication suggesting an association with aspirin-intolerant
asthma [27]. A recent review indicated that ADA deficiency
may have detrimental effects on multiple organ systems,
including the pulmonary system [33]. Several older publications
suggest that adenosine acts as a bronchoconstrictor in persons
with asthma [34], and a more recent publication suggested an
association between exposure to ammonia and asthma
exacerbations[35]. These results support arelationship between
ADA mutations and pulmonary complications, as well as an
association between ammonia and pulmonary complicationsin
persons with established respiratory disease.

ROBOKORP provided several answer subgraphs to support the
statistical association between workplace exposure to
isopropanol and allergic disease. The gene encoding IL6, IL6,
was identified by ROBOKOP as one of severa potential
intermediary genes, with publication support suggesting the
involvement of the innate immune response [28]. In addition,
ROBOKOP identified publication support suggesting the
involvement of IL6 in neuroimmune and neurobehavioral
correlates of allergic disease [29]. While IL1 is widely
recognized as playing a prominent role in “ sickness behavior,”
IL6 also appearsto play arole [36,37]. These findings suggest
that the association between exposure to isopropanol and allergic
disease might actually reflect arelationship between i sopropanol
and neurological/neurobehavioral correlates of allergic disease.
Specifically, the results suggest that isopropanol might trigger

JMIR Med Inform 2021 | vol. 9| iss. 7 [e26714 | p.139
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

an innate neuroimmune response that results in elevated levels
of IL6, which then might trigger neurobehavioral symptoms of
allergic disease.

Limitations

ROBOKORP has several limitations that should be considered
when interpreting the results here or using the application. First,
many of the associations between workplace chemical exposures
and IMD conditions involved complex chemical mixtures such
as “toner,” “transmission fluid,” and “motor oil.” ROBOKOP
currently mapsthese entitiesto Medical Subject Heading terms,
but the application does not have an approach in place for
mapping such mixtures to the individual chemicals that
congtitute a given mixture. We are considering approaches to
overcomethislimitation. Second, ROBOKORP, likeall KG-based
applications, islimited by the challenge of KG completion. For
example, if an exposure-gene relationship has not been
established by one of the curated data sources underlying the
ROBOKOP KG, then this relationship will not be identified.
We are developing algorithms to overcome this limitation by
inferring edgesinthe KG, but for now, thisremainsalimitation.
Third, evidence for ROBOKOP assertions is derived from the
following two main sources: (1) the curated knowledge sources
used to create the KG and (2) the co-occurrence of terms in
PubMed abstracts. The ranking and scoring algorithm that is
used to rank answer subgraphs is based on these two sources
of evidence, with thefirst sourcetreated with greater importance
than the second. Other relevant factors, such as date of
publication and number of studies on a topic (versus
publications), are not considered at present, but may be
incorporated into future versions of the application. Fourth, as
a prototype system, ROBOKOP does not yet support natural
language processing capabilities or other sophisticated
approaches to aid users. We encourage users to contact the
developers and/or post GitHub issues should they encounter
any challenges when generating queries and/or evaluating
answer subgraphs. Fifth, while not a limitation of ROBOKOP
itself, the workplace chemical exposure-IMD associations
reported here were derived from survey data (ie, participant
self-report) and were not confirmed by clinical record review
or expert judgement. As such, the potentia exists for
misclassification and/or biasin both the reported exposures and
the reported IMDs. Moreover, the timing between workplace
exposure and the onset of IMD cannot be determined due to
limitations of the survey design and participant recollection at
the time the survey was administered. Finaly, as this was an
exploratory analysis, wedid not adjust the ORs for small sample
sizes or control for potential covariates such as age, sex, and
race.

Conclusion

ROBOKOP demonstrated potential in its use to support
real-world observations and generate mechanistic hypotheses.
In this paper, we focused on significant associations between
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workplace chemical exposures and IMDs, identified as part of
a larger EPR study. We note, however, that ROBOKOP has
other applications. Indeed, one key feature of ROBOKOP isits
generalizability across biomedical domains as a general
guestion-answering system, with capabilitiesto support avariety
of machine questions. For instance, we are using ROBOKOP
to explore associations between medications and clinical
outcomes, including adverse events, using data derived from
electronic health records. We are aso testing whether
ROBOKOP can be used to support human reasoning on Medical
College Admission Tests, and we have promising preliminary
results [38]. While the ROBOKOP KG is currently built from
biomedical knowledge sources, the general approach is not
restricted to the biomedical space. Indeed, on behalf of our
institution’s leadership, we are developing anew version of the
ROBOKOP KG that is focused on exploring relationships
between research proposals and investigator characteristics.

A second key feature of ROBOKORP is its ability to support
speed to discovery. For instance, the example use cases
presented here took little timeto construct and execute, and the
interactive Ul alows even novice users to posit questions and
explore answer subgraphs. The mechanistic insights that were
gleaned from the ROBOKOP answer subgraphs were quickly
realized, thus alowing for a rapid first-pass anaysis of the
results and evaluation of the supporting evidence. Moreover,
ROBOKOP revealed all potential genes that might mediate the
observed exposure-IMD associations via a single query; in
effect, the user did not need to spend hours, days, or longer
reading through the avail able literature. This speed to discovery
afforded by ROBOKOP also allows investigators to quickly
refute associations that may be nothing more than spurious
findings (eg, if no answer subgraphs are returned by
ROBOKORP). In the examples highlighted herein, we focus on
three example exposure-IMD associations. While this may not
seem like many, a full literature review to identify potentially
novel insights, eliminate spurious findings, and explore
supporting evidence would take abundantly more time than was
needed to conduct the initia first-pass analysis using
ROBOKOP. We plan to leverage ROBOKOP's speed to
discovery in alarge-scale analysis of associations between single
nucleotide polymorphisms and phenotypes as part of a broader
EPR effort and in several other studies.

A third key feature of ROBOKOP is its open nature. Indeed,
access to ROBOKOP, whether via the Ul or by direct Cypher
query of the underlying KG, does not require login
authentication or an account; rather, anyone with the URL can
access the system. Moreover, the ROBOKOP KG can be
downloaded independently of the application [15]. The open
nature of ROBOKOP and the multiple routes to access it
democratize science and, when coupled with the speed to
discovery afforded by the application, should accelerate progress
in biomedicine and many other fields.
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Abstract

Background: Participation in quality controls, also called external quality assessment (EQA) schemes, is required for the
1S015189 accreditation of the Medical Centers of Human Genetics. However, directives on the minimal frequency of participation
in genetic quality control schemes are lacking or too heterogeneous, with a possible impact on health care quality.

Objective: The aim of this project is to develop Belgian guidelines on the frequency of participation in quality controls for
genetic testing in the context of rare diseases.

Methods: A group of experts analyzed 90 EQA schemes offered by accredited providers and focused on analyses used for the
diagnosis of rare diseases. On that basis, the experts developed practical recommendations about the minimal frequencies of
participation of the Medical Centers of Human Genetics in quality controls and how to deal with poor performances and change
management. These guidelineswere submitted to the Belgian Accreditation Body and then reviewed and approved by the Belgian
College of Human Genetics and Rare Diseases and by the National Institute for Health and Disability Insurance.

Results: Theguidelinesoffer adecisiona algorithm for the minimal frequency of participation in human genetics EQA schemes.
This algorithm has been devel oped taking into account the scopes of the EQA schemes, the levels of experience, and the annual
volumes of the Centers of Human Genetics in the performance of the tests considered. They include three key principles: (1) the
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recommended annual assessment of all genetic techniques and technological platforms, if possible through EQAS covering the
technique, genotyping, and clinical interpretation; (2) the triennial assessment of the genotyping and interpretation of specific
germline mutations and pharmacogenomics analyses; and (3) the documentation of actions undertaken in the case of poor
performances and the participation to quality control the following year. The use of aBayesian statistical model has been proposed
to help the Centers of Human Genetics to determine the theoretical number of tests that should be annually performed to achieve
a certain threshold of performance (eg, amaximal error rate of 1%). Besides, the guidelines insist on the role and responsibility
of the national public health authorities in the follow-up of the quality of analyses performed by the Medical Centers of Human
Genetics and in demonstrating the cost-effectiveness and rationalization of participation frequency in these quality controls.

Conclusions: These guidelines have been devel oped based on the analysis of alarge panel of EQA schemes and data collected
from the Belgian Medical Centers of Human Genetics. They are applicable to other countries and will facilitate and improve the

quality management and financing systems of the Medical Centers of Human Genetics.

(JMIR Med Inform 2021;9(7):€27980) doi:10.2196/27980
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Introduction

Rare diseases are life-threatening or chronically debilitating
conditions affecting less than 5 per 10,000 people [1]. At least
80% of them have a genetic origin and 50% to 75% affect
children [2,3]. Despite the discovery of more than 200 new
genes every year, the diagnosis of rare diseases often remains
delayed because of their complexity and low prevalence[1,4-6].

There is a willingness of European governments to develop
harmonized guidelinesto improve the quality of genetic testing,
particularly by stimulating medical laboratories to acquire
accreditation and to participate in externa quality assessments
(EQAS) [7,8]. Indeed, the participation in EQA schemes is
efficient for assessing and improving health care quality, as it
allows performance comparisons and the identification of
specific problems, areas for improvement, and training needs
[9-11]. Besides, it enables monitoring of the compliance with
best practice guidelines and is required for the accreditation of
medical laboratories according to the 1SO 15189 standard
[12-14]. It has been shown that the quality of genetic services
in Europe can still improve[10,15]. Nevertheless, several recent
studies performed in European laboratories for cancer testing
have pointed out the positive influence of participationin EQAs
on laboratories' performance[16-18]. In several countries such

https://medinform.jmir.org/2021/7/e27980

asin Belgium, the accreditation of the genetic laboratoriesisa
requisite for reimbursement of the diagnostic tests. However,
the EQA of the laboratories is till hampered by a lack of a
harmonized European framework (numerous and heterogeneous
quality schemes, lack of reference systems, and different
Member State regulations) [19,20]. Similar concerns have been
raised in a recent Belgian study focusing on the frequency of
participation in EQA schemes in the fields of molecular
microbiology, hematology, and pathology [20]. The authors
proposed to harmonize the frequency of participation to quality
controls [20]. Indeed, the SO 15189 standard states that “the
laboratory shall participate in an inter-laboratory comparison
program (such as an EQA program or proficiency testing
program) appropriate to the examination and interpretations of
examination results,” but does not give preciseinstructions[13].
Thislack of clear national and international directives leadsto
uneven participation of the Medical Centers of Human Genetics
in quality controls [21]. Figure 1 illustrates this phenomenon
with the participation of the Belgian Medical Centers of Human
Genetics (BMCHG) in EQASs between 2015 and 2019.

To address this lack, we have developed Belgian guidelines
about the minimal frequency of participation in EQA schemes
for hereditary rare diseases, with reference to international
recommendations and national laboratory practices.
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Figurel. Evolution of the participation of the 8 BMCHG to the inventoried EQA schemes between 2015 and 2019. BMCHG: Belgian Medica Centers

of Human Genetics, EQA: external quality assessment.
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Methods

Context of the Study

In the context of the Belgian National Plan for Rare Diseases,
the Belgian Nationa Institute for Health (Sciensano [22]) is
responsible for the harmonization of the quality management
system for rare disease diagnostics within the BMCHG.

Data Collection

In 2018, Sciensano performed a preliminary inventory of 90
EQA schemes related to rare diseases and that the BMCHG
participatein. Of note, in the case of cancers, only EQA schemes
for rare hereditary cancers were considered, while schemesfor
somatic mutation detection were excluded. In 2019, Sciensano
collected retrospective data about the annual participation of
the BMCHG in the inventoried EQA schemes between 2015
and 2019.

Guidelinesfor the Participation to Genetic EQA
Schemes

To structure and harmonize the frequency of participation of
the BMCHG in EQA schemesfocused on the genetic diagnosis
of rare diseases, a working group composed of two
representatives for each of the 8 BMCHG was established by
Sciensano in 2019, in consultation with the Belgian College of
Human Genetics and Rare Diseases [23].

https://medinform.jmir.org/2021/7/e27980

The working group developed recommendations about the
minimal frequency of participation of the BMCHG in quality
controls. These recommendations were accompanied by a
decisional agorithm to help the BMCHG to plan their future
participationsin quality controls based on their own experience
in the performance of the tests considered and the scopes of the
avalable EQA schemes. Besides, attention was paid to
recommendations on actions that should be undertaken in case
of poor performance to EQA schemes and to the continuous
follow-up and surveillance of the participation of the BMCHG
to EQA schemes.

Validation of the Guidelines

The inventory of 90 genetic EQA schemes focused on rare
diseases was used by the working group for the validation of
the decisional algorithm based on the routine BM CHG practice.

Besides, the opinion of three accreditation managers from the
Belgian Accreditation Body regarding the whole guidelines
draft was requested. The final version of the guidelines was
submitted in 2020 to the Belgian College of Human Genetics
and Rare Diseases for evaluation and endorsement.

Study Wor kflow
The global study workflow isillustrated in Figure 2.
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Figure 2. Workflow and achievements of the study. BMCHG: Belgian Medical Centers of Human Genetics; EQA: external quality assessment; RD:
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Statistical Analysis

For somerare disorders, only afew requests are obtained on an
annual basis. Due to this low number, the question now arises
whether the number of routine analyses can be used as an
indicator of performance. Indeed, in genetic testing, errorshave
a great impact on the patients’ and their relatives' lives. It is
therefore important to maintain a high quality level, even if
every laboratory is subject to underlying errors. To thisaim, an
error rate of 1% has been set by the working group as the
maximal error threshold to define the quality of the performance
of genetic tests. This threshold has been determined based on
the following:

« Theerror rate reported in May 2020 by the EQA provider
European Molecular Quality Network [24] for its global
data for the germline schemes organized by this provider
during the past 5 years (2016-2020); mean analytical error
rate 1.37% (unpublished data): This percentageisbased on

N

the assessment of more than 33,132 genotypes during
11,044 participationsin fully operational EQA schemesfor
germline mutation testing (technical, molecular pathol ogy,
and pilot schemes were excluded; each scheme assesses
3-4 samples). Of note, the mean analytical error rate is
defined as any genotyping error that would lead to patient

harm.
- Datapublished inthe scientific literature: Indeed, error rates
between 0.1% and 1% have been reported for

high-throughput DNA sequencing technologies (eg, next
generation sequencing) [25,26]. Raw data about error rate
percentages published in 5 other peer-reviewed scientific
papersfor different types of situations (diseases, techniques,
etc) [27-31] were also analyzed. Mean error rates and SDs
with the number of scenarios investigated by the authors
and confidence intervals are reported in Table 1. Based on
this analysis it appears that the mean error rates fluctuate
approximately between 0% and 4%.

Table 1. Dataanalysis about error rate percentages published in peer-reviewed papers for different types of situations.

Bibliographic references Investigated scenarios, n?

Error rate (%), mean (SD) 95% Cls of the mean (%)

Hofgartner et al, 1999 [27] 8
Ewen et al, 2000 [28] 7
Bonin et a, 2004 [29] 4
Hoffman and Amos, 2005 [30] 8
Gilleset al, 2011 [31] 2

0.38 (0.34) 0.10t0 0.67
0.89 (0.82) 0.13t0 1.65
2.20 (1.10) 0.46 t0 3.94
0.35(0.19) 0.19t0 0.50
0.80 (0.38) —2.63104.23

3N umber of investigated scenarios for different types of situations reported in the literature.

To determine the sufficient number of analyses needed to have
a maximal error rate of 1%, assuming that the laboratory is

certain performance statistic was model ed using the proportion
library of R software (version 3.6.1; R Foundation for Statistical

performing well, the distribution of possible error rates for a  Computing).
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A Bayesian model with noninformative prior was used for
having arate of 100% correct analyses for a certain number of
analyses and arate of (n— 1) / n correct analyses for a certain
number of analyses n. Details concerning the statistical model
can be found in Multimedia Appendix 1.

Results

Scope of Guidelines

As this study was funded by a grant dedicated to the
improvement of the quality of the genetic testinginthe BMCHG
in the context of rare diseases, al developed guidelines are
related to human genetics EQA schemes for rare hereditary
diseases, including germline predispositions to cancers and
adverse drug effects resulting from pharmacogenomic variants
[32].

EQA Schemes|Inventory

The EQA schemes inventoried during the preliminary phase of
the study and considered by the working group for the
establishment of the guidelines are mentioned in Multimedia
Appendix 2 [24,33-38]. They are focused on the diagnosis of
72 different rare diseases or specific genetic variants involved

Lantoine et al

in rare diseases. For each scheme, we have reported the aspects
that are assessed (technique, genotyping, and interpretation of
theresults). The mgjority (n=65, 72%) of the EQA schemesare
assessing the technique, genotyping, and interpretation. A total
of 21 (23%) of the schemes are assessing both the technique
and genotyping. A few of the schemes are covering both the
genotyping and interpretation (n=1, 1%), only the technique
(n=1, 1%), only the genotyping (n=1, 1%), or only the
interpretation (n= 1, 1%). Of note, for 15 selected rare diseases
or genetic variants, EQA schemes are offered by 2 or 3
providers, which increasesthetotal number of inventoried EQA
schemes (n=90) used for the percentage cal culations described
here. These EQA schemes are marked with an asterisk in
Multimedia Appendix 2.

Guidelines

These guidelines on the minimal frequency of participation in
EQA schemes can be divided into three pillars: (1) genera
recommendationsthat constitute the backbone of the guidelines
and cover the mgjority of situations encountered (statements
1-2 and Figure 3), (2) how to address poor performances
(statements 3-4), and (4) follow-up and surveillance (statements
5-6).

Figure 3. Decisiona agorithm for the minimal frequency of participation to external quality assessment schemes (cf to statements 1 and 2 of the

Results). @Number of analyses required to have a maximal error rate <1%.

Technique Assessment

Recommendation :
Statement |

\ h

:' Annual volume of performed
| analyses 2297 and well-

! validated technique

! implemented for >3 years ?

Annual
participation to
sample-based or
virtual schemes

Triennial
participation
is acceptable

General Recommendations

Thequality of all diagnostic tests offered by the BMCHG should
be frequently assessed. Indeed, the annual rate of some specific
analyses (eg, performed in the context of rare diseases) may be
very low. However, given the large number of genetic diseases
and the low frequency of most of them, an annual participation
inall possible EQA schemesisneither feasible nor economically
defendable. It isthereforeimportant to run aquality assessment
in a comprehensive, rather than an exhaustive way, to assess
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Genotyping & Interpretation Assessment
Statement 2

Triennial participation to
sample-based or virtual schemes

the quality of services offered to the patients. We al so took into
account that the same techniques are applied for analyses of
different rare disorders.

Statement 1: Annual Assessment of All Techniques

The quality of all techniques and technological platforms used
by the BMCHG should be annually assessed, even with EQA
schemes only based on mock clinical cases, virtual images or
variant call format files, or raw data sets. As mentioned by
Brookman et a [39], if visual inspections are needed in daily

JMIR Med Inform 2021 | vol. 9 | iss. 7 [e27980 | p.148
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

practice, virtual schemes are useful to test postanalytical
performances, notably in the case of fluorescence in-situ
hybridization and karyotype analysis.

If different EQA schemes exist to cover the same technique,
the centersarefreeto implement aturnover between those EQAS
as long as the technique is covered every year and the clinical
indications at |east every 3 years (cf statement 2).

An exception is made for well-validated methods implemented
for more than 3 years (in-house or using a commercia CE
[European Conformity]-abelled kit) and for which at least 297
tests per year are performed, meaning that the maximal error
rate of the analysis is between 0% and 1%. If those specific
conditions are met, a triennial participation to an EQA is
sufficient to evaluate a specific technique, as long as the
methodol ogy does not change. Of note, the number of testshave
been deducted from the Bayesian statistical model performed
for the distribution of the maximal error rates (see Multimedia
Appendix 1). Therationale for triennial participation hasto be
properly documented in the center’s quality management system
[40].

Statement 2: Genotyping and I nterpretation Assessment

A triennia assessment of the genotyping and interpretation for
the detection of specific germline mutation diseases and
pharmacogenomics is considered sufficient as long as the
technique involved is covered (cf statement 1). Thisisalso true
when EQA schemesonly assessthe clinical interpretation based
on virtual clinical cases or images.

How to Address Poor Performances

Statement 3: I dentification of Errors Origins

Poor EQA performances because of analytical or clerical errors
(eg, copy and paste mistakes) have to be discussed internally.
All actions (cause analysis, corrective, and preventive actions)
carried out in response to the poor evaluation must be properly
documented according to the center’s quality management
system procedures.

Statement 4: Poor Performances With an Impact on the
Diagnosis

In case of poor EQA performance due to genotyping or critical
interpretation errors that impacts the diagnosis, the center has
to participate in an EQA the following year. Actions taken to
avoid future errors have to be documented in the quality
management system of the centers.

Follow-up and Surveillance

Statement 5: Management of Changesin Activitiesand EQA
Schemes' Availability

Itistheresponsibility of the Medical Centersof Human Genetics
toregularly review and adapt their participation to EQA schemes
based on the present guidelines, changes in activities or
infrastructure (eg, significant changes in the annual volume of
tests and gene panels or modifications in the technique or
analytical equipment), and new schemes introduced on the
market. This should be notified in their quality management
system.

https://medinform.jmir.org/2021/7/e27980
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Statement 6: Implication of Public Health Authorities

Public health authorities can play akey rolein theimprovement
and follow-up of the activities, quality, and cost-effectiveness
of medical laboratories such asthe Medical Centers of Human
Genetics. For instance, the Belgian National Institute for Health,
called Sciensano, will annually coordinate the participation of
the BMCHG to EQA schemes focused on rare diseases and
hereditary cancers, ensure the reimbursement of participation
fees, and monitor the outcomes. To provide this service, the
data regarding the participation of BMCHG will be used to
forecast theannual global budget dedicated to the reimbursement
of participation fees. This information will then be
communicated to the Belgian health care authorities. Besides,
Sciensano and the working group will also regularly review and
update the Belgian guidelines according to the evolution of the
centers activities, scientific developments, and EQAS
availability.

In the coming years, the collected data about the participation
frequencies of the BMCHG in EQA schemes will be included
into the Belgian genetic tests database, devel oped by Sciensano,
in collaboration with the BMCHG.

Impact of the Guidelineson Health Care Costs

We have studied theimpact that the establishment of harmonized
guidelines on the minimal frequency of participation of the
BMCHG in EQA schemes may have on national health care
and genetic centers expenditures. To this aim, three different
scenarios have been compared:

1 The cost estimation if the BMCHG would annually
participate to all EQAsincluded in their assessment scope
among the inventoried EQA schemes focused on 72 rare
diseases or genetic variants (fictitious scenario)

2. The participation costs of the BMCHG to the same EQAS
asin 2019 (in absence of guidelines)

3. The prediction of the annual BM CHGs participation costs
(mean over 2020, 2021, and 2022) for the EQASs included
in their assessment scope, following the participation
frequencies proposed in the guidelines

Based on the costs of the different EQA schemes, the estimated
annual expenditures in these three scenarios were €117,400
(~US $140,444), €82,000 (~US $98,096) and €70,600 (~US
$84,458), respectively.

These estimations show that the rationalization of the frequency
of participation proposed in these guidelines (third scenario),
based on the types of EQA schemes and results of previous
participation, enablesareduction in global annual participation
costs of 14% for the 8 BMCHG.

Based on the developed guidelines on the minimal frequency
of participation and current commercial EQA prices, we were
able to estimate that a mean annual budget of €9000 (~US
$10,900) is required for each BMCHG to cover the fees
requested by the provider to participate in the EQA schemes
included in their assessment scope.
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Discussion

Principal Resultsand Strengths

A regular participation in quality controls is mandatory for the
accreditation of medical laboratories under the 1SO 15189
standard [12,14,40]. Accreditation itself is a requisite for the
reimbursement of genetic testsin Belgium. However, no Belgian
instructions on the required frequency of participation in rare
diseases diagnostic and genetic testing EQAS were available
prior to this study. This study can be considered as the first
Belgian harmonized quality update in terms of frequency of
participation in proficiency testing in the field of human
genetics.

These guidelines present six main strengths. First, they are based
on European recommendations [41-43] and on the clinical and
laboratory practice to make them as broad and consistent as
possible. Second, they have been devel oped by aworking group
composed of representatives of al BMCHG to ensure a
harmonization at the national level. Besides, these members
have different professiona backgrounds and tasks that enabled
us to collect the opinions of al stakeholders involved in the
performance of different types of genetic tests (molecular,
cytogenetic, and biochemical), quality management, and in the
interaction with the Belgian health care authorities. Third, a
distinction was made based on the aspects assessed by the EQA
schemes (technique, analysis, or interpretation) to draft
guidelines as relevant as possible. Fourth, a large number of
available genetic EQA schemes from accredited providers has
been considered. This emphasizes the importance of assessing
the quality of highly specific tests performed at arelatively low
annual volumein the context of rare diseases. Fifth, astatistical
model was used to estimate the probability of a laboratory to
make a mistake according to the number of analyses that are
performed per year. Thisnew model may help other laboratories
to define the minimal number of analyses required to indicate
that the experience of alaboratory can be taken into account as
a reliable performance indicator. Finaly, the guidelines have
been approved by the Belgian College of Human Genetics and
Rare Diseases and are in accordance with the statements of the
ISO 15189 standard referring to the validation of analytical
methods [13]. This ensures their clinical relevance and lega
accreditation aspects.

Participating in a large number of different EQAs for rare
diseases is worthwhile, as it has a role in controlling
performance and guarantees permanent education. Furthermore,
participating in international EQA schemes enables the
performances of a large number of the Centers of Human
Genetics to be compared and evaluated by a wide range of
international experts. However, taking part in a large number
of EQAsisalot of work and time-consuming. Hence, abalance
had to be sought between usefulness and burden. These new
Belgian guidelines will improve the harmonization and
structuring of the BMCHG quality management system and
help the laboratories to identify the EQA schemes that they
should participate in based on the evolution of their activities
and type of EQA schemes considered. They might also serve
as basis for the Belgian Accreditation Body for accreditation

https://medinform.jmir.org/2021/7/e27980
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assessments and for the Belgian health care authorities to
estimate the necessary budget that should be foreseen and
attributed by the National Ingtitute for Health and Disability
Insurance to the BMCHG to cover participation fees.

Comparison With Prior Work

Similar recommendations have already been devel oped by other
countries, for instance, Dutch, Sovenian, and Estonian
laboratories have to participate in a minimum of one EQA
scheme for each accredited analysis of their scope during an
accreditation cycle (during 3 years, till the suspension of the
accreditation, and during 5 years, respectively), while other (eg,
Lithuanian) laboratories are requested to participate twice during
this period of time or every year for specific fields [43]. It is
unfortunate that no European consensus exists at thistime[19].
However, we hope that the development of guidelines on this
topic in different European countries should be a catalyst to the
initiation of a genera reflection on the harmonization of the
quality assessment of genetic testing at a European level.

Our guidelines reflect the opinion that the scope of quality
controls should be broad enough to cover al methods,
technologies, and tests included in the scope of the centers. It
is not acceptable that alaboratory would only be accredited for
a (small) fraction of its testing offers and thus avoid EQA
participation.

Limitations

Regarding the limits of this study, we haveto mention that these
guidelines only concern EQA schemes from accredited
providers. Ring tests[44] to which BMCHG may also participate
in with a small number of other Belgian or foreign genetic
centers were excluded. Nonetheless, the preliminary phase of
the study revealed that approximately 30% of the quality
controlsto which the BMCHG participate in arering tests. They
were not considered in this study because we wanted to give
priority to EQAs offered by accredited providers. Ring testsare
often highly specific and involve a limited number of
participants. The difficulty to get enough test material for all
participants make the standardization of their organization
difficult. However, this opens the door to future improvements
in the harmonization process of the quality management of
human genetic analyses when no formal EQA scheme is
available.

Another limitation is that the majority of the EQASs considered
are specific for hereditary rare diseases and not for all diseases.

Finally, the guidelines have been developed at the Belgian level,
without asking the opinions of foreign experts. However, severa
members of the working group act as assessorsin international
schemes and have good insights into practice, evaluation, and
(poor) performance management.

Conclusion

Thesefirst Belgian guidelineswill help the BMCHG toimprove
their quality management system with recommendation on the
frequency of participationin EQA schemesand on dealing with
poor performance and change management. Moreover, they
help the Belgian health care authorities to estimate the budget
required to cover the participation of the BMCHG in EQAS.

JMIR Med Inform 2021 | vol. 9 | iss. 7 [e27980 | p.150
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Lantoine et al

We are convinced that these Belgian guidelines could be used  starting point for discussion about the harmonization of quality
by foreign human genetics medical centers and can serve asa  processes at a broader level.
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Abstract

Background: Digital technological development in the last 20 years has led to significant growth in digital collection, use, and
sharing of health data. To maintain public trust in the digital society and to enable acceptable policy-making in the future, it is
important to investigate people's preferences for sharing digital health data.

Objective: The aim of this study isto dlicit the preferences of the public in different Northern European countries (the United
Kingdom, Norway, Iceland, and Sweden) for sharing health information in different contexts.

Methods: Respondents in this discrete choice experiment completed severa choice tasks, in which they were asked if data
sharing in the described hypothetical situation was acceptable to them. Latent class logistic regression models were used to
determine attribute-level estimates and heterogeneity in preferences. We calculated the relative importance of the attributes and
the predicted acceptability for different contexts in which the data were shared from the estimates.

Results: Inthefinal analysis, we used 37.83% (1967/5199) questionnaires. All attributesinfluenced the respondents’ willingness
to share health information (P<.001). The most important attribute was whether the respondents were informed about their data
being shared. The possibility of opting out from sharing data was preferred over the opportunity to consent (opt-in). Four classes
were identified in the latent class model, and the average probabilities of belonging were 27% for class 1, 32% for class 2, 23%
for class 3, and 18% for class 4. The uptake probability varied between 14% and 85%, depending on the least to most preferred
combination of levels.

Conclusions: Respondents from different countries have different preferences for sharing their health data regarding the value
of areview process and the reason for their new use. Offering respondentsinformation about the use of their dataand the possibility
to opt out is the most preferred governance mechanism.

(IMIR Med Inform 2021;9(7):€29614) doi:10.2196/29614
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preferences; discrete choice experiment; health data; secondary use; willingness to share
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Introduction

Background

Digital technological development in the last 20 years has led
to significant growth in digitally collecting, using, and sharing
health data. Thisis partly due to the development and adoption
of electronic medical records, genotyping, biobanking, and
self-tracking applications viamobile devices. Different domains,
such as health care, medical research, and technological and
pharmaceutical companies, have becomeincreasingly dependent
on collecting and sharing data digitally to develop health care
and new medical and technological products [1-3]. It has also
led individuals to take a more active role in seeking out health
information, thus managing and promoting their own health by
having access to new health websites and mobile apps[4,5].

As different domains are dependent on public data, it is
important to maintain public trust in the digital world. Thereis
growing literature about preferences of the public, research
participants, and patients for data sharing. People' swillingness
to share data for secondary use is dependent on contextual
factors such as the type of data being linked, level of
identification, and the new purpose for the data being shared
[6-9]. A study that investigated the public’s preferences
regarding data linkage for health research showed that the type
of information shared is the most important factor for people
deciding whether they are willing to consent to the new use of
their data[10]. Other studies show that people are interested in
sharing their health information to improve health but are less
willing to make data available to companies and insurance
companies whose purpose for using the data may be unclear or
not align with the public’s expectations [7,11,12].

Previous research on peoplée's willingness to share health data
digitally has focused on one particular factor, such as the
purpose of data sharing [6,7]. In addition, these studies in this
areahave been constrained by a specific context, such aslooking
at data movement within a health care setting [8,13,14]. To our
knowledge, no studies have investigated how individuals
preferences change depending on the context in which health
data are used, what type of information is involved, which
different control mechanisms are considered appropriate for
different contexts, and how anindividual’s acceptance of sharing
data might change in response to changing contexts. Thereisa
lack of knowledge on individuals' trade-off behavior in the
current situation where dataare linked acrossfields. Such studies
are needed to provide a comprehensive understanding of the
trade-offs between different factors, thereby informing
policymaking and legal development therein [15].

We would like to evoke the need for a stated choice method
that investigates behavioral intention to share health information,
which is captured through trade-offs between varying levels,
such aswho the new user of the dataiis and for what reason the
data will be shared. It is necessary to move away from the
problematic single (fixed) scenario that captures people’'s
behavioral intentionsusing Likert scales[15,16]. A stated choice
method such as discrete choice experiment (DCE) require
respondents to make a decision when the circumstances change.
This method provides a deep understanding of context-specific
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factors that people value. Moreover, using DCE as a method
alignswith thetheory by philosopher Helen Nissenbaum, which
emphasizes that privacy is perceived and expected differently,
depending on the norms and values surrounding the context
[17].

Objective

The aim of this study is to elicit the public’'s preferences and
the heterogeneity in preferencesin different Northern European
countries (Sweden, Norway, | celand, and the United Kingdom)
to share health information in different contexts in order to

determine what governance structures should bein placein the
health sphere.

Methods

Discrete Choice Experiment

The DCE method is increasingly used in health care fields to
quantify the preferences of specific target populations
concerning any health-related product or service [18-20]. In a
DCE, respondents are asked to complete several choice tasks.
Each choicetask describesthe situation at hand. The description
of the situation is based on its characteristics or attributes with
systematically varying levels. In our case, respondents were
asked to choose, to accept, or reject a situation several times.
By monitoring their decisions in each choice task, their
preferences were elicited. DCEs draw upon random utility
theory, according to which an individual derivesacertain utility
for what the individual is confronted with in a choice task
[21-24]. By comparing the attribute-level estimates, conclusions
can be drawn about the importance of the attributes relative to
each other. Moreover, the utility and acceptability of different
data sharing situations can be calculated based on the
attribute-level estimates from the experiment.

DCE Development

The salient factors of digital health data sharing wereidentified
through a three-step approach [25]. First, a literature review
was performed to identify the possible factors that influence
respondents’ willingness to share their health data. Second,
based on the output of the literature review, 14 focus group
discussions were conducted with members of the public in the
United Kingdom, Iceland, and Sweden. We carried out a
comparative investigation of the respondents attitudes,
expectations, and beliefs about sharing health data. Focus group
participants from all three countries mentioned the following
factors as important when allowing data to be shared: level of
identification, the reason for the new use, type of information
being shared, the data subject being informed, and the
monitoring of sharing. After the focus group discussion, a
nominal group technique was used to ask participants to rank
the importance of the different aspects or factors discussed in
the focus groups, in addition to an a priori list of factors
identified from the prior literature review. During the nominal
group technique session, participants were asked to rank the
potential factors from most to least important and then discuss
them in the group. The authors and content experts thoroughly
discussed the attributes and levels to confirm their relevance.
On the basis of these steps, seven attributes were selected

JMIR Med Inform 2021 | vol. 9 | iss. 7 [e29614 | p.155
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

(Textbox 1). During a two-hour webinar, content experts were
asked to comment on the attributes as well as framing of the
levels. Eight think-aloud interviews [26] were conducted (four
in Sweden, two in Iceland, and two in the United Kingdom) to

Viberg Johansson et a

information, and choicetasks. Finally, atwo-day workshop was
held where both method and content experts were invited to
reach a consensus on chosen attributes and levels. Areas of
expertise included law, philosophy, ethics, socia science, and

evaluate whether correct wording was used and whether the stated preference research.

target population understood the attributes, levels, educational

Textbox 1. List of al attributes and levelsincluded in the final discrete choice experiment.

Attributesand Levels
1. Hedthinformation collector: different collectors can collect health information. The different collectors are as follows:

« A technological company with which you have used a service, program, or application for your phone or computer. You may have used a
service through the company’s website, where you have entered information about yourself. Alternatively, you have downloaded an app to
your phone, and it has collected information about your health.

« Anacademic research project where you have participated and they have collected health information about you.
« Your health care provider (hospital or general practitioner) who has collected health information about you regarding your care.

2. Datauser: your health information will be shared to a new data user. This new recipient may be:
« A technological company that develops health app which can be used to predict diagnoses.
« A pharmaceutical company that develops and manufactures new medicines.
« Anacademic research project that produces new knowledge by testing hypotheses and theories about human health.
« A national authority, for example, the public health authority or information and commissioner’s office, which is responsible for the health
of the population. They can track peoples’ health through population registers to prevent disease.
3. Thereason of data use: this aspect describes the reason why the data user wants to have access to your health information. The different reasons
may be:
. Develop anew product or service. It can be amedical device, adrug, or app for your phone, or a new health service or program.

« Promote, advertise, or market their product or service to personalize communication. For direct advertising to a specific target group for a
new service or product.

« Investigateapolicy initiative. Your health information can provide abasisfor anew policy initiative at anational level. It may beto improve
services for a specific part of the population or to identify new preventive measures to improve public health.

« Evauate the quality of the data user’s product or service, and planning resource distribution in the future.

4. Information and consent: this aspect is about whether you will be informed if your health information is being shared.
«  Youwill not beinformed that health information about you is being shared and used in a new context.
«  Youwill beinformed that health information about you is being shared and used in a new context.
« Youwill beinformed that health information about you is being shared and used in a new context as well as be told that you can opt out.
«  Youwill beinformed and asked to consent that health information about you is being shared and used in a new context.
5. Review of data sharing: before your data are shared, there might be areview of the reason and how the data user will store and use your health
information. The data user needs to apply for access to the health information. The reviewer makes a decision based on national law.
«  Therewill be no review of the data sharing.
« A committee will review the transfer of your health information to the new context.

« A committee will review the transfer and the use of your health information in the new context.

A Bayesian D-efficient design was used for this DCE to strive
for reliable parameter estimates [21,27,28]. The design was
developed using NGene (versionl.2.1; ChoiceMterics 2012).
Thisisthemost commonly used design strategy and is congruent
with the gquidelines of the International Society of
Pharmacoeconomics and Outcome Research on good research
practice [27]. Pilot testing priors based on best guesses were
used to inform the design using 500 Halton draws and 1000
repetitions. For this design, we assumed that there would be no
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interaction between attributes. The level balance (ie, al levels
appearing an equal number of times) was optimized. The pilot
design had a D-error of 0.31. A total of 28 unique choice tasks
were generated and divided into four blocks. Respondentswere
randomly assigned to either block and answered seven choice
tasks.

We pilot tested the draft questionnaire among our target
population (n=50) in each of the four countries. The
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attribute-level estimates that significantly contributed to the
choice from the pilot study served as direct prior input for the
design of the final DCE questionnaire.

Questionnaire

The questionnaire consisted of three parts. The first part
contained questions regarding demographic characteristics (eg,
age, gender, educational level, self-reported health status, and
long-term health conditions). The eHealth Literacy Scale is
designed to assess peopl€’s perceived skills at using information
technology for heath [29], and it comprises eight items
assessing different aspectsof eHealth literacy (eHL). Eachitem
had five response categories. strongly disagree, disagree, neither
agree nor disagree, agree, and strongly agree.

The second part was the DCE. Each participant was given an
alternative choice that they were asked to accept or reject. An
additional level was added to the attribute Information and

Viberg Johansson et a

consent in the final design. Therefore, the final DCE consisted
of 32 unique choice tasks divided into four blocks, and each
participant answered eight choice tasks for two types of health
information (16 choice tasks). Before respondents were asked
to complete the choice tasks, they received detailed information
on themeaning of al attributesand levels, aswell asan example
of how to complete a choice task. This particular DCE topic
describesasituation. It isnot tradablein the ordinary sense (one
product or service over another). Given that this topic is not
tradable like regular DCE, each participant was given a choice
alternative where the participant was asked to accept or reject.
Figure 1 shows a choice task with one situation. The remaining
attributes changed in a systematic manner between the different
levels.

The third part of the questionnaire related to trust in different
domains and other people, attitudes toward new technology,
and self-assessed eHL.

Figurel. Anexample of adiscrete choice experiment with one choice situation.

Imagine that lifestyle information about you has been collected. The organisation that collected your data is
now proposing to share it. Please read the situation description below and let us know if you think that
sharing this information in this situation is acceptable or not.

Situation 1 of 8

The organisation colleting my information is
They will share it with

The reason they want to use my information is to
When they share my information, I will

There will be

an academic research project.

a technological company.

develop a new product or service.

be offered an opt-out and information.

a committee that reviews the sharing of information.

Do you think this situation is acceptable?

M Yes

||:|No

Study Population

Ethics approval was obtained before the start of the study from
the Ethical Review Boards in the countries where this was
required (University of Oxford Central University Ethics
Committee REF: R63378/RE002; Swedish Ethical Review
Authority Dnr 2020-00623; University of Iceland Science Ethics
Committee VSH-2019-019).

The DCE was web-based, and respondents were invited to
participate via the recruitment service SurveyEngine [30]. The
recruitment company performed opt-in survey panelsin Sweden,
Norway, and the UK. The respondents decided on incentive
model s that worked best for their specific membership, such as
cash, vouchers, virtual currencies, points for gift cards, or
participation in raffles. The respondents received €1.50 (US
$1.80) for answering our survey. The Icelandic respondents
were randomly selected from the Socia Science Research
Ingtitute’'s Online Panel at the University of Iceland.
Respondents in the Social Science Research Institute Online

https://medinform.jmir.org/2021/7/e29614

Panel were recruited through random samples drawn from the
National Population Register in Iceland. A lottery to win one
of the two gift vouchers of €65 (US $77.40) was used as an
incentive.

We aim to obtain a representative sample of the genera
population of each country in terms of gender and age. Data
were collected from August to November 2020.

Statistical Analysis

Descriptive Statistics

Descriptive statistics (means and frequencies) were used to
summarizeall thevariablesof interest. The overall level of eHL
was calculated for each respondent. Individuals responding
strongly disagree or disagree to one of the items were
categorized as having inadequate eHL . Individual s responding
with neither agree nor disagree with one of the items were
categorized ashaving problematic eHL . Individual s responding
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agree or strongly agree to all the items were categorized as
having sufficient eHL.

One-way analysisof variance and nonparametric measureswere
used to test the differences between the personal characteristics
of each country.

Preferences for Sharing Health Information

The discrete choice data collected in the survey were first
analyzed separately for each country using abinary logit model.
The Swait-Louviere test was performed to investigate whether
there were significant scale differences across samples from
different countries [31]. Latent class models were then used to
determine the attribute-level estimates and importance weights
of the attributes. The latent class model identifies classes of
respondents based on unobserved (latent) heterogeneity in
preferences[32]. Akaikeinformation criteriaand log-likelihood
were used to determine the best-fitting model [33]. All attributes
were effect-coded [34], meaning that the reference category
was coded as -1, and the sum of all the coded levels for each
attribute was zero. A constant term was also estimated to
quantify the utility associated with rgjecting information sharing
under the presented situation (Intercept). All results were
considered statistically significant at P<.05.

Thefinal utility function was as follows:
U= Vrta&b|c + &= B0|C * rejeCtrta&Mc + Bl *

collector_technol 0gical g pe + B2 *
collector_research; ag pic + B3 *
user_technological rag b + B4 =

user_pharmaceutical g i + B5 * USEr_researchyyg pe
+ [B6 * reason_developugpe + B7 *
reason_promotingyag pc + B8 * reason_policy g b +
B9 * information_not informedysgp. + B10 *
information_informed g pc + B11 *
information_opt-OUt e + P12 *  review_no
TEVIEW, 15 pc + B13 * review_sharingiag e + €

)

V isthe observed utility of accepting to share health data with
a second user based on what respondents r belonging to class
c reported for the alternative ain choicetask t. The 3, represents
the alternative specific constant, and 3;-[315 are attribute-level
estimates that indicate the relative importance of each attribute
level. Data cleaning and descriptive statistics were performed
using R (version 4.0.2; R Core Team). The latent class logistic
regression was performed with the econometric software NL ogit
5.0 (Econometric Software, Inc), using 100 random draws. In
latent classanalysis, unobserved preference heterogeneity among
respondents is modeled as discrete classes with similar
preferences or choice patterns but with different variances across
classes[35,36]. Asthe probability of a participant belonging to
any specific class cannot be directly observed, the model
searches for groups of respondents sharing similar choice
patterns. Once choice patterns have been stratified into classes,
the model could determine the probability of a participant with
certain characteristics being assigned to each class (class
assignment model). This separate logit model was fitted to
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determine the associ ations between individua classmembership
and country. We also explored potential associationswith other
variables, such asage, sex, and E-HL. When individually added
to the model, they all significantly contributed to latent class
assignment. However, when adding multiple covariates into a
one-class assignment model, we observed multicollinearity
between the variables. As country was the most important
variable for this overall study (and a necessity to include as we
pooled data from multiple countries into one data set), we
focused on that variablein this study. We will explore theimpact
of other variables separately in the analysis conducted on data
from separate countries to avoid this collinearity caused by
country differences.

Relative | mportance of the Attributes

Using therelative preference weights, that is, the attribute-level
estimates from the DCE, we calculated the relative importance
of the attributes. For each attribute, the total impact on utility
was determined by subtracting the lowest from the highest
estimate within each attribute. All attributes were divided
according to the highest difference value. This provided a
relative distance between the most important attributes and all
other attributes.

Acceptance Uptake

The acceptance uptake (al so referred to as predicted probability
[37], participation probability [38], predicted uptake [24,39],
or subsequent uptake[40]) was cal cul ated for different scenarios
for sharing health data. This was determined for different
potential scenarios and could inform future implementation
strategies. Acceptance uptake can be understood as the
probability that a participant would choose the described
scenarios; alternatively, the number of respondents out of 100
that would accept the scenarios described. These scenarios
represent existing or hypothetical scenarios. Using the attribute
levels, scenarios based on specific data sharing and governance
features were assembled. The utility for a specific scenario is
calculated by using the following equation:

VScenariol = BA + BB + BC
)

The acceptance uptake, the probability of accepting, was then
calculated by using the following equation:

Acceptance uptake = 1/( ]_+exp'VScenario 1)
©)

Results

Respondents Characteristics

Intotal, 5199 respondents answered the questionnaire (Sweden,
n=1208; Norway, n=928; Iceland, n=2187; United Kingdom,
n=876). Respondents who completed the survey in less than 5
minutes (n=97) or did not complete the entire survey (n=3135)
were excluded. In the final analysis, we used 37.83%
(1967/5199) of the questionnaires. The mean ages of the
respondents were 50.4 years (SD 16.9) in Sweden, 48.3 years
(SD 17.2) in Norway, 49.9 years (SD 15.9) in the United
Kingdom, and 48.2 years (SD 17.2) in Iceland. Respondents
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with university education included 36.2% (162/447) in Sweden,  (97/425) in Norway, 36.6% (163/445) in the United Kingdom,
39.3% (167/425) in Norway, 52.1% (232/445) in the United and 20.6% (103/501) in Iceland. The respondents’ characteristics
Kingdom, and 57.3% (287/501) in Iceland. Respondents with  are presented in Tables 1-3.

sufficient eHL included 30.6% (137/447) in Sweden, 22.8%

Table 1. Descriptive statistics of the respondents presented as percentages, mean, or median with statistical testing between the different countries.

Variates Sweden (n=481) Norway (n=465)  United Kingdom (n=477) Iceland (n=544) P value (ANOVA?)
Age (years) A5

Mean (SD) 50.3 (16.9) 48.1(17.2) 49.6 (15.9) 48.3 (17.2)

Median (range) 53 (18-88) 50 (18-84) 49 (18-90) 47 (19-88)
Survey duration, mean (SD) 15.5 (11.5) 15.4 (10.2) 12.8(7.36) 20.7 (14.9) <.001

3ANOVA: analysis of variance.

Table 2. Descriptive statistics of the respondents presented as percentages with Chi-sguare testing between the different countries.

Variates Sweden (n=438) Norway (n=424)  United Kingdom (n=450) Iceland (n=538) P value (Chi-square test)
Gender, n (%) .79
Female 219 (50) 226 (53.3) 236 (52.4) 268 (49.8)
Male 218 (49.8) 197 (46.5) 214 (47.6) 268 (49.8)
Other 1(0.2) 1(0.2) 0(0) 2(0.4)
General health status, n (%) <.001
Good 296 (67.6) 285 (67.2) 335 (74.4) 445 (82.7)
Chronic health condition, n (%) <.001
No 203 (46.3) 179 (42.2) 262 (58.2) 304 (56.5)

Table 3. Descriptive statistics of the respondents presented as percentages with Kruskal-Wallis testing between the different countries.

P value
Variates Sweden (n=447) Norway (n=425)  United Kingdom (n=445) Iceland (n=501) (Kruskal-Wallis test)
Highest educational level, n (%) <.001
High school 251 (56.2) 234 (55.1) 129 (29) 181 (36.1)
Primary school 34(7.6) 24 (5.6) 84 (18.9) 33(6.6)
University 162 (36.2) 167 (39.3) 232 (52.1) 287 (57.3)
eHealth literacy, n (%) <.001
Insufficient 115 (25.7) 126 (29.6) 116 (26.1) 183 (36.5)
Problematic 195 (43.6) 202 (47.5) 166 (37.3) 215 (42.9)
Sufficient 137 (30.6) 97 (22.8) 163 (36.6) 103 (20.6)
How often they are using appsrelated to health, n (%) <.001
Daily 64 (14.3) 71 (16.7) 107 (24) 87 (17.4)
Weekly 52 (11.6) 44 (10.4) 51 (11.5) 69 (13.8)
Monthly or more seldom 121 (27.1) 152 (35.8) 57 (12.8) 145 (28.9)
Never 176 (39.4) 109 (25.6) 212 (47.6) 144 (28.7)
| don’t know 34(7.6) 49 (11.5) 18 (4) 56 (11.2)
Internet isuseful, n (%) .04
Yes 312 (69.8) 261 (61.4) 306 (68.8) 341 (68.1)
Internet isan important source for health information, n (%) .05
Yes 365 (81.7) 328(77.2) 330(74.2) 395 (78.8)
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Preferencesfor Sharing Health I nformation

The coefficients for al attributes were statistically significant
and had signs consistent with our expectations in the binary
logit model (Table 4). The respondents found situations such
aswhen the collector was their health care provider, if the new
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user was a national authority, and the reason was to evaluate
the quality of the care as being more acceptable. Moreover,
respondents thought it was important to be informed and
preferred situations that offered the opportunity to opt out, and
that there was a review of the sharing and use of the health
information in place.

Table 4. Estimates for the multinomial logit model with all countries together.

Attribute and level Logit
Estimate (SE) P value 95% ClI
Collector
A technological company -0.19 (0.02) <.001 -0.22t0-0.16
A research project 0.08 (0.02) <.001 0.05t00.11
Your health care provider (Ref®) 0.11 (N/AP) N/A N/A
New user
A technological company -0.26 (0.02) <.001 -0.31t0 -0.22
A pharmaceutical company -0.03 (0.02) 15 -0.08 t0 0.012
A research project 0.12 (0.02) <.001 0.08t00.16
A national authority (Ref) 0.17 (N/A) N/A N/A
Reason
Develop anew product or service 0.15 (0.02) <.001 0.11t00.20
Promoting, advertising, or marketing -0.47 (0.02) <.001 -0.52t0-0.42
Investigate a policy initiative 0.11 (0.02) N/A 0.07t00.15
Evaluate the quality (Ref) 0.21 (N/A) N/A N/A
Information
Not informed -0.90 (0.02) <.001 -0.95t0-0.85
Informed -0.08 (0.02) .001 -0.12t0 -0.03
Informed and ability to opt out 0.51 (0.02) <.001 0.46t0 0.55
Informed and consent (Ref) 0.47 (N/A) N/A N/A
Reviewing
No specific review -0.52 (0.02) <.001 -0.56 to -0.49
Review of sharing 0.25 (0.02) <.001 0.22t00.30
Review of sharing and use (Ref) 0.27 (N/A) N/A N/A
Intercept 0.51 (0.01) <.001 0.49t0 0.54
8Reference category.

BNI/A: not applicable.

Four classeswereidentified as providing the best fit in the latent
class model (Table 5). The information criteria suggested a
significant improvement in the fit for the latent class
specification over the binary model. All attributes were
statistically significant in all classes (besides the new user for
class 3), which meansthat all attributes influenced the decision
to accept or reject health information being shared.

The average probability of belonging to class 1 was 27%, class
2 was 32%, class 3 was 23%, and class 4 was 18%. The four
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classes displayed some important differences. The intercept
term, which reflects the average utility associated with the
rejection option, was positive and significant in the binary model
(0.51; Table 4). This finding suggests that, on average,
respondentsin this study preferred nottoshare their health data.
The intercept term in the latent class model was negative in
class 4, which suggests that class 4 was positive for sharing
data. Classes 1, 3, and 4 found a review process regarding the
use to be insufficient, whereas class 2 did not (Figure 2).
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Table 5. Estimates for the latent class model, four classes with country as class membership.

Viberg Johansson et a

Attribute and level Latent class
Class1 Class 2 Class 3 Class4
Estimate (SE) Estimate (SE) Estimate (SE) Estimate (SE)

Collector

A technological company -0.26%(0.10) -0.37° (0.04) -0.36° (0.06) -0.40° (0.08)

A research project 0.14(0.11) 0.15° (0.03) 0.21° (0.05) 0.16%(0.07)

Your health care provider (Ref®) 0.13 (N/AY) 0.22(N/A) 0.15(N/A) 0.25(N/A)
New user

A technological company -0.412(0.16) —053b (0.04) -0.07 (0.07) —059° (0.09)

A pharmaceutical company -0.12 (0.14) ~-0.08 (0.04) ~0.08 (0.07) ~0.05 (0.08)

A research project 0.17 (0.13) 0.29° (0.05) 0.07 (0.07) 0.23(0.09)

A national authority (Ref) 0.36 (N/A) 0.32 (N/A) 0.08 (N/A) 0.41 (N/A)
Reason

Develop anew product or service 0.56° (0.16) 0.33% (0.04) 0.04 (0.07) 0.43° (0.09)

Promoting, advertising, or marketing -1.06° (0.19) -0.98 (0.06) -0.41° (0.09) -0.76° (0.10)

Investigate a policy initiative 0.10(0.14) 0.25P (0.04) 0.05 (0.07) -0.05P (0.09)

Evaluate the quality (Ref) 0.40 (N/A) 0.40 (N/A) 0.32 (N/A) 0.38 (N/A)
Information

Not informed -1.47° (0.19) -0.66" (0.06) -2.95" (0.12) -1.36" (0.12)

Informed 0.02 (0.18) ~0.04 (0.05) ~0.41° (007) -0.11 (0.09)

Informed and ability to opt out 0.82° (0.19) 0.35° (0.05) 1.61° (0.10) 0.84° (0.08)

Informed and consent (Ref) 0.65 (N/A) 0.31 (N/A) 1.34 (N/A) 0.51 (N/A)
Reviewing

No specific review -0.78° (0.13) -1.07° (0.05) -0.58° (0.07) -0.75° (0.09)

Review of sharing 0.43° (0.12) 0.50° (0.04) 0.28° (0.06) 0.46° (0.07)

Review of sharing and use (Ref) 0.35 (N/A) 0.57 (N/A) 0.30 (N/A) 0.29 (N/A)
Intercept 3.60° (0.14) 0.31° (0.04) 0.84° (0.06) -2.01° (0.09)
AlCE 29,730 (N/A) N/A N/A N/A
Log-likelihood ~14,797 (N/A) N/A N/A N/A
Average class probability (%) 27 (N/A) 32 (N/A) 23 (N/A) 18 (N/A)
Class member ship

Constant 0.96° (0.17) 0.73° (0.19) 0.87° (0.18) Ref

Sweden -0.29(0.22) 0.09 (0.23) ~0.91° (0.25) Ref

Norway -1.06° (0.22) -0.78° (0.24) -0.502(0.22) Ref

Iceland -0.76° (0.22) 0.15(0.23) -0.98° (0.24) Ref

gignificance at 5% level.
bSignificanceat 1% level.

CRef: Reference category.

IN/A: not applicable.

€AIC: Akaike information criteria.
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Figure 2. Relativeimportance scorefor respondents’ preferences stratified using the four-class model. The reason and having areview processin place
were most important for class 2. Being informed was most important for classes 1, 3, and 4.

Class 3 -
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The country significantly predicted classmembership asfollows:
Norwegians were more likely to think that being informed and
knowing the purpose would be important when deciding on
data sharing (class 1). Icelanders were more likely to think that
a review of the sharing and knowing the purpose would be
important when deciding on data sharing (class 2). Swedeswere
more likely to belong to classes 1 and 2. Respondents from the
United Kingdom were divided evenly into all classes.
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Relative | mportance of the Attributes

In asituation where health data were about to be transferred to
new users, respondents reported the importance of being
informed. Having a review process in place was the second
most important attribute (Figure 3). Swedish respondents placed
more importance on the reason that their health information
would be shared compared with respondents from Norway, the
United Kingdom, and I celand. Having areview processin place
was the most important attribute for respondentsin Iceland.

Figure 3. Relative importance score for all respondents’ preferences, stratified by country. Receiving information and having the opportunity to opt
out was the most important attribute, on average, followed by review process and the reason for sharing the information.
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The type of shared information does not change the relative
order of the attributes. However, the reason for sharing
information was more important when genetic information was
shared, as opposed to lifestyle information (Multimedia
Appendix 1).

Acceptance Uptake

The combination of levels that was most preferred gave an
acceptance uptake of 85%, that is, health information collected
by a health care provider, evaluating the quality of the national
authority’s service, planning how resources should bedistributed
in the future, being informed, having the ability to opt out, with
a review process of sharing and use of information. The least

Viberg Johansson et a

preferred combination gave 14% acceptance uptake, that is,
health information collected by a technological company;
promoting, advertising, marketing for a new technological
company; not being informed of the sharing; and with no review
processin place.

Depending on the attribute levels combined into new
hypothetical scenariosinwhich datawill be shared from ahealth
care setting to atechnological company, the uptake probability
varies between 18% and 77% (Table 6). In situations where
people were not informed about their data being transferred,
the uptake probability increased if areview processwasin place.
For further scenarios, view Multimedia Appendix 2.

Table 6. The acceptance uptake (class adjusted probability) when health information is shared from a health care setting to a technological company.

Scenarios Not informed (%) Informed (%) Opt-out (%) Consent (%)
No review
Develop anew product or service 32 49 63 63
Promoting, advertising, or marketing 18 37 53 60
Investigate a policy initiative 29 47 61 61
Evaluate the quality 32 51 64 64
Review of use
Develop anew product or service 45 65 77 76
Promoting, advertising, or marketing 32 52 65 65
Investigate a policy initiative 43 63 75 74
Evaluate the quality 46 66 77 76
Review of useand transfer
Develop anew product or service 45 65 77 76
Promoting, advertising, or marketing 31 53 65 64
Investigate a policy initiative 43 63 74 73
Evaluate the quality 46 66 77 76
Discussion Regulation. The GDPR  advocates  informational

Principal Findings

This DCE study elicited preferences of citizens in Sweden,
Norway, Iceland, and the United Kingdom for sharing health
data digitally. Respondents in this study indicated that they
preferred to share their datawhen anational authority wasgoing
to be the new user of the data. The second preferred new user
was an academic research project. On average, and in almost
all classes, the respondents preferred a pharmaceutical company
as anew user, instead of atechnological company. This might
be because pharmaceutical companies are well regul ated.

The findings show that, on average, respondents from these
countries find it more acceptable if they are at least informed
about the fact that data will be shared. In addition, having a
review process in place to oversee the sharing and use of data
was important to people, including the reason the new user had
to request data to be shared. These findings provide evidence
that supports the European Union General Data Protection
Regulation (GDPR) 2016/679 [41], where transparency is one
of thefoundational principlesand servesasacornerstone of the

https://medinform.jmir.org/2021/7/e29614

self-determination by increasing transparency requirementsfor
data collection practices. It also strengthensindividuals’ rights
regarding their personal data. However, consent is only one of
severa lawful bases to process personal data listed in Articles
6 and 9 of the GDPR, and cannot be used for the sake of
appearances, itisonly alawful baseif the data subject isoffered
control and a genuine choice [42].

Even though all participating countries are required to adhere
to the same regulation, the results of this study show that
respondents in different countries value different factors when
health information is shared. Our results indicate that having a
review process in place can be more important for respondents
in Sweden and Iceland. However, it can be practically and
economically challenging to implement a review process,
especialy among al private companies. Moreover, having
different governance mechanisms in each country can be
problematic for cross-border sharing. Therefore, we emphasize
the purpose limitation principle, Article 5(1)(b) GDPR [41],
that the collection purposes shall be specified, explicit, and
legitimate, and that the personal data shall not be further
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processed in a manner incompatible with those purposes.
Respect for purpose limitation can meet peoples’ concerns and
requests for contextual control and respect for expectations.
This can make the difference between success and failure for
the population’s acceptance of sharing [43].

It was hypothesi zed that respondents would prefer to share data
if they were offered the opportunity to consent. However, the
results show that respondents preferred an opportunity to opt
out of the opportunity to consent. It might be enough to have
the ability to opt out where other governance mechanisms are
in place. From alearning health system perspectivein countries
with government-financed health care, such as the ones studied
here, it might be easier to argue in favor of extensive data
sharing between health care providers and medical researchers
to account for the shared interest in improved health care for
patients [44]. Other rights such as access to health care and
quality of health care are also vital concerns[45].

Health care service providers need collaboration with
technological companies to improve health via new
technological products [46]. Therefore, it could be valuable to
evaluate a thick opt-out procedure that will provide more
participation, and simultaneously acknowledge people’srights
to decide over their own private sphere [47]. A thick opt-out,
or aninformed opt-out, in this context meansthat people become
well informed that their data will be shared, but they will not
actively agree to the sharing. The default position is that data
will be shared and people who do not want to share their health
information can actively disagree by opting out. Hence, we
identified a need to investigate whether athick opt-out procedure
can be sufficient in some contexts. When calculating the
acceptance uptake (Table 6), we found an even proportion of
people accepting and rejecting their data being shared when
offered an opportunity to consent rather than opting out. To
account for the range of governance preferences of individuals,
dynamic, and meta-consent models [48,49], which allow
individuals to first choose their preferred governance model,
ought to be studied in the context of not only medical research
but also, more generally, for sharing health data in society.

Collecting, storing, and sharing health data is now part of our
society. A study by Xafis [50] found that many respondents
were of the opinion that data that cannot be traced back to an
individual holds a different status compared with identifiable
data and could be used without consent. Most respondents in
our study preferred to be informed and had the opportunity to
opt out or consent to the transfer, even when the datain question
would be processed anonymously. This is not required by
GDPR. O'Doherty et a [51] advocate the need for a broader
consideration, which does not only rely on governance
mechanisms such as informed consent and anonymization, as
it tends to focus merely on the individual. We also advocate
that further aspects need to be considered when sharing
information, such as the provision of information, opportunity
to opt out, and a review mechanism. Governance mechanisms
that also need to be considered are cyber security technologies
(eg, access controls and encryption) to safeguard data, along
with fostering greater public involvement, transparency, and
democratic discourse about thisissue[51]. Information security
focusing on consent and anonymization as a legal basisis too

https://medinform.jmir.org/2021/7/e29614
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narrowly focused; wider societal concerns are not addressed.
Hence, they are, as O’ Doherty et al [51] state, “insufficient to
protect against subversion of health databasesfor nonsanctioned
secondary uses, or to provide guidance for reasonable but
controversial secondary uses.” Our results support the finding
that if the purposes are of great societal value and not only
advertising or marketing, then people find it more acceptable
to share their health information. Adding a review process
increased the probability of people accepting their health
information being shared even further.

Aitken et a [10] investigated public preferences for sharing
health information in the context of research. In their study,
similar attribute selection was made regarding the identity of
the new user, what type of information was shared, the purpose
of data sharing, and oversight of the process. In contrast to the
study by Aitken et a [10], our study results emphasize the
importance of respondents being informed of the new user and
further use of health information. The reason that our
respondents valued the opportunity to be informed might be
due to the scope of our study. Our study includes data sharing
between different contexts, whereas the previous study only
examined data sharing within the academic research context.

An earlier study indicated that people were moderately happy
to share most types of information, with least support for sharing
personal information such as marital status, age, and income
status [52]. Other studies also showed support for data sharing
in medical research, as long as the data are pseudonymized
[53,54]. In our study, we asked respondents to assume that all
shared health information would be pseudonymized. Thereason
for sharing became more important when genetic information
was shared. If the health information collectors and the new
users can ensure that there is a guarantee for people remaining
anonymous, and successfully manage to communicate this, it
will facilitate data sharing in the future. However, this is not
applicablefor genetic data, as such dataare uniquely identifiable
and can generally not be anonymized. However, it might be
possible to compensate for thisif the reason for using the data
can be well communicated.

Theresults provided adeeper understanding of context-specific
factors that people value and provide a robust evidence base,
which both confirm and challenge the current policy [55]. We
should understand that the willingness to share health
information varies depending on contextual properties. In
particular, the situation in which information is gathered, who
the data is being shared with, for what purpose and whether
consent is provided, and the extent to which these preferences
change depending on which Northern European country the
respondents live in. We hypothesized that respondents would
make a different choice depending on the context, and all
attributes significantly contributed to the choice. This is in
accordance with the theory of contextua integrity [17], which
finds that privacy is perceived and expected differently
depending on the norms and values surrounding the context.
People do not request complete control over information about
themselves, or that no information about them should be shared.
It isimportant to note that thisis shared appropriately. In Table
6, we can seethedifferent probabilities of respondents accepting
to sharetheir datain different scenarios. Thereason for sharing
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plays a major role for respondents, as does the opportunity to
opt out or consent. Adding a second governance mechanism
would increase the number of people accepting to share their
health information.

This is one of the first DCE studies on this topic and is very
valuablefor ongoing cyber security discussions. However, there
might be a hypothetical bias, asin all DCEs. Thisrisk isdueto
respondents not being bound by their hypothetical choices: they
might, in reality, choose something different from what they
stated.

Thisisthefirst DCE study to compare the preferences of people
in Nordic countriesfor sharing health information. Moderating
and mediating factors such aslevel of education, gender, health
status, and e-literacy need further investigation, as they may
affect the differences between the countries in preference
choices.

In this study, any attribute referring to personal benefits to
individual s concerned when health information was shared was
excluded. Aitken et al [10] included the attribute profit-making,
which we considered included in our DCE because of itsrelative
ranking. However, following discussionswith the research team
and the cognitive interviews, it was excluded because benefit
isalready incorporated in the nature of some combinations. For
example, when a new user is atechnological company and the
new reason is to develop a new product or service; then, it is

Viberg Johansson et a

understood that the company will benefit financially from the
shared health information. Similarly, if health information is
shared with health care to evaluate care, it isimplicit that both
society and individuals benefit. However, whether the actual
transfer involves a monetary exchange could still be arelevant
attribute in some contexts.

Conclusions

Taking the public’s acceptance of sharing data into account
becomes more important in policy making in the digital world.
This study providesinsightsinto the cyber security and privacy
research areas on how important specific elements of data
sharing are for the public when they consider sharing their data.
This is useful for further policy making on the governance of
health datain the digital world. At the same time, this provides
crucia insightsinto how to approach people about sharing their
datawith health care, research projects, national authorities, or
different companies. On average, respondents were hesitant to
share health information. Respondents’ willingness to share
their datawas most impacted by giving them information about
what would happen with their data and the possibility of opting
out. To have a review system in place is important for the
respondents. Respondents from the studied countries differed
in their preferences for sharing health data. This choice of
consent or opt out should be further investigated to meet the
challenges of the extensive need to share health data digitally
and the heterogeneity in peopl€e’s preferences.
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Abstract

Background: Rheumatic diseases are one of the most common chronic diseases worldwide. Among them, spondyloarthritis
(SpA) is a group of highly debilitating diseases, with an early onset age, which significantly impacts patients’ quality of life,
health care systems, and society in general. Recent treatment options consist of using biologic therapies, and establishing the
most beneficia option according to the patients' characteristicsisachallenge that needsto be overcome. Meanwhile, the emerging
availahility of electronic medical records has made necessary the development of methods that can extract insightful information
while handling all the challenges of dealing with complex, real-world data.

Objective:  The aim of this study was to achieve a better understanding of SpA patients' therapy responses and identify the
predictors that affect them, thereby enabling the prognosis of therapy success or failure.

Methods: A data mining approach based on joint models for the survival analysis of the biologic therapy failure is proposed,
which considers the information of both baseline and time-varying variables extracted from the electronic medical records of
SpA patients from the database, Reuma.pt.

Results:  Our results show that being a male, starting biologic therapy at an older age, having a larger time interval between
disease start and initiation of the first biologic drug, and being human leukocyte antigen (HLA)-B27 positive are indicators of a
good prognosis for the biological drug survival; meanwhile, having disease onset or biologic therapy initiation occur in more
recent years, alarger number of education years, and higher values of C-reactive protein or Bath Ankylosing Spondylitis Functional
Index (BASFI) at baseline are all predictors of agreater risk of failure of the first biologic therapy.

Conclusions: Among this Portuguese subpopulation of SpA patients, those who were male, HLA-B27 positive, and with alater
biologic therapy starting date or a larger time interval between disease start and initiation of the first biologic therapy showed
longer therapy adherence. Joint models proved to be a valuable tool for the analysis of electronic medical records in the field of
rheumatic diseases and may allow for the identification of potential predictors of biologic therapy failure.

(JMIR Med Inform 2021;9(7):€26823) doi:10.2196/26823
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Introduction

M otivation

Rheumatic diseases are chronic diseasesthat, being the leading
cause of disability in developed countries, consume many health
and socia resources. Among these diseases, spondyloarthritis
(SpA) isagroup of several related disorders that can be highly
debilitating and significantly impact patients' quality of life,
health care systems, and society [1].

Asthereisno cure, treatment focuses on therelief of symptoms
and the delay of the disease's progression. Biologic therapies
are the most recent approach for treating these disorders, and
their use is recommended when al other methods have failed.
However, the therapy selection follows no specific criteria, and
trying to establish which patients benefit the most from each
drug is still aproblem that needs to be solved [2].

A better understanding of therapy responses for these patients
and identifying the predictors that affect these responses would
allow for a prognosis of therapy success or failure and thus be
highly valuable in conserving the resources and time of both
patients and medical doctors. Moreover, this understanding
could be used to aid medical expertsin tailoring the treatment
to the patient by using a more personalized approach.

Meanwhile, the emerging availability of electronic medical
records has enabled the storage of great amounts of information
that can be used to extract insightful knowledge. Data mining
is a rapidly growing field that focuses on developing the
techniques necessary for insightfully using this information.

The analysis of an outcome of interest is usually performed
using survival analysis methods. such as the Kaplan-Meier
estimator [3] and the Cox model [4]. Nevertheless, these
methods are only able to deal with time-static variables. For
dealing with time-varying variables, methods such as the
extended Cox model [5] have been introduced. However, they
are not appropriate for dealing with biomarkers [6,7].

Joint models have been presented in the literature as a useful
approach for handling these types of analysis, having been used
in awide range of medical studies, including the most common
disease areas of cancer and HIV and AIDS[§].

In the field of rheumatic diseases, these joint modeling and
machine learning approaches were studied to evaluate the
clinical impact on flare occurrence in patients undergoing
biologic treatments for rheumatoid arthritis. Both models were
proven to assist in decisions on biologic dose reduction with
the potential to reducethe occurrence of flares significantly [9].
The development of juvenile dermatomyositiswas also studied
using longitudinal approaches, allowing for a better perception
of longitudinal outcomes and a more accurate comprehension
of predictors effects[10].

However, the use of these methods has been less explored for
other diseases in thisfield, such as SpA.

https://medinform.jmir.org/2021/7/e26823

Our main goal was to propose a data mining approach based
on joint models to infer relationships between time-to-event
and longitudinal electronic medical record data, retrieved from
the Rheumatic Disease Portuguese Register (Reumapt) [11].
We further aimed to study the predictors of failure of the first
biologic therapy for patients with SpA and verify the
applicability of joint modelsfor the study of therapeutic response
in rheumatic diseases.

Background

Spondyloarthritis

Spondyl oarthritisisthe name given to afamily of inflammatory
rheumatic diseases that share distinctive pathophysiologic,
clinical, radiographic, and genetic features. This includes
ankylosing spondylitis (AS)—the characteristic type of this
group—psoriatic arthritis, reactive arthritis, enteropathic
arthritis, and so called undifferentiated SpA.

AS is characterized by chronic inflammation predominantly
affecting the axial skeleton. Although its pathogenesisis poorly
understood, there is a strong association between AS and the
human leukocyte antigen B27 (HLA-B27), and the typical age
at onset of thiscondition is at the second or third decade of life
[12].

The first population-based study on rheumatic diseases in
Portugal, EpiReumaPt, reported the national health survey
results in 2015, revealing a general SpA prevalence of 1.6%
and a prevalence of 2.0% and 1.2% for women and men,
respectively [1].

The socioeconomic impact can be rather high for these
conditions. A recent study [13] reveadled that AS has a total
annual economic impact of €639 million (US $773 million) in
Portugal. This value includes the disease-related costs for the
patient and the national health system and the economic impact
of the lost workdays.

Clinical monitoring of a disease is of extreme importance to
understanding disease progression, better assessing patient
response to treatment, and guiding therapeutic decisions.

Laboratory examsinclude erythrocyte sedimentation rate (ESR)
and levels of C-reactive protein (CRP), which are markers of
inflammation, and other laboratory data that are considered to
show relevant alterations.

Functional ability can be evaluated using the Bath Ankylosing
Spondylitis Functional Index (BASFI) [14] score, and activity
disease can be evaluated using the Bath Ankylosing Disease
Status in Ankylosing Spondylitis (BASDAI) score [15] or the
more recently developed Ankylosing Spondylitis Disease
Activity Score (ASDAS) [16]. The ASDAS has two different
formulas, ASDA S-CRP (which usesthe C-reactive protein) and
ASDAS-ESR (which uses ESR), with ASDAS-CRP usually
being the preferred system.
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Treatment of SpA should betailored to the patient, and patient
signs, symptoms, and characteristics should be taken into
account, with the most common goal being the attainment of a
state of inactive disease.

Treatment options can include physical therapy, nonsteroidal
anti-inflammatory drugs, disease-modifying antirheumatic drugs,
and, if patients remain in a high disease activity state when
trying the referred options, treatment with biologic agents,
namely tumor necrosis factor inhibitors and interleukin-17 or
interleukin-23 inhibitors.

Time-to-Event Analysis

Survival analysis, or time-to-event analysis, isthe collection of
statistical procedures for the analysis in which the outcome
variable of interest is the time until an event occurs.

Let T denote a random, nonnegative, continuous variable
representing the patient’s survival time and let t be an observed
value of T.

The hazard function can be interpreted as the instantaneous
potential per unit time for the event to occur, given that the
individual has survived to timet. It is calculated as follows:

]

The main feature that distinguishes survival data from other
types of dataisthe possible presence of censored survival times.

Considering aspecificindividua i, let T, bethe random variable
representing itstrue survival time and C; the potential censoring
time. With consideration to right censoring, the censoring
indicator variable, &;, isdefined as §; = I(T, < C)), wherel (.) is
the indicator function.

The Cox proportional hazards model [4] allows usto estimate
the hazard function and explore how the survival of a group of
patients depends on the values of one or more explanatory
variables.

Let X = (X3, Xy, ... , %) be the values of the k explanatory
variables of an individual and 3 = (B4, Bo, .., By the vector of

its correspondent unknown regression coefficients. The hazard
function is given by the following:

h(t; x) = hg (exp (BTX)
where hy (t) is the baseline hazard function, representing the

hazard for a patient when its vector of explanatory variablesis
equal to zero (x = 0).

Itis possible to extend the previously presented Cox model for
handling time-dependent variables [5]. This modd is referred
to as the extended Cox model. However, it is not theoretically
appropriate to deal with biomarkers since it assumes that the
time-dependent variables are predictable processes, measured
without error and with afull path completely known.

Longitudinal Analysis

Longitudinal data can be defined as the data obtained from
multiple measurements of individual s throughout time.
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Linear mixed effects (LME) models are a common way of
modeling thisdata. Inan LME model, theindividual’sresponse
is assumed to follow alinear regression model where some of
theregression parameters are popul ation specific and othersare
patient specific. These are referred to as fixed effects and
random effects, respectively [17].

Let Y; be the n;-dimensional response vector for subject i. In
general, alinear mixed-effects model satisfies the following:

]

where 3 isap-dimensional vector that containsthe fixed effects;
b; is the g-dimensional vector containing the random effects,

and ; isan;-dimensional vector of random errors; X; and Z; are
the (n; x p) and (n; x ) fixed-effects and random effects design
matrices, respectively; D isa(q x ) positive-definite covariance
matrix; and %; isa (n; x n;) positive-definite covariance matrix
that depends on i through its dimension n; The g; is normally
distributed with mean zero and covariance matrix D, and b; is
normally distributed with mean zero and covariance matrix ;.
Both b; and €; are assumed to be independent of each other and
of groups[17].

Joint Modelsfor Longitudinal and Time-to-Event Data

Thebasic ideaof joint modelsisto perform combined analysis,
inwhich arelativerisk model isestimated for the time-to-event
outcome, taking into account the effect of the longitudinal data
measurements—this is usually done by combining a survival
model with a mixed-effects model [6].

Thefirst step ismodeling the continuous longitudinal outcomes
with LME models. Let y, denote the (nk; x 1) longitudinal

response vector for the k-th outcome (k=1, ... , K) and thei-th
subject that is composed by elements y,;;,which represent the

value of the k-th longitudinal outcome taken at time point t,,.
Let b,; be a vector of random effects and 3, a vector of fixed
effects. We have that the conditional expectation of y, given
b, N (t) is modeled through the LME model as follows:

]

where x,; (t) and z; (t) are the design vectors for the random
and fixed effects, respectively.

Let [E] be the true event time for the i-th subject. We can now
postulate the relative risk model for the survival process as

follows:
E

where M; (t) = {My; (©), ..., My; (1)} and My;(t) ={n (s),0< s
< t} denotes the history of the true unobserved longitudinal
process up to time point t, hy(. ) denotes the baseline risk
function, and w;(t) is a vector of exogenous covariates with a
corresponding vector of regression coefficients y. The fy
functions, parametrized by vector ay,, specify which components
of each longitudinal outcome will be present intherelative risk
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model, allowing up to L, functional forms for each of K
longitudinal outcomes. The parameters contained in ay, quantify

the effect of the correspondent underlying longitudinal outcome
to therisk for an event.

One of the basic approaches for the functional form isto model
the event's hazard as having an association only with the current
value of the longitudinal outcome at the same time point.
Considering a single outcome, this is given by f{a, w(t), b;,
M;(t)} = an;(t), where a isthe strength of association parameter
that indicates the change in the log hazard when there is a unit
change in the patient’s longitudinal outcome value.

Estimation of joint models is performed by exploiting the full
joint likelihood that is derived from the joint distribution of the
longitudinal and survival outcomes. Methodsfor thisestimation
can follow, among others, afrequentist or a Bayesian paradigm
[18,19].

Methods

SpA Patientson Biologic Therapies. Data Description
and Preprocessing

The data used in this study were retrieved from Reuma.pt [11]
on July 22, 2019. Thisregister was devel oped by the Portuguese
Society of Rheumatology, has been active since June 2008, and
contains information retrieved on aroutine basis of rheumatic
patients in Portugal receiving biological therapies. Although
Reuma.pt al so contains patients with several rheumatic diseases,
the focus of this work was on patients with SpA.

With the data extracted from this database, 4 different data sets,
A, B, C and D, were obtained according to different strategies
for handling the missing values. A set of different joint models
wasthen fitted to all data sets, aswell asthe equivalent extended
Cox modelsusing R software (The R Foundation for Statistical
Computing) [20], namely packages “IM” [18] and “Jmbayes’
[19]. Thisresulted in atotal of 49 joint modelsand 29 extended
Cox models. All the steps of the data processing and modeling
framework are described in detail in this section.

The Reuma.pt database contai nsinformation regarding patients
and patient visits, including identification data, demographic
data, previousmedical history, comorbidities, |aboratory results,
past and current therapies, adverse events, and disease activity
scores, among others.

The follow-up of patients through this registry enables the
monitoring of treatment efficacy, safety, and comorbidities.

The goal of this work was to perform a survival analysis that
takes into account both time-independent and time-dependent
variables and understand how these impact the outcome of
interest. Therefore, 3 types of variables were needed:
time-independent (baseline) variables, time-dependent variables,
and time-to-event variables. Thelatter typeisnot directly found
in the database and therefore needed to be processed from the
existing data.

Our event of interest was the failure of the first biological
therapy for each patient, where failure was defined as the
discontinuation of the biological therapy due to inefficacy
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(evaluated by ASDAYS) or adverse events (such as infection or
hypersensitivity).

In this context, the time-to-event variables indicated if the
biologic therapy falled or if the patient was
censored—henceforth referred to asthe failureindex. Thetime
until the occurrence of either failureindex isreferred to astime
to failure.

The data extracted from the database had to go through severa
preprocessing stepsin order to reach aformat compatible with
the models to be fitted.

First, a set of variables to be considered was selected, with 3
main aspects being taken into account: level of missing values,
relevance to the study, and variable equivalence. Variableswith
more than 60% of values missing were not considered nor were
variables that were considered to be irrelevant for the goal of
our study as determined according to the feedback given by
medical specialists. Furthermore, some variables available in
the raw data set were equivalent in the sense that they
represented the same information.

After this set of assumptions and processing steps, we obtained
our initial data set, which consisted of thefollowing 3 variables:

1 Time-to-event variables—timeto failure and failure index;

2. Time-independent variables—sex, marital status, year of
diagnosis, age at diagnosis, year of disease beginning, age
at disease beginning, year of start of the first biologic
therapy, age at start of the first biologic therapy, yearsfrom
diagnosisto start of thefirst biologic therapy, disease years
until start of the first biologic therapy, HLA-B27,
employment status before disease, employment status at
baseline, years of education, smoking habits, alcohol
consumption habits, weight, height, BMI, number of
pathologies, biologic therapy, concomitant
disease-modifying antirheumatic drug a baseline,
concomitant corticoid at baseline, baseline CRP, baseline
ESR, baseline BASDAI, baseline BASFI, and baseline
ASDAS;

3. Time-dependent variables—CRP, ESR, BASDAI, BASFI,
and ASDAS.

The ASDAS we refer to here and henceforth is the one that
incorporatesthe CRP valueinto its cal culation and corresponds
to the ASDAS-CRP.

A thorough inspection of all variableswas madeto identify any
incomplete or incorrect values. Some examples of issues that
arose were values with incorrect formats or incoherent with
these variables possible range. If possible, by crossing
information and with medical professionals help and
consultation, the values were corrected, but whenever it was
impossible to draw conclusions, the observations were
eliminated.

In the presented initial data set, not all patients have every
baseline variable available. This poses an issue and is a
challenge that needs to be dealt with in most studies that use
data from clinical settings. The issue arises because most
methods of variable selection and statistical models cannot
handle missing values. Therefore, to further proceed with our
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analysis, we needed to understand the different approaches that
can be used to handle this problem according to our needs.
Common approachesinclude performing complete-case analysis,
removing individuals with incomplete data for a subset of
covariates, and multiple imputation techniques.

We decided not to perform any imputation techniques, as the
imputation of baseline variables could introduce a high biasin
our models’ estimates.

On the other hand, there is always value in keeping the most
amount of data as possible to avoid wasting relevant
information.

Astherewas no obvious choice regarding which approach would
be the most appropriate and to enable the drawing of valuable
insights from the data, the decision to create 4 different data
sets, according to different approaches, was made. Furthermore,
this allowed us to study how the strategy for handling missing
data and the resulting data differences can influence the
modeling process and the subsequent results. The overall process
for the creation of these data setsis depicted in Figure 1.

The first approach consisted of keeping only the patients for
whom all baseline variables were available (ie, keeping only
the complete cases).

Figurel.
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The second approach was to consider only the variables with
fewer than 40% of missing values and then keeping the complete
cases of those variables. The percentage of 40% was chosen
since it seemed to provide a good balance between the number
of eliminated variables and the number of eliminated patients.

The third approach consisted of fitting a univariate Cox model
for each initial baseline variable and then keeping only the
statistically significant ones in those models,\ according to a
5% level. After that, the complete cases of those variableswere
once again kept.

The last approach was to keep only those variables that were
considered clinically relevant by expert medical doctors
knowledge and according to insight from literature research
where predictors of biologic drug survival in SpA were studied
[21-23].

Thevariables selected for consideration were sex, diseaseyears
tofirst biologic therapy, age at start of the first biologic therapy,
education years, baseline CRP, baseline BASDAI, and baseline
BASFI. Variables age at start of the first biologic therapy and
baseline BASDAI were later dropped due to violation of the
proportional hazards assumption.

Flowchart representing the overall approach for the preprocessing of theinitial datainto 4 new data sets: A, B, C, and D.

Initial data set
1378 patients,

12,313 observations,

28 variables

v Y

N
Vg \\‘\‘
' ™~

Keep

Data set A

125 patients,
1585 observations

Statistical Model Implementation

For theinitial data set, both an overall survival curveand curves
for survival according to the biologic therapy were fitted with
the Kaplan-Meier estimator [3].

Regarding the 4 processed data sets, the same approach was
used for all data sets, which proceeded as follows.
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Thefirst step in the analysis was to perform variable selection
for the baseline covariates. This removed any unnecessary
predictors that could have added noise to the estimations.

Five different methods were used to compare and study the
variability of the obtained results. These were backward stepwise
selection using Akaike information criterion (AIC), forward
stepwise selection using AIC, best subset selection using a
primal-dual active set approach, lasso regression, and the
stepwise likelihood ratio variable selection strategy presented
by Collett [24].
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Degspitethis, the variables obtained from the stepwise likelihood
ratio variable selection were the ones ultimately selected for the
next steps of the analysis, namely for building the survival
submodel.

This variable selection was not performed for data set D, asthe
medical experts selected the variables of interest for this specific
case.

A Cox model for the survival submodel was then fitted using
the selected baseline covariates, congtituting the survival
submodel.

For each of the time-dependent variables, 7 different LME
modelswerefitted. The onewith the better fit accordingto AIC
and Bayesian information criterion was chosen as the
time-dependent submodel.

The formulae of the different LME models fitted and the
corresponding names are presented in Table 1.

Having both submodels, the same joint model s were fitted with
R packages“ IM” [18] and “ Jmbayes’ [19]. Theformer estimates
the model under a maximum likelihood approach and the latter
under a Bayesian approach, more specifically, using Markov
chain Monte Carlo algorithms.

TheR package“ Jmbayes’ also enablesthefitting of multivariate
joint models. Considering that variables CPR and ESR are both
measurements of inflammation and that ASDA S uses CRP and
BASDAI elements in its composition, we chose not to fit
together CRP with ESR or ASDAS with CRP and BASDAI.
Thus, 2 different combinations of time-dependent variables
were considered for the multivariate joint models: CRP,
BASDAI, and BASFI; and BASFI and ASDAS.

The equivalent models, both univariate and multivariate, were
also fitted with an extended Cox model, which enabled the
comparison of both methods.

Table 1. Time-dependent functions used given a time-varying variable y.
effects; and t, time.
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Should a case arise where the survival submodel contained any
of the variables of baseline CRP, baseline ESR, baseline
BASDAI, baseline BASFI, or baseline ASDAS, these baseline
variables would be dropped when the correspondent
time-dependent variable was present in the univariate joint
model or extended Cox model. Thiswould enable usto compare
the effect of the variable in its baseline form with its
time-dependent form. Similarly, if more than one of the 5
baseline variables were present in the survival submodel, a
multivariate joint model or extended Cox model would also be
fitted with those variables in the time-dependent form, and the
baseline form would be dropped from the survival submodel.

The overall process for fitting the joint models and extended
Cox models is schematically presented in Figure 2 and Figure
3, respectively, whereit is also possible to observe the numbers
given to the models that were fitted for every data set.

The exhaustive tests performed attempted to cover several types
of strategies and models, and were aimed at identifying key
covariatesinvolved in the prognosis of the disease, particularly
in the response to treatment. Indeed, the rationale for this
approach was to comprehensively span the described methods
dueto thefact that this specific Reuma.pt data set did not contain
any prior studies that focused on the identification of specific
markers for the prognosis of the patient’s therapy response.

All the analysis was performed using R software [20],
particularly, the“MASS’ [25], “BeSS’ [26], and “glmnet” [27]
packages for the forward and backward stepwise variable

selection, best subset selection, and lasso regression,
respectively. Furthermore “car” [28] was used for

multicollinearity testing; “survival” [29] for the Kaplan-Meier
curves, Cox model, extended Cox model, and proportional
hazards testing; “survminer” [30] for the plotting of survival
curves, “nime” [31] for fitting the linear mixed-effects models;
and “JM” [18] and “Jmbayes’ [19] for fitting the joint models.

NC represents natural cubic spline function; B, fixed effects, b, random

Model

Time-dependent functions

Linear and random intercept
Linear and random slope

Cubic and random intercept
Cubic and random slope

Spline and random intercept
Spline and random slope

Spline and random spline

Bo + Batij + bjo + &jj

Bo + Batij + bio + bigtij + &j

Bo+ [3'1tij+|E + bijg + &jj

Bo+ Bltij+|E + bjg + byatij + &

NC(t;, 2, (Bo, B1, B2, B, (bio) +&ij)
NC(t;, 2, (Bo, B1. B2, B3, (bio, bin) " +&i))

NC(tj, 2, (Bo. B1. B2 Ba)" (bio, bia, biz, bia)" +eij)
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Figure 2. Flowchart representing the overall approach for the data analysis using univariate and multivariate joint modeling. The variable selection
step isnot performed for dataset D. ASDAS: Ankylosing Spondylitis Disease Activity Score; BASDAI: Bath Ankylosing Spondylitis Disease Activity
Index; BASFI: Bath Ankylosing Spondylitis Functional Index; CRP: C-reactive protein; ESR: erythrocyte sedimentation rate. * Thismodel isonly fitted
for data set D.

Time-varying covariates:
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Figure 3. Flowchart representing the overall approach for the data analysis using univariate and multivariate extended Cox modeling. The variable
selection step is not performed for dataset D. ASDAS: Ankylosing Spondylitis Disease Activity Score; BASDALI: Bath Ankylosing Spondylitis Disease
Activity Index; BASFI: Bath Ankylosing Spondylitis Functional Index; CRP: C-reactive protein; ESR: erythrocyte sedimentation rate. * This model is
only fitted for data set D.
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Hospital de Santa Maria, Lisbon, Portugal. Patients signed

Ethics Approval and Consent To Participate Reuma. pt's informed and written consent,

Reuma.pt was approved by the National Data Protection Board
(Comissdo Nacional de Proteccdo de Dados, Portugal) and by
the Ethics Committee of Centro Hospitalar Lisboa Norte,
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Results

Initial SpA Data Set

The survival probability curve, E, of thefirst biologic therapy
for the overall population from theinitial data set obtained with
the Kaplan-Meier estimator is presented in Figure 4, where
vertical ticks along the curve indicate censored patients. We
can observe that the slope of the curve is higher at the initial
months, indicating that there are more failures closer to the
beginning of the therapy.

A comparison of the survival probabilities between the different
biologic therapies can be seen in Figure 5, where it is possible
to observe a clear distinction between the different biologic
drugs curves. The P value of thelog-rank test is also presented
in the figure, indicating that the biologic drug curves differ
significantly in survival at a 5% level.

Barataet d

A comparison of the survival probabilities between the different
biologic therapies can be seen in Figure 5, where the survival
curves for the different biologics were estimated using the
Kaplan-Meier method. It isalso possible to observethe P value
of thelog-rank test, whose null hypothesisisthat all the groups
have identical hazard functions. As this value is equal to .03,
we can reject this hypothesis at a 5% level of significance.

The pairwise log-rank testswith correctionsfor multipletesting
were also performed for all pairs of biologicsto better compare
the survival of the therapy between biologics. According to the
tests, only 1 pair, etanercept and golimumab, had significantly
different survival curves. An anaysisof the curveindicatesthat
golimumab conferred better survival than did etanercept at a
5% level of significance.

It should al so be noted that in the Portuguese SpA subpopulation
studied, there were some biologic drugs that had a very small
number of observations. This difference in number of
observations between different drugs could have also increased
the difficulty in properly comparing the survival between them.

Figure 4. Kaplan-Meier estimation of the biologic therapy survival curve for the overall population of the initial data set with the 95% CI [5].
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Figure 5. Kaplan-Meier estimation of the biologic therapy survival curve by biologic drug for the initial data set and P value of the correspondent

log-rank test with the 95% CI [5].
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Figure 6. Coefficient signs of the covariates present in the survival submodels fitted with a Cox regression for data sets A, B, C, and D. BASFI: Bath
Ankylosing Spondylitis Functional Index; CRP, C-reactive protein: HLA-B27, human leukocyte antigen B27.

Variable

Data set
A B C D

Sex (ref: Female)

Male

Year of disease beginning

Year of start of the first biologic

Age at start of the first biologic

Disease years until start of the first biologic

HLA-B27

Years of education

- -

Baseline CRP

Baseline BASFI

+
+
+ + + +

Comparison of Results: Data Sets A, B, C,and D

The first main step of the modeling process consisted of
selecting the baseline variables of interest.

The comparison of the selected variables only took datasets A,
B, and C into consideration. The percentage of timesavariable
was selected for each data set, considering the 5 variable
selection approachestested, is presented in Table 2, along with
the average number of timesit was selected overall.

Although not all variables were present in every data set, the
variability in the covariates selected for each set of data was
gtill noticeable. Thisindicatesthat theinitial process of handling
the missing values and the initial selection of variables to be
considered at this stage have a somewhat elevated influence on
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the results that are obtained later; in short, the results are
sensitive to the parameter choice. This difference may be
justified by the existence of different variablesand even different
patients even if many are common between data sets.

Only 1 variable was selected by all methods and for all data
sets where it was considered: years of education. On average,
thevariablesthat were selected in at least more than 50% of the
methods used for variabl e selection were year of disease onset,
age at start of the first biologic therapy, baseline BASFI, and
baseline ASDAS.

Table 3 shows the sign of the coefficient for each of the
covariatesthat were included in the survival submodel for each
data set. The sign of the respective coefficient indicates the
effect of this covariate on the outcome of interest, which we
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took as the failure of the first biologic therapy. A positivesign  value in comparison to the reference level (for a categorical
indicatesthat the variableincreasestherisk of failurefor higher  variable); a negative coefficient indicates the opposite: a
values of that variable (for a continuous variable) or for that decreasein therisk of failure.

Table 2. Percentage of times avariable was selected for each data set (A, B, C, D) and the average of those percentages across al data sets.

Variable Data set (%)

A B (o Average
Sex 0 20 0 7
Marital status 20 N/A2 N/A 20
Year of diagnosis 20 40 20 27
Age at diagnosis 40 40 N/A 40
Year of disease onset 60 20 100 60
Age at disease onset 20 20 N/A 20
Year of start of the first biologic therapy 40 60 20 40
Age at start of thefirst biologic therapy 60 40 N/A 50
Years from diagnosis to start of the first biologic therapy 20 20 N/A 20
Disease years until start of thefirst biologic therapy 20 20 N/A 20
HLA-B27° 0 40 100 47
Employment status before disease 40 20 N/A 30
Employment status at baseline 20 20 0 13
Years of education 100 100 N/A 100
Smoking 40 40 20 33
Alcohol 20 40 20 27
Weight 40 N/A N/A 40
Height 20 N/A 20 20
BMI 40 N/A N/A 40
Number of pathologies 20 0 N/A 10
Biologic 20 20 20 20
Concomitant DMARD® 0 20 0 7
Concomitant corticoid 60 20 20 33
Baseline CRP 20 0 20 13
Baseline ESR® 40 20 40 33
Baseline BASDAI 40 0 60 33
Baseline BASFIY 80 100 40 3
Baseline ASDAS" 60 40 60 53

3N/A: not applicable.

PHLA-B27: human leukocyte antigen B27.

°DMARD: disease-modifying antirheumatic drug.

dCRP: C-reactive protein.

®ESR: erythrocyte sedimentation rate.

BASDAL: Bath Ankylosing Spondylitis Disease Activity Index.
9BASFI: Bath Ankylosing Spondylitis Functional Index.
hASDAS: Ankylosing Spondylitis Disease Activity Score.
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Table 3. Coefficient signs of the covariates present in the survival submodels fitted with a Cox regression for data sets A, B, C, and D.

Variable Data set
A B C D

Sex

Female (ref)

Male -
Year of disease beginning +
Year of start of thefirst biologic therapy + +
Age at start of thefirst biologic therapy -
Disease years until start of the first biologic therapy -
HLA-B272 -
Years of education + + +
Baseline CRP° +
Baseline BASFI® + + + +

8HLA-B27: human leukocyte antigen B27.
PCRP: C-reactive protein.
°BASFI: disease-modifying antirheumatic drug.

It can be noticed that the sign of the coefficient is coherent
between the data sets for al variables even if the number of
data sets where that variable is present differs.

According to the results obtained in the Cox regression, the
factors that indicate a good prognosis for the biologic drug
survival were being a male, starting the biologic therapy at an
older age, having a larger time interval between disease start
and initiation of thefirst biologic therapy, and being HLA-B27
positive. On the contrary, adisease onset or initiation of biologic
therapy in more recent years, a higher number of years of
education, and higher values of CRP or BASFI at baselinewere
all predictors of a greater risk of failure of the first biologic

therapy.

https://medinform.jmir.org/2021/7/e26823

Given the elevated number of models fitted and to aid in the
drawing of comprehensive conclusions, Table 4 and Table 5
were created to depict the joint and extended Cox models,
respectively. For each data set and for every variable present in
the model, the tables show the percentage of models (relative
to the total number of fitted models for each data set) in which
the covariate was statistically significant, the percentage of
models in which the variable had a positive regression
coefficient, and the percentage of modelsin which the variable
had a negative regression coefficient. Furthermore, the average
of these percentages was calculated to obtain an overall view
of the most common behavior of each variable as determined
by information gathered from all data sets.
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Table 4. Percentage of models in which a variable was statistically significant; percentage of models in which a variable had a positive coefficient
sign; the percentage of models in which avariable had a negative coefficient sign for the covariates present in the joint models fitted for data sets A, B,
C, and D; and the average of those percentages across all data sets.

Variable Data set (%) Average (%)
A B C D

s pod neg® ss pos neg ss pos neg ss pos neg ss pos neg
Male (ref: female) nAd NA N/A- NA NA NA NA NA NA 0 46 54 0 46 54

Year of disease onset N/A N/A NA NA NA NA 92 75 25 N/A N/A NA 92 75 25
Year biologic therapy initiation 82 36 64 83 67 25 N/A- N/A N/A NA NA NA 83 52 45
Age at start of the first biologic 82 0 100 N/A N/A NA NA NA NA NA NA NA 82 0 100

therapy

Disease yearsuntil start of thefirst N/A N/A N/A  N/A N/A NA NA NA NA 15 0 100 15 0 100
biologic therapy

HLA-B27¢ N/A NA NA NA NA NA 8 0 100 NA NA NA 8 0 100
Years of education 82 100 O 100 100 O N/A- N/A NA 85 100 O 91 100 O
Basdline CRP N/A° NA NA NA NA NA NA NA NA 44 100 0 44 100 O
Basdline BASFIY 50 100 0O 75 100 O 25 63 37 50 10 0 50 91 9
CRP 67 100 O 100 100 O 100 100 O 100 100 O 92 100 O
ESR" 50 100 O 100 100 O 100 100 O 100 100 O 88 100 O
BASDAI 100 100 O 100 100 O 100 100 O 100 100 O 100 100 O
BASFI 33 33 66 50 50 50 50 50 50 60 60 40 48 48 52
ASDAS 100 100 O 100 100 O 100 100 O 100 100 O 100 100 O

8ss: percentage of modelsin which variableis statistically significant.
bpos: percentage of models in which variable has positive coefficient.
Cneg: percentage of models in which variable has negative coefficient.
dN/A: not applicable.

CHLA-B27: human leukocyte antigen B27.

fCRP: C-reactive protein.

9BASFI: Bath Ankylosing Spondylitis Functional Index.

PESR: erythrocyte sedimentation rate.

IBASDAI: Bath Ankylosing Spondylitis Disease Activity Index.
InSDAS: Ankylosing Spondylitis Disease Activity Score.
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Table 5. Percentage of models in which a variable was statistically significant; percentage of models in which a variable had a positive coefficient
sign; and percentage of models in which a variable had a negative coefficient sign for the covariates present in the extended Cox models fitted for data

sets A, B, C, and D; and average of those percentages across all data sets.

Variable Data set Average

A B C D

@ po neg® ss pos neg ss pos neg ss pos neg ss pos neg
Male (ref: female) nAd NA N/A- NA NA NA NA NA NA 0 25 75 0 25 75
Year of disease onset N/A- N/A NA NA NA NA 100 100 O N/A- N/A NA 100 100 O
Year of biologic therapy initiation 100 100 O 100 100 O N/A- N/A NA NA NA NA 100 100 O
Age at start of thefirst biologic 86 0 100 N/A  N/A NA NA NA NA NA NA NA 86 0 100
therapy
Disease yearsuntil start of thefirst N/A N/A N/A  N/A NA NA NA NA NA 0 0 100 O 0 100
biologic therapy
HLA-B27¢ N/A NA NA NA NA NA 8 0 100 NA NA NA 8 0 100
Years of education 100 100 O 100 100 O N/A- N/A NA 75 100 O 92 100 O
Basdine CRFf N/A NA NA NA NA NA NA NA NA 40 8 20 40 8 20
Basdline BASFIY 50 10 O 50 100 0O O 5 5 5 100 0O 38 8 13
CRP 0 100 O 50 100 O 0 100 O 100 100 O 38 100 O
ESR" 0 100 O 100 100 O 100 100 O 100 100 O 75 100 O
BASDAI 100 100 O 100 100 O 100 100 O 100 100 O 100 100 O
BASFI 33 100 O 67 100 O 33 100 O 100 100 O 58 100 O
ASDAS 100 100 O 100 100 O 100 100 O 100 100 O 100 100 O

8ss: percentage of modelsin which variableis statistically significant.
bpos: percentage of models in which variable has positive coefficient.
Cneg: percentage of models in which variable has negative coefficient.
dN/A: not applicable.

CHLA-B27: human leukocyte antigen B27.

fCRP: C-reactive protein.

9BASFI: Bath Ankylosing Spondylitis Functional Index.

PESR: erythrocyte sedimentation rate.

IBASDAI: Bath Ankylosing Spondylitis Disease Activity Index.
InSDAS: Ankylosing Spondylitis Disease Activity Score.

Thisconsensus or ensembl e approach was conducted to facilitate
theidentification of the most significant variables. Therationale
isthat if afeature always appears as significant, independently
of the specific chosen model, then there is evidence that this
feature is associated with the outcome.

Similar reasoning is applicable for identifying the covariates
effect on the event of interest; that is, its positive or negative
contribution for the risk of the therapy failure.

Focusing on the time-independent variables and starting with
the covariate that represents male sex, we can see that this
variable is not statistically significant in any joint or extended
Cox model. Thisis coherent with what was observed in the Cox
model, where sex was not a statistically significant predictor
for our outcome. Regarding the effect of the variable on the
event of interest, being male was more frequently a good
predictor of biologic therapy survival than a bad predictor
although this ratio was very small for the joint models.

https://medinform.jmir.org/2021/7/e26823

The year of disease beginning was statistically significant for
most models it was present in even if only 1 data set analyzed
this variable. Its associated coefficient was positive for al the
extended Cox models and for an average of 92% (12/13) of the
joint models, which is consistent with the result obtained in the
Cox models, indicating that patients with a more recent onset
of disease have a higher risk of treatment failure.

The year of start of the first biologic therapy appears as a
statistically significant predictor in most joint modelsandin all
extended Cox models. For the majority of models, biologic
therapy initiated in more recent years appeared to increase the
risk of itsfailure.

The age at the start of the first biologic was statistically
significant in most joint and extended Cox models, and older
age at thetime of therapy initiation was consistently a predictor
of decreased risk of failure.
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The year interval between disease beginning and start of the
first biologic therapy was only statistically significant in asmall
percentage of joint models and showed no significance in any
of the extended Cox models, echoing the results for the Cox
model. The coefficient sign for this covariate was coherent
among all models, indicating that alarger year interval reduces
the chance of biologic therapy failure.

Being HLA-B27 positive was statistically significant as a
predictor for biologic therapy failure in approximately 80% of
all models and was consistently associated with a decreased
risk of failure when in comparison with HLA-B27—negative
patients.

The number of years of education showed statistical significance
in roughly 90% of al joint and extended Cox models, and a
higher number of education years increased the hazard of
biologic therapy failure for al Cox, extended Cox, and joint
models.

The value of CRP at baseline had an associated positive
regression coefficient in all joint models and in 80% (4/5) of
extended Cox models, indicating an increased risk of failure
for higher CRP values, which was also verified in the Cox
model. Thiscovariate was not statistically significant in the Cox
regression, but was significant in approximately 40% of the
joint and extended Cox models.

The baseline BASFI was statistically significant in fewer than
half of the joint and extended Cox models, even though it was
always statistically significant in the survival submodels fitted
with a Cox model. This variable appeared to be a predictor for
increased risk of biologic therapy failure in most joint and
extended Cox models, whichis concordant with the Cox models
results.

Regarding the time-dependent variables, we noticed that, for
the joint models, variables CRP, ESR, BASDAI, and ASDAS
appeared to be dtatistically significant in most models.
Furthermore, all were predictors of increased therapy failure
for al the joint models that were fitted. Variable BASFI was
only statistically significant in approximately half of the joint
models, and the sign of its coefficient also varied considerably,
not showing any clear tendency regarding the effect of this
variable on the outcome.

In the extended Cox models, only variables BASDAI and
ASDAS were statistically significant for all models. Variable
ESR, BASFI, and CRP showed statistical significancein 75%,
58%, and 38% of the models, respectively. In al the models,
all 5 time-varying covariates were predictors of increased risk
of biologic failure.

Discussion

Principal Results

Overdl, the results obtained from the Cox models, extended
Cox models, and joint models al indicated similar effects of
the covariates on the treatment outcome.

Thebiomarkersthat indicated agood prognosisfor the biologic
drug survival were being male, starting biologic therapy at an

https://medinform.jmir.org/2021/7/e26823
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older age, having a larger time interval between disease onset
and initiation of the first biologic drug, and being HLA-B27
positive.

Conversely, disease onset or initiation of biologic therapy in
more recent years, a greater number of education years, and
higher values of CRP or BASFI at baseline all appeared to be
predictors of agreater risk of failure of thefirst biologic therapy.

Comparison With Prior Work

Malesex [22], HLA-B27—positive status[32], and longer disease
duration [21] have been reported in the literature as being good
predictors of biologic drug survival, which concurs with the
results obtained in the Cox models of our study. On the other
hand, older age at the start of the biol ogic therapy [32] has been
reported to increase the risk of failure of the therapy, which is
contrary to what was found in our data. We could interpret our
result by speculating that older patients are more complacent
due to the perceived efficacy of the therapy or because their
symptoms are more intense than those of younger people and
thusthe relative improvement of symptomsis more noticeable,
therefore increasing their satisfaction levels and decreasing the
chances of therapy switch.

Regarding the predictors that were found to increase the risk of
failurein our study, starting treatment in more recent years[33],
and higher values of BASFI at basdline[21] werelikewisefound
to be predictors of biologic drug discontinuation in research
publications. A higher number of education years [23] was
reported in one study as decreasing the risk of therapy failure,
which differed from our results. Again, we could speculate and
say that patients with a higher academic level are more
comfortable with expressing their discontent with the lack of
therapy response or that they are more aware of new therapeutic
options and for that reason, request aswitch of the therapy more
often.

Higher values of CRP at baseline were found to increase [34]
the hazard of biologic therapy failure in some publications but
to have the opposite effect [23,33] in others.

Limitations

Some limitations of our study include the suboptimal fitting of
the longitudinal variables. Therefore, the choice of the LME
function for describing the biomarker trajectories and the
different functional forms available that specify the association
between the longitudinal biomarker and the hazard function of
the event should be further explored.

Conclusions

Joint models are statistical models that can analyze both
time-static and time-varying variables and therefore enable the
inference of relationships between time-to-event and
longitudinal data that are widely present in electronic medical
records.

Inthiswork, this modeling approach was selected to investigate
biologic drug survival and its predictors for SpA patients in
Portugal.
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Furthermore, the insights obtained throughout the process that
culminated in the fitting of these models are also highly
valuable.

This study was the first to use the data of SpA patients from
Reuma.pt in this capacity. The entire preprocessing work
performed for enabling the use of Reuma.pt produced a data set
that can be used by researchers who wish to investigate this
group of diseases.

The variable selection process appears to be sensitive to this
data preprocessing step depending on which variables and
patients are described in the data set.

Thetested methodsfor variable selection yielded quite different
results for the same set of data. The process of selection of
covariates should be analyzed carefully, as fully automated
methods may not be the most appropriate ones for establishing
which variables should be included in the statistical model. A
wise approach consists of a balance between dtatistical
significance and clinical significance, with the study's goal
always being kept in mind.
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Abstract

Background: Accurate detection of bleeding events from electronic health records (EHRS) is crucia for identifying and
characterizing different common and serious medical problems. To extract such information from EHRS, it is essential to identify
the relations between bleeding events and related clinical entities (eg, bleeding anatomic sites and lab tests). With the advent of
natural language processing (NLP) and deep learning (DL )-based techniques, many studies have focused on their applicability
for variousclinical applications. However, no prior work has utilized DL to extract relations between bleeding events and relevant
entities.

Objective: In this study, we aimed to evaluate multiple DL systems on anovel EHR data set for bleeding event—related relation
classification.

Methods: We first expert annotated a new data set of 1046 deidentified EHR notes for bleeding events and their attributes. On
this data set, we evaluated three state-of-the-art DL architectures for the bleeding event relation classification task, namely,
convolutional neural network (CNN), attention-guided graph convolutional network (AGGCN), and Bidirectional Encoder
Representations from Transformers (BERT). We used three BERT-based models, namely, BERT pretrained on biomedical data
(BioBERT), BioBERT pretrained on clinical text (Bio+Clinical BERT), and BioBERT pretrained on EHR notes (EhrBERT).

Results:  Our experiments showed that the BERT-based models significantly outperformed the CNN and AGGCN models.
Specifically, BioBERT achieved a macro F1 score of 0.842, outperforming both the AGGCN (macro F1 score, 0.828) and CNN
models (macro F1 score, 0.763) by 1.4% (P<.001) and 7.9% (P<.001), respectively.

Conclusions: In this comprehensive study, we explored and compared different DL systems to classify relations between
bleeding events and other medical concepts. On our corpus, BERT-based models outperformed other DL models for identifying
the relations of bleeding-related entities. In addition to pretrained contextualized word representation, BERT-based models
benefited from the use of target entity representation over traditional sequence representation

(JMIR Med Inform 2021;9(7):€27527) doi:10.2196/27527
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Introduction

Background

Bleeding refers to the escape of blood from the circulatory
system either internally or externaly. Bleeding events are
common and frequently have amajor impact on patient quality
of lifeand survival. Bleeding events are common adverse drug
events, particularly among patients with cardiovascular
conditions who are prescribed anticoagulant medications [1].

We are seeing a marked increase in the use of anticoagulants,
driven predominantly by the increased prevalence of atria
fibrillation (AF), a prothrombotic condition for which
anticoagulants are frequently indicated. In the United States,
the number of AF patientsisincreasing rapidly, mostly in the
elderly population, with aprojection of 12 million by 2050[2,3].
The chance of having a stroke from AF can be as high as 10%
within 5 yearsof AF diagnosis[4]. Clinicians must weigh stroke
risk against therisk of bleeding from anticoagulants[5,6]. Most
published data on the risks of anticoagulants come from clinical
trias, where major bleeding outcomes arerigorously adjudicated
by trained abstractors. However, there are limitations to this
approach, as there are many important groups that are
underrepresented in clinical trials. Real-world dataare lacking,
in part owing to the significant time and cost associated with
manual chart review, which is the current gold standard for
bleeding classification. With alack of availablerisk calculators
for asituation likethis, it is challenging to advise anticoagul ants
to older AF patients asthey are at high risk for both stroke and
anticoagulant complications, for example, bleeding [7-9].
Clinicians and researchers would benefit from new ways to
classify the relations between bleeding events and related
medical entities to provide more accurate risk and benefit
assessments of commonly used medications, particularly
anticoagulants.

Clinical notes, such aselectronic health records (EHRS), contain
rich information for various studies including but not limited
to epidemiological research, pharmacovigilance, and drug safety
surveillance [10,11]. However, bleeding and its attributes are
mostly documented in the unstructured EHR narratives instead
of the structured fields [10]. With the availability and success
of different deep learning (DL) techniques, building accurate
and effective DL-based natural language processing (NLP)
systems can alleviate this problem and prove viable against
more expensive and time-consuming manua annotations.
Therefore, in this work, we evaluated different DL models for
relation classification between bleeding events and related
medical concepts. Relation classification is the task of
classifying relationsfor apair of target entitiesfrom atext span.
For example, given the text span “clotted blood was found in
the entire colon,” the task is to detect the relation between the
bleeding event “ clotted blood” and anatomic site “colon.”

A mgjority of previous studies on clinical text have primarily
focused on the relations between medications and other factors
such as adverse drug effects (ADES) [12-15]. However, to our
knowledge, there has been no prior work that aimsat identifying
bleeding event—related relations from EHRS using DL-based
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NLP systems. The advantages of such systems make them the
right group of candidates to investigate for this task.

Relevant Literature

Redlizing the importance of relation classification tasks for
clinical narratives, different research groups released several
publicly available data sets and launched shared tasks with a
focus on relation classification in the clinical domain [15-19].
Theseinclude detecting relation types among medical problems,
tests, and treatments [16], as well as relations between
medications and their various attributes, such as dosage and
ADEs[15,17-19]. Our task can be closely compared to any of
these tasks.

In general, the relation classification problem can be solved by
different systems or models, including rule-based systems,
non-DL-based machine learning models, and DL models,
depending on the domain and context. For example, Kang et al
[20] used the Unified Medical Language System (UMLYS) [21]
to build aknowledge base where rel ations between medi cations
and ADEs can be detected based on the shortest path between
them. Xu et a [22] applied support vector machines (SVMs)
to determine the relation between drugs and diseases, while
Henriksson et al [11] used random forest.

Studies have compared non-DL—based machine learning models
with DL models for relation classification, and the results are
mixed. Munkhdalai et al [12] used a recurrent neural network
(RNN) on clinical notes for relation identification and found
that an SVM with arich feature set outperformed the RNN on
their data set. In contrast, Luo et a [23] showed that a
convolutional neural network (CNN) with pretrained medical
word embeddings is superior to traditional machine learning
methods. A similar observation was made by He et a [24] for
their CNN model with a multipooling operation.

Beyond traditional RNN and CNN models, Li and Yu [13]
evaluated a capsule network and multilayer perceptron (MLP)
for single domain and multidomain relation classification tasks
on EHR data sets and found that although there was a dight
improvement, the capsule network model was not superior to
the MLP model. Christopoulou et a [14] developed
intrasentence models based on bidirectional long short-term
memory (bi-L STM) and attention mechanism. The authorsalso
employed a transformer network [25] for building an
intersentence model. For clinical conversations, Du et al [26]
proposed a relation span attribute tagging (R-SAT) model that
utilizesbi-L STM and has been shown to outperform the baseline
by alarge margin for two relation classification tasks.

Recent DL architectures, such as Bidirectional Encoder
Representations from Transformers (BERT) [27] and graph
convolutiona network (GCN), have shown promising results
for relation classification across different domains. Wu and He
[28] used BERT with entity information for relation
classification on the SemEval-2010 Task 8 data set [29] and
obtained better resultsthan other state-of-the-art methods. Soares
et al [30] introduced anew training schemefor BERT, matching
the blank (MTB), which gave superior performance on three
different data sets. Lin et a [31] used BERT to solve the
sentence-agnostic tempora relation extraction problem for
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clinical text. Guo et al [32] proposed anovel GCN model with
attention and densely connected layers, named the
attention-guided graph convol utional network (AGGCN), which
utilizes the full dependency tree information of the input
sequences. In their experiments, the AGGCN achieved
significant performance gain over the other GCN-based systems
on multiple relation classification data sets. A GCN has aso
been employed on different biomedical tasks successfully,
including biomedical event extraction [33] and measurement
of semantic relatedness between UMLS concepts [34], among
others.

Among different DL models, CNN, BERT, and AGGCN are
currently the most representative architectures. However, despite
being state-of-the-art models, few studies have evaluated the
three models parallelly for clinical relation classification, which
isthe focus of this study.

Objective

In this study, we focused on the evaluation of three different
state-of-the-art DL systems for the relation classification task
onanew curated EHR dataset. These systemsincluded aCNN,
a GCN with attention (AGGCN), and models based on BERT.
In particular, a GCN has not yet been explored in any clinical
setting for relation classification. The contributions of thiswork
can be summarized as follows: (1) this is the first study to
identify the rel ations between bleeding events and other relevant
medical concepts; (2) we provide comparative analyses of three
different DL architecturesfor the relation classification task on
a new EHR data set; and (3) we explored the effects of
additional domain knowledge on the AGGCN model, as well
as how entity position representationsinfluence BERT models
predictions.

Methods

Data Set

With approval from the Institutional Review Board at the
University of Massachusetts Medical School and amemorandum

Table 1. Datastatistics.

Mitraet al

of understanding between the University of Massachusetts
Medica School and Northwestern University, we annotated
1046 deidentified discharge summaries from patients with
cardiovascular diseases who received anticoagulants during
their stays at hospitals affiliated with Northwestern University.
The notes were annotated by five medical experts under the
supervision of two senior physicians. From the comprehensive
list of 13 entity types, we chose five relevant to bleeding and
the relations among them. This resulted in four relation types
for our relation classification study as follows: (1) bleeding
event-bleeding anatomic site (Event-Site), (2) bleeding
event-bleeding lab evaluation (Event-Lab), (3) bleeding
event-suspected alternative cause (Event-AltCause), and (4)
bleeding lab evaluation-severity (Lab-Severity).

A bleeding event indicates the escape of blood from the
circulatory system. Examples of bleeding eventsfrom our cohort
include mentions such as “hemorrhage,” “black tarry stools,”
and “clotted blood.” Bleeding anatomic siteisthe corresponding
anatomic site for a bleeding event, for example, “esophagus’
in the phrase “blood oozing in esophagus” Bleeding lab
evaluation is any relevant laboratory test, and severity is the
test value when in an abnormal range. Suspected alternative
cause indicates possible aternative causes for bleeding other
than anticoagulants.

Our cohort of 1046 notes included 15,363 relation instances.
There was a large variation in token length, ranging from 3 to
985. For our task, we chose a subset that had instances with
token length no more than 1000. Since most DL models do not
handlelong input sequencesand 99.11% (15,226) of the 15,363
relation instances had a token length less than 1000, we used
these 15,226 instances to build the final data set. Thisincluded
both intrasentence and intersentence relations. All the relation
types and their frequenciesfor this cohort are provided in Table
1. We also list relation lengths for each relation type, which is
the number of tokens between the two target entities. It can be
noticed that out of thefour relation types on average, Event-Lab
and Event-AltCause had significantly longer relation lengths
with wider spreads.

Relation type Occurrences Relation length, mean (SD)
Event-Site 3495 4.81(10.20)

Event-Lab 3314 93.69 (137.99)
Event-AltCause?® 4947 48.08 (94.02)

Lab-Severity 3470 3.26 (4.82)

8A|tCause: suspected alternative cause.

We used the NLTK package [35] to tokenize EHR text. For all
experiments, we maintained atrain, validation, and test split of
60:20:20 on the note level. We also generated negative relation
instances by taking permutations of all possible entity pairsthat
did not have any relationship between them. For all three splits,
thisresulted in a set of negative relations that was two to three
times the other relations combined. For the training and
devel opment sets, we down-sampled the negative relations such
that their frequency was similar to the other four relation types

https://medinform.jmir.org/2021/7/e27527

combined. We did not perform down-sampling for the test set,
so it would be representative of the real EHR note distribution.

Figure 1 shows the relation distribution in our data set for
different relation lengths. The x-axis indicates the range (eg,
<20 indicates al instances that have a relation length of 20 or
lower), and the y-axis indicates the percentage of instances at
that range. Positiverelations are all relation instances that belong
to the four relation types described above. Here, we can see a
steep increasefor the negative rel ations compared to the positive

JMIR Med Inform 2021 | vol. 9 | iss. 7 |[e27527 | p.188
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

relations. This shows that, on average, negative relations had
longer relation lengths. For example, asweincreased therelation
length upper bound from 50 to 100, there was almost a 30%
increase in negative relations, whereas for positive relations, it

Mitraet al

was less than 10%. In particular, negative relations had a mean
relation length of 74.01 (SD 49.40). We discusstheimplications
of relation length in the Results section.

Figure 1. Relation distribution for different relation lengths. Neg: negative; Pos: positive; Rels: relations.
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Models in the open domain. As shown in Figure 2, the model utilizes

For this work, we evaluated three different state-of-the-art DL
architectures (CNN, GCN, and BERT), which we describe
briefly below.

CNN

CNN is a class of deep feed-forward neural networks that is
speciaized for data with a high degree of temporal or spatial
correlation such as image data. CNNs have also been widely
used for various NLP tasks with success, including relation
classification [36-39]. Our CNN relation classification model
was built upon the work of Nguyen and Grishman [37], which
isastate-of-the-art CNN architecture for relation classification

https://medinform.jmir.org/2021/7/e27527

five separate convolutional layers with filters of different
window sizesto capturerich local n-gram features. For example,
“128@2" in the first CNN block indicates 128 filters with a
window size of 2. Each layer isfollowed by atanh nonlinearity.
Finally, we used a maxpool layer, concatenated the output,
applied dropout, and added a fully connected layer, followed
by asoftmax layer for thefinal classification. Asinput, we used
pretrained word embeddings concatenated with randomly
initialized positional embeddings. We used positional
embeddingsto embed the relative positions of the target entities
and other words in arelation instance, as it has been shown to
improve various NLP tasks including relation classification
[24,40Q].
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Figure 2. The high-level view of our convolutional neural network (CNN) model. It has five different CNN modules with filters of different window
sizes, followed by maxpooling and concatenation. The inference layer includes a dropout, a fully connected layer, and a softmax layer. Positionel and
Positione2 refer to the relative positions of each word from entity1 and entity2, respectively. AltCause: suspected alternative cause.
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GCN

Since semantic coding has enjoyed successin clinical NLP[41],
GCNs[42] may be effective and powerful asthey represent the
semantic or syntactic dependency of input sequences as graphs,
which have shown superior performance for the relation
classification task in the open domain [ 32,43]. Weimplemented
the AGGCN [32], which incorporates dense connections for
rich dependency information and multihead attention [25] for
soft pruning the trees (Figure 3). Here, each sentence
correspondsto agraph, represented in the form of an adjacency
matrix A, where A;;=1if nodei and nodej have an edge between
them and A;;=0 otherwise. Additional model detailsare available

in Multimedia Appendix 1.
Unlike the previouswork [32], we built semantic graphsinstead
of syntactic graphs. This was mativated by decades of NLP

work in the clinical domain that highlights the advantages of
semantic parsers [41,44]. To construct the graph, we used the

https://medinform.jmir.org/2021/7/e27527

RenderX

UML S Metathesaurus[21]. First, we mapped an input sentence
to the UMLS concepts using MetaMap [44]. We considered all
words in an input sequence as the nodes in a graph, each with
a salf-loop. Then, for every two nodes, we connected them if
they had a semantic relation (eg, child-of) and were identified
as at least one of the 26 preselected semantic types. These
semantic types were chosen to prioritize bleeding events and
relevant entities (Multimedia Appendix 2). However, owing to
data sparsity, this resulted in disconnected graphs where most
of the nodes had no incoming or outgoing edge. As an
alternative, we relaxed the criteria by connecting nodes to each
other (belonged to any of the 26 semantic types). In a separate
experiment, we repeated the same processwith all 127 semantic
types from the UMLS Metathesaurus.

In addition, we investigated two different methods, namely,
initializing A from a uniform distribution and initializing A
with al 1s (all nodes are connected to each other). Finaly, we
explored semantic-type embeddings (STES). A comparison of
these methods is available in the Results section.
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Figure 3. The high-level view of our attention-guided graph convolutional network (AGGCN) model. A is the adjacency matrix used to represent the
graph data. The core of the model is comprised of M identical blocks (AGGCN blocks), each with three types of layers asfollows: one attention-guided
layer, N densely connected layers, and one linear combination layer. Details are available in Multimedia Appendix 1. AltCause: suspected alternative

cause; Emb: embedding; POS: parts of speech.

‘ Event-Site Event-Lab

Event-AltCause

Lab-Severity J

/

Densely

\

Densely

Connected Connected *M
Layer Layer
"y - 3 N
A . ‘»/E‘L‘ -— ﬂ T .
© Word Emb. U 4 ot *
© POS Emb. (Clotted blood),; was found in the entire (colon).,.

'\ @ Semantic type Emb.

BERT

BERT [27] is a language representation model that was
pretrained on alargetext corpus using unsupervised objectives.
BERT has been shown to outperform most of the DL models
in various NLP tasks, including clinical applications [45]. At
its core, BERT employs bidirectiona transformers [25] with
multihead attention mechanisms. Paired with an effective
pretraining scheme for unsupervised tasks, namely, masked
language modeling and next sentence prediction, BERT can
provide arich contextual representation for any text sequence.
BERT’s contextualized word representations can be fine-tuned
for any downstream NLP task. In this work, we used three
variants of BERT (BERT pretrained on biomedical data
[BioBERT] [46], BioBERT pretrained on clinical text
[Biot+Clinical BERT] [47], and BioBERT pretrained on EHR
notes [EhrBERT] [45]), all of which have been shown to
improve clinical NLP applications. They all share the same
architecture with a difference in their pretraining corpora.

https://medinform.jmir.org/2021/7/e27527
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In our implementation (Figure 4), for a target entity pair, we
used four reserved tokens ([E1], [E2], [\E1], and [\E2]) to mark
the start and end of the entities. For our task, to handle an input
seguence larger than 512 word pieces, we modified the BERT
encoder so that it could slide over any input sequence with a
stride, essentially splitting the sequence into multiple 512 word
piece-ong subsequences. It later merges the fine-tuned hidden
representati ons of the subsequences depending on the maximum
context window. A maxpool operation is performed over the
subsequences’ [CLS] tokens to create the final [CLY
representation. Later the feature extraction module constructs
features from the final hidden representations. It can be from
either the [CLS] token or afusion of entity start or end tokens.
In particular, we experimented with approaches, such as the
maxpool of entity-start tokens ([E1] and [E2]), concatenation
of entity-start tokens, and max-pool of entity-end tokens ([\E1]
and [\E2]). Details about these are provided in the Results
section (Experiments With BioBERT subsection). Finally, we
added a fully connected layer on top for the relation
classification.
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Figure 4. The high-level view of a Bidirectional Encoder Representations from Transformers (BERT)-based model. AltCause: suspected aternative

cause.
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Evaluation Metrics

All the models were evaluated using precision, recall, and F1
score. We report both micro- and macro-averaged scores.
Averaged over dl the instances, micro-averaged scores give an
overall evaluation and therefore are biased toward the classwith
the highest instances. On the contrary, macro-averaged scores
help obtain a better understanding of the models’ performance
across different classes asit is averaged over al the classes.

Experimental Setup

All model hyperparameterswerefine-tuned on the devel opment
set. For the CNN model, we included five convolutional layers,
each with 128 filters and different window sizes (2, 3, 4, 5, and
6). We chose Adam asthe optimizer with alearning rate of 0.01,
and the dropout rate was 0.5. The model was trained for 300
epochs. We found 300 and 10 to work the best asthe dimensions
for word and position embeddings, respectively. For the
AGGCN model, we used part-of-speech (POS) embeddingsin
addition to pretrained word embeddings. Here, the dimensions
were 30 and 300, respectively. We ran the AGGCN model for
100 epochs with alearning rate of 0.5 and stochastic gradient
descent optimizer. Other hyperparametersincluded three heads
for the attention layer, three AGGCN blocks, two and five
sublayersin the first and second dense layers, etc. For both the
CNN and AGGCN models, we used global vectors for word
representation (GLOVE) [48] as pretrained word embeddings.

We used the popular library Transformers[49] for implementing
our BERT models. As mentioned in the Models subsection, we
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modified the existing implementation so that it could cover
sequences of all lengths. We used a stride of 128 with a

maximum sequence length of 512. Thelearning ratewas 5x10™°
and the dropout ratewas0.1. Weinitialized each BERT model’s
encoder with corresponding pretrained weights. All models
were fine-tuned for 15 epochs.

Cross-entropy losswas used for training all the models. In each
experiment, we used an early stopping criterion based on the
model’s performance on the devel opment set. All models were
evaluated on the same hold out test set, and the reported results
were averaged over threeindependent runs. All model trainings
and eval uationswere performed on TeslaV 100 GPUs (Nvidia).

Results

Comparison of the Moddls

We report our resultsfor therelation classification task in Table
2. All BERT-based models did comparatively better than the
CNN and AGGCN models. The BioBERT model achieved a
1.3% absolute improvement (P<.001) over the AGGCN model
in both micro and macro F1 scores, while the difference with
the CNN model was even more significant at almost 8%
(P<.001). A similar performance improvement was observed
for the Bio+Clinical BERT model but with alower recall. The
CNN model performed theworst for al relation types. For each
model, we also report the macro scores of two ensemble methods
(last two rows) where both improved the model performance.
P vaues were cdculated following the work by
Berg-Kirkpatrick et a [50]
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Table 2. Performance comparison of convolutional neural network (CNN), attention-guided graph convolutional network (AGGCN), and Bidirectional
Encoder Representations from Transformers—based models (BERT).

Relation type and perfor- Model

mance
CNN? AGGCNP BioBERT® Bio+Clinical BERTY  EhrBERT®

Event-Site

Precision, mean (SD)  0.910 (0.003) 0.941 (0.009) 0.916 (0.058) 0.929 (0.020) 0.942 (0.024)

Recall, mean (SD) 0.817 (0.003) 0.947 (0.006) 0.942 (0.009) 0.930 (0.016) 0.920 (0.024)

F1 score, mean (SD)  0.861 (0.003) 0.944 (0.002) 0.928 (0.027) 0.929 (0.003) 0.977 (0.003)
Event-Lab

Precision, mean (SD)  0.653 (0.014) 0.619 (0.014) 0.616 (0.029) 0.618 (0.023) 0.587 (0.031)

Recall, mean (SD) 0.629 (0.011) 0.737 (0.022) 0.793 (0.027) 0.785 (0.010) 0.802 (0.012)

F1score, mean (SD)  0.641 (0.003) 0.672 (0.002) 0.692 (0.009) 0.691 (0.011) 0.677 (0.022)
Event-AltCause’

Precision, mean (SD)  0.640 (0.006) 0.718 (0.017) 0.708 (0.048) 0.718 (0.026) 0.721 (0.014)

Recall, mean (SD) 0.596 (0.012) 0.723 (0.030) 0.828 (0.029) 0.792 (0.015) 0.803 (0.009)

F1score, mean (SD)  0.617 (0.004) 0.720 (0.007) 0.761 (0.017) 0.753 (0.008) 0.760 (0.006)
L ab-Severity

Precision, mean (SD)  0.907 (0.004) 0.967 (0.003) 0.977 (0.005) 0.974 (0.007) 0.963 (0.011)

Recall, mean (SD) 0.963 (0.001) 0.986 (0.004) 0.993 (0.001) 0.991 (0.001) 0.991 (0.004)

F1score, mean (SD)  0.934 (0.002) 0.976 (0.002) 0.985 (0.003) 0.982 (0.004) 0.977 (0.003)
Micro

Precision, mean (SD)  0.768 (0.006) 0.800 (0.014) 0.786 (0.038) 0.793 (0.020) 0.783 (0.013)

Recall, mean (SD) 0.739 (0.006) 0.838 (0.015) 0.885 (0.017) 0.868 (0.009) 0.873 (0.005)

F1score, mean (SD)  0.753 (0.002) 0.818 (0.001) 0.832 (0.015) 0.829 (0.007) 0.826 (0.009)
Macro

Precision, mean (SD)  0.777 (0.005) 0.811 (0.010) 0.804 (0.032) 0.810 (0.017) 0.803 (0.007)

Recall, mean (SD) 0.751 (0.005) 0.848 (0.014) 0.889 (0.016) 0.874 (0.009) 0.879 (0.006)

F1score, mean (SD)  0.763 (0.003) 0.828 (0.001) 0.842 (0.012) 0.839 (0.005) 0.836 (0.007)
Macro (majority voting)

Precision 0.778 0.813 0.822 0.824 0.823

Recall 0.752 0.849 0.895 0.882 0.887

F1 score 0.764 0.829 0.855 0.851 0.851

Macro (averaging predictions)

Precision 0.779 0.813 0.824 0.826 0.828
Recall 0.753 0.855 0.879 0.879 0.886
F1 score 0.765 0.833 0.850 0.850 0.854

8CNN: convolutional neural network.

BAGGCN: attention-guided graph convolutional network.
’BioBERT: BERT pretrained on biomedical data.

dBio+Clinical BERT: BioBERT pretrained on clinical text.
®EhrBERT: BioBERT pretrained on electronic health record notes.
fAltCause: suspected alternative cause.

https://medinform.jmir.org/2021/7/e27527 JMIR Med Inform 2021 | vol. 9 | iss. 7 [e27527 | p.193
(page number not for citation purposes)

RenderX


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Domain Knowledge for the AGGCN

For the AGGCN, we first experimented with different
approaches to encode information from graph inputs. The
AGGCN uses an n x n adjacency matrix A to represent agraph
with n nodes. For our inputs, we built the graph based on
MetaMap [44], as explained in the Models subsection. To
understand the importance of domain-specific knowledge
(UMLS), we also removed the UML S knowledge by connecting
all the nodes (tokens) of agraph (input sequence) to each other
(all connected). Thisis equivalent to setting all the elementsin

Mitraet al

A to 1. In addition, we also explored a weighted graph
(Uniform). For this, we built A using auniform distribution with
the half-open interval [0,1).

As shown in Table 3, predefining the graph using the domain
knowledge did not improve the overall performance. Several
factors may have contributed to this result, including the noise
introduced by MetaM ap for mapping text to the UML S concepts
and the incompl eteness of concept relationsin the UMLS. Our
results showed that the weighted graph (Uniform) achieved the
best performance.

Table 3. AGGCN (Attention-guided graph convolutiona network) performance with different methods.

Metric and performance Method?®
MetaMap (26)° MetaMap (All)© All Connected Uniform Uniform + STEY
Micro
Precision, mean (SD)  0.774 (0.008) 0.757 (0.026) 0.783 (0.025) 0.800 (0.014) 0.796 (0.011)
Recall, mean (SD) 0.829 (0.007) 0.852 (0.019) 0.845 (0.018) 0.838 (0.015) 0.836 (0.007)
F1 score, mean (SD)  0.800 (0.003) 0.801 (0.006) 0.812 (0.005) 0.818 (0.001) 0.816 (0.007)
Macro
Precision, mean (SD)  0.787 (0.008) 0.781 (0.018) 0.798 (0.019) 0.811 (0.010) 0.805 (0.011)
Recall, mean (SD) 0.844 (0.007) 0.865 (0.018) 0.855 (0.017) 0.848 (0.014) 0.848 (0.008)
F1score, mean (SD)  0.813 (0.003) 0.816 (0.003) 0.824 (0.003) 0.828 (0.001) 0.825 (0.008)

Al methods used global vectors for word representation (GLOVE) and part-of-speech (POS) embeddings.

M etaMap (26) used 26 specific semantic types.

“MetaMap (All) used all 127 semantic types from the Unified Medical Language System Metathesaurus.

dSTE: semanti c-type embedding.

We aso evaluated the effects of STEs. The UMLS had a total
of 127 semantic types, from which we identified 26 semantic
types relevant to our work (Uniform + STE). For aword with
multiple semantic types, we used the semantic type with the
highest MetaMap Indexing (MM 1) score. Our resultswith STEs,
however, did not improve the performance. We also evaluated
POS embeddings and entity-type embeddings. Resultsfrom our
experiments suggested that only POS embeddings improved
performance, while entity-type embeddings sightly degraded
performance. Other experiments included the use of different
pretrained word embeddings. Surprisingly, we found that the
biomedical word embeddings [51] did not perform well
compared with the GLOVE embeddings on our data set. In
summary, the best combination for AGGCN includes adjacency
matrix initialization from uniform distribution and the use of
GLOVE and POS embeddings.

Experiments With BERT

For classification, there are various ways to extract the
contextualized sequence representations from BERT. The most

https://medinform.jmir.org/2021/7/e27527

common approach is to use [CLS] token embedding. In this
work, since entity positions were already encoded in the input
sequence, we explored different alternatives[30]. For example,
we considered fusing the entity start tokens' embeddings ([E1]
and [E2]) and the entity end tokens embeddings ([\E1] and
[\E2]). The fusion function was either maxpooling or
concatenation. To our knowledge, this is the first study to
evaluate different approaches for extracting BERT
representation for clinical relation classification.

We used BioBERT as a representative of the BERT-based
models, and the results are shown in Table 4. Although [CLS]
token embedding is the most common approach, our results
suggested that its performance is close to taking the
concatenation of the entity start or end tokens' embeddings. In
fact, the best performing method was the maxpool of the entity
start tokens' embeddings, resulting in 1% improvement in the
macro F1 score over [CL S]-only representation.
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Table 4. Effect of different sequence representation methods on the BioBERT (BERT pretrained on biomedical data) model.

Method and performance Micro Macro
[CLS] only
Precision, mean (SD) 0.779 (0.040) 0.803 (0.024)
Recall, mean (SD) 0.866 (0.015) 0.873 (0.011)
F1 score, mean (SD) 0.819 (0.015) 0.832 (0.010)
M axpool-start tokens
Precision, mean (SD) 0.786 (0.038) 0.804 (0.032)
Recall, mean (SD) 0.885 (0.017) 0.889 (0.016)
F1 score, mean (SD) 0.832 (0.015) 0.842 (0.012)
M axpool-end tokens
Precision, mean (SD) 0.780 (0.036) 0.800 (0.027)
Recall, mean (SD) 0.878 (0.015) 0.885 (0.014)
F1 score, mean (SD) 0.825 (0.014) 0.837 (0.010)
Maxpool-start tokens+ [CL ]
Precision, mean (SD) 0.775 (0.034) 0.794 (0.028)
Recall, mean (SD) 0.882 (0.014) 0.887 (0.014)
F1 score, mean (SD) 0.824 (0.014) 0.835(0.012)
Concatenate-start tokens
Precision, mean (SD) 0.762 (0.021) 0.787 (0.015)
Recall, mean (SD) 0.886 (0.011) 0.891 (0.008)
F1 score, mean (SD) 0.819 (0.008) 0.832 (0.006)
Concatenate-end tokens
Precision, mean (SD) 0.768 (0.007) 0.793 (0.005)
Recall, mean (SD) 0.880 (0.009) 0.885 (0.009)
F1 score, mean (SD) 0.820 (0.005) 0.833 (0.005)
Concatenate-start tokens+ [CL ]
Precision, mean (SD) 0.743 (0.034) 0.777 (0.021)
Recall, mean (SD) 0.895 (0.008) 0.898 (0.006)
F1 score, mean (SD) 0.811 (0.017) 0.827 (0.013)

Effect of Relation Length

As pointed out in Table 1, the four relation types have a wide
range of relation lengths. Relation length (ie, the number of
words between the target entities) acts as context and hence can
influence the training process. To demonstrate how it affected
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our trained models, we created multiple subsets of our test set,
each with a different range for relation length. Each subset
contained only those test instances that had a relation length
within the subset range. We chose the AGGCN and BioBERT
models and ran inference on all the test subsets. The resultsare
shown in Figure 5.
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Figure5. Effect of relation length on model performance. The x-axisindicates the subset range, for example, "<20" indicatesthe test subset that consists
of al the instances with a relation length of 20 or lower. AGGCN: attention-guided graph convolutional network; BERT: Bidirectional Encoder
Representation from Transformers; BioBERT: BERT pretrained on biomedical data.
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For both models, the test F1 scores kept decreasing until the
relation length range reached 200, with an exception for the
BioBERT macro scorethat had the lowest F1 score at 150. After
this point, the macro F1 scores surpassed their respective micro
scores, and surprisingly, both models' F1 scores improved
despite the increase in relation length. This is dightly
counterintuitive, as a larger relation length should have been
difficult for the models to understand. To understand this
behavior, we manually reviewed the gold labels and model
predictions for all the test instances that had a relation length
of 200 or higher. As expected, we found that all these instances
were from either the relation types (Event-Lab and
Event-AltCause) or a negative relation. Interestingly, al the
model predictionswere also within these threetypes. Thisshows
that the models |earned the correlation between relation length
and relation type as a shortcut [52] and consequently did not
consider Event-Site and L ab-Severity as possible relation types
for longer relation lengths, resulting in improved overall
performance. Our analyses showed the limitations of machine
learning modelsin that they might learn from correlations, not
causality, and this might lead to model overfitting.
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However, adrawback of learning this shortcut islabeling many
negative relations as Event-L ab or Event-AltCause, as negative
relations have long relation lengths on average (refer to the
Dataset subsection). For both models, this generated many false
positives, resulting inlow precision. Thisalso explainsthe huge
difference between precision and recall for these two relation
types (Table 2).

Model Performance With Data Size

For any supervised DL method, the amount of availablelabeled
data almost always plays a key role in the overall model
performance. In our task, we wanted to eval uate how this affects
the models, namely AGGCN and BioBERT. To this end, we
trained both models with different portions of the training data
separately and measured their performances. We observed an
upward trend (Figure 6) for both, indicating that more training
datawould be better for our clinical relation classification task
irrespective of the model type and metric averaging criterion.
However, the AGGCN appeared to have less deviation (low
standard deviation) with more data (a high slope), as opposed
to BioBERT, for which the deviations were higher, although
the performance differences remained statistically significant
between the two models.

Figure6. Effect of training data size on model performance. Each error bar indicates the standard deviation range at the corresponding point. AGGCN:
attention-guided graph convolutional network; BERT: Bidirectional Encoder Representation from Transformers;, BioBERT: BERT pretrained on

biomedical data.
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Discussion

Principal Findings

The results of our experiments demonstrated that fine-tuned
BERT-based model s outperformed both the CNN and AGGCN
models by a significant margin. This can be attributed to the
richer and contextualized representation of the pretrained BERT
models compared to pretrained word embeddings, such as
GLOVE, even when paired with POS embeddings and domain
knowledge (for AGGCN). In our experiment, we found that the
CNN significantly underperformed the AGGCN and
BERT-based models by a large margin, primarily because of
itsinability to capturethe global context of theinput sequences.
On the other hand, athough al BERT-based models
outperformed the AGGCN model by relatively small margins,
they were statistically significant (P<.001).

Despite model architectural differences, all models had better
performance on the Event-Site and L ab-Severity relation types
(eg, F1 scores of 0.928 and 0.985, respectively, for BioBERT).
However, their performancesfor Event-Lab and Event-AltCause
were relatively poor (eg, F1 scores of 0.692 and 0.761,
respectively, for BioBERT). As shown in Table 1, these two
relation types had comparatively larger relation lengths. This
phenomenon would result in difficulty in annotation, thereby
negatively impacting performance. Moreover, the lengthy
context could pose challenges for the DL models aswell. Both
could have contributed to the overall poor performance for these
two categories. In addition, except for the CNN model, we
observed significant differences between precision and recall.

Our results showed that incorporating the concept relationsfrom
the UMLS did not improve AGGCN'’s performance. One
possible reason might be the data sparsity, that is, only few
concepts were connected in the graph input for the AGGCN.
When atoken is not identified by MetaMap as relevant but is
important for classifying the instance, putting a O in its
corresponding node position in the adjacency matrix A sends
an erroneous signal to the model. This is a possible area for
improvement, and we will work on this as part of our future
work. On the other hand, A initialized with a uniform
distribution gave the best recall and a better F1 score. This
approach might seem counterintuitive asit does not necessarily
pass any useful information unlike adependency tree. However,
this can be reasoned as the input dependency tree serves as an
initialization, helping the attention-guided layers to build
multiple edge-weighted graphs. This acts as a soft-pruning
strategy where the model learns how the nodes should be
connected to each other and on which connections to focus.

A quick look at the standard deviationsrevealsthat Bio+Clinical
BERT and EhnrBERT were more stable than BioBERT, as both
had utilized large scale EHR notes for the pretraining process.
BioBERT had the highest F1 score, but different instantiations
of the network gave widely different results, contributing to the
higher standard deviation. The AGGCN was also better than
BioBERT in thisregard. Thus, we suggest using Bio+Clinical
BERT or EhrBERT when stability is the primary concern.
BioBERT on the other hand had the highest recall, which may
be an important criterion for clinical applications. For the
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AGGCN, the key advantage was the model being lightweight
and consequently having a faster inference (Multimedia
Appendix 3).

Error Analysis

We conducted error analysis for the two relations (Event-Lab
and Event-AltCause) where models performed poorly for both
recall and precision scores. We analyzed the BioBERT model
and made the following observations:

1. Most incorrect predictionswere false positives, driven by the
target entity types. For example, the model incorrectly predicted
an Event-Lab relation in “Irrigation catheter was placed in ED
and [hematuria); has improved. Repeat [H&H], is >8 and

bleeding has stopped.”

2. Another common source of error was the model incorrectly
labeling a negative relation sequence that described a patient’s
medical history that was not directly related to the present
diagnosis. For example, “Likely source thought to be upper GIB
given hx of bleeding [ulcer]y, in past + [hematemesis],.” Here,
the model predicts the relation Event-AltCause between the
target entities. Though the entity GIB can be a suspected
alternative cause, both target entities are from the patient’s
previous history.

3. Another reason for error was the existence of therelation in
the instance but between different entities. For example, take
the negativerelation instance “ Daily CBC show anemia ([Hbg] ¢,
8.7 - 8.8, current at 8.7), with low Fe, transferrin+TIBC wnl,
high ferritin. Labs support hemolytic anemia with low
haptoglobin, high LDH, high thili and indirect bili. Per inpatient
attending read, blood smear showed no schistocytes, bite cells
or heinz bodies, with few reticul ocytes visualized per hpf, final
report pending. CT kidney/pelvis showed no gross GU
abnormalities and left gluteal [hematoma],.” Here, the model
predicted an Event-L ab relation though Hbg and hematoma do
not have any such relation. However, there is an Event-Lab
relation here between Hbg and anemia.

4. Limited corpus size and no additional domain knowledge
made it difficult for the model to make predictions on relation
instances with never-observed words or medical acronyms. In
some cases, it was worsened due to the lack of grammatical
consistency and coherent patterns.

Conclusions

In thiswork, we studied three state-of-the-art DL architectures
for arelation classification task on a novel EHR data set. Our
work is the first to identify the relations between a bleeding
event and related clinical concepts. Our results showed that
BERT-based models performed better than attention-guided
GCN and CNN models. Further experiments suggested that
semantic graphs built using the UMLS semantic types and
relations between them did not help the GCN model. On the
other hand, incorporating entity token information improved
the performance of BERT-based models. We al so demonstrated
theimpacts of relation length and training datasize. In our future
work, we plan to explore richer domain knowledge and distant
supervision. Additionally, leveraging our earlier work on named
entity recognition (NER) [53], we aim to build ajoint learning
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pipelinethat integrates both NER and relation classificationfor  bleeding events and relevant medical concepts.
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Abstract

Background: Airflow limitation isacritical physiological featurein chronic obstructive pulmonary disease (COPD), for which
long-term exposure to noxious substances, including tobacco smoke, is an established risk. However, not al long-term smokers
develop COPD, meaning that other risk factors exist.

Objective: Thisstudy aimed to predict therisk factorsfor COPD diagnosis using machine learning in an annual medical check-up
database.

Methods: In this retrospective observational cohort study (ARTDECO [Analysis of Risk Factors to Detect COPD]), annual
medical check-up records for all Hitachi Ltd employees in Japan collected from April 1998 to March 2019 were analyzed.
Employees who provided informed consent via an opt-out model were screened and those aged 30 to 75 years without a prior
diagnosis of COPD/asthma or a history of cancer were included. The database included clinical measurements (eg, pulmonary
function tests) and questionnaire responses. To predict the risk factors for COPD diagnosis within a 3-year period, the Gradient
Boosting Decision Tree machine learning (XGBoost) method was applied as a primary approach, with logistic regression as a
secondary method. A diagnosis of COPD was made when the ratio of the prebronchodilator forced expiratory volumein 1 second
(FEV,) to prebronchodilator forced vital capacity (FVC) was <0.7 during two consecutive examinations.

Results: Of the 26,101 individual s screened, 1213 met the exclusion criteria, and thus, 24,815 individuals were included in the
analysis. The top 10 predictors for COPD diagnosis were FEV,/FVC, smoking status, alergic symptoms, cough, pack years,
hemoglobin A, serum albumin, mean corpuscular volume, percent predicted vital capacity, and percent predicted value of FEV ;.
The areas under the receiver operating characteristic curves of the XGBoost model and the logistic regression model were 0.956
and 0.943, respectively.

Conclusions: Using amachinelearning model in thislongitudinal database, we identified anumber of parameters asrisk factors
other than smoking exposure or lung function to support general practitioners and occupational health physicians to predict the
development of COPD. Further research to confirm our results is warranted, as our analysis involved a database used only in

Japan.
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Introduction

Chronic obstructive pulmonary disease (COPD) is characterized
by airflow limitation associated with persistent respiratory
symptoms. Most patients with COPD experience exacerbation
of symptoms and are at high risk of developing comorbidities
such as cardiovascular disease [1].

Long-term exposure to tobacco smoke, vapor, gas, dust, and
fumes is an established major risk factor for COPD [2].
However, only a small percentage of smokers develop airflow
limitation, while nonsmokers can develop COPD [3]. These
inconsistencies indicate that risk factors other than long-term
smoking are associated with COPD [4].

The prevalence of COPD has been reported to be 12% to 13%
among smokers[5]. However, only 9.4% of patientswith airflow
limitation have a previous diagnosis of COPD, and European
data indicate that up to 80% of COPD cases are undiagnosed
[6], suggesting delaysin the diagnosis of COPD. The ARCTIC
observational cohort study showed that late COPD diagnosis
was associated with a higher exacerbation rate and increased
comorbidities and costs compared with early diagnosis[7].

To address the issue of undiagnosed COPD, significant risk
factors for airflow limitation other than smoking should be
identified and evaluated in routine clinical practice. In acohort
study of 9040 individual sfrom the Japanese general population,
concomitant Chlamydia pneumoniae and Mycoplasma
pneumoniae seropositivity was found to be an independent risk
factor for airflow limitation [8]. Additionally, Sato et a
employed an annual health examination with pulmonary function
tests measuring airflow limitation to identify undiagnosed
patients with COPD among the Japanese population and found
that iron deficiency might be associated with COPD
development [9]. However, the follow-up duration of these
cohorts was short (<3 years), limiting their ability to identify
risk factors for COPD in the general population.

A large questionnaire-based surveillance demonstrated some
improvement in diagnostic rates for COPD; however,
approximately 60% of eligible participantsfailed to respond to
the questionnaire [10]. While these results suggest that
identifying robust and relevant risk factorsis likely to improve
early diagnosis, the slow progression and heterogeneity of the
disease have hindered the identification of such risk factorsfor
COPD development.

The recently reported “ Subtype and Stage Inference” machine
learning computational model identified subtypes of patients
with COPD [11]. Compared with traditional approaches, the
advantages of machine learning include the ability to process
complex nonlinear relationships between predictors and to
provide novel outputs. Therefore, the aim of this study was to
apply machinelearning methodsto predict possiblerisk factors
for the development of airflow limitation, an essential feature

https://medinform.jmir.org/2021/7/e24796

of COPD diagnosis, using a Japanese medical check-up database
comprising data from a number of healthy subjects to support
the early diagnosis of COPD by general practitioners and
occupational health physicians.

Methods

Study Design and Population

This was a retrospective observational cohort study to predict
therisk factorsfor COPD diagnosisin healthy individuals. The
analysis data set comprised individuals aged =30 yearswho had
undertaken more than two medical check-ups, had no history
of lung cancer or asthmaat thefirst medica check-up, and could
be classified as either having a diagnosis of COPD or as not
having COPD. This study was designed according to the
Transparent Reporting of a Multivariate Prediction Model for
Individual Prognosis or Diagnosis guidelines for prognostic
studies [12].

The study protocol was reviewed and approved by the ethics
committee of MINS (anonprofit organization in Tokyo, Japan)
and the Research & Development Group and Corporate Hospital
Group of Hitachi, Ltd (Tokyo, Japan) prior to the start of data
analysis. Individual informed consent was obtained using an
opt-out model in agreement with the Institutional Review Board
at Hitachi, Ltd. This study was conducted in accordance with
the ethical principles of the Declaration of Helsinki.

Data Source

The data source was annual medical check-up data for all
Hitachi employees from April 1998 to March 2019. Data were
archived in ahigh-security server that was managed with limited
accessrightsby Hitachi. Theannual medical check-upincludes
clinical measurements and questionnairesto examine the health
of employees (Multimedia Appendix 1). Such questionnaires
are utilized by Japanese organizations to evaluate their
employees health and give advice about health promotion, such
as giving up smoking and exercising regularly based on the
second term of the National Health Promotion Movement in
the 21st century (Health Japan 21) issued by the Ministry of
Health, Labour, and Welfare in Japan [13].

Definition of COPD

COPD was considered according to the lung function status at
two consecutive measurements during an annual lung function
test when the prebronchodilator (pre-BD) forced expiratory
volumein 1 second/forced vita capacity (FEV ,/FVC) was<0.7,
aspreviously employed in alarge population-based cohort study
[14]. Individuals having a pre-BD FEV,/FVC 20.7 in at least
three consecutive annual lung function test measurements were
classified as non-COPD. For individuals with more than three
records in the non-COPD group, the most recent three records
were analyzed. Individuals having less than two lung function
testswere excluded from all analyses. Spirometry was calibrated
and performed by trained paramedical personnel according to
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the American Thoracic Society/European Respiratory Society
guidelines[15,16].

Statistical Analysis

Age at COPD Diagnosis

The age distribution for disease diagnosis was evaluated and
stratified by smoking status (current smoker, exsmoker, or
nonsmoker). The age at COPD diagnosis was defined as the
age at the first of two consecutive measurements in which the
pre-BD FEV,/FVC was <0.7.

Risk Factor Prediction Using Machine Learning

Two types of models were constructed for predicting the risk
factorsfor COPD diagnosiswithin 3 yearsasfollows: amachine
learning method (Gradient Boosting Decision Tree machine
learning [XGBoost] [17]) and an established statistical method
(logistic regression [18]). Individuals who did not meet the
study inclusion criteria and/or had lung cancer/asthma were
excluded from the analyses. Any individuals with missing data
during the 3 yearsprior to the diagnosisyear in the COPD group
or during the most recent 3 yearsin the non-COPD group were
excluded from the analyses. Propensity scores were calculated
based on age, sex, smoking status, BMI, eosinophil count (EOS),
and FEV;.

Data were randomly divided into a training data set and a test
data set at a ratio of 7:3, with the same ratio of COPD to
non-COPD individuals. Propensity scoring was used to balance
the characteristics of COPD and non-COPD individual s (caliper:
0.2) inthetraining and test data sets. Next, the training data set
was randomly divided 8:2 for model construction (XGBoost
and logistic) and eva uation of model performance, respectively.
The data split, model construction, and evaluation processes
were repeated five times for cross-validation (5-CV approach)
[19]. Model parameters, including the depth of the tree and
regularization factor, were refined during performance
evaluation by the 5-CV approach. Finaly, the most optimal
model was generated by applying the best parameters confirmed
by the 5-CV approach. To evaluate model performance in the
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unlearned data, the most optimized model was used to evaluate
the test data set.

Model construction by logistic regression was performed in a
similar way to the XGBoost method. Models were constructed
in the training data set (randomly sampled data from the entire
data set) and subsequently validated in the test data set after
model evaluation.

Following model construction, the area under the receiver
operating characteristic curve (AUC), positive predictive value,
sengitivity, specificity, and F1-measure were calcul ated for each
model to evaluate the performance under both 5-CV and test
conditions[20]. The featureimportance of the machinelearning
model was calculated to examine the contribution of each
predictor to the model constructed using the Gini impurity
method [19]. The feature weight of thelogistic regression model
was also calculated. All analyses were performed using Python
3.6 software (Python Software Foundation).

Results

Individuals

Data from 26,101 individuals (employees and their families)
aged 30 to 75 years, who underwent annual check-ups between
April 1998 and March 2019 wereincluded in our analysis. The
total number of medical check-up records was 318,568. All
26,101 individuals had lung function test measurements for 3
consecutive years. The medical recordsfor 73 individuals aged
<30 years at the first medical check-up, 67 individuals with a
history of cancer, and 727 individuals with a history of asthma
were excluded, as were data from 419 individuals who had
already been diagnosed with COPD (subjectsfor whom all data
pointsof pre-BD FEV ;/FV C were <0.7 during the observational
period) or had not been classified as either COPD or non-COPD
(subjectswith pre-BD FEV,/FV C <0.7 without two consecutive
measurements). Accordingly, data for 24,815 individuals
(corresponding to 67,438 records) wereincluded in the analyses
(Figure 1).
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Figure 1. Flow diagram of the study. COPD: chronic obstructive pulmonary disease.

Subjects with medical check-up data
from 1998 to 2019
n=26,101

Healthy subjects at first medical check-up
n=25,234

Subject cohort n=24,815
(COPD: n=1489; non-COPD: n=23,326)
Total number of records: 67.438

Baseline Characteristics

Table 1 shows the baseline characteristics of the COPD and
non-COPD groups. Overall, 1489 individuals were considered
as having COPD (pre-BD FEV,/FVC <0.7 at two consecutive
measurements during annual lung function tests). In comparison
with the non-COPD group, the COPD group had alower BMI,
worse lung function (pre-BD FEV 4, pre-BD percent predicted
value of FEV,; [%FEV,], and pre-BD FEV,;/FVC), and greater
emphysematous change and chronic inflammation as determined

https://medinform.jmir.org/2021/7/e24796

First medical check-up
Age <30 years: n=73
Medical history of cancer: n=67

Medical history of asthma: n=727

No classification of “COPD” or “non-
COPD”
n=419

by computed tomography. Furthermore, comorbidities, such as
arrythmia, duodenal ulcer, colorectal polyp, angina, stomach
ulcer, and kidney disease, were more prevalent in the COPD
group. Statistically significant differences in hematological
parameters (mean corpuscular volume[MCV], mean corpuscular
hemoglobin concentration [MCHC], mean corpuscular
hemoglobin [MCH], hemoglobin [Hb], and hematocrit [HT]
[15]) between the COPD and non-COPD groups were also
observed. Inflammatory markers, particularly white blood cell
(WBC) count and EOS, were also significantly higher in the
COPD group.
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Table 1. Subject characteristics stratified by chronic obstructive pulmonary disease status.
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Characteristic Non-COPD? (n=23,326) COPD (n=1489) P vaue
Age (years), mean (SD) 42 (9.1) 48 (9.3 <.001
Female, n (%) 3841 (16.5%) 58 (3.9%) <.001
Smoking status, n (%) <.001
Current smoker 10,632 (45.6%) 1,021 (68.6%)
Exsmoker 3534 (15.2%) 202 (13.6%)
Nonsmoker 9153 (39.3%) 266 (17.9%)
Unknown/missing 7 (0.0%) 0 (0.0%)
BMI (kg/m?), mean (SD) 23(32) 22(27) <.001
Lung function test, mean (SD)
Prebronchodilator FEV ,? 34(0.7) 3.1(06) <.001
Prebronchodilator Fv C°® 41(08) 4.2(08) <.001
Prebronchodilator FEV 1/FVC 83.7 (5.4) 749 (5.1) <.001
Comorbidity, n (%)
Arrythmia 107 (0.5%) 16 (1.1%) .003
Duodenal ulcer 158 (0.7%) 19 (1.3%) .02
Colorectal polyp 43 (0.2%) 13 (0.9%) <.001
Angina 56 (0.2%) 10 (0.7%) .006
Stomach ulcer 180 (0.8%) 29 (1.9%) <.001
Kidney disease 77 (0.3%) 12 (0.8%) 01
Computed tomography finding, n (%)
Bulla, bleb 108 (0.5%) 31(2.1%) <.001
Moderate emphysema 18 (0.1%) 13 (0.9%) <.001
Mild emphysema 96 (0.4%) 27 (1.8%) <.001
Calcification of |eft anterior descending coronary artery 128 (0.5%) 16 (1.1%) .02
Chronic inflammation 342 (1.5%) 43 (2.9%) <.001
Laboratory parameters, mean (SD)
Albumin (U/L) 4.4(0.2) 4.3(0.2) <.001
Alanine aminotransferase (U/L) 209.5 (53.7) 215.2 (54.6) <.001
Aspartate aminotransferase (U/L) 26.4 (14.8) 24.3 (12.8) <.001
Blood urea nitrogen (mg/dL) 14.1(3.2) 14.7 (3.3) <.001
Cholinesterase (U/L) 320.8 (60.1) 307.8 (58.8) <.001
Estimated glomerular filtration rate (mL/min/1.73 m2) 83.6 (14.6) 80.2(14.1) <.001
Eosinophil count (cellgimm?) 183.2 (124.5) 195.4 (125.9) <.001
Gamma-glutamyl transferase (U/L) 42.7 (34.4) 45.8 (34.5) <.001
Hemoglobin (g/dL) 14.7 (1.4) 14.9 (1.1) <.001
Hemoglobin A1 (%) 5.3(0.7) 5.4(0.7) <.001
Hematocrit (%) 44.0 (3.6) 44,6 (3.1) <.001
MCH (pg) 30.5(L8) 31.1(17) <.001
MCHC® (g/L) 334 (1.0 33.3(0.8) <.001
Mevf (L) 91.3 (4.6) 93.4 (4.4) <.001
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Characteristic Non-COPD? (n=23,326) COPD (n=1489) P value
WBCY count (x102 cells/yiL) 58.8 (15.0) 62.8 (15.5) <.001

8COPD: chronic obstructive pulmonary disease.

brEV 1: forced expiratory volumein 1 second.

CFVC: forced vital capacity.

dMCH: mean corpuscular hemoglobin.

®MCHC: mean corpuscular hemoglobin concentration.
*MCV: mean corpuscular volume.

9WBC: white blood cell.

Per centage of Individuals With COPD

The overall percentage of individuals with COPD was 6.0%
(1489/24,815). According to smoking status, the percentage of
individualswith COPD was 8.8% (1021/11,653) among current

smokersand 5.4% (202/3736) among exsmokers. Notably, 2.8%
(266/9419) of nonsmokers had devel oped COPD. The peak age
at diagnosis of COPD among current smokers and exsmokers
was 55 years and 65 years, respectively (Figure 2).

Figure 2. Diagnostic age for chronic obstructive pulmonary disease (COPD) according to smoking status.

4 35 36 ) 40 41 42 43 44 45 46 ¢

Risk Factorsfor COPD Diagnosis

Overdl, 20,265 individuas (COPD: n=954; non-COPD:
n=19,311) with 51,432 records (COPD: n=2435; non-COPD:
n=48,997) out of 24,815 individuals who met the criteria
(Multimedia Appendix 2) wereincluded in the machinelearning
analysis. Table 2 showsthe model performance of the XGBoost
and logistic regression models. For both models, the AUC,
accuracy, sensitivity, specificity, and F-measure were generally
similar between the training and test data sets. The XGBoost
model had a higher positive predictive value (0.505) than the
logistic regression model (0.441). The AUC was high in the
training and test sets for both models (range: 0.892-0.956).
Additionally, the accuracy and specificity exceeded 0.883 and
0.879, respectively, for both models.
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Themost important predictivefactorsfor COPD diagnosiswere
lung function tests (ie, FEV ,/FV C, percent vita capacity [%VC],
and %FEV;) and smoking status, followed by cough,
hematological indices (ie, MCV, MCHC, MCH, Hb, and HT),
treatment with antidiabetic drugs, hemoglobin A, serum
albumin, total protein, and BMI. Other predictive risk factors
were EOS, serum alanine aminotransferase, WBC count, and
urinary WBC count (Table 3). Logistic regression analysis
showed that low FEV;/FV C and %FEV ;; high %V C; highMCV,
MCHC, and Hb; and low HT and MCH were related factors,
and that individual streated with antidiabetic drugs had ahigher
number of associated risk factors for COPD. Low serum
albumin, low total protein, and low BMI were also confirmed
asrisk factors (Multimedia Appendix 3).
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Table 2. Comparison of performance of the Gradient Boosting Decision Tree machine learning (XGBoost) and logistic regression models.

Variable XGBoost® modal Logistic regression model
Training, mean (SE) Test, mean Training, mean (SE) Test, mean

Positive predictive value 0.505 (0.099) 0.362 0.441 (0.110) 0.285
AUCP 0.956 (0.015) 0.898 0.943 (0.022) 0.892
Accuracy 0.917 (0.032) 0.918 0.884 (0.049) 0.883
Sensitivity 0.845 (0.021) 0.877 0.874 (0.039) 0.901
Specificity 0.960 (0.016) 0.919 0.946 (0.025) 0.882
F-measure 0.370 (0.107) 0513 0.306 (0.110) 0.434

X GBoost: Gradient Boosting Decision Tree machine learning.
BAUC: areaunder the receiver operating characteristic curve.

Table 3. Importance of each predictor in the XGBoost model.

Variable Importance value
Forced expiratory volumein 1 second/forced vital capacity 0.2824
Smoking status 0.0329
Allergic symptoms (yes/no) 0.0303
Symptom-cough (yes/'no) 0.0294
Smoking-pack year 0.0222
Hemoglobin A4 0.0197
Albumin 0.0195
Mean corpuscular volume 0.0177
%Vital capacity 0.0165
%Forced expiratory volumein 1 second 0.0164
Treatment with an antidiabetic drug (yes/no) 0.0162
Allergic disease (yes/no) 0.0146
Hematocrit 0.0144
Urinary red blood cells 0.0143
Hemoglobin 0.0138
Age 0.0128
Smoking duration 0.0127
High density lipoprotein cholesterol 0.0123
Mean corpuscular hemoglobin concentration 0.0122
Tota protein 0.0118
BMI 0.0118
Number of eosinophils 0.0115
Mean corpuscular hemoglobin 0.0114
Serum white blood cells 0.0111
Fasting blood sugar 0.0110
Serum alanine aminotransferase 0.0108
Pulserate 0.0108
Forced expiratory volumein 1 second 0.0107
Urinary white blood cells 0.0104
Diastolic blood pressure 0.0103
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For future utilization of risk factors for disease assessment in
daily clinical practice, the machine learning process was
validated using aquestionnaireto predict risk factorsfor COPD
development (Multimedia Appendix 1). Of 30 variables, 25
were clinical parameters that overlapped between the two
methods. The top 30 risk factors also included the following
five questions: “1 am regularly doing exercise,” “| have chest
compression and pain,” “Average sleeping time in the past 1
month,” “1 have breakfast every day,” and “Body fat ratio”
(Multimedia Appendix 4). Among these, logistic regression
analysis showed that insufficient sleeping time and not having
breakfast every day were risk factors for COPD (Multimedia
Appendix 3).

Discussion

This study applied a machine learning method, a powerful tool
to analyze large quantities of complex data, to predict risk
factors for COPD. This is the first study to investigate more
than 300,000 records from working-age adultsin Japan utilizing
an annual medical check-up database. This system alows
healthy employeesto track their health conditions over time by
clinical measurements and questionnaires. We found that the
most significant predictor of COPD diagnosis was the absolute
vaueof FEV,/FVC, indicating that low FEV , in early adulthood
isan important factor in the development of COPD. Childhood
asthma is associated with impaired lung function, lower lung
function in adulthood, and higher risk of COPD even for
nonsmoker participants, as previously reported by Martinez et
al [21]. In our speculation, some part of the nonsmoker COPD
population might have had a history of childhood asthma,
increasing susceptibility to passive smoke exposure or airway
pollution and resulting in the early diagnosis of COPD in
nonsmokers compared with exsmokers in the study. Smoking
status had the second highest impact on disease diagnosis.
Among individuals with a smoking history, the peak age of
COPD diagnosis was older in exsmokers than in current
smokers. This finding suggests that smoking cessation delays
the diagnosis of COPD, consistent with a previous study in
which smoking cessation was reported to affect the natural
history of COPD [22].

Erythrocyteindices (MCV and MCHC) might also be available
as potential predictors of COPD diagnosis in addition to lung
function measurements. These dataare supported by aprevious
report in which continuous smoking had a significant effect on
hematological parameters compared with nonsmoking, and it
may be associated with an increased risk of COPD [23]. The
increased levelsof MCV and MCHC inindividualswith COPD
support a previous finding that impaired lung function has a
strong association with ischemic heart disease [ 24]. Conversely,
the presence of an allergic disease appeared to have apreventive
effect on airflow limitation, which is in contrast with
observations from the Tasmanian Longitudina Health Study
in which the presence of allergic diseaseswas an early predictor
of lung trajectoriestoward COPD [25]. However, the Hokkaido
cohort study showed that subjects with multiple asthma-like
features had slower lung function decline[26]. From thefindings
of our observational study in Japan, we can speculate that early
diagnosis and intervention for allergic diseases may have less
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impact on lung function and that regular and frequent medical
intervention could lead to an overall increasein life expectancy
among patients who can readily access appropriate treatment
by respiratory specialists.

Furthermore, individual swith decreased level s of serum albumin
and total protein, as well as lower hemoglobin A,; and BMI
may be at risk of developing cachexia, a common condition
among patientswith COPD [27]. With respect to other identified
risk factors, a retrospective cross-sectional study showed an
association between EOS and airflow limitation in patientswith
COPD [28]. Given that increased alanine aminotransferase
levels have been observed in patients with obstructive sleep
apnea [29], individuals at risk of developing COPD might be
exposed to intermittent hypoxia, indicating that a reduced
sleeping time, as determined in the study questionnaire, might
also represent a risk factor for COPD. Even minor changesin
hematological parameters might be attributable to hypoxic
conditions, leading to sleep disruption. Additionally, frequently
missing breakfast might accelerate malnutrition in the COPD
group. Furthermore, significantly higher prevalence rates of
chronic neck and lower back pain in patients with COPD
compared with heathy individuals were observed in a
population-based study, although the findings were not
confirmed by logistic regression analysis [30], and the link
between COPD and back pain remains unknown. The
observation of increased WBC counts in patients with COPD
compared with healthy controls [31] suggests that systemic
inflammation may be involved in the pathogenesis of COPD
[32].

Our results also indicate that smoking cessation should be
prioritized for the prevention of COPD and that smokers with
sleep disturbances, back pain, and/or low BMI and malnutrition
may be at increased risk of developing COPD and should be
considered as candidates for lifestyle intervention therapy.
Furthermore, the five key questions included in our
guestionnaire should be validated in future investigations and
potentially implemented in daily practice as part of an annual
medical check-up to prevent COPD.

The positive predictive value of the XGBoost model was
comparableto that of aself-scored persistent airflow obstruction
screening questionnaire in the Japanese population previously
reported by Samukawaet al [33]. However, our models showed
more accuracy because the sensitivity and specificity of our
models achieved higher figures, and the AUC reached over 0.9
compared with that of the questionnaire, which ranged from
0.595 to 0.612. The AUCs of the XGBoost and logistic
regression modelswere similar, while the most important factor
related to COPD diagnosiswas FEV 4 in both models. However,
some variables differed in importance in each model. Kuhn et
al reported that machine learning approaches can incorporate
high-order nonlinear interactions among predictors that cannot
be addressed by traditional modeling approaches (eg, logistic
regression models) [34]. However, machine learning methods
cannot elucidate whether a causal relationship exists between
the identified variable and the disease. Thus, the association
between risk factors detected using a machine learning model
and COPD requires validation in future prospective studies.
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A strength of this study wasthe use of longitudinal lung function
test data from healthy individuals from April 1998 to March
2019. In general, medical checkup dataare not linked to medical
records, meaning that profiles of lung function tests over time
could not be investigated. However, it was possible to evaluate
longitudinal lung function tests because the database included
data from individuals from a point in time when they were
healthy until they had developed COPD. Additionally, data
from healthy individualswereincluded, allowing lung function
test results from when they were diagnosed with COPD to be
investigated. Finally, both clinica measurements and
guestionnaire variables were included in the database, thereby
increasing the potential to identify several different risk factors
for COPD.

The limitations of this study include the definition of COPD
diagnosis by airflow limitation with pulmonary function tests.
Instead of post-BD spirometry data as suggested by the
ATS/European respiratory guidelines, we employed pre-BD
spirometry data for the diagnosis of COPD since no post-BD
spirometry was performed in the annual medical check-up. The
precise diagnosis of COPD cannot always be demonstrated by
airflow limitation alone; however, we believe that the diagnostic
approach was reasonable from aclinical perspective as airflow
limitation has been reported to be a poor prognostic factor in
the general population [35]. Low lung function values
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(FEV,/FVC <0.7) might be observed at a single time point in

some individuals for no discernable reason. Therefore, we
considered COPD as lung function of FEV;/FVC <0.7 on two
consecutive occasions. In terms of differentiation between
asthma and COPD, we cannot exclude the possibility of
misclassification of asthma as COPD in some patients since
reversibility tests were not performed in the annual medical
check-up, but participants with a medical history of asthma
were excluded. Additionaly, a database from a single
organization was analyzed in this study; thus, the results might
include bias based on the type of industry or the organizational
structure of the company, limiting the generalizability of the
findings. To obtain more generalizable findings, studies using
other databases are necessary. Finaly, some unknown
confounders may have remained; therefore, we plan to perform
model validation by analyzing other databases. Well-controlled
prospective studies should be conducted to confirm the
predictive factors for COPD diagnosis.

In conclusion, our machine learning method applied to
longitudina medical check-up data, including general
guestionnaires and laboratory parameters, identified
hematological, nutritional, and inflammatory parameters as
potentia risk factors for COPD. These parameters, along with
lung function and smoking status, may be useful inidentifying
at-risk individuals and may lead to an earlier diagnosis.
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HT: hematocrit

M CHC: mean corpuscular hemoglobin concentration

M CV: mean corpuscular volume

WBC: white blood cell

XGBoost: Gradient Boosting Decision Tree machine learning method
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Abstract

Background: Sepsisisalife-threatening condition that can rapidly lead to organ damage and death. Existing risk scores predict
outcomes for patients who have aready become acutely ill.

Objective: We aimed to develop amodel for identifying patients at risk of getting sepsis within 2 yearsin order to support the
reduction of sepsis morbidity and mortality.

Methods: Machine learning was applied to 2,683,049 el ectronic health records (EHRs) with over 64 million encounters across
five states to develop models for predicting a patient’s risk of getting sepsis within 2 years. Features were selected to be easily
obtainable from a patient’s chart in real time during ambulatory encounters.

Results: The models showed consistent prediction scores, with the highest area under the receiver operating characteristic curve
of 0.82 and apositivelikelihood ratio of 2.9 achieved with gradient boosting on all features combined. Predictive featuresincluded
age, sex, ethnicity, average ambulatory heart rate, standard deviation of BMI, and the number of prior medical conditions and
procedures. Thefindingsidentified both known and potential new risk factorsfor long-term sepsis. Model variationsalsoillustrated
trade-offs between incrementally higher accuracy, implementability, and interpretability.

Conclusions: Accurate implementable models were developed to predict the 2-year risk of sepsis, using EHR datathat is easy
to obtain from ambul atory encounters. These results hel p advance the understanding of sepsis and provide afoundation for future
trials of risk-informed preventive care.

(JMIR Med Inform 2021;9(7):€29986) doi:10.2196/29986

KEYWORDS
sepsis, machine learning; electronic health records; risk prediction; clinical decision making; prevention; risk factors

quick sequential organ failure assessment (QSOFA) score[11],

Introduction and modified early warning score (MEWS) [12], offer benefit

Sepsisisalife-threatening condition characterized by asystemic
immunological response to infection. Each year, more than 1.7
million adults in the United States develop sepsis, and nearly
16% of them die[1]. It istheleading cause of death in hospitals
worldwide and puts ahuge burden on health care systems|[2-4].
Research to date has primarily focused on the inpatient setting,
wheretimely treatment can improve sepsis-associated mortality
and morbidity [5-9]. Commonly used risk scores, such as the
systemic inflammatory response syndrome (SIRS) score [10],

https://medinform.jmir.org/2021/7/e29986
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once patients are acutely ill, but are less useful for early
detection [13-16]. Advanced machine learning has led to more
efficient models based on data from larger populations and a
greater number of risk factors [17-21], but these are designed
for emergency and inpatient settings [21-27].

Better risk models are needed to support community-acquired
sepsis prevention. In 2016, Wang et al were the first to develop
arisk score for long-term sepsis [28]. Using the REGARDS
cohort (n=30,239), they predicted an individual’s 10-year risk
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of sepsis(REGARD SRS), with abootstrapped Cindex of 0.703.
The REGARD SRS and SSRSrely on demographic and medical
history features that could be obtained by patient self-report,
but they also depend on clinical laboratory results from blood
and urine, including laboratory tests, such as cystatin-C and
high-sensitivity C-reactive protein, which are not routinely
measured in community-dwelling patients. Thus, there is a
pressing need for a noninvasive solution to guide interventions
for preventing sepsis, including immunization, education on
infection prevention, and early symptom recognition [29,30].
Published guidelines currently recommend these interventions
for some patients, such as those who will be experiencing
neutropenia secondary to chemotherapy or posttransplant
immunosuppression [31,32], but many other patients at high
risk are overlooked. An implementable model that works on
real-world patient data could support risk stratification for
population health outreach or at the point of care.

Given the increased adoption of electronic health records
(EHRs) in ambulatory care [33], a wealth of longitudinal
phenotype and exposure data is now accessible to support
predictive analytics. Sepsis risk research can move beyond
inpatient encounters toward investigation of long-term patient
trajectories. Historical data can support more accurate models
for clinical decision support and improved resource stewardship.
Yet, accuracy is only one dimension of model quality. Two
other considerations are implementability in real-world settings
and biomedical relevancefor discovery of new hypotheses about
the mechanisms of disease, prevention, and treatment.

In this study, we devel oped EHR-based model s using supervised
machinelearning methodsto predict thelong-term risk of sepsis,
investigating both time-invariant and temporal synopsisfeatures.
For each model, we reported results for both performance and
feature importance, and discussed trade-offs between accuracy,
interpretability, implementability, and biomedical relevance.
This research investigated the potential to predict long-term
sepsis risk in ways that can inform clinical decisions and lead
to a better understanding of the disease.

Methods

Data and Study Setting

Providence St. Joseph Health (PSJH) is a community health
system that includes over 51 hospitals and 1085 clinics. This
retrospective study used clinical data from PSJH EHRs for
patients who presented for health care at Providence, Swedish,
or Kadlec sites in Alaska, California, Montana, Oregon, and
Washington. Research was conducted within aHealth Insurance
Portability and Accountability Act (HIPAA)-secure data
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platform, after date shifting had been applied to reduce the risk
of reidentification. Dateswere shifted using arandomly selected
offset per patient of up to £365 days. All time windows below
were defined on postshifted dates. Procedures were approved
by the Institutional Review Board (IRB) at PSJH (IRB Study
Number STUDY2019000389). Records were included for
patientswho presented for health care at |east one time between
2017 and 2019. Our prediction model used records from patients
over 18 yearsof ageduring a 3-year observation window starting
in 2014 to predict sepsisin a 2-year window, starting in 2017.
Patient age was cal cul ated for the prediction window start date.
Patients with no valid birth date or no encounters prior to 2014
were excluded. Our final study cohort consisted of 2,683,049
patients, including 1,558,851 (58.1%) women and 1,124,198
(41.9%) men, and the median age was 51.36 years. Over
64,000,000 encounters were collected from the cohort patients
for feature extraction.

Feature and L abel Extraction

Features represent information about the data used as model
inputs, and the label is the outcome that the model istrained to
predict. In this study, we selected features that can be easily
obtained from EHRs, including previously reported long-term
risk factors for sepsis [34] and potential risk factors for
investigation. Binary outcome variables were used in labeling
for classification (1 for sepsis and O for no sepsis). Sepsis was
defined using the Systematized Nomenclature of
Medicine-Clinica Terms (SNOMED CT) [35] hierarchical
terminology system. Thelabel wasset to 1if the parent concept
for sepsis, SNOMED CT identifier (SCTID = 91302008), or
any of its descendants was found in the problem list during the
prediction window.

The following features were extracted from the observation
window: sex, age, ethnicity, race, height, weight, BMI,
ambulatory vital signs, history of medical conditions, hospital
length of stay, encounters, problem list entries, medical history
entries, medication orders, and procedures. Medical conditions
were considered present if the SNOMED CT parent concept or
any of its descendant concepts were found in the problem list
during the observation window. The sepsisfeature wasincluded
to investigate whether having a history of sepsisisarisk factor
for devel oping sepsisin the future. Ratio featureswith repeated
observations (eg, BMI, vital signs, and hospital length of stay)
were transformed through statistical aggregation (minimum,
maximum, mean, and standard deviation). All features are
defined in Table 1 and categorized into four feature sets as
follows: basic, vita signs, medical history, and health care
delivery data. In total, 49 features were entered into the
supervised machine learning process.
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Table 1. Definitions of features used for models in the study for the observation window.

Vital sign features

BP_sys
BP_dia
BT
HR
RR

Medical history features

Sepsis

Pneumonia

Bacteria infection

Fungal infection
Protein-energy malnutrition

Cancer

corpP®

Diabetes

Chronic kidney disease
Hypertension

Deep vein thrombosis
Arteriosclerosis
Peripheral artery disease
Coronary artery disease
Heart attack

Atrial fibrillation
Stroke

Heart failure

Health caredelivery features

n_encounter
n_hospitalization
LOS

n_problem
u_problem
n_medica_hx
u_medical_hx

Category Definition
Basic features
Sex Male (1), female (0), missing (-1)
Age Age calculated at the start of the prediction window
Race Native Hawaiian/Pacific Islander, American Indian/Alaska Native, Asian, Black/African Amer-
ican (1); White (0); other/missing (-1)
Ethnicity Hispanic/Latino (1), not Hispanic/Latino (0), missing (—1)
Height L ast observed height
Weight Last observed weight
Std_BMI Standard deviation of BMI

Average and standard deviation of systolic blood pressure
Average and standard deviation of diastolic blood pressure
Average and standard deviation of body temperature
Average and standard deviation of heart rate

Average and standard deviation of respiratory rate

Sepsis (SCTID®91302008)

Pneumonia (SCTID 233604007)

Bacterial infectious disease (SCTID 87628006)
Mycosis (SCTID 3218000)

Deficiency of macronutrients (SCTID 238107002)
Malignant neoplastic disease (SCTID 363346000)
Chronic obstructive lung disease (SCTID 13645005)

Diabetes mellitus (SCTID 73211009)

Chronic kidney disease (SCTID 709044004)
Hypertensive disorder, systemic arterial (SCTID 38341003)
Deep venous thrombosis (SCTID 128053003)
Arteriosclerotic vascular disease (SCTID 72092001)
Peripheral arterial occlusive disease (SCTID 399957001)
Coronary arteriosclerosis (SCTID 53741008)

Myocardial infarction (SCTID 22298006)

Atrial fibrillation (SCTID 49436004)

Cerebrovascular accident (SCTID 230690007)

Heart failure (SCTID 84114007)

Total count of clinical encounters

Total count of hospitalizations

Average, minimum, maximum, and standard deviation of length of hospital stay
Total count of problem list entries

Number of unique problem list entries

Total count of medical history entries

Number of unique medical history entries
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Category Definition
n_medication Total count of prescription medication orders
u_medication Number of unique prescription medication orders
n_procedure Total count of ordered medical procedures
u_procedure Number of unique ordered medical procedures

8SCTID: Systematized Nomenclature of Medicine-Clinical Terms (SNOMED CT) identifier.

PCOPD: chronic obstructive pulmonary disease.

Machine L earning

Data preprocessing and cleaning were conducted as follows.
Missing data in categorical features (sex, race, and ethnicity)
wereassigned to be—1. Missing datain height, weight, and vital
signswere imputed using the carry-forward method if previous
observationswere available; otherwise, median imputation was
used. Outliersin height and weight were detected by calculating
the modified z-score based on median absolute deviation (MAD)
[36] in equation 1 with a threshold of 3.5. Both outliers and
missing data were imputed with the median. Equation 1 is as
follows:

Mi = 0.6745 (xi-x") MAD (1)
where MAD is the median absolute deviation and x~ is the
median of x.

Patients diagnosed with sepsis accounted for only about 0.8%
of the cohort, leading to extremely imbalanced data. To ensure
the validity of the model but, at the same time, overcome the
classimbalancein themedical data set, we reserved 20% of the
original data as a test set and undersampled the other 80% of
the data by randomly selecting the same number of patients
from the majority class (no sepsis) asthe minority class (sepsis)
to construct a balanced training set. The train/test split process
is shown in Figure 1. This training set was then trained with
several machine learning methods, including gradient boosting
(GB), support vector machine (SVM), and logistic regression
(LR), and validated with 10-fold cross validation. Four models
were constructed with different combinations of feature sets.
Model 1 used only the basic features. Sequentially, we added
vital signfeaturesto model 2, medical history featuresto model
3, and hedlth care delivery data features to model 4.

Figure 1. Training, validation, and test split for modeling of the long-term risk of sepsis.

Original data set

Training set Test set
(80%) (20%)
Undersampling ﬂ
- Test set
Balanced training set
g Val (20%)

10-fold Cross Validation

M odel Performance Evaluation

All classification models were built using scikit-learn [37], an
open-source Python machine learning library. Widely adopted
performance measures, such as areaunder the receiver operating
characteristic curve (AUROC), precision, sensitivity (or recal),
specificity, and likelihood ratio, were used to evauate the
discrimination ability of our prediction models. Appropriate
measures were selected based on the class distribution in the
models. We also analyzed rel ative feature importance using the
following three methods. (1) Shapley Additive exPlanations
(SHAP) agorithm, (2) permutation testing, and (3) model
coefficients from L1-regularized logistic regression (L1-LR).
SHAP, an algorithm developed from coalition game theory,
calculates the average marginal contribution