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Abstract

Using machine learning predictive models for clinical decision support has great potential in improving patient outcomes and
reducing health care costs. However, most machine learning model s are black boxes that do not explain their predictions, thereby
forming abarrier to clinical adoption. To overcomethisbarrier, an automated method was recently devel oped to providerule-style
explanations of any machinelearning model’s predictions on tabular dataand to suggest customized interventions. Each explanation
delineates the association between a feature value pattern and an outcome value. Although the association and intervention
information is useful, the user of the automated explaining function often requires more detailed information to better understand
the patient’s situation and to aid in decision making. More specifically, consider afeature value in the explanation that is computed
by an aggregation function on the raw data, such asthe number of emergency department visitsrelated to asthmathat the patient
had in the prior 12 months. The user often wantsto rapidly drill through to see certain parts of the related raw data that produce
the feature value. Thistask is frequently difficult and time-consuming because the few pieces of related raw data are submerged
by many pieces of raw data of the patient that are unrelated to the feature value. To address this issue, this paper outlines an
automated lineage tracing approach, which adds automated drill-through capability to the automated explaining function, and
provides aroadmap for future research.

(IMIR Med Inform 2021,9(5):e27778) doi:10.2196/27778
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rule-style explanations of any machine learning model’s

Introduction

Machinelearning haswon almost all data science competitions
[1] and isahot topic these days. It isabout computer algorithms
that automatically learn from data, such as extreme gradient
boosting, support vector machine, and random forest [2]. Using
machinelearning predictive modelsfor clinical decision support
has great potential inimproving patient outcomes and reducing
health care costs [3-10]. However, most machine learning
models are black boxes that do not explain their predictions.
This creates a barrier to clinical adoption. To overcome this
barrier, we recently developed an automated method to offer

https://medinform.jmir.org/2021/5/€27778

predictions on tabular data and to suggest customized
interventions without reducing the model’s performance
measures [11-14]. Each rule-style explanation delineates the
association between a feature value pattern and an outcome
value. A feature is also called an independent variable. For the
prediction of future emergency department (ED) visits or
inpatient staysfor asthmafor apatient with asthma, one example
of the explanation is as follows:

« The patient had 2 ED visits related to asthma in the prior
12 months

JMIR Med Inform 2021 | vol. 9| iss. 5 |e27778 | p.4
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AND the patient’s average respiratory rate recorded in the
prior 12 monthsis >25 and <28 breaths per minute

- the patient will likely have at least 1 ED visit or inpatient
stay for asthmain the next 12 months [13,14].

An ED visit is related to asthmaif the ED visit has an asthma
diagnosis code. For the item in the explanation showing that
the patient had 2 ED visits related to asthma in the prior 12
months, 1 intervention suggested by the automatic explanation
method [12-14] isto apply control proceduresthat decrease the
likelihood that the patient will need emergency care.

The association and intervention information provided by the
automatic explanation method for machinelearning predictions
is useful. However, the user of the automated explaining
function often requires more detailed information to better
understand the patient’s situation and to aid in decision making.
More specifically, consider afeature value on theleft-hand side
of arule-style explanation that is computed by an aggregation
function on the raw data. The user often wants to rapidly drill

Luo

through to see certain parts of the related raw data producing
the feature value. In the context of arelational database, these
parts refer to the most relevant attributes of the most essential
source tuples producing the feature value. Which attributes are
most rel evant and which source tuples are most essential depend
on both the concrete feature type and the clinical decision
support application’s need and are illustrated by severa
examplesthroughout this paper. The patterns embedded in these
parts could provide additional information on the patient that
was lost during the aggregation process to compute the feature
value. This drill-through task is frequently difficult and
time-consuming because the few pieces of related raw data are
submerged by many pieces of raw data of the patient that are
unrelated to the feature value. For example, as Table 1 shows,
thelist of encounters of a patient with asthma displayed on the
standard interface of an electronic medical record system
includes much information that isirrelevant to the feature value
“2 of the number of ED visitsrelated to asthmathat the patient
had in the prior 12 months.”

Table 1. Anexamplelist of encounters of a patient with asthma displayed on the standard interface of an electronic medical record system.?

Visit date Primary diagnosisb Visit type Department Provider Facility

Dec 20,2020  Cough (R05) Outpatient HMCS family medicine clinic John Smith HMC

Dec 18,2020 Dysphagia, unspecified (R13.10) Outpatient HMC family medicine clinic David Wong HMC

Oct 15,2020  Cydititis, unspecified without hematuria I npatient uwmcd sse LeslieHurdle UuwMC
(N30.90)

Oct12,20208 Viral infection, unspecified (B34.9)  Emergency HMC HEDUCCf Patricia Sward HMC

Oct 09, 2020 Dizziness and giddiness (R42) Outpatient HMC family medicine clinic Eve Johnson HMC

Feb 11,2020 Posttraumatic stress disorder, unspeci-  Outpatient HMC psychotherapy clinic Amy Jiang HMC
fied (F43.10)

Feb 08,2020  Syncope and collapse (R55) Emergency HMC HEDUCC Peter Shavlik HMC

Feb 03,2020 Headache, unspecified (R51.9) Outpatient HMC family medicine clinic Jude Lake HMC

#This example list is made based on asimilar list seenin rea electronic medical record data at the University of Washington Medicine.
BThis column does not show up on the standard interface. This column isincluded because it will be discussed in this paper.

®HMC: Harborview Medical Center.
duwmc: University of Washington Medical Center.

€For the feature value “ 2 of the number of emergency department visits related to asthma that the patient had in the prior 12 months;” the related rows

inthe list producing the feature value are marked in italics.
fHEDUCC: Harborview Emergency Department Urgent Care Center.

For instance, in the rule-style explanation shown above, the first
item on the left-hand side is the feature value “ 2 of the number
of ED visits related to asthma that the patient had in the prior
12 months.” Asthma may or may not be the primary diagnosis
of either of these 2 visits. For this feature value, the user of the
automated explaining function wants to see the relevant parts
of these 2 visits (visit date, primary diagnosis, department
handling the visit, admitting provider, facility where the visit
occurred) in the reverse chronological order (see Table 2), like
the way encounters are displayed on the standard interface of
an electronic medical record system. The patterns embedded in

https://medinform.jmir.org/2021/5/€27778

these partsgive additional information on the patient not shown
by the feature value, such as the time between these 2 visits,
how long ago these 2 visits occurred, the primary diagnosesin
these 2 visits, and whether these 2 visits occurred at the same
facility. However, finding these parts is nontrivial. As seenin
real electronic medical record data at the University of
Washington Medicine, Intermountain Healthcare, and Kaiser
Permanente Southern California, the patient could have had
over 100 encountersin the prior 12 months. Only afew of these
encounters are ED visits, and even fewer of them are ED visits
related to asthma. To find the ED visits of the patient in the

JMIR Med Inform 2021 | vol. 9| iss. 5 |e27778 | p.5
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prior 12 months, the user would need some manual effort even
if aided by the search function for the el ectronic medical record
system. To figure out which of thesevisitsarerelated to asthma,

Luo

atask with which the search function often cannot provide much
help, the user would need much more manual effort.

Table2. An example of the parts of the related raw data that should be displayed for a feature value.?

Visit date Primary diagnosis Department Provider Facility
Oct 12, 2020 Viral infection, unspecified (B34.9) HMcP HEDUCCE Patricia Sward HMC
Feb 08, 2020 Syncope and collapse (R55) HMC HEDUCC Peter Shavlik HMC

For the example list shown in Table 1 and the feature value “ 2 of the number of emergency department visits related to asthma that the patient had in
the prior 12 months,” the parts that the user of the automated explaining function wants to see are in the related raw data producing the feature value.

PHMC: Harborview Medical Center.
CHEDUCC: Harborview Emergency Department Urgent Care Center.

In practice, numerous possible features computed by various
aggregation functions on al kinds of longitudina attributesin
the electronic medical records could be used for predictive
modeling and automatic explanation. Examples of such features
include whether the most recent asthma diagnosis of the patient
is a primary diagnosis, the patient's average respiratory rate
recorded in the prior 12 months, the total number of distinct
asthma medications ordered for the patient in the prior 12
months, the total number of units of asthmarelievers that were
ordered for the patient in the prior 12 months and were neither
systemic corticosteroids nor short-acting beta-2 agonists, the
number of distinct asthma medication prescribers of the patient
in the prior 12 months, and the number of no-shows by the
patient in the prior 12 months [13,14]. Most of the possible
features are unanticipated by the developers of the search
function for the electronic medical record system beforehand.
The search function supports only a few fixed types of search.
For only asmall portion of possiblefeatures, the search function
can aid drilling through the raw datathat produce agiven feature
value.

This creates a problem for the widespread adoption of the
automatic explanation method for machinelearning predictions.
Frequently, this method gives multiple rule-style explanations
for a patient predicted to be at high risk of incurring a poor
outcome[11,12]. The user of the automated explaining function
is typically a busy clinician having no time to do laborious
manual drill-through regularly. However, to better understand
the patient’s situation and to make better clinical decisions, the
user often wants to drill through multiple feature values of the
patient appearing in the explanations. If done manually, thisis
a challenging task. A patient often has extensive records with
numerous variables and hundreds of pages of content
accumulated over a long period of time [15]. Further, the
relevant raw data producing the feature values are frequently
scattered in several places in the electronic medical record
system.

This study makes 2 contributions toward solving this problem:

1 Wearticulatethisproblemfor thefirst timeintheliterature.
Thisisdonein the “Introduction” section.

2. To address this problem, an automated lineage tracing
approach is outlined to add automated drill-through
capability to the automated explaining function. This is
done in the “Outline of the proposed automated lineage

https://medinform.jmir.org/2021/5/€27778

tracing approach” section. Further, a roadmap for future
research is provided in the “ Directionsfor future research”
section.

The automated drill-through capability isintended to be offered
to help the user of the automated explaining function savetime,
better understand the patient’s situation, and make better clinical
decisions. The discussion in this paper focuses on structured
electronic medical record data, a specific method commonly
used to build clinical machine learning predictive models, and
the automatic explanation method for machine learning
predictions[11,12]. Nevertheless, the automated lineagetracing
approach is not limited to them. Instead, when automatically
explaining machine learning predictions and after appropriate
extension, the principle of this approach can be applied to
facilitate drilling through any feature value computed by an
aggregation function onlongitudinal structured data, regardless
of whether the data came from electronic medical records,
whether the feature is specified by a human expert or
semiautomatically extracted from longitudinal data using the
method outlined in the prior paper [16], which method is used
to build the machine learning predictive model, or which
automatic explanation method is used.

Running Example

Toillustrate this approach, arunning exampleis used throughout
this paper: automatically explaining the predictions of future
ED visitsor inpatient staysfor individual patients with asthma.
Our prior papers [12-14,17-19] detail this use case and the
features used to make predictionsin it.

Base Tables
Below are the schemas of 5 tablesin arelational database used
in the running example;

E

The underlined fields mark the key to each table. The encounter
table includes 1 row per encounter listing its information. The
diagnosis table includes 1 row per diagnosis code of an
encounter.  Primary  diagnoses are  signified by
dx_sequence_number=1. The diagnosis code master table
includes 1 row per unique diagnosis code giving its description.
The ordered_medication table includes 1 row per medication
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appearing in a medication order. The medication_master table
includes 1 row per unique medication listing itsinformation.

Intermediate Result Tables

Besides the above 5 base tables, 4 intermediate result tables
computed on the new dataare al so used in the running exampl e:
enc features 1, enc features 2, enc features 3, and
med features 1. Thetrained machinelearning predictive model
is applied to the new data to make predictions on individual
patients.

Theintermediate result tableenc features 1 contains 3 temporal
features on encounters: the number of ED visits, the number of
inpatient stays, and the number of outpatient visits that the
patient had in the prior 12 months. Let today date denote
today’s date. enc_features 1 is computed from the encounter
basetable using the following structured query language (SQL)

query.
@

Theintermediate result tableenc_features 2 contains1 temporal
feature on encounters: the number of outpatient visits with a
primary diagnosis of asthmathat the patient had in the prior 12
months. Recall that the International Classification of Diseases,
Tenth Revision diagnosis codes of asthma are J5.x.
enc_features 2 is computed by joining the encounter and
diagnosis base tables using the following SQL query.

@

Theintermediateresult tableenc features 3 contains 2 temporal
features on encounters: the number of ED visits related to
asthma and the number of inpatient staysrelated to asthmathat
the patient had in the prior 12 months. enc features 3 is
computed by joining the encounter and diagnosis base tables
using the following SQL query.

]

The intermediate result table med features 1 contains 2
temporal features on medications: the total number of
medicationsand thetotal number of distinct medications ordered
for the patient in the prior 12 months. med_features 1 is
computed from the ordered_medication base table using the

following SQL query.
@]

Relational Algebra Operators
This paper uses the following relational algebra operators with

the bag semantics unless otherwise specified: join E, | eft

semijoin E, selection g, projection 11, duplicate elimination 8,
and grouping y[20]. Commercial database management systems
implement relations using the bag semantics.

Review of a Typical Method to Build a
Clinical Machine Learning Predictive

https://medinform.jmir.org/2021/5/€27778
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Model and Our Automated Method to
Explain the Model's Predictions

In this section, a typical method to build a machine learning
predictive model on structured electronic medical record data
as well as the automated method to explain the model’s
predictions [11-14] are reviewed. In the next section, the
automated lineage tracing approach based on these 2 methods
is outlined.

A health care system usually has an enterprise data warehouse.
It stores in a relational database a copy of the structured
electronic medical record data of the health care system, often
after some transformations such as pivoting [21,22] and
denormalization to facilitate data analysis. For predictive
modeling with automated explanation, the overall workflow is
to execute database SQL queries to extract features from the
electronic medical record data, to build a machine learning
predictive model on the training data, to apply the model on
new data to make predictions on individual patients, and then
to use the automated method to explain the predictions. In the
following sections, each of these stepsis described sequentially.

Extracting Features From the Electronic M edical
Record Data and Building the Clinical Machine
L earning Predictive M odel

The structured el ectronic medical record data contain both static
atributes (eg, gender) and longitudina attributes (eg,
encounters, diagnoses). Most attributes are longitudinal. As
Figure 1 shows, the following operations are performed on the
training data:

1. The static features are computed from the static attribute
values. The results are stored in 1 or more intermediate
result tables. Typically, each of these intermediate result
tables is computed by running a select-project-join SQL
guery on 1 or more base tables.

2. By aggregating longitudinal attribute values and sometimes
also using some static attribute values, the patient cohort
of interest in the training data is computed. The result is
stored in 1 intermediate result table. Thisistypically done
by running a complex SQL query on several base tables.
An example patient cohort is the set of al patients with
asthma who visited any of the facilities of the health care
system during a specific time period.

3. By aggregating longitudinal attribute values, temporal
features and the outcome variable are computed and stored
in 1 or more intermediate result tables. Typically, each of
these intermediate result tables is computed by running a
sel ect-project-join-aggregate SQL query on 1 or more base
tables. For example, 1 intermediate result table is similar
to enc_features 1 and contains multiple temporal features
on encounters computed from the encounter base table. A
second intermediateresult tableissimilar toenc_features 2
and contains multiple temporal features on encounters
computed by joining the encounter and diagnosis base
tables. A third intermediate result table contains multiple
temporal features on medications computed by joining the
ordered medication and medication_master base tables,
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such asthetotal number of distinct asthmamedicationsand more select-project-join-aggregate segments [23]. Each
the total number of units of asthma medications ordered segment has a grouping or duplicate elimination operator
for the patient in the prior 12 months. The logical query at itsend following abunch of join, selection, and projection
plan for a select-project-join-aggregate query includes 1 or operators.

Figure 1. Theflow chart for building aclinical machine learning predictive model on the training data, making predictions on the new data, and using
our automated method to explain the model’s predictions.

Training data New data
! Static attribute values Longitudinal attribute values | ! Static attribute values  Longitudinal attribute values |
e ot bbbttt Mt L T T e e R TR T
. Compute temporal Compute temporal
Compute || Compute the patient| | features and the outcome Compute | |Compute the patient features via
static features|| cohort of interest || variable via aggregation | |static features | cohort of interest aggregation

For the patient cohort of interest in the new data,

For the patient cohort of interest in the training data, merge all features
merge all features and obtain a unified data frame

and the outcome variable and obtain the unified training data frame

| Mine association rules L
;! Construct the machine
Compile interventions for learning predictive model

feature-value pairs

[Link interventions to rules| [ Make predictions on individual patients |

| Automated explaining function |

Explanations for the predictions Suggested customized interventions

Figure 2 shows the logicad query plan for a obtained. For the patient cohort of interest, this table includes
select-project-join-aggregate query. By joining theintermediate 1 column for the outcome variable and a separate column for
result tables containing the patient cohort of interest, the static  each feature. Then a machine learning predictive model is
and temporal features, and the outcome variablein thetraining trained on thistable.

data, a table containing the unified training data frame is

Figure2. A logica query plan for the select-project-join-aggregate query Qs given in the “Intermediate result tables’ section.

Ve patient_id, sum{case when e.cncounter type '|.‘I'n|.l_m.l1|._'\.'§l|1un | else 0 end), sumicase when e.encounter type = 'inpatient” then | else (0 end)

' m.mticin id, e.encounter type
The last select-: i

pr:']:]&l:l—_]ﬂ]t‘l— JI.'-RH'I“ii time between foday_date - 365 and feday_date
aggregate |
SCngIlt Mt.urlm:urnur id = e_idencounter_id
encounter table e )

Intermediate
i | i select-project-
{ join-aggregate
J[('IJ version = TCRIY » diagnosis_code like "145.%' seoementl e id

i diagnosis table

§ Tencounter id

ok

. . . o intermediate result tables. By joining these tables, a table
Applying the Machine L'ea.rnl ng Predlictilve M odgl to containing the unified data frame for the new datais obtained.
New Data to Make Predictions on Individual Patients o yhe patient cohort of interest, this table includes a separate
As Figure 3 shows, similar to the procedure mentioned above, column for each feature. We then apply the machine learning
the patient cohort of interest and the static and temporal features  predictive model to thistable to make predictions on individual
in the new data are computed. The results are stored in several  patients.
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Figure 3. The high-level logical query plan for computing the unified data frame that contains all the features of the new data. SQL: structured query
language.

Unified data frame containing all features of the new data

-]

| T

Intermediate Intermediate Intermediate
result table result table result table
showing the  containing the enc_features |

patient static features containing
cohort of | several temporal several temporal
interest in features on
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Automatically Explaining the Machine Learning
Model’'s Predictions

At the same time of building the clinical machine learning
predictive model, the training data are used to create the
knowledge base of the automated explaining function. We do
automated discretization [24,25] to convert continuous features
to categorical features. Then class-based association rules
[24,26] are mined from the unified training data frame. Each
rule delineates the association between a feature value pattern
and a poor outcome value ¢ and is of the form

i AND i, AND ... AND i, .

This rule shows that a patient satisfying iy, i, ..., and i; tends
to have an outcome value c. The values of t and ¢ can change
across rules. Each item i, (1<k<t) is a (feature, value) pair
showing that a feature has a specific value or a value within a
specific range. One exampleitem of theformer isthat the patient
had 2 ED visits related to asthmain the prior 12 months. One
exampleitem of thelatter isthat the patient’s average respiratory
rate recorded in the prior 12 monthsis >25 and <28 breaths per
minute. An example rule containing both itemsis given in the
Introduction.

For each (feature, value) pair item used to create association
rules, 0 or moreinterventionsare precompiled. Theinterventions
precompiled for any item on a rule's left-hand side are
automatically linked to therule.

At prediction time, to avoid reducing the machine learning
predictive model’s performance measures, the model’'s
predictions are used with no change. The mined association
rules are used to explain these predictions rather than to make
predictions. More specifically, for each patient whom the model
predicts to have a poor outcome value, we find and display the
rules that have this value on their right-hand sides and whose
left-hand sides are fulfilled by the patient. Each rule offers 1
explanation for the prediction. The interventions linked to the
rule are displayed next to it as the suggested candidate
interventions.
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Our automatic explanation method for machine learning
predictions has been successfully applied to multiple clinical
predictive modeling problems [11,12,27,28]. It has several
advantages. Among all the automatic explanation methods for
machine learning predictions in the literature [29,30], our
method is the only one that can automatically suggest
customized interventions. The rule-style explanations given by
our method are easier to comprehend than the non—rule-style
explanations given by many other methods. Unlike many other
automatic explanation methods that either lower the machine
learning predictive model’s performance measures or work for
only a specific machine learning algorithm, our automatic
explanation method works for any machine learning algorithm
on tabular data without lowering the model’'s performance
measures. Unlike several other methodsthat use rules computed
at prediction time to offer explanations [31,32], our method
uses rules mined before prediction time to offer explanations.
This is essentia for our method to automatically suggest
customized interventions at prediction time.

Review of the Existing Automated
Lineage Tracing Techniques

In this section, the existing automated lineage tracing techniques
are reviewed. An overview of such techniques developed in
various fields is provided. Then, a specific set of automated
lineage tracing techniques most closely related to thiswork is
reviewed.

Overview of the Existing Automated Lineage Tracing
Techniques

The lineage or provenance of a given data item i refers to the
source dataitems producing i and how i was derived [33]. The
former is called where-lineage. Thelatter is called how-lineage.
Each type of lineage can be at either the schema level or the
instancelevel. An exampl e of where-lineage at the schemalevel
isthe set of base tables producing a specific materialized view.
An example of where-lineage at the instance level is the set of
tuples in the base tables producing a given temporal feature
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value in a materialized view. Lineage information can be
computed in either an eager way or alazy way. In the former
case, lineage information is computed and stored at the same
time of producing the output data. In the latter case, lineage
information is computed when needed. This paper focuses on
where-lineage that is at the instance level and computed in a

lazy way.

Ikeda et al surveyed existing lineage tracing techniques in
databases[33,34], e-science [35], and scientific data processing
[36]. Among all of the lineage tracing techniques in the
literature, the techniques Cui et al [23,37] developed are the
most closely related to this work. These techniques are used to
trace the lineage of atuple in amaterialized view [38] defined
by a select-project-join-aggregate query in arelational database.
Cui et a [39,40] described lineage tracing techniques for
warehouse data computed via a directed acyclic graph of
transformations, some of which could involve complex
procedural code. Zhang et a [41] described lineage tracing
techniquesfor datacomputed by arbitrary functions. In general,
the more flexibility is alowed on the transformations or
functions, the less efficiently lineage can be traced [39].

Inbig datasystems, Ikedaet al [42,43] described lineage tracing
techniques for data computed via a directed acyclic graph of
map and reduce functions[44]. Amsterdamer et al [45] described
lineage tracing techniques for datacomputed by using Pig Latin
[46].

In scientific data processing, lineage tracing is often done on
curated databases, which contain scientific data copied from
other databases [36,47].

Schelter et al [48] described amethod to trace the schema-level
lineage of the data sets, features, models, and predictions
produced in machine learning experiments.

Review of Cui et al’s Automated Lineage Tracing
Techniques for Relational Databases

To automatically trace the lineage of atupletin amaterialized
view [38] defined by a sel ect-project-join-aggregate query, Cui
et al [23,37] proceeded asfollows. First, the materialized view's
definition query is transformed into a canonical form of the
logical query plan. As Figure 2 shows, the canonical form
includes 1 or more sel ect-project-join-aggregate segments. Each
segment has 0 or 1 join operator, 0 or 1 selection operator, O or
1 projection operator, and a grouping or duplicate elimination
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operator in thisparticular order. Second, a separateintermediate
materialized view is created for each intermediate
select-proj ect-join-aggregate segment of the canonical form.
The root node of such a segment is not the root node of the
canonical form. Third, we recursively trace through the
hierarchy of intermediate materialized viewsin atop-down way.
At each level of the hierarchy, the lineage tracing query for a
1-level select-project-join-aggregate materialized view is used
to compute the current traced tuples' lineage with respect to
each base table and each materialized view at the next lower
level. For a 1-level select-project-join-aggregate materialized

view MV = y(nA(ch(RlERJE . .ERH))), thelineage of atuple
set TOMV with respect to the base table or the materialized view

R (1<isn) is TrRi(oc(RlﬁRﬁ...ERn)ﬁT). Here, the
projection operator TTon R; has the set semantics, making each
selected tuple in R, appear only once. Further, all attributes of
R appear in the projection operator and subsequently in the
lineage traced on R;. Thefinal traced lineage of tuplet includes

thelineage traced on every base table appearing in the canonical
form.

We use an example to illustrate Cui et a’s [23,37] automated
lineage tracing techniques. If “create table enc_features 3" is
replaced by “create materialized view enc_features 3 view”
in query Qs given in the “ Intermediate result tables” section, a
query Qs , defining a materialized view enc_features 3 view
is obtained. To trace the lineage of a tuple t in
enc_features 3 view whose patient_id is asthma_patient_id,
one proceeds as follows.

First, the canonical form of the logical query plan for query
Q3 , is obtained. The canonical form isthe same asthe logical

query plan for query Qs shown in Figure 2.

Second, anintermediate materialized view asthma_encounter_id
is created for the intermediate select-project-join-aggregate
segment e id shown in Figure 2. This is done using the

following SQL query.
E

Figure 4 shows the resulting hierarchy of intermediate
materialized views, with the materidlized view
enc_features 3 view at thetop and the encounter and diagnosis
base tables at the bottom.

Figure 4. The hierarchy of intermediate materialized views matching the canonical form of the logical query plan for the definition query of the

materialized view enc_features 3 view.

Top level
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e

The second level  encounier table

Third, at the top level of the hierarchy of intermediate
materialized views, the lineage of tuple t with respect to the
encounter base table is computed using the following SQL

query.
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Intermediate materialized view asthma encounter id

diagnosis table

]

The following SQL query is used to compute the lineage of
tuple t with respect to the intermediate materialized view
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asthma_encounter_id and to store the results in a temporary

table temp.
@]

Fourth, at the second level of the hierarchy of intermediate
materialized views, the lineage of the tuples in the temporary
table temp with respect to the diagnosis base table is computed
using the following SQL query.

]

The final traced lineage of tuple t includes both the results of
query Qg and the results of query Q.

Outline of the Proposed Automated
Lineage Tracing Approach

In this section, an automated lineage tracing approach is outlined
to add automated drill-through capability to the automated
explaining function. Our presentation includes 4 subsections.
In the first subsection, an overview of the lineage tracing
component of the automated explaining function is provided.
In the second subsection, the unique requirements on automated
lineage tracing are shown for automatically explaining machine
learning predictions for clinical decision support. In the third
subsection, the proposed automated lineage tracing techniques
fulfilling these requirementsisoutlined. In the fourth subsection,
some considerations are presented for future computer coding
implementation of the proposed lineage tracing approach.

Overview of the Lineage Tracing Component

At association rule mining time, all (feature, value) pair items
used to create association rules are known. Which itemsinvolve
temporal features computed by aggregation functions on the
raw data is aso known. For each item that is related to a
temporal feature of a patient and on the left-hand side of arule,
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a hyperlink is added to the item in the rule. In addition, a
parameterized stored procedure is written for the item in the
database to retrieve lineage information. The stored procedure
typically has 2 parameters: the patient_id of the patient being
examined and the endpoint of the temporal aggregation period,
such as today. When the stored procedure is run for the first
time, an execution plan is generated. All subsequent runs will
use the same execution plan to avoid runtime query optimization
overhead.

At automatic explanation time, the user of the automated
explaining function isallowed to do lineage tracing for any item
that is on the left-hand side of a rule-style explanation and
related to a temporal feature value. When the user clicks the
item'’s hyperlink, the stored procedure prewritten for the item
isinvoked to retrieve some prespecified parts of therelated raw
data producing the feature value. Except for the cases with 2
specific aggregation functions described later in the paper, the
retrieved data instances are always displayed on a page in the
reverse chronological order like that in the electronic medical
records.

UniqueRequirementsfor Automated Lineage Tracing

Typicaly, the user of the automated explaining function is a
clinician. To fit the user's busy schedule and to aid timely
decision making, the user wants the lineage tracing process for
atemporal feature valueto befinished quickly, preferably within
1 second. Thisgoal is partialy fulfilled by the existing lineage
tracing techniques[23,37], whereastherealized lineage tracing
speed can befurther improved. In addition, theretrieved lineage
information should be easy to scan and include the most
essential content needed to facilitate decision making. This
enables the user to quickly gain useful insights from the
information, ideally within 1 or afew seconds. As summarized
in Table 3, that goal trandates to 5 unique requirements on
automated lineage tracing that are unmet by the existing lineage
tracing techniques.

Table3. The5 unique requirements of automated lineage tracing for automatically explaining machine learning predictionsfor clinical decision support.

Requirement

Reason for posing the requirement

Retrieving only asmall set of attributes

Adding some essential attributes that do not directly produce the feature value

Sorting the retrieved lineage information in an appropriate order

Computing the lineage information based on the semantic meaning of the feature

Performing no lineage tracing for any health care system feature value computed

by an aggregation function

To prevent the user from being overwhelmed by many nonessential
or irrelevant attributes

To make the retrieved lineage information include the most essen-
tial content

To make the retrieved lineage information easy to scan

To avoid including irrelevant or nonessential source tuplesin the
retrieved lineage information

Toavoid including irrelevant datain the retrieved lineage informa-
tion

Requirement 1: Retrieving Only a Small Set of Attributes

When tracing the lineage of atemporal feature value, one should
retrieve from the base tables only a small set of attributes
specific to the temporal feature rather than the many attributes
involved in deriving all of the features used for automated
explanation. This requirement is posed to prevent the user of

https://medinform.jmir.org/2021/5/€27778

the automated explaining function from being overwhelmed by
many nonessential or irrelevant attributes.

To aid automatic explanation, we want to allow tracing the
lineage of atemporal feature value in the form of asmall set of
attributes specific to the temporal feature (see Table 2 for an
example). This cannot be well done using Cui et a’s lineage
tracing techniques [23,37]. These techniques were devel oped
totrace the lineage of atupleincluding al of itsattribute values
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in a select-project-join-aggregate materialized view in a
relational database. If the retrieved lineage information ever
touches atuple in a base table, al attribute values of the tuple
are included in this information. For automatic explanation,
both factors would cause the retrieved lineage information to
have an excessive volume, overwhelming the user of the
automated explaining function.

To see this, the process of making predictions with automatic
explanations is reviewed. Usually, many features are used to
make predictions and to automatically explain them. All of the
items on the left-hand side of a rule-style explanation come
from the same tuple in the unified data frame, which contains
all features of the new data. AsFigure 3 shows, thisunified data
frame is obtained by joining many intermediate result tables.
Each of them falls into 1 of the 3 categories: (1) a table
containing the patient cohort of interest in the new data, (2) a
table containing 1 or more static features, and (3) a table
containing 1 or more temporal features. Each hyperlinked item
on the left-hand side of a rule-style explanation comes from
exactly 1 intermediate result table in the third category.

When the user of the automated explaining function clicks the
hyperlink for an item on the left-hand side of a rule-style
explanation, one could use Cui et al’s techniques [23,37] to
trace the lineage of the tuple in the unified data frame, from
which the item comes. For each intermediate result table
mentioned above and each base table used to create it, the
retrieved lineage information contains some tuples from the
base table including all of their attribute values. Most of the
retrieved lineage information is unnecessary for automatic
explanation for 3 reasons.

Reason 1

The retrieved lineage information often includes thousands of
tuplesfrom several dozen basetables. Most of these base tables
are used to compute the other feature valuesin the tuple in the
unified data frame that are unrelated to the item, and include
no information that can help the user of the automated
explaining function gain useful insights related to the item. In
fact, to obtain the lineage information of the item essential for
automatic explanation, we need to only trace through the
intermediate result table related to the item solely for the item
and to examine the base tables used to create this table. The
features in this table that are unrelated to the item can be
ignored. Thereisalso no need to trace through the intermediate
result tables containing the features unrelated to the item.
Moreover, at automatic explanation time, we know the
patient_id of the patient linked to the item. The user usually
does not need to know why this patient isin the patient cohort
of interest in the new data. Thus, there is no need to trace
through the intermediate result tabl e showing the patient cohort.

Reason 2

A base table often has many attributes, only afew of which are
essential for the user of the automated explaining function to
gain useful insights related to the item. For instance, the
encounter table often has >100 attributes. The lineage
information shown in Table 2 coversonly 4 of them: admit_time
transformed to the date format, department, admitting_provider,
and facility.

https://medinform.jmir.org/2021/5/€27778
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Reason 3

Certain items are each computed using severa base tables and
intermediate query results. For the user of the automated
explaining function to gain useful insights related to the item,
only the attributes and tuples of some of these base tables are
essential. Alternatively, none or only some of theseintermediate
query results need to be traced through.

For example, in query Q, given in the “Intermediate result
tables” section, both the encounter and diagnosis base tables
are used to compute the feature “ the number of outpatient visits
with a primary diagnosis of asthma that the patient had in the
prior 12 months.” For a value of this feature, we need to use
the information in the diagnosis table to find the related tuples
inthe encounter table. Nevertheless, the user would expect each
encounter shown in the retrieved lineage information to be an
outpatient visit with aprimary diagnosis of asthma. Thus, there
is no need to include any attribute or tuple from the diagnosis
table in the retrieved lineage information, for example, to give
the primary diagnosis of each encounter included in that
information.

As a second example, in query Qs given in the “Intermediate
result tables’ section, both the encounter base table and the
intermediate query result e id are used to compute the feature
“the number of ED visitsrelated to asthmathat the patient had
in the prior 12 months.” For a value of this feature, the user of
the automated explaining function would expect each encounter
shown in the retrieved lineage information to be an ED visit
related to asthma, like that shown in Table 2. Thus, thereisno
need to tracethrough e _id and to obtain the corresponding tuples
in the diagnosis table showing that each encounter included in
theretrieved lineage information has an asthmadiagnosis code.

Requirement 2: Adding Some Essential Attributes That
Do Not Directly Produce the Feature Value

For certain temporal features, when acquiring the lineage of a
feature value, one should not use only the related raw data that
directly produce the feature value. Instead, one needs to add to
them some related attributes in the base tables, which are
specific to the temporal feature and do not directly produce the
feature value. We pose this requirement to make the retrieved
lineage information include the most essential content needed
to facilitate decision making. For example, as query Q, given
in the “Intermediate result tables’ section shows, the feature
“the number of ED visits that the patient had in the prior 12
months’ is computed solely from the encounter base table. For
avalue of thisfeature, we want the retrieved lineage information
to be similar to that shown in Table 2 and include a primary
diagnosis column. This column iscomputed using the diagnosis
and diagnosis_code master base tables unused in Q; and is
formed by concatenating the diagnosis code and
dx_code_description columns of the diagnosis code master
base table. The cases for many other temporal features on
encounters are similar.
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Requirement 3: Sorting the Retrieved Lineage
Information in an Appropriate Order

When presenting the lineage information, the related raw data
retrieved for a temporal feature value should be sorted in an
order specific to thetemporal feature. Thisrequirement is posed
to maketheretrieved lineageinformation easy to scan. Usually,
we want the datainstances in the retrieved lineage information
to be displayed in the reverse chronological order like that in
the electronic medical records. However, there are 2 exceptions.
First, when the tempora feature is the maximum value of an
attribute of a given patient, we want the related raw data
retrieved for a feature value to be displayed in the descending
order of the attribute value. For example, for the feature “the
highest systolic blood pressure of the patient in the prior 12
months,” we want the lineage information retrieved for afeature
valueto contain the systolic blood pressure of the patient in the
prior 12 months sorted in the descending order. Second, when
the temporal feature is the minimum value of an attribute of a
given patient, wewant therel ated raw dataretrieved for afeature
value to be displayed in the ascending order of the attribute
value. In either of the 2 cases, aresort button could be added to
the retrieved lineage information on display. If the user of the
automated explaining function clicks this button, the data
instances in the retrieved lineage information are rearranged in
the reverse chronological order for display.

Requirement 4: Computing the Lineage I nformation
Based on the Semantic Meaning of the Feature

The lineage information of a temporal feature value should be
computed based on the semantic meaning of the feature rather
than solely on the literal writing of the SQL query used to
compute the feature. We pose this requirement to avoid
including irrelevant or nonessential sourcetuplesintheretrieved
lineage information. For a select-project-join-aggregate
materialized view containing 1 or more temporal features, Cui
et al [23,37] compute the lineage of atuplein it based solely
on theliteral SQL query used to defineit. In certain cases, this
literal approach issuboptimal for automatic explanation. Instead,
we should consider the semantic meanings of the temporal
features during lineage tracing. In the following, 2 such cases
are described. Each caseis presented as a subrequirement.

Subrequirement 4.1

When the temporal feature is the sum of a variable computed
by a case statement in SQL including multiple conditions and
some of them return O, only the lineage information related to
the other conditions should be retrieved. In SQL, such a
temporal feature iswritten in the form of

E
As an example of this subrequirement, for the feature “the
number of ED visitsthat the patient had in the prior 12 months,”
the lineage information retrieved for a value of the feature
should be the ED visits that the patient had in the prior 12
months, regardless of whether the feature is computed using

SQL query Qg or Qg below.

]
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The differences between Qg and Q; are highlighted in italics
in Q. If thefeatureis computed using Qq, Cui et a’stechniques
[23,37] would retrieve all the encounters of the patient in the
prior 12 months as the lineage information. This could easily
overwhelm the user of the automated explaining function, as
usually most of these encounters are not ED visits.

Subrequirement 4.2

When thetemporal featureisthetotal number of distinct items,
the retrieved lineage information should include only 1
representative datainstance for each distinct item. For example,
query Q, given in the “Intermediate result tables’ section
computes the feature “the total number of distinct medications
ordered for the patient in the prior 12 months.” For a value of
this feature, Cui et al’s techniques [23,37] would retrieve all
medications ordered for the patient in the prior 12 months as
thelineage information. Thisinformation is often overwhelming
and not succinct enough for the user of the automated explaining
function to quickly find the distinct medications ordered for the
patient in the prior 12 months, as the same medication could be
ordered for the patient multiple timesin a year. To avoid this
problem, one could retrieve only the most recent order of each
distinct medication ordered for the patient in the prior 12 months
as the lineage information. For the user, these distinct
medications typically provide enough insight into the patient’s
status related to the feature value.

Reguirement 5: Performing No Lineage Tracing for Any
Health Care System Feature Value Computed by an
Aggregation Function

We do not trace the lineage of any health care system feature
value computed by an aggregation function. We pose this
requirement to avoid including irrelevant data in the retrieved
lineage information. Liketemporal features of apatient, certain
health care system features [17-19] such as the number of
patients with asthma of the primary care provider of a patient
are computed by aggregation functions. These health care system
features are each computed using multiple patients’ information
rather than solely theinformation of the patient being examined.
Since other patients’ detailed information does not hel p the user
of the automated explaining function understand this patient’s
situation, we do not trace the lineage of any value of thisfeature,
even if it appears on the left-hand side of a rule-style
explanation.

Outline of the Proposed Techniquesto Form the
Lineage Tracing Query That Computesthe Lineage
Information

To perform automated lineage tracing for explaining machine
learning predictions for clinical decision support, Cui et al’s
lineage tracing techniques [23,37] are modified to fulfill the
reguirements mentioned above. Even without giving any detail
on the computer coding implementation and the performance
evaluation results, Cui et a [37] aready used 49 pages to
describe the detail s of their automated lineagetracing a gorithm.
The case described in this paper is more complex than Cui et
a’s case [37]. In the case described in this paper, which
attributes are most relevant and which source tuples are most
essential for inclusion in the retrieved lineage information
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depend on both the concrete feature type and the clinical
decision support application’s need. In comparison, no such
dependency existsin Cui et a’s case [37]. Thus, it is expected
that, once fully worked out, the proposed automated lineage
tracing algorithm would be more sophisticated than Cui et a’s
algorithm [37]. In this viewpoint paper, the goal is not to
enumerate all possible feature types and to provide a detailed
design or any computer coding implementation of the proposed
automated lineage tracing approach. Rather, the goal is to
describethe design approach for the proposed automated lineage
tracing module and to provide a roadmap for future research.
We achieve this goal by outlining the main steps of forming the
lineage tracing query, giving 4 example temporal features, and
illustrating at ahigh level how to form the lineage tracing query
for each of these 4 features.

Overview of the Lineage Tracing Query Formation
Process

Usually, each intermediate result table shown in Figure 3 has
a patient_id column. It is used as the join column in the join
operation to produce the unified data frame containing all
features of the new data. As explained in “Reason 1" of the
“Requirement 1" section, to obtain the lineage information of
a temporal feature value, we need to only trace through the
intermediate result table containing this value soléely for this
value. Thisintermediate result table is usually computed from
some base tables by using a select-project-join-aggregate SQL
query S,. To form the lineage tracing query for a temporal
feature value of a patient in the intermediate result table, one
proceeds in 4 steps. First, the other tempora features, if any,
are removed from S, to obtain a simplified query S;. Second,
if applicable, S, is transformed to query S, to fulfill
subrequirement 4.1. Third, Cui et a’s techniques [23,37] are
modified to address Reasons 2 and 3 given in the* Requirement
1" section. The modified techniques are used to form a
preliminary lineage tracing query S; based on S, and the
patient’s patient_id. Fourth, to obtain the final lineage tracing
query, S; is transformed to fulfill Requirements 2 and 3 and
subrequirement 4.2.

Inthefollowing, 4 examplesareused toillustrate at ahigh level
how to form the lineage tracing query. In each example, the
user of the automated explaining function isexamining a patient
with asthma whose identifier is asthma_patient_id and wants
to drill through a temporal feature value of this patient. We
outline the main steps of forming the lineage tracing query for
the feature value without giving the detailed algorithm.

Example 1: The Number of ED Visits That the Patient
Had in the Prior 12 Months
As defined by query Q; in the “Intermediate result tables’

section, the intermediate result table enc_features 1 contains
3 temporal features. One of them is the number of ED visits
that the patient had in the prior 12 months. To form the lineage
tracing query for avalue of thisfeature, one proceedsasfollows.

First, the other 2 features are removed from query Q, to obtain
query Qq given in the “ Subrequirement 4.1” section.

https://medinform.jmir.org/2021/5/€27778

Luo

Second, to fulfill subrequirement 4.1 on handling the sum of a
variable computed by acase statement, query Qg istransformed

to query Qo given in the “ Subrequirement 4.1” section.

Third, Cui et a’slineage tracing techniques[23,37] are used to
form a draft lineage tracing query Qi; based on Q,; and

asthma_patient_id.
E

The differences between Q; and Qq; are highlighted in italics
in Qq;. To address Reason 2 given in the “Requirement 1"
section and retrieve from the encounter table only its attributes
essential for automatic explanation, Qy; is transformed to the
following preliminary lineage tracing query.

@

The differences between Q;; and Q, are highlighted in italics
in Q.

Fourth, to fulfill Requirement 2, a primary diagnosis column
needs to be added to the raw data that are retrieved by query
Qq, and that directly produce the feature value being examined.
To fulfill Requirement 3, the retrieved raw data need to be sorted
in the reverse chronological order. To meet both demands, Q5
is transformed to the following final lineage tracing query.

]

The differences between Q,, and Q5 are highlighted in italics
in Q3. || isthe string concatenation operator in SQL.

Example 2: The Number of Qutpatient Visits With a
Primary Diagnosis of Asthma That the Patient Had in
the Prior 12 Months

As defined by query Q, in the “Intermediate result tables’
section, the intermediate result table enc_features 2 contains
the temporal feature “the number of outpatient visits with a
primary diagnosis of asthmathat the patient had in the prior 12
months.” To form the lineage tracing query for a value of this
feature, one proceeds as follows.

First, to address Reason 2 givenin the “ Requirement 1" section,
only the attributes essential for automatic explanation should
be included from the encounter table. To address Reason 3
giveninthe“Requirement 1" section, no attribute or tuplefrom
the diagnosis table should be included in the retrieved lineage
information. A preliminary lineage tracing query Q4 isformed
based on query Q, and asthma_patient_id by using a modified
version of Cui et a’s lineage tracing techniques [23,37] that
meets both demands.
E

The differences between Q, and Q,, are highlighted in italics
in Qyq.

Second, to fulfill Requirement 3 of sorting the related raw data
retrieved for the feature value in the reverse chronological order,
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query Qq, istransformed to the following final lineage tracing

query.
@

The differences between Q,, and Q5 are highlighted in italics
in Qs

Example 3: TheNumber of ED VisitsRelated to Asthma
That the Patient Had in the Prior 12 Months

As defined by query Qs in the “Intermediate result tables’
section, the intermediate result table enc_features 3 contains
2 temporal features. One of them is the number of ED visits
related to asthma that the patient had in the prior 12 months.
To form the lineage tracing query for a value of this feature,
one proceeds as follows.

First, the other feature is removed from query Qs to obtain the
following simplified query.
El

Second, to fulfill subrequirement 4.1 on handling the sum of a
variable computed by acase statement, query Qqg istransformed

to the following query.
E

The differences between Q;5 and Q7 are highlighted in italics
in Qyy.

Third, to address Reason 2 given in the“Requirement 1” section,
only the attributes essential for automatic explanation should
be included from the encounter table. To address Reason 3
given in the “Requirement 1" section, the intermediate query
result e id should not be traced through to include any
corresponding tuple in the diagnosis table in the retrieved
lineage information. A preliminary lineage tracing query Qg
isformed based on query Q;; and asthma_patient_id by using
a modified version of Cui et a’s lineage tracing techniques
[23,37] that meets both demands.

]

The differences between Q,; and Qg are highlighted in italics
in Qyg.

Cui et d’s lineage tracing techniques [23,37,49] are applied to
query Qs to create a materialized view asthma_encounter_id,
which is defined by query Qs in the “Review of Cui et a’s

automated lineage tracing techniques for relational databases’
section. The asthma_encounter_id is used to rewrite the
preliminary lineage tracing query Q,g as follows.

E
The differences between Qg and Q4 are highlighted in italics
in Qio.

Fourth, to fulfill Requirement 2, a primary diagnosis column
needs to be added to the raw data that are retrieved by query
Q1o and that directly produce the feature value being examined.
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Tofulfill Requirement 3, the retrieved raw data need to be sorted
in the reverse chronological order. To meet both demands, Qg

is transformed to the following final lineage tracing query.

]

The differences between Q.9 and Q. are highlighted in italics
in Qu.

Example 4: The Total Number of Distinct Medications
Ordered for the Patient in the Prior 12 Months

As defined by query Q, in the “Intermediate result tables’

section, the intermediate result table med features 1 contains
2 temporal features. One of them isthe total number of distinct
medications ordered for the patient in the prior 12 months. To
form the lineage tracing query for a value of this feature, one
proceeds as follows.

First, the other feature is removed from query Q, to obtain the
following simplified query.
El

Second, to address Reason 2 given in the “Requirement 1"
section, only the attributes essential for automatic explanation
should be included from the ordered medication table. A
preliminary lineagetracing query Q,, isformed based on query

Q,; and asthma_patient_id by using a modified version of Cui
et a’slineagetracing techniques [23,37] that meetsthis demand.

]

The differences between Q,; and Q,, are highlighted in italics
in Q.

Third, to fulfill subreguirement 4.2, one could retrieve only the
most recent order of each distinct medication ordered for the
patient in the prior 12 months as the lineage information. This
is done by transforming query Q,, to the following query.

]

The differences between Q,, and Q. are highlighted in italics
in Q.
Fourth, to fulfill requirement 2, a medication name column is

added to the raw datathat are retrieved by query Q,; and directly

produce the feature value being examined. To fulfill
Requirement 3, the retrieved raw data are sorted in the reverse
chronological order. Q,; is transformed to the following final

lineage tracing query to meet both demands.

@

The differences between Q,; and Q,, are highlighted in italics
in Qyq.
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Considerationsfor Future Computer Coding
Implementation of the Proposed Automated L ineage
Tracing Approach

Maximizing the Automation Degree of the Lineage
Tracing Query Formation Process

For a select-project-join-aggregate materialized view, Cui et a
[23,37] used afully automated approach to analyzeits definition
guery to derive a lineage tracing query for atupleinit. In the
case of automatically explaining machine learning predictions,
all temporal features used for making predictions and automatic
explanation are known at machine learning model building time.
In general, for each temporal feature, we can form a lineage
tracing query either manually or semiautomatically, but often
not fully automatically, beforehand. Nevertheless, once the
query is formed and put into the knowledge base of the
automated explaining function, we can use the query to
automatically retrieve the lineage information of avalue of the
feature at prediction time.

As mentioned before, automatic explanation poses severa
unique requirements on automated lineage tracing. Two of them
make it difficult to fully automate the lineage tracing query
formation process. First, Requirement 1 says that the lineage
information retrieved for atemporal feature value should include
only a small set of relevant attributes specific to the temporal
feature. Almost infinite attributes and temporal features could
possibly be used for clinical machine learning. Thus, it is
infeasible to precompile the set of relevant attributes for every
possible temporal feature. Second, Requirement 2 says that
when acquiring the lineage of a value for certain temporal
features, we need to include some attributes that are specific to
the temporal feature and do not directly produce the feature
value. For a reason similar to the above, it is infeasible to
precompile the set of such attributes for every possible such
temporal feature.

Although the lineage tracing query formation process cannot
befully automated in the most general case, 2 methods can still
be used to maximize the process automation degree and to
reduce the workload of the developers of the automated
explaining function. First, for atemporal feature, an approach
similar to that of Cui et al [23,37] can be used to automatically
form a draft lineage tracing query. The developers of the
automated explaining function revise this query as needed to
obtain thefinal lineagetracing query. Second, the sametemporal
feature is often used for multiple predictive modeling tasks.
One can create alibrary of lineage tracing queries for temporal
features to facilitate query reuse across various predictive
modeling tasks. This library is formed for a data set in the
Observational Medical Outcomes Partnership common data
model format [50] using its linked standardized terminologies
[51]. This format standardizes administrative and clinical
variables from =10 large US health care systems [52,53]. For
any data set that is put into this format, we can use this library
to obtain lineage tracing queries.

Improving the Lineage Tracing Speed

As mentioned before, the user of the automated explaining
function wantsthe lineage tracing processfor atemporal feature
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value to be finished quickly, preferably within 1 second. To
expedite tracing the lineage of atuple in a materialized view
defined by a select-project-join-aggregate query S, Cui et al
[23,37,49] advocated creating a materialized view for each
intermediate select-project-join-aggregate segment of the
canonical form of thelogical query planfor S Whilethisboosts
the lineage tracing speed, the resulting speed is still not fast
enough to reach a subsecond response time [23,39]. To further
improve the lineage tracing speed, we can build indices[39,42]
on the selection and join attributes of both the base tables and
the materialized views crested for the intermediate
sl ect-project-join-aggregate segments. For instance, in Example
3, we can build 1 index on the encounter_id column of the
materialized view asthma_encounter_id and another index on
the patient_id column of the encounter basetable. We can create
indices either manually or by using an automated index design
tool provided by a commercia relational database system
[54-56]. Typically, each intermediate result table containing 1
or moretemporal featuresis computed on 1 or afew basetables
using no more than a small humber of join operations. The
lineage tracing query for a temporal feature value falls into a
similar case. Thus, with appropriate indices, we would expect
the lineage tracing query to finish execution quickly. For base
tables of moderate sizes and simple materialized views, Cui and
Widom [39] showed that lineage tracing can be done within 1
second when indices exist on the keys of the base tables. For
large base tables and temporal features computed through more
complex procedures, we would expect that more indices are
needed to reach a subsecond response time.

The above discussion focuses on the case that the electronic
medical record data are stored in a relational database and
features are extracted using SQL queries. When the electronic
medical record data are stored in abig data system and features
are extracted using map and reduce functions[44] or Pig Latin
[46], we can madify the corresponding existing lineage tracing
techniques[42,43,45] in asimilar way to enablelineagetracing
to aid automatically explaining machine learning predictions
for clinical decision support.

Discussion

Directions for Future Research

The above discussion describes the high-level design approach
for the proposed automated lineage tracing module. To compl ete
the detailed design of the proposed automated lineage tracing
approach, implement the modulein computer code, and test the
module's performance, much research is needed along the
following directions:

1. Weneedto compilealist of attributes and temporal feature
types most commonly used in building clinical machine
learning predictive models. For these attributes and temporal
feature types, we need to complete the detailed design and
the computer coding implementation of the proposed
automated lineage tracing approach.

2. Weneed to come up with an automated approach to design
indices needed for improving the lineage tracing speed. The
database research community has developed several
automated index design approaches [54-56]. We can modify
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these approaches to fit the database querying workload
posed by automated lineage tracing.

3. We plan to assess the execution speed of the proposed
automated lineage tracing approach after implementing it
in computer code.

4. As shown by prior work on automated lineage tracing
shown in the “Overview of the existing automated lineage
tracing techniques’ section, the database research
community takes it for granted that automated lineage
tracing could hel p users better understand the dataand save
time in doing data analysis. To the best of our knowledge,
no formal study to date has been published on measuring
the impact of automated lineage tracing on users data
analysis and decision-making process. After implementing
the proposed automated lineage tracing module, we plan
to choose several clinical predictive modeling tasks and
assess for each task, the impact of offering the module on
the data analysis and decision-making process of the users
of the automated explaining function. In particular, we plan
to evaluate whether the addition of the module benefitsthe
user and improves outcomes, for example, by saving the
user'stime, making it easier for the user to understand the
predictions given by the machine learning predictive model
and helping the user better understand the patient’s situation
and make better clinical decisions.

Limitations of the Proposed Approach

The proposed automated lineage tracing approach has several

limitations:

1. To build clinical machine learning predictive models, we
usually use temporal features that are computed by SQL
queries of low or moderate complexities. It is possible that
some temporal features used to build certain predictive
models are computed by rather complex SQL queries. We
may not be able to finish the lineage tracing process for a
value of such atemporal feature quickly, regardless of how
many indices are built to expedite this process. For example,
this could happen if the SQL query uses complex procedural
code, which has no property that can be used to simplify
the lineage tracing process [39]. Having a long lineage
tracing time could make the user of the automated
explaining function become impatient. Nevertheless, it is
still faster and more convenient to do lineage tracing using
the automated approach than to let the user do manual
drill-through.

2. The proposed automated lineage tracing approach works
for any feature val ues computed by the standard aggregation
functionsin SQL onlongitudinal structured data. For certain
deep learning predictive models built on longitudinal
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structured data, the previously proposed method [16] could
be used to semiautomatically extract comprehensible and
predictive temporal features from the models and the
longitudinal structured data, and then apply the automated
approach to trace the lineage of the values of these features.
For any other deep learning predictive model that is built
directly on longitudinal structured data and that uses
incomprehensible features hidden in the neurons of the deep
neural network, the proposed automated approach can no
longer be used to trace the lineage of the values of these
features.

3. Almost infinite attributes and temporal features could
possibly be used for clinical machine learning. Further,
some attributes are not covered by the Observational
Medical Outcomes Partnership common data model. For
thereasons given in the* Maximizing the automation degree
of thelineage tracing query formation process’ section, we
could maximize the automation degree of the lineagetracing
guery formation process for only certain types of temporal
featuresformed on certain attributes. For any other temporal
feature, the devel opers of the automated explaining function
could still need a nontrivial amount of time to create the
corresponding lineage tracing query.

Conclusions

Automatically explaining machinelearning predictionsiscritical
to overcomethe model interpretability barrier to using machine
learning predictive modelsin clinical practice. Our previously
developed automatic explanation method for machine learning
predi ctions can be used to addressthis barrier, but agap remains
to fulfill the need of rapidly drilling through a feature value in
an explanation that is computed by an aggregation function on
the raw data. This paper articulates this gap, outlines an
automated lineage tracing approach to close the gap, and
provides a roadmap for future research. The automated
drill-through capability isintended to be offered to hel p the user
of the automated explaining function save time, better
understand the patient’'s situation, and make better clinical
decisions. It would take several people multiple years to work
out the detailed design and the computer coding implementation
of the proposed automated lineage tracing approach. We hope
this paper will make someresearchersbecomeinterestedinand
join the research endeavor on thistopic. Only after the detailed
design and the computer coding implementation of the proposed
automated lineage tracing approach are fully worked out, one
could deploy the automated lineage tracing module in clinical
practice and measure the module's impact on clinicians
decision-making process. The principle of the automated lineage
tracing approach generalizes to nonmedical data and other
automated methods to explain machine learning predictions.
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Abstract

Background: Statistical analysis, which has become an integral part of evidence-based medicine, relies heavily on data quality
that is of critical importance in modern clinical research. Input data are not only at risk of being falsified or fabricated, but also
at risk of being mishandled by investigators.

Objective: Theurgent need to assure the highest data quality possible hasled to theimplementation of various auditing strategies
designed to monitor clinical trialsand detect errors of different origin that frequently occur in the field. The objective of this study
was to describe amachine learning—based algorithm to detect anomal ous patternsin data created as a conseguence of carel essness,
systematic error, or intentionally by entering fabricated values.

Methods. A particular electronic data capture (EDC) system, whichisused for datamanagement in clinical registries, is presented
including itsarchitecture and data structure. This EDC system features an algorithm based on machinelearning designed to detect
anomal ous patternsin quantitative data. The detection al gorithm combines clustering with a series of 7 distance metricsthat serve
to determine the strength of an anomaly. For the detection process, the thresholds and combinations of the metrics were used and
the detection performance was evaluated and validated in the experiments involving simulated anomal ous data and real-world
data

Results: Fivedifferent clinical registries related to neuroscience were presented—all of them running in the given EDC system.
Two of the registries were selected for the evaluation experiments and served also to validate the detection performance on an
independent data set. The best performing combination of the distance metricswasthat of Canberra, Manhattan, and Mahalanobis,
whereas Cosine and Chebyshev metrics had been excluded from further analysis due to the lowest performance when used as
single distance metric—based classifiers.

Conclusions: The experimental results demonstrate that the algorithm is universal in nature, and as such may be implemented
in other EDC systems, and is capable of anomal ous data detection with a sensitivity exceeding 85%.

(IMIR Med Inform 2021;9(5):€27172) doi:10.2196/27172

KEYWORDS
clinical research data; real-world evidence; registry database; data quality; EDC system; anomaly detection

include establishing proper guidelines built upon evidence
derived from the best available clinical research. Therefore,

Adherenceto principlesof evidence-based medicinehasbecome  Nigh quality of input data is of utmost importance, becauise
the norm in the present-day clinical practice. Such principles

Introduction
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otherwise biased evidence may be generated, possibly resulting
in harmful health decisions.

Clinical registries, defined as a systematic collection of clearly
defined set of health and demographic data gathered from
patients with specific health characteristics, represent one of
many data sources available in health care [1]. The impact of
clinical registries on quality of patient care taking account of a
clinical research perspective is reviewed in [2], where
monitoring health care delivery patterns and compliance with
the evidence-based guidelines are also examined. Thereal-world
data (RWD) collected in these registries may, in the context of
postmarket research, provide much needed answersto questions
unaddressed by existing randomized controlled trials. As patient
populations participating in clinical trials are frequently low in
numbers and rather homogenous and highly specific, further
usage of such obtained data sets for the purpose of predicting
medical treatment outcomes or future performance in the
real-world, uncontrolled conditions has proved to be difficult

3.

The efficiency of data analysis is heavily dependent on data
quality that has the potential to impact clinica research
outcomes in both controlled clinical trials and postmarket
surveillance practice represented mostly by noninterventional,
observational studiesand clinical registries. Dataquality—related
issues, such as high proportion of missing or inaccurate data,
bring uncertainty to thefinal analytics, dow workflows, generate
extra work, and thus increase research costs. A review and a
generic framework for data quality in medical registries are
given in [4], including some types and percentages of various
dataerrorsin acase study. In another scoping review [5], which
focused on trauma registries, a call for standardization of
classification, measurement, and improvement of data quality
can be found. In order to mitigate data quality issues, various
auditing techniques and monitoring strategies have been put in
place (see the review in [6]). Besides extensive monitoring
approaches including on-site visits and exhaustive source data
verification, other effective risk-based monitoring methods have
recently beenimplemented in thefield of dataquality assurance.
These reduce monitoring costs by utilizing advanced statistical
tools capable of identifying medical centers or clinics with
atypical data patterns which might signify a quality problem
[7]. The statistical concepts underpinning the central statistical
monitoring (CSM) designed to detect fraud, that is, fabrication
or falsification of data, were proposed 2 decades ago. The
incidence of data fraud in clinical research is considered to be
relatively low, yet difficult to estimate accurately [8].

Conventional data collection in clinical research involves
recording datain paper case report forms (CRFs), followed by
adoubleentry in arelational database. Continuoustechnological
advancements in computer science, life sciences, and health
care have given rise to the electronic data capture (EDC)
systems, which have proved to be a more efficient [9] and also
a cheaper [10] aternative to the paper data capture. EDC
systems enableinvestigatorsto enter datadirectly into electronic
CRFs (eCRFs) and study coordinators to oversee and control
them in real time [11-13] even in multicenter research studies.
EDC systems have become predominant because they are not
only time- and cost-effective, but also contribute to quality

https://medinform.jmir.org/2021/5/€27172
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assurance, as they alow data access to be controlled and all
changes made to them using audit trail features to be traced.
Moreover, they perform automatic edit checks designed to
prevent invalid data from being entered [14] into a clinical
registry, which is, however, hardly possible to be ruled out
completely. When multiple variables need to be constrained by
edit checks, the validation procedures, designed by data
managers, may becometoo complicated and proneto error. The
alert messages resulting from such complex edit checks may
be unintelligible to clinical investigators, who still need to
understand their factual content, as the validation procedures
form an integral part of the eCRF.

Thus, there is still great potential for further improvementsin
ensuring high quality of data with the use of EDC systems.
Integration with the aforementioned risk-based monitoring tools,
such as CSM employing various outlier detection techniques,
represents another automated approach to quality control. The
review in [15] divides the outlier detection techniques, which
have been used for data assurance in health care databases, into
several categories: statistical, clustering, classification, nearest
neighbor, and mixture models. It reveas that the statistical
techniques are used frequently, whereas the other ones
associated with data science and datamining are still little used
in this context.

The viewpoint presented in [16] questions the benefits of a
particular CSM technique which classified clinical sites as
outlying based on the data inconsistency score calculated from
thousands of statistical tests in a particular multicenter,
postmarketing trial, and therefore dismissed the idea that trials
could be conducted at lower costs.

This paper describes an algorithm based on machine learning
designed to detect anomalous patterns in data created as a
consequence of carelessness, systematic error, or intentionally
by entering fabricated values. It focuses on the main concepts
defining the anomaly detection algorithm and presents a
particular EDC system demonstrating its successful
implementation. The data sets collected by this system have
been used in a number of clinical registries and serve here for
pilot testing and calculations of anomaly detection rates. It is
important to note that by anomalous data or an anomaly we
understand an observation that does not conform to normally
gathered data, where an observation refers to a single patient
data record entering the detection algorithm.

Methods

In order to fully implement an anomaly detection agorithm,
which is data structure dependent, having an EDC system in
place is essential. A thorough description representing such a
system, including its architecture and data structure, is presented
in this section.

EDC System and Its Data Structure

The EDC system utilized in this study referred to asthe Clade-|S
(Clinical Data Warehousing Information System) is a robust,
modul ar, web-based software for data management and clinical
trial management. It contains a huge amount of RWD from
many clinical specialties, including neurology and psychiatry,
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that are readily available to be used for experimentation. The
authors of this paper are engineers, data scientists, computer
scientists, and data managers affiliated with the contract research
institution where this EDC system has been developed and so
they have a very good understanding of its data structures.

The system is composed of 5 mutually communicating
components: proxy, server, adminer, designer, and reporter; see
the architecture in Figure 1. The proxy, representing the user
interface, propagates the user’s activity, defined by reguests
made through a REST APl (representational state transfer

Churova et d

application interface) to the server, where the requests are
processed. The server also stores and accesses registry datain
arelational database and maintains dataintegrity. For example,
the consistency and accuracy of datamust be ensured throughout
the transition between the components, asthe format of the data
varies according to its intended use, from its input, through
storage, to extraction and reporting. It also ensures compliance
with data access rules, which can be configured via users,
groups, roles, and form statuses in the adminer. The next
component, called the designer, represents a comprehensive
form builder used by data managers to design eCRFs.

Figure 1. Architecture of the Clinical DataWarehousing Information System (Clade-| S) components and databases. The Server provides arepresentational
state transfer application interface (REST API) for most operationsincluding data storage. The Proxy represents aforwarded interface that transfersthe
user’s activity to the Server. The Proxy can be optionally decentralized into a hospital or to another research facility. The Adminer and the Designer
are used for configuring registry-specific permissions, designing electronic case report forms (eCRFs) and also for building and generating forms that
are accessible to authenticated and authorized users. The Reporter is based on extract—transform—oad (ETL) processes and serves for analytical and

reporting purposes.

External site (hospital)

Proxy
aux DB
................................................................................................................................ anary SltE
| ! Proxy
Reporter C\_//\) aux DB
Server
Data Anomaly | Business -« f
i | Analytics | Detection | Intelligence Adminer
i ETL ETL ETL
i -—— e e e - <«— Designer
logical replication
daDB adDB biDB master DB

Finally, the reporter, serving as a toolkit for data analysts and
data scientists, is a component based on the ETL
(extract—transform—oad) processes that facilitate data export
and business intelligence. Besides the master database, which
primarily serves for data storage operations, there are 4 other
databases that the aforesaid components use for the following
purposes: (1) the slave databaseisalogical replicaof the master
one performing al data extraction operations; (2) the proxy
auxiliary database stores persona data gathered in research
projects and studies outside the central repository in case that
the centralized deployment of the Clade-1Sisno longer possible
under the General Data Protection Regulation (GDPR) on digital
data; (3) the reporter-ad database serves for data export
purposes; and (4) the reporter-bi database is used for business
intelligence reporting.

The primary databases (master and slave) integrated into the
Clade-1S are based on the entity—attribute—value (EAV) model,

https://medinform.jmir.org/2021/5/€27172

also known as the vertical database model, which is able to
efficiently encode entities with sparse features. Such a
functionality isdirectly applicableto clinical registries, asthey
typically contain plenty of available attributes describing an
entity, but the number of attributeswith assigned valuesis, once
the data has been entered, rather low. The following data
structures are used to build an eCRF: arm—phase—form—question
group—question—-answer, where a question—answer pair
represents an attribute-value pair, respectively. The other
structures represent entities in the EAV data model. Figure 2
serves to explain the meaning of the entities. The eCRF data
arestored in JSON format; for instance, asingle-answer question
(Q10, Patient's age at diagnosis) is represented as
“Q10":{" value” .63, state” :“ done” } and stored in a single
cell in the database; see Multimedia Appendices 1 and 2 for
data examples. The other database schemas differ depending
on their specific purpose.
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Figure2. Anexampleillustrating astructure of entities (arms, phases, forms, question groups) and attributes (questions) used for structuring electronic
case report forms (eCRFs) in the Clinical Data Warehousing Information System (Clade-1S). Questions are logically grouped into question groups (eg,
Demography question group, Comorbidities question group, etc), a form is composed of question groups (eg, Diagnosis form, Treatment form, etc),
forms are grouped into phases (eg, Hospitalization forms phase, Follow-up forms phase, Quality of life forms phase, etc), and phases are grouped into
arms which may represent different sub-populations of subjectsin astudy or aregistry (eg, subjects diagnosed with affective disorders, schizophrenia,

schizoaffective disorders and control subjects).
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I I'
E‘

A;.Phase 2 A,.Phase 2

» A,.P,.Forml

A;.P,.Forml -
» A,.P,.Forml 2

A,.P,.,Forml <« A,.P,.Form2

Anomaly Detection Algorithm

Anomalous data are identified by a scheduled script, built in
the reporter component, that connects to the reporter-ad
database, where it stores and accesses datain its own auxiliary
tables. The main steps defining the detection algorithm are
described in Figure 3.

The multidimensional nature of the detection algorithm requires
that all eCRF questions be merged into 1 flat-wide table, where
the rows represent the patients and the columns represent the
individual variables (attributes) collected from all forms across
the eCRF structure. In order for a single flat-wide table to be
considered an appropriate analytical data set, each patient would
need to be linked to any of the formsin a 1:1 relationship. In
most registries, however, apatient is linked to higher formsin
a 1:N relationship, where N usually differs between patients.
For instance, patient A records may comprise 1 patient form, 1
hospitalization form, 2 follow-up forms but, say, no
quality-of-life investigation form, whereas patient B records
may comprise 1 patient form, 1 hospitalization form, 3 follow-up
forms, and 2 quality-of-life investigation forms. Merging al
forms into a flat-wide table would result in misalignment of
variables in columns. Even eCRFs with an extremely rigid
structure and predefined number of form instances per patient
may still produce meaningless column combinations in terms
of temporal context of a patient’s condition. To help overcome
this problem, a concept of semiflattened tables is introduced
here (Figure 4). The semiflattened tables consist of a “ prefix”
table, which is created by serializing al forms, allowing only

https://medinform.jmir.org/2021/5/€27172
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a single instance to be run and 1 merged form that can be
instantiated multipletimes. Thisexplains how N, semiflattened
tables are created, where Ng, is the total number of al forms
allowing multipleinstances per patient. Therefore, the detection
algorithm hasto berun Ng,, +1 timesfor the prefix table and for
each semiflattened table independently. The rows in both the
prefix and the semiflattened table contain variables of the
following data types: string, text, integer, float, date, datetime,
time, Boolean, and categorical variables. Because only
numerical dataare subjected to further analysis, datatables need
to be preprocessed. There are 4 preprocessing steps in the
algorithm: dropping, imputation, recoding, and normalization.
First, variables for which the amount of missing data exceeds
a preset percentage are dropped (excluded) from the table.
Besides, all variables of string and text data types are dropped,
as they represent only unimportant notes and comments
irrelevant for this study. The remaining variables, which still
have some missing values, are imputed using median that is
calculated for each variable separately. In the next step, the
non-numerical variables are recoded to numerical ones. The
variables of date, time, and datetime data types are recoded to
numerical values representing the number of seconds since
1.1.1600 00:00:01. The Boolean variables and the categorical
variables are recoded in a way that each unique data item
represents adifferent integer value (eg, “Female” 1 and “Male”
0). The ascending integer values are assigned according to a
frequency of occurrence of unique data. The numerical variables
holding integer and float datatypes do not require any recoding.
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Figure 3. A scheme illustrating the anomaly detection algorithm and its links to the electronic data capture (EDC) system. The agorithm transforms
registry raw data into semi-flattened tables which contain only meaningful combinations of variables in rows. The tables are preprocessed in four
consecutive steps resulting in feature vectors from which one single centroid is computed. The distance between all data objects (feature vectors) and
the centroid is measured using seven different distance metrics. The number of threshold-exceeding distances shows the strength of evidence of an
anomaly. All anomalies are then subjected to post-hoc univariate tests to identify potentially problematic variables in the description of automatically

EDC system
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Figure 4. The concept of semi-flattened tables demonstrated on two patients' data. Two semi-flattened tables (Ng,,=2) result here from two different
repeating forms: Follow-up and Quality of Life. The other two forms. Subject and Hospitalization exist only in one single instance per patient, and thus
all their variables (Q1, Q2,...,Q30) put together a prefix table. Multiple existence of the semi-flattened tables occurs with electronic case report forms
(eCRFs) that allow multiple forms creation. Each instance of a repeating form is appended to the prefix table. This concept with semi-flattened tables

. Patient A forms

Subject Hospitalization Follow-up @ Quality of Life
Qq Q11 Q34 Qs 36 CEN
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. . . . 3z . . > o
a o ad. | o, 25
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Qi Q2 .. Qo Qi1 Qiz .. Qao Qs1 Qa2 .. Qss
Patient A |V41Vi2. Vi Vi11Via2. V1,30§V1,31 Visz.. Viss
Patient A |V21V22 . V210 V211V212.. V2‘30§V2,31 V232, Vass
Patient B |V31Vs2. V310 Va11Vs12. V3,30§V3,31 Visz.. Vaas
Patient B | V41 Va2 . Va0 Va11Vaaz.. V4‘30§V4‘31 Vagz .. Vass N
i — =
: 2]
Patient B | Vs,1Vs2.. V510 V511Vs12.. Vs30iVs31Vs32.. Vsas <
Qi Q2 .. Qo Qi1 Q2 .. Qao §Q36 Qa7 Qso
Patient B |V41V12.. Vi1 Vi11Vi12.. V1,30§V1,36V1.3? ......... V160
Patient B |V321V22 .. V210 V2,11V212.. V2,305V2‘36 Vosr . V260

Prefix table

In the last preprocessing step, the data must be normalized
because the variables may vary in orders of magnitude or units
of measurement. At the very end of the preprocessing phase,
the data table looks as follows: each row represents an
observation with columns representing variables with acceptable
proportion of missing data that are recoded to their numerical
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representations and subsequently (min—max) normalized to
produce values between 0 and 1; see the example data before
and after preprocessing in Table 1.

Once the fully automatic preprocessing phase is complete, the
anomalous data are classified similarly to how it is done in
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[15,17] using well-known clustering-based outlier detection
techniques that also regard outliers as data objects not located
in clusters of adata set. Here, only 1 cluster containing all data
objects is created. Each object is described by a feature vector
that takes the form of a row obtained from the preprocessed
data table. The distance between a potential outlier and the
cluster centroid is measured using 7 different distance metrics:
Canberra(CAN), Chebyshev (CHEB), cosine (COS), Euclidean
(EUC), Manhattan (MAN), Mahalanobis (MAH), and
Minkowski (MINK). The aim of the proposed algorithm is not
to perform a cluster analysis as the well-known k-means
algorithm normally does. Instead, it seeksto find all data objects
whose distance from a centroid is greater than a threshold
differentiating anomal ous records from the normal ones. The
distance thresholds are calculated individually for each metric
in 2 ways: (1) with a predefined percentile and (2) using the
QR rule, which sets the upper bound of the IQR multiplied by

Churova et d

1.5 and added to the third quartile. Data objects are identified
as anomalous when at least one distance metric exceeds the
minimum of both thresholds. With the predefined percentile, if
the value is lower than the threshold specified by the IQR rule,
the detection sensitivity can be increased, but usually at the
expense of specificity. The strength of evidence of an anomaly
is determined by the number of threshold-exceeding distance
metrics.

Thealgorithm produces atable containing all detected anomalies
represented by a patient identifier, the strength of evidence, and
a list of potentialy problematic variables identified using
post-hoc univariate tests, which are different for normally and
non-normally distributed variables. Afterward, a scheduled
handler operating inside the reporter generates automatic queries
which are of great concern to data managers, who are usually
responsible for addressing them over the course of a study or a
registry monitoring process.

Table 1. Example data before and after preprocessing. The index in rows represents a unique patient identifier. The column headings represent unique
question identifiers—variable names encoding location in the study structure. The variables with a missing data rate of more than 20% were dropped.
The other variables, which have an acceptable proportion of missing data, were imputed with median values. The data were subsequently recoded

depending on the variable data type, and normalized to produce valuesin the interval [0, 1].2

Index A0.PO.F2.G2.Q1 A0.PO.F2.G2.Q3 A1.P1.F7.G44.Q672 A1.P1.F7.G35.Q1443 A1.P1.F3.G3.Q6

Before preprocessing
0001437 1947-01-23 Female Yes 4 64
0001437 1947-01-23 Female Yes 4 64
0001437 1947-01-23 Female Yes 4 64
0001333 1941-06-24 Female Yes 2 68
0001333 1941-06-24 Female Yes 2 68
0001479 1948-11-03 Male None 2 57
0001513 1950-03-26 Male Yes 1 59

After preprocessing
0001437 0.340432 1 0 1 0.657143
0001437 0.340432 1 0 1 0.657143
0001437 0.340432 1 0 1 0.657143
0001333 0.258807 1 0 0.5 0.714286
0001333 0.258807 1 0 0.5 0.714286
0001479 0.366453 0 1 0.5 0.557143
0001513 0.366453 0 0 0.25 0.585714

8A: study arm; P: study phase, where the related form is located at; F: form, where the question is located at; G: question group; Q: question.

Simulation of Data Anomalies and Perfor mance
Evaluation

In the context of this study, evaluation refersto an exploratory
analysis designed to establish quantitative characteristics of
anomaly detection performance of the algorithm built into the
aforementioned EDC system. The performance evaluation is
carried out using simulated anomalous data, which need to be
artificially generated inside an anomaly-free data set, in order
to obtain the ground-truth knowledge.

The simulated anomalies, that are generated in a wide format
table, are subsequently preprocessed by dropping, imputation,

https://medinform.jmir.org/2021/5/€27172

and recoding, but not by normalization. First, asmall percentage
(1% by default) of all cells in the table being preprocessed is
set asthe number of values N, intended to be changed. Second,
arandom number of patientsis set asthe number of anomal ous
data objects N intended to be generated. Theratio N, = N/Ng
gives an approximate number of variables whose values need
to be changed in order to transform a normal data object into
an anomalous one. These changes are performed only on
variables of the following data types:. integer, float, date, time,
and datetime. The values of normally distributed variables are
transformed to amean (60), whereas the values of non-normally
distributed variables are transformed to random numbers from
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aninterval formed by rather unusual values having afrequency
of occurrence lower than 10% in a particular variable.
Afterward, the Shapiro-Wilk test, able to discriminate between
normal and non-normal distributions, is run. Every time an
anomaly occurs, the automatic edit checks built into a given
registry are triggered, assuring that the newly generated,
anomalous data undergo the same validation procedures as if
having been entered by a human investigator. At the end of the
simulation, all the generated anomalous data objects are
identified in terms of their position in the data table, either as
original or as changed values.

Performance evaluation of the detection algorithm is carried
out in 2 phases: (1) setting the best thresholds for each distance
metric and (2) finding the best combination of the distance
metrics. In the first phase, the receiver operating characteristic
(ROC) curvesare calculated for eachindividual distance metric
by varying the threshold percentile value. The best threshold is
then selected based on the C; criterion, which maximizes overall
accuracy and Youden index [18], whereas the distance of the
corresponding point on the ROC curve from the upper | eft corner
ULC dist is minimized:

C, = normalized (accuracy)? + normalized (Youden index)? —
normalized (ULC_dist)? (1)

where al 3 members of (1) are normalized to the interval (O,
1). All possible combinations of the distance metrics with the
set threshold are then tested and the best one is determined by
the C, criterion which is based on balanced accuracy but favors

sensitivity over specificity:

C, = balanced_accuracy + sengitivity = (TPR+ TNR)/2 + TPR
= (3TPR+TNR)/2 (2)

where TPR and TNR stand for true positive rate and true
negative rate, respectively.

Validation

In this study, validation refers primarily to repeatability
verification which is performed as follows. all data from 2
different registries were subjected to expert review. As no
problems were reported, these data sets could be used for
eva uation and validation purposes. Once the detection algorithm
isfully specified by the thresholds and the best combination of
the distance metrics is identified by applying the 2-stage
evaluation processto thefirst registry data, an independent data
set from the second registry is used to validate the detection
performance.

Results

EDC System Deployment

To date, the Clade-IS has been implemented in hundreds of
clinical centers where it serves numerous research studies,
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mostly clinical registries and other RWD projects. Therefore,
this EDC system contains millions of authentic records of
different origin. Such a huge set of RWD made it possible to
carry out anomaly detection using the designed detection
algorithm whose performance was subsequently validated.

Five neuroscience-related registries were utilized here to
investigate the possibility of deploying and using the
af orementioned algorithm for automatic detection of anomal ous
data. The registries significantly differed in scope, that is, in
research objectives, complexity of the eCRFs, duration, and
also the number of patients involved (Table 2). While 2 out of
5 registries are sponsored by Masaryk University, 3 remaining
registries belong to the neuromuscular section of the Czech
Neurological Society, which did not alow their identification.
For the sake of consistency, the names of all 5 registries are
anonymized here.

Registry number 1 collects data on patients with myasthenia
gravis, a rare, autoimmune disease affecting neuromuscular
transmission. The registry serves to gather comprehensive
information from as many patients as possible, covering the
whole course of the disease and the response to treatment, in
order to enhance development of new therapies and improve
patient care. Registry number 2 collects data on patients
diagnosed with any of the following neuromuscular diseases:
Duchenne and Becker muscular dystrophy, spinal muscular
atrophy, myatonic dystrophy, and faci oscapulohumeral muscular
dystrophy. The aim of the registry is to gather comprehensive
information from as many patients with causal genetic defects
as possible and thus to contribute to development of new
treatments. Registry number 3 collects data on patients with
spastic paresis caused by acquired brain injuries including a
craniocerebral trauma, cerebral palsy, and central stroke. The
aim of the registry is to develop visua analytics over the
collected data to enhance decision-making processes related to
physical and medical therapy at an individual patient level.
Registry number 4 represents a longitudina monitoring of
patients with a cognitive impairment in the depressive phase of
various affective disorders. The aim of theregistry isto evaluate
the diagnostic and prognostic potential of changes produced in
brain morphology and function in patients with cognitive
impairments and to investigate their impact on quality of a
patient's life and socia functioning. Registry number 5
represents a 5-year, noninterventional, prospective follow-up
study involving patients in the first episode of schizophrenia.
The study aims to evaluate patients' psychosocia needsin the
early stages of the disease and also examine the effects of
psychosocial interventions.

JMIR Med Inform 2021 | vol. 9| iss. 5 |€27172 | p.28
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Churova et d

Table 2. Summary datapresenting 5 neuroscience-related clinical registries powered by the Clade-1S? utilized to investigate the possibility of performing

automatic detection of anomalous data.

Quantitative characteristic x  Registry number 1 Registry number 2 Registry number 3 Registry number 4 Registry number 5
registry characteristic

Forms 4763 9372 13,711 214 67

Patients 1150 1649 405 33 29

Investigators 26 63 15 19 8

Sites 9 14 1 1 1

Years of study 5 9 1 4 5

&Clade-1S: Clinical Data Warehousing Information System

Anomaly Detection Algorithm—Evaluation and
Validation

The performance of the detection a gorithm was evaluated using
the data set extracted from Registry number 3 and then validated
using the data set extracted from Registry number 5. The
simulated anomalieswere generated for each data set separately
using the procedure described in the next section. The default
number of cellsto be changed was set to 1%, that is, 22 normal
data objects were transformed to anomalous in the evaluation
data set (Registry number 3) and 7 normal data objects were
transformed to anomal ousin the independent data set (Registry
number 5).

https://medinform.jmir.org/2021/5/€27172

Figure 5 shows the ROC curves calculated for single-distance
metric—based classifierswhose function wasto find the optimal
thresholds. The worst detection performances achieved by
individual metrics were those of the Chebyshev and cosine
metrics. The results were consistent for both data sets (see the
lowest values of C; in Table 3). These 2 distance metrics were,
therefore, excluded from the subsequent ensembl e classification.
While adetailed ROC analysiswas performed on the evaluation
data set in order to find the best thresholds among 81 sampled
and tested percentiles, in the case of the independent data set
the performance characteristics were calculated only for 1
distance threshold setting.
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Figure5. ROC curves generated for single distance metric-based classifiers. The curves were created by connecting 81 points showing the true positive
rate (sensitivity) and the fal se positive rate (1-specificity) calculated at various threshold settings ranging from 5th percentile distance to 95th percentile

distance. The highlighted points indicate the thresholds with the best achieved detection performance as determined by the criterion C;.

sensitivity
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Once the thresholds were set, the best combination of the 5
remaining distance metrics was searched for. All possible
ensembles were generated, first employing the distance
metric—based classifiersindividually, then combining 2, 3, 4 of
them and, finally, all 5 classifiers were combined in 3 different
scenarios: (1) the thresholds were set using the evaluation data
set and so was the best combination of metrics (Table 4); (2)
the thresholds were set using the evaluation data set whereas
the combination of metrics was searched for using the
independent data set (Table 5); (3) the thresholds and the
combination of metricswere searched for using the independent
data set only (Table 6).
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The second scenario proved best in mimicking the real use of
the detection agorithm, which would be required to detect
anomalies in yet unseen data. Specificaly, the best detection
performance was achieved using the combination of
Mahalanobis, Manhattan, and Canberra distance metrics,
resulting in sensitivity of 85.7%, specificity of 72.7%, and
balanced accuracy of 79.2%.

As anticipated, higher performance rates were achieved when
the data sets were used separately for threshold setting and for
searching the best combination of the distance metrics—as
indicated in scenarios (1) and (2).

JMIR Med Inform 2021 | vol. 9| iss. 5 [€27172 | p.30
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Churové et d

Table 3. The characteristics of detection performance achieved by individual single-distance metric—based classifiers using the evaluation data set and
the independent data set.2

Distance metric Percentile Sensitivity (%)  Specificity (%) Accuracy (%)  Youdenindex  ULC_dist Cy
threshold

Evaluation data set (Registry number 3)

Canberra 775 81.82 80.94 80.99 0.628 0.263 1.481
Chebyshev 64.0 100.00 67.62 69.38 0.676 0.324 1.384
Cosine 95.0 100.00 67.89 69.63 0.679 0.321 1.395
Euclidean 86.0 81.82 87.21 86.91 0.690 0.222 1.760
Mahalanobis 88.0 63.64 90.86 89.38 0.545 0.375 1.423
Manhattan 86.0 81.82 89.82 89.38 0.716 0.208 1.882
Minkowski 83.5 81.82 87.21 86.91 0.690 0.222 1.760

Independent data set (Registry number 5)

Canberra 775 57.14 86.36 79.31 0.435 0.450 1177
Chebyshev 64.0 28.57 50.00 44.83 -0.214 0.872 -0.595
Cosine 95.0 100.00 13.64 34.48 0.136 0.864 -0.517
Euclidean 86.0 42.86 90.91 79.31 0.338 0.579 0.916
Mahalanobis 88.0 28.57 90.91 75.86 0.195 0.720 0.465
Manhattan 86.0 42.86 95.46 82.76 0.383 0.573 1.084
Minkowski 83.5 42.86 90.91 79.31 0.338 0.579 0.916

8The distance metricswith the lowest performance as determined by the criterion C4 (highlighted in bold) were excluded from the subsequent classification.

Table 4. The characteristics of detection performance achieved by various ensembles of distance metric—based classifiers using the evaluation data set
only. Ten combinations with the highest performance as determined by the criterion C?ae displayed.?

Combination of distance metrics Sengitivity (%) Specificity (%) Balanced accuracy (%) Error (%) Precision (%) C»,

MANP  CANC 95.46 82.51 88.98 16.79 23.86 1.844
MAHY CAN 95.46 81.98 88.72 17.28 23.33 1.842
EUCE CAN 95.46 79.37 87.41 19.75 21.00 1.829
MINK', CAN 95.46 79.37 87.41 19.75 21.00 1.829
EUC, MINK, CAN 95.46 79.37 87.41 19.75 21.00 1.829
EUC, MAN, CAN 95.46 78.85 87.15 20.25 20.59 1.826
MAN, MINK, CAN 95.46 78.85 87.15 20.25 20.59 1.826
EUC, MAN, MINK, CAN 95.46 78.85 87.15 20.25 20.59 1.826
MAH, MAN, CAN 95.46 76.50 85.98 22.47 18.92 1.814
EUC, MAH, CAN 95.46 74.15 84.80 24.69 17.50 1.803

#The best performing combination of the distance metrics is highlighted in bold.
MAN: Manhattan.

SCAN: Canberra

dMAH: Mahalanobis.

€EUC: Euclidean.

'MINK: Minkowski.
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Table5. The characteristics of detection performance achieved by various ensembles of distance metric—based classifiers using the evaluation data set
and the independent data set. Ten combinations with the highest performance as determined by the criterion C, are displayed.?

Combination of distance metrics Sensitivity Specificity Accuracy (%) Baanced accuracy  Error (%)  Precision C,
(%) (%) (%) (%)

MAHP  MANC, CANY 85.71 72.73 75.86 79.22 24.14 50.00 1.649
CAN, EUC®, MAH, MAN, MINKF 85.71 68.18 72.41 76.95 27.59 46.15 1.627
EUC, MAH, CAN 85.71 68.18 72.41 76.95 27.59 46.15 1.627
MAH, MINK, CAN 85.71 68.18 72.41 76.95 27.59 46.15 1.627
EUC, MAH, MAN, CAN 85.71 68.18 72.41 76.95 27.59 46.15 1.627
EUC, MAH, MINK, CAN 85.71 68.18 72.41 76.95 27.59 46.15 1.627
MAH, MAN, MINK, CAN 85.71 68.18 72.41 76.95 27.59 46.15 1.627
MAH, MAN 71.43 86.36 82.76 78.90 17.24 62.50 1.503
EUC, MAH 71.43 81.82 79.31 76.62 20.69 55.56 1.481
MAH, MINK 71.43 81.82 79.31 76.62 20.69 55.56 1.481

#The best performing combination of the distance metrics is highlighted in bold.

bMAH: Mahalanobis.
°MAN: Manhattan.
dCAN: Canberra.
®EUC: Euclidean.
TMINK: Minkowski.

Table 6. The characteristics of detection performance achieved by various ensembles of distance metric—based classifiers using the independent data
set only. Ten combinations with the highest performance as determined by the criterion C, are displayed.?

Combination of distance metrics Sensitivity Specificity Accuracy (%) Balanced accuracy  Error (%)  Precision C,
(%) (%) (%) (%)

CANP 85.71 86.36 86.21 86.04 13.79 66.67 1718
MANE, CAN 85.71 81.82 82.76 83.77 17.24 60.00 1.695
Eucd. CAN 85.71 77.27 79.31 81.49 20.69 54.55 1672
MINKE, CAN 85.71 7727 7931 81.49 20.69 54.55 1672
EUC, MAN, CAN 85.71 77.27 79.31 81.49 20.69 54.55 1.672
EUC, MINK, CAN 85.71 77.27 79.31 81.49 20.69 54.55 1.672
MAN, MINK, CAN 85.71 77.27 79.31 81.49 20.69 54.55 1.672
EUC, MAN, MINK, CAN 85.71 77.27 79.31 81.49 20.69 54.55 1.672
MAH' CAN 85.71 68.18 7241 76.95 27.59 46.15 1.627
MAH, MAN, CAN 85.71 63.64 68.97 74.68 31.03 42.86 1.604

&The best performing combination of the distance metricsis highlighted in bold.

BCAN: Canberra.
°MAN: Manhattan.
deyC: Euclidean.
EMINK: Minkowski.
fMAH: Mahalanobis.

Discussion

Anomaly Detection Context and Experiment Summary

Intheeraof EDC, it hasbecome particularly difficult to process
ever increasing datavolumesin clinical registries. Data amount
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together with structural complexity of these databases makethe
task of anomaly detection, that may have adirect impact on the
health care system, very demanding. Anomaly detection is an
integral part of data analysis involving careful study of the
identified anomalies and determination of their origin (data
fraud, typing error, etc.), because it can significantly improve
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or negatively impact the subsequent analysis[19]. Even though
anomalies tend to be misleading, they may carry valuable
information [15,19]. For example, particular patient data may
indicate that the patient has a different diagnosis than he/sheis
treated for, another anomalous pattern may indicate a new
disease or reveal that investigators may have misinterpreted
some questions. Therefore, detected anomalies need to be
subjected to a careful assessment to mitigate the risk of losing
valuable data by taking account of the unsuspicious ones, which
may compromise the results and, as a consequence, lead to
erroneous adjustmentsto clinical guidelines altering the current
health care standards.

In this study, anomal ous datawere simulated and then detected.
These operations were performed by a detection algorithm,
whose detection performance was subsequently validated. The
algorithm, running in aparticular EDC system (Clade-1S), ends
when automatic queries, whose function is to notify data
managers and trial monitors of potentially anomal ous data, have
been generated. There are 2 key requirements which need to be
met to implement such adetection algorithmin any EDC system
successfully: (1) the ability of the system to create custom data
viewsin the database and (2) the API ableto react to dataquality
issues by its response (eg, a query generator). In the given
settings, the accuracy was preferred over the al gorithm execution
time, so there was no need to optimize the algorithm for online
use. A rapid online response is required when, for example, an
intrusion activity is detected. This section presents a thorough
description of (1) the detection algorithm running in the given
EDC system and of (2) the actual validation experiments
employing thisagorithm together with the resultsinterpretation.
The findings are discussed here in terms of their validity and
applicability (repeatability). The section is concluded with (3)
arelevant literature review.

The tables |oaded with raw datafrom 2 clinical registries were
fed into the algorithm and a series of preprocessing steps, that
is, dropping, imputation, recoding, and normalization, resulting
in feature vectors were taken. These operations preceded the
data simulation and the algorithm training. In the process, it
was necessary to take account of datatypeswhich are supposed
to be dropped as the given algorithm has not been devised to
process al of them. Thus, some variables (texts, strings, and
some raw JSON data) were excluded from further analysis.
Although such an operation entails a significant information
loss, it also represents a possible solution to the issues related
to the “curse of dimensionality” (data reduction). One of the
most difficult tasks was to handle the multiple instance forms
supported by the Clade-1S. It means that the system allows not
only forms limited to 1 instance per patient to be created, but
also forms allowing more than 1 instance per patient. To tackle
the problem of multiple forms filled in for a patient, the
semiflattened tables have been introduced here. These tables
aid in performing meaningful analysis and keep input data for
each patient consistent, that is, with no blank attributesin places
where data are expected. However, this approach has 2
limitations. First, the anomaly detection cannot be computed at
the same time on all data available per patient. Instead, itisrun
separately on several semiflattened tables, each including data
from 1 form structure instantiated multiple times. That said,
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anomalies resulting from a combination of forms with distinct
form structures—the ones allowing multiple instances—could
remain undetected. Second, information concerning data
continuity (progression in time) that could possibly befilled in
multiple forms created in alogical order was not investigated.

Principal Results

Theanomaly analysiswas performed by cal culating the distance
between a centroid and data points using several distance
metrics. There were 2 aspects assessed and recorded: (1) the
Boolean identifier able to identify whether a patient is
anomalous or not, and (2) the strength of anomaly evidence as
determined by the number of distance metrics that labeled a
patient as anomalous. The presented procedure could be
potentially further improved using the medoid instead of the
centroid. Medoids are robust cluster members that tend to be
less sensitive to distant observations than averaged centroids
are. When an anomaly is detected, the patient is labeled using
automatically generated queries, which enable apersonin charge
to check this anomaly directly in a web application. Thus, the
individual query may serve as an opportunity to implement
appropriate corrective and preventive actions enhancing data
integrity on the part of data managers and may also notify trial
monitors of incorrect dataentry intheinitial phases of the study.
Here, 2 neuroscience-related data sets were used for the
algorithm validation; the first one served for training, thus
setting the appropriate values for the algorithm parameters
(distance metric thresholds); the second data set was used to
validate the algorithm detection capability. It means that the
preset detection algorithm was applied to the test data and its
repeatability and applicability were investigated in practice.
The percentile-based threshold could be set in 2 ways: (1) based
on expert knowledge in the field and (2) setting the thresholds
based on data. When percentage is defined by an expert, the
number of expected anomalies to be detected is rather
predictable and as such assists project managers in budget and
staffing all ocations, making the anomaly checks procedure more
effective. The second, from our perspective amore sophisticated
approach, was proposed and carried out in this study.
Specifically, each distance metric threshold wasidentified using
acombination of overall accuracy (the ratio between correctly
classified anomalies and normal data) and measurements based
on ROC curves (Youden index and curve distance from the
upper-left corner). The optimal percentile threshold defined for
each metric then varied from 77.5% to 95.0%. Therefore, the
optimal number of patients to be investigated ranges between
5.0% and 22.5%, in order to uncover as many potential
anomalies as possible while no time is wasted on checking
normal data.

The experiment was performed on data set number 3, wherethe
optimal thresholds were found, and data set number 5, which
served for set up testing. The best result for data set number 3
employing a single distance metric was achieved by the
Manhattan metric that labeled 14.0% (57/405) of patients as
suspected to be anomalous: C, (1.882), with sensitivity (81.8%)
and specificity (89.8%) greater than 80.0%. When the thresholds
(for each metric separately) were applied to the testing data set
(number 5), the Canberradistance metric yielded the best results
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but sensitivity was very low compared with specificity: C, of
1.177, sensitivity of 57.1%, and specificity of 86.4%. This
suggests that, despite the high number of patients labeled as
suspected to be anomal ous (meeting the low percentile threshold,
77.5% in the case of Canberra), it is till not guaranteed that
anomalous data will be detected. The other metrics had
sensitivity or specificity below 50.0% and so we conclude that
asingle metric isinsufficient to detect an anomaly.

Significantly better results were obtained when the distance
metrics were combined. In this scenario, a patient, whose data
were labeled as anomalous by at least one metric, was
considered as suspected to be anomal ous. Thissuggeststhat the
proposed method reveals more suspicious data than methods
based on single metrics. Sensitivity results for data set number
3 (shown in Table 5) were better than those obtained by any
single metric alone (shown in Table 3). These results further
suggest that combining 2 metrics can significantly outperform
sensitivity of any single metric. Because none of the single
metrics had sensitivity greater than 82.0%, it also suggests that
the distance metrics complement each other when combined
because they label different patients as anomalous. As the best
results achieved by combining the metrics yielded the same
sensitivity (95.5%), specificity had the decisive power when
assessing the results. The best combination observed was that
of the Manhattan distance metric and the Canberra distance
metric, with specificity of 82.5%, accuracy of 83.2%, and C,
of 1.844. Combination of more than 2 metrics did not proveto
be more efficient. In the case of validation data set number 5,
the combination of 3 metrics (Mahalanobis, Manhattan, and
Canberra) yielded the best results—sensitivity improved by
almost 30% (85.7%), but specificity (approximately —14%;
72.7%) and overall accuracy (approximately —4%; 79.2%) were
lower compared with the best single-metric performance
(Canberra). These results aso show that the threshold for the
anomaly detection agorithm (method parameter), which has
been set for 1 data set with ahigher sasmple size (N), ispossible
to be applied to another data set, still producing satisfying results
(Tables 4 and 5).

Limitations

It needs to be noted that the proposed algorithm for anomaly
detection is limited by the following: (1) clinical registries are
frequently incompl ete, with large amounts of missing data (the
data sets studied here are not an exception). Because a
significant number of incomplete variables were removed in
the data preprocessing phase (method parameter set by data
manager), some valuable information could have been lost; (2)
only quantitative data (or recoded qualitative data) can be further
analyzed by the agorithm; (3) the detection algorithm is still
computationally intensive and requires long detection times
despite the fact that alarge number of unfilled and unanalyzable
variables had been removed, together with 2 distance metrics
(Chebyshev and cosine). The most time-consuming part of the
algorithm run isdata preprocessing which laststens of minutes.
The detection itself then takes less than 10 seconds per tested
registry. The preprocessing and analysis are run at regular
intervalsand are not directly linked to the dataentry action. The
time required to detect an outlier since its onset is dependent
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ontheinterval, which isimplementation dependent and usually
set to 24 hours; and (4) the algorithm was validated on
artificially simulated anomalies. Had the anomal ous data been
generated by field experts, such an approach could have proved
effective in terms of expert-provided knowledge that would
have ensured authenticity of the anomalies, making the
validation more natural.

Comparison With Prior Work

There have been several research papers published on medical
anomaly detection—related topics, as outlier detection has been
widely applied in medical informatics for addressing different
issues. According to the reviews, there are several detection
techniquesused in thefield of medicinethat can bedivided into
the following categories, listed in descending percentage order
[15]: statistical (55.4%), clustering (15.2%), classification
(12.5%), and nearest neighbor (ie, distance based, 8.9%), etc.
As the numbers imply, statistic-based techniques tend to be
used most frequently; however, it is well-known that the
statistical assessment is not applicable to small sample sizes
[20], therefore anomaly detection performed in small-scale
studies or sites involving too few patients often leads to
increasing the fal se-positive rate. For more reviews on anomaly
detection in general, see [21] and for statistical monitoring
process suggestions, we recommend [20]. That paper involved
a multidisciplinary team of clinicians, statisticians, and data
managers, who created a study-specific algorithm to flag the
patients and sites with potentially fabricated data, which turned
out to befabricated and implanted in 7 sites, totaling 43 patients
in4 studies. Their algorithm for identifying siteswith fabricated
data achieved dlightly lower results—except for 1 study,
sensitivity and specificity were greater than 70%. In another
research work [22], the authors combined k-meansand isolation
forest techniques, because the isolation forest—based methods
are capable of finding anomalous patients that are not situated
on the edge of afeature space. They, however, did not use ROC
curves to define thresholds, but instead [23] split their data set
into 2 subsets—first one consisted of only categorical variables
and the second one of only continuous variables. Thisapproach
enabled them to work with each subset separately, searching
(2) for infrequent category combinations in the subset with the
categorical variables and (2) for distant objects defined by the
cosine distance from the global mean in the subset with
continuous variables. Then, they defined an anomaly score for
each data object in both subsets. Adopting this approach, that
is, splitting the data set into 2 subsets, could potentially improve
our results. However, there would be many other parametersto
be defined, such as the number of category combinations, that
would complicate the setting of our anomaly detection
algorithm. Estiri et al [24] used a different approach focusing
on implausible rather than outlier data. The authors proposed a
hierarchical k-means method to detect implausible observations,
regardless of their values, that flag sparse clusters as anomal ous,
assuming no systematic errors. They also demonstrated that
their clustering approach outperformed the conventional
anomaly detection one that uses the standard deviation and
Mahalanobis distance for identifying implausible laboratory
data in the electronic health record. Although the authors
consider the Mahalanobis distance to be standard, it did not
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work so well for us, especially in comparison with the other
distance metrics (Table 3). To our knowledge, no paper
presenting an EDC system with a built-in anomaly detection
algorithm has been published to date.

Churova et d

sensitivity greater than 85%. Besides, the detection resultswere
satisfactory for preset parameter settings derived from adifferent
data set which enabled the algorithm to be applied in practice.
In future work, we will inspect queriesin real-world settingsin

order to assess precision and useful ness of the proposed anomaly
detector from the viewpoint of data managers and also users
with other roles, such as site monitors and clinical investigators.
Other ideas for further research include an investigation into
expert-generated anomalies and finding ways to speed up the
detection algorithm.

Conclusions

We have proposed and described an algorithm for detection of
anomalous data in clinica registries, which has been
implemented in a particular EDC system. The algorithm has
proved to be capable of detecting anomalous data with
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Abstract

Background: After determining the key childbirth monitoring items from experts, we designed an algorithm (LaD) to represent
the experts’ suggestions and validated it. I n this paper we describe an abridged algorithm for labor and delivery management and
use theoretical case to compare its performance with human childbirth experts.

Objective: The objective of this study was to describe the LaD algorithm, its development, and its validation. In addition, in
the validation phase we wanted to assess if the algorithm was inferior, equivalent, or superior to human expertsin recommending
the necessary clinical actions during childbirth decision making.

Methods: The LaD agorithm encompasses the tracking of 6 of the 12 childbirth parameters monitored using the World Health
Organization (WHO) partograph. It has recommendations on how to manage a patient when parameters are outside the normal
ranges. We validated the algorithm with purposively selected experts selecting actions for a stratified sample of patient case
scenarios. The experts’ selectionswere compared to obtain pairwise sensitivity and fal se-positive rates (FPRs) between them and
the algorithm.

Results: The mean weighted pairwise sensitivity among experts was 68.2% (SD 6.95; 95% Cl 59.6-76.8), whereas that between
experts and the LaD algorithm was 69.4% (SD 17.95; 95% Cl 47.1-91.7). The pairwise FPR among the experts ranged from 12%
to 33% with amean of 23.9% (SD 9.14; 95% Cl 12.6-35.2), whereas that between experts and the algorithm ranged from 18%
to 43% (mean 26.3%; SD 10.4; 95% CI 13.3-39.3). The was a correlation (mean 0.67 [SD 0.06]) in the actions selected by the
expert pairs for the different patient cases with areliability coefficient (a) of .91.

Conclusions: The LaD algorithm was more sensitive, but had a higher FPR than the childbirth experts, although the differences
were not statistically significant. An electronic tool for childbirth monitoring with fewer WHO-recommended parameters may
not be inferior to human experts in labor and delivery clinical decision support.

(IMIR Med Inform 2021;9(5):e17056) doi:10.2196/17056
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algorithm; software validation; childbirth monitoring; WHO partograph
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Introduction
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Methods

From the late 20th century, there were concerted efforts to
improve pregnancy outcomes, with the World Health
Organization (WHO) partograph being the main labor
monitoring tool used globally [1-3]. Increasing and easing of
childbirth monitoring have been at the forefront of strategies
for better maternal and newborn outcomes [4-6]. A spiraling
increase in the number of caesarean sections due to prolonged
labor led to research that challenged the cervical dilatation rates
in the partograph [7-9]. Doubt arose on the validity of the
partograph and intrapartum guidelines with calls for their
re-evaluation [5,6,10]. Calls for more evidence-based care at
birth led to increased research for more practical labor
monitoring guidelines and tools [7,11-13].

In 2015, the American college of Obstetricians and the Society
for Maternal-Fetal Medicine issued new guidelines on labor
monitoring [14]. Later, the WHO rel eased new recommendations
on partograph useincluding callsfor more research on the most
appropriate paper-based or electronic tool to aid childbirth
decision making [12]. Before any electronic decision support
can be developed, an algorithm is needed outlining which
decisions to take at each potential situation along the birth of a
child. The algorithm is also preceded by a decision on which
input variables to use is needed. Among the problems with the
WHO partograph was a large number of variables to register
and it was regarded as labor intensive and unpractical for
low-resource settings [4,15]. We studied the labor monitoring
tool expectations of childbirth experts in Africa to generate
consensus on the most important parameters to monitor during
birth in low-resource settings [16,17]. The findings included a
reduction in the WHO-modified partograph items and several
suggestions on changing the frequency of monitoring the labor
items. The experts also expressed a need to adopt the
recommendation for raising the starting point of the partograph
from 4 cm of cervical dilatation.

In this paper, we describe the labor and delivery (LaD)
algorithm, its development, and validation. In the validation we
wanted to know if the algorithm is inferior, equivalent, or
superior to human experts in recommending the necessary
clinical actions during childbirth decision making.

https://medinform.jmir.org/2021/5/€17056

Overview

We used the maternity experts recommendations and literature
findings to develop an alternative algorithm for labor and
delivery monitoring (the LaD algorithm). We conducted a
preliminary validation of itslogic beforefully implementing it.
Because of lack of a gold standard against which to compare
the logic, we compared it against opinions of experts in
childbirth monitoring. Comparison of results from medical
devices against experts is increasingly seen as the better
alternative when no gold standard exists and decisionsare highly
dependent on opinions or anecdotal evidence [18-21].

Development of the LaD Algorithm

From our earlier studies[16,17], the key parametersto monitor
in childbirth were the fetal heart rate, amniotic fluid, cervical
dilatation, uterine contractions, maternal blood pressure, and
pulse rate. The suggested monitoring intervals ranged from 30
minutes to 4 hours. These are 6 of the 12 parameters in the
WHO-modified partograph [22]. We wused these
recommendations and literature on the progress and outcomes
of monitoring various childbirth items to generate a parameter
list and monitoring intervals to include in the algorithm. Our
main adjustment to the experts’ suggestions was replacing the
maternal pulse with second-stage tracking of the fetal station
(asurrogate for fetal descent).

We used our acumen on labor progress and its monitoring
process to draw the LaD algorithm using the Microsoft Visio
2013. It was revised to the layout shown in Figure 1. It shows
the parameters to monitor at evidence-based time intervals.

For the algorithm to run on a computing device, we trandated
it into arecursive (ie, aproblem is divided into subproblems of
the same type. The solution to the problem is devised by
combining the solutions obtained from the simpler parts of the
problem) logic with 1152 possible patient scenarios and key
decision support actions. Any abnormality in labor monitoring
parameters is independently managed (as per local guidelines)
and thefinal labor management decision is based on the success
or failure in managing the subabnormalities. It isthislogic that
we validated with another group of childbirth experts.
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Figure 1. TheLaD agorithm for monitoring labor and delivery.
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experience of 17 years (SD 5.8 years) in medical practice and
an obstetric career length ranging from 5to 17 years (mean 10.6
years[SD 5.1 years]). Most worked in ateaching hospital, with
their highest education level ranging from a master’s degree to
aDoctor of Philosophy (Table 1).

Validation of the LaD Algorithm

Between January and February 2019, 5 purposively selected
childbirth care experts (E1, E2, E3, E4, and E5) independently
answered a survey questionnaire covering 6 patient case
scenarios (P1, P2, P3, P4, P5, and P6). The 5 expertshad amean
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Table 1. Summary characteristics of experts who participated in validation.

Balikuddembe et al

Characteristics Expert 1 Expert 2 Expert 3 Expert 4 Expert 5 Mean (SD)
Experience as a doctor (years) 12 16 11 23 23 17 (5.8)
Experience as an obstetrician (years) 6 11 5 14 17 10.6 (5.1)
Number of times expert selected actions 36 34 44 35 46 39 (5.6)

in the 5 scenarios (maximum 80)

Highest level of medica education Master'sdegree  Master’'sdegree  PhD candidate Master'sdegree  PhD —

Primary workplace

Military hospital Medica school

Medical school

National hospital Medical school

The case scenarios were taken from childbirth scenariosin the
algorithm using stratified sampling. The cases were stratified
using the amniotic fluid status into 3 strata: membranes intact,
amniotic fluid clear, and amniotic fluid opague or foul smelling.
An onlinerandom number generator [ 23] was used to randomly
select 2 cases from each stratum. The questionnaire had 15
labor-related conditions and 22 actionsto consider. Each expert
was allowed to select up to 16 of the 22 actions per case
scenario, hence a maximum of 80 actions across 5 cases. The
actions recommended by the agorithm for the study case
scenarios were used to assessiit.

We explained the survey procedure to the human experts before
asking them to study the case scenarios and the accompanying
set of possible actionsto consider for managing each case. The
expert would then recommend the most important actions for
each case scenario given its conditions. The algorithm also
recommended actions to the same cases based on results of an
earlier study of alarger group of expertsand literature. Experts
in this study, however, were not aware of the algorithm nor
other experts action recommendations. They were invited to
suggest possible modificationsto the actionslist for clarity and
to provide better decision support for the case conditions.

We analyzed data to determine the unadjusted and weighted
interexpert pairwise sensitivity [18,24], false-positive rates
(FPRs), and reliability coefficients. Pairwise sensitivity was
calculated for each pair of experts; for instance E3-E4 is the
sensitivity of E4 with respect to E3 asreference. The sensitivity
of the LaD algorithm versus each human reviewer (E—-LaD) was
also calculated to determine how LaD—human expert scores
compare with interhuman expert pairwise (E-E) scores. FPRs

https://medinform.jmir.org/2021/5/€17056

were calculated for the unadjusted scores. The weight assigned
to an action was determined by the number of experts that
selected that action for agiven case scenario. That is, an action
weighed 1.0 if all 5 experts selected it as important, 0.6 if 3
selectedit, and O if none selected it. Therefore, the weightswere
assigned after data entry. We compared the LaD algorithm
scores with averages of the human pairwise scoresfor each case
and across al scenarios. To rank the algorithm and human
experts, we compared the lower border for the 95% CI of the
mean sensitivity and the upper border of its mean FPR
confidence interval with corresponding values for the experts.
A larger number of the lower limit border for the sensitivity
confidence interval and asmaller number of the upper limit for
the FPR confidence interval meant a superior rank [21].

Results

Overview of Case Scenarios

A total of 5 of the 6 case scenarios were managed by all experts
while the sixth was completed by 2 experts. The experts
articulated that the noncompleted case was similar to another
they had answered and saw no big difference in genera
management.

Asindicated in Table 2, for the 5 case scenarios together, the
experts selected an average of 39 actions of a possible 80.
Acrossthe experts, case scenarios 1 and 5 received most actions
with an average of 11 each, whereas case scenario 2 needed the
fewest actionsat 5. From the unadjusted data, unlike the experts,
the LaD algorithm had most actions for case scenario 3, but
there was no difference in the weighted scores.
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Table 2. Number of actions selected per patient (actual and adjusted values).

Evaluator P12 P2 P3 P4 P5

Action Adjusted  Action Adjusted  Action Adjusted  Action Adjusted  Action Adjusted

value value value value value

E1P 9 7.2 5 34 5 4 6 34 11 8
E2 8 6.8 5 34 8 4.8 5 3.6 8 6
E3 12 7.4 4 28 6 34 9 52 13 94
E4 11 7.8 5 26 7 3.6 4 14 8 5
E5 13 8.8 5 34 5 3.6 9 4.6 14 9.6
Mean (SD) 106(21) 76(08) 48(04) 31(04) 62(13) 39(06) 66(23) 36(15 108(28) 7.6(2.0)
Labor and delivery 8 4.6 7 34 12 54 7 38 8 5.6
agorithm (LaD)

bp: patient case scenario.
E: expert.

Pairwise Sensitivity and FPRsfor the Expertsand the
LaD Algorithm

The interrater pairwise sensitivity for the experts and the LaD
algorithm is shown in Figure 2. The mean for unadjusted
pairwise sensitivity among experts (E-E) for al cases was
57.2% (SD 7.86; 95% Cl 47.4-67.0), whereas the weighted
mean sensitivity was 68.2% (SD 6.95; 95% Cl 59.6-76.8). The
difference between these meanswas significant (SD 11.0; 95%
Cl 2.8-21.2, P=.01). With reference to the experts, the mean
sensitivity scores of the LaD algorithm (E-LaD) were 62.6%
(SD 17.01; 95% CI 41.5-83.7) and 69.4% (SD 17.95; 95% Cl
47.1-91.7) before and after adjustment, respectively. The
difference of 6.8 in E-LaD means the 95% CI of —-14.9t0 28.5

https://medinform.jmir.org/2021/5/€17056

was not statistically significant, P=.32). As shown in Figure 3,
the weighted pairwise sensitivity for experts was significantly
higher (P=.02) and closer to the LaD sensitivity than the
unadj usted scores, especially when E4 wasthe reference expert.
The agorithm was more sensitive than E1, E4, and E5, but less
sensitive than E3.

For the 5 patient cases, the average FPR of expertsranged from
12% to 33% with amean of 23.9% (SD 9.14; 95% Cl 12.6-35.2),
whereas that for the E-LaD ranged from 18% to 43% with a
mean of 26.3% (SD 10.43; 95% CI 13.3-39.3). Table 3 shows
that case 2 was an outlier (in left tail) for the expert-to-expert
pairwise false-positive scores and case 3 was an outlier (right
tail) for the expert-to-algorithm FPR scores.
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Figure2. Theinterrater pairwise sensitivity scores for the five cases.
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Table 3. Pairwise sensitivity and false-positive rates of experts and the labor and delivery (LaD) algorithm.

Comparisons p12 P2 P3 P4 P5 Mean (SD) 95% CI for mean ClI for difference
of 2 means

E_gb pairwise sensitivity: un- 65.9 56.5 55.0 45.6 62.8 57.2(7.86) 47.4t067.0 -11.0t021.8

adjusted

E-LaD pairwise sensitivity:  44.4 74.0 85.6 58.7 50.3 62.6 (17.01) 41510 83.7

unadjusted

E—E pairwise sensitivity: 75.9 67.2 68.6 57.3 71.9 68.2 (6.95) 59.6 t0 76.8 -15.7t018.1

weighted

E-LaD pairwise sensitivity: ~ 49.3 80.8 92.1 71.0 54.0 69.4 (17.95) 47.11091.7

weighted

E-E pairwise FPRC for an ac- 331 12.2 18.3 23.2 329 23.9(9.14) 12.6t035.2 -9.8t014.6

tion

E-LaD pairwise FPR foran  30.2 19.7 430 20.5 18.3 26.3 (10.43) 13.3t039.3

action

E-E pairwise sensitivity for ~ 65.9 56.5 55.0 45.6 62.8 57.2 (7.86) 47.41067.0 28t021.2

an action: unadjusted

E-E pairwise sensitivity for ~ 75.9 67.2 68.6 57.3 71.9 68.2 (6.95) 59.6t0 76.8

an action: weighted

E-LaD pairwise agreement  44.4 74.0 85.6 58.7 50.3 62.6 (17.01) 41.5t083.7 -14.9t0285

for an action: unadjusted

E-LaD pairwise agreement  49.3 80.8 92.1 71.0 54.0 69.4 (17.95) 47.1t091.7

for an action: weighted

8p: patient case scenario.
bE: expert.
°FPR: false-positive rate.

Determining the Rank of LaD Algorithm Among
Human Experts

The 95% Cls for the mean sensitivity scores of the agorithm
and the human experts showed that the LaD algorithm had a
higher upper limit before and after adjustment to the mean. By
contrast, thelower limit of the confidenceinterval for the expert
FPR mean was lower than that of the interval for the LaD

algorithm mean. There was a positive correlation (mean r&ton
of 0.67 [SD 0.06]) in the actions that the expert pairs selected
for the different patient cases (Table 4) with a reliability
coefficient closeto 1 (0=.91). Thismeant that the study experts
agreed on most actions necessary for the cases and the same
actionswerelikely to be recommended by these or other experts
for the given patient scenarios.
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Finally, we needed to know whether the differencesin the mean
sensitivity and FPR of the LaD algorithm and human experts
were significant. The difference in mean sensitivity was 5.4
(95% CI —11.0to 21.8) for the unadjusted means and 1.2 (95%
Cl —15.7 to 18.1, P=.57) for the weighted means. Because both
intervals crossed the null, there was no statistical differencein
the sensitivity of the experts and algorithm. In addition, the
mean FPR of the experts and the al gorithm was not significantly
different with a95% CI of —9.8 to 14.6 (P=.69).

On the basis of these sensitivity and false-positive scores, we
found no statistical difference between the LaD algorithm and
human experts recommending actions to childbirth monitoring
health workers.
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Table 4. Correlation and reliability coefficients of experts' choices of actions for the cases.

Comparisons Selection correlation coefficient of actions selected by experts for each case, rS2ectiona Rsliability coefficient,
a
p1c P2 P3 P4 3
E1-E29 0.857 0.706 0.913 0.686 0.722
E1-E3 0.685 0.907 0.705 0.714 0.877
E1-E4 0.703 0.538 0.685 0.275 0.443
E1-E5 0.829 0.706 0.848 0.607 0.844 .925
E2-E1 0.857 0.706 0.913 0.686 0.722
E2-E3 0.649 0.583 0.644 0.832 0.772
E2-E4 0.751 0.538 0.625 0.267 0.511
E2-E5 0.879 1.000 0.770 0.737 0.685 .923
E3-E1 0.685 0.908 0.705 0.713 0.876
E3-E2 0.648 0.583 0.644 0.832 0.772
E3-E4 0.720 0.593 0.629 0.445 0.613
E3-E5 0.719 0.583 0.514 0.777 0.927 919
E4-E1 0.703 0.538 0.760 0.275 0.443
E4-E2 0.751 0.538 0.626 0.268 0.511
E4-E3 0.720 0.593 0.629 0.445 0.613
E4-E5 0.782 0.538 0.500 0.158 0.664 .861
E5-E1 0.829 0.706 0.843 0.607 0.844
E5-E2 0.879 1.000 0.770 0.737 0.685
E5-E3 0.719 0.583 0.514 0.777 0.926
E5-E4 0.783 0.538 0.500 0.158 0.664 .922
Mean (SD) 0757 (0.073)  0.669(0.159) 0.687(0.129) 0550(0.237)  0.706 (0.152)  .910 (0.027)
3 sdlection i an extension to Pearson = square root of (sensitivity AB x selectivity AB), where selectivity RT = sensitivity TR. This s the selectivity

for atest expert T against areference expert R.

By = kR/(1 + [k—1]R), where k is the number of experts and R is the average correlation of all expert pairs.

CP: patient case scenario.
9E: expert.

Discussion

Principal Findings

The search for an ideal labor and delivery monitoring decision
support tool is ongoing and this study was one of many attempts
to improve these tools. We have described the design of the
LaD algorithm and validated it through comparison of itslogic
with human experts of childbirth monitoring. We found the
algorithm to be equivalent in sensitivity and FPRs to experts
with high reliability, that is, its action recommendations were
closetotheclinically “correct” ones. In clinical situations, lack
of a gold standard against which to evaluate tools meant that
traditional device validation tests were inappropriate and so
childbirth experts had to act as the reference silver standard as
in most types of clinical decision making [20,24]. Like Scheuer

et al [21], we used the selection correlation coefficient rsetion
(an extension to Pearson r) because clinical experts often agree
on many nonimportant actions for any patient case [18]. Most

https://medinform.jmir.org/2021/5/€17056
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childbirth actions are not selected independent of one another,
so our results would be less trustworthy if we used the kappa
or pi statistics for measuring agreement. Likewise, we could
not use Gwet AC statistic that necessitated assigning constant
weights based on gold standards to parameters for al the
patients, which would not be rational in our scenario [18,25].
Theresults of thisstudy can be used to devel op an abridged and
more appropriate paper- or computer-based labor monitoring
decision support tool that is less contentious than the
WHO-modified partograph.

Limitations

The main limitations to this study are as follows: First, the low
number of patient cases rated by the experts. Patient clinical
scenarios have subtle or major differences that it would be
virtually impossible to expect an exhaustive tool or validation.
The cases were few, but each contained 22 actions to be
considered; thus, the experts were not assessed on one
case/condition per se, but on asum of actionsfor each case and
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then the average of the 5. Therefore, the experts and algorithm
were assessed on 110 instances summarized into 5 cases. This
approach was similar to that used by Scheuer et al [21] who had
over 5000 spike detections presented in under 40 scenarios[21].
Second, atotal of 5 experts were not enough to tease out the
effect of fast or slow actors when deciding to intervene in a
clinical maternity setting. The fast actors tend to intervene too
soon and so too much, whereas the slow actors intervene too
late and so too late for good clinical outcomes, as expressed by
Miller et al [26]. Third, the algorithm was based on suggestions
from providers in low-income settings which are generally on
the “too little, too late” side, and hence we expected the
participants (E1, E4, and E5) to be more sensitive and E3 to be
dower at acting. The strength of the pairwise sensitivity and
the modified correlation we used is dampening the individual
effect/biases of participants such that we still found no statistical
differences between the group and the algorithm. Another
limitation could have been our set of candidate actions from
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which experts selected. Aswas done by other researchers[18],
we provided experts with candidate actions (from other studies)
to encourage them to concentrate on relevant actions, but it
could have hindered participants with divergent opinions from
choosing their preferred actions. Following years of promoting
the WHO partograph, some childbirth experts have got so
engrained in it that any changes to its parameters could seem
unfounded and unacceptable [27-29]. With these limitationsin
mind, we agreed that our validation results were preliminary
and more assessments of the LaD algorithm would be done after
its deployment and testing under more conditions.

Conclusions

The LaD agorithm was more sensitive but with a higher FPR
than the childbirth experts, although the differences were not
statistically significant. An electronic tool for childbirth
monitoring with fewer parameters than those in the modified
WHO partograph may not beinferior to human expertsin labor
and delivery clinical decision support.
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Abstract

Background: Diagnostic neurovascular imaging dataareimportant in stroke research, but obtaining these datatypically requires
laborious manual chart reviews.

Objective: We aimed to determine the accuracy of a natural language processing (NLP) approach to extract information on the
presence and location of vascular occlusions as well as other stroke-related attributes based on free-text reports.

Methods: From the full reports of 1320 consecutive computed tomography (CT), CT angiography, and CT perfusion scans of
the head and neck performed at atertiary stroke center between October 2017 and January 2019, we manually extracted dataon
the presence of proximal large vessel occlusion (primary outcome), as well as distal vessel occlusion, ischemia, hemorrhage,
Alberta stroke program early CT score (ASPECTYS), and collateral status (secondary outcomes). Reports were randomly split
into training (n=921) and validation (n=399) sets, and attributes were extracted using rule-based NL P. We reported the sensitivity,
specificity, positive predictive value (PPV), negative predictive value (NPV), and the overall accuracy of the NLP approach
relative to the manually extracted data.

Results: The overall prevalence of large vessel occlusion was 12.2%. In the training sample, the NLP approach identified this
attribute with an overall accuracy of 97.3% (95.5% sensitivity, 98.1% specificity, 84.1% PPV, and 99.4% NPV). In the validation
set, the overall accuracy was 95.2% (90.0% sensitivity, 97.4% specificity, 76.3% PPV, and 98.5% NPV). The accuracy of
identifying distal or basilar occlusion as well as hemorrhage was also high, but there were limitations in identifying cerebral
ischemia, ASPECTS, and collateral status.

Conclusions: NLP may improve the efficiency of large-scale imaging data collection for stroke surveillance and research.

(JMIR Med Inform 2021;9(5):e24381) doi:10.2196/24381

KEYWORDS
stroke; diagnostic imaging; data extraction; natural language processing; neurovascular; imaging; stroke surveillance; surveillance
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Introduction

Stroke is a leading cause of death and disability [1].
Neuroimaging study findings inform treatment and prognosis.
For example, recent clinical trials have demonstrated the efficacy
of endovascular thrombectomy, a mechanical clot-retrieval
procedure, in improving functional outcomes in patients with
acuteischemic stroke and proximal large vessel occlusion [2-5].
Data on efficacy of this procedure in patients with distal or
smaller vessel occlusion are currently lacking. Although large
health administrative databases have information on whether a
stroke was ischemic or hemorrhagic, detailed neuroimaging
findings are usually found in narrative diagnostic imaging
reports and obtained through resource-intensive manual chart
abstractions [6,7].

The lack of population-based neuroimaging data limits the
ability to characterize the prevalence of large vessel occlusion.
A recent meta-analysis of cohort studies of patients with
ischemic stroke found that the prevalence of large vessel
occlusion ranged widely, from 13% to 52% [ 8], suggesting that
smaller cohort studies can be vulnerable to selection bias.
Therefore, automating the extraction of information on vessel
occlusion from diagnostic imaging reports is needed for
population-based disease surveillance and clinical research.

Natural language processing (NLP) can convert large amounts
of free-text datainto structured dataand has been used to extract
information on stroke type and | ocation from diagnostic imaging
reports [9-11]. However, its ability to characterize vascular
occlusions is not well understood. We aimed to determine the
accuracy of an NLP tool [12] in identifying the presence and
location of vascular occlusions and other stroke-related attributes
from neuroimaging reports of computed tomography (CT), CT
angiography (CTA), and CT perfusion (CTP) scans. We
hypothesized that an NLP tool can identify large vessel
occlusion with high accuracy.

Methods

Manual Chart Abstraction

We obtained full free-text reports of 1320 consecutive stroke
protocol imaging studies comprising CT, CTA, and CTP
imaging of the head and neck performed between October 2017
and January 2019 at auniversity-affiliated comprehensive stroke
center that provides consultation for endovascular thrombectomy
to a catchment area of 2.5 million people. A stroke specialist
and atrained research assistant manually extracted stroke-related
attributes from the reports. The primary outcome was the
presence of large vessel occlusion defined as occlusion in the

https://medinform.jmir.org/2021/5/€24381

Yuet a

M1 segment of the middlie cerebral artery (MCA-M1) or Al
segment of the anterior cerebral artery (ACA-A1) with or
without involvement of the carotid terminus because occlusion
at these sites is treatable with endovascular thrombectomy. We
chose this as the primary outcome because patients with this
type of occlusion can be treated with endovascular
thrombectomy. Isolated intracranial internal carotid artery
occlusion was not categorized as large vessel occlusion in this
study because the effectiveness of endovascular thrombectomy
has not been shown in this population [13].

Secondary outcomes included (1) the presence of cerebral
ischemia, (2) Albertastroke program early CT score (ASPECTYS)
[14], (3) the presence of any intracranial hemorrhage, (4) distal
anterior circulation occlusion defined as occlusion in themiddle
or anterior cerebral arteriesinthe M2 or A2 segments or beyond,
(5) basilar occlusion, and (6) qualitative measure of collateral
status (ie, good, intermediate, or poor). The manually extracted
data were considered the reference standard. Duplicate chart
abstraction on 200 charts showed that the inter-rater reliability
was >96% for all attributes except for the presence of cerebral
ischemia for which it was 80%. We randomly split the reports
into training (n=921) and validation (n 399) sets.

CHARTextract NLP Tool

NLP rule sets for stroke attribute extraction from free-text
diagnostic imaging reports were created using CHARTextract
version 0.3.2, freely available online [12]. CHARTextract is a
rule-based information extraction tool that relies on regular
expressions and works at the sentence level to identify word
patterns. We opted to use arul e-based approach dueto the small
sample size and the availability of domain experts to develop
and refine the rules.

We created information extraction pipelines by using aniterative
process where each rule was assigned aweight by the end-user
in the training set. For example, if a report contains the text
“presence of middle cerebral artery occlusion...,” the system’s
estimate of the probability of alarge vessel occlusion increases,
however, if areport containsthetext “no evidence of...,” it will
lower the system’s estimate of the probability. As shown in
Figure 1, the tool displays the discrepancies between the chart
abstractor label and thetool’s prediction, thusallowing for rapid
iterative refinement of the rules by the end user. Rules were
developed for each attribute through an iterative process by the
end-user (ZL, AY, and CP) by using the training set that was
validated in the validation set. For the presence of large vessel
occlusion (our primary outcome), we also recorded whether the
discrepancy between the chart abstractor and the NL P tool was
due to abstractor or tool error. The rules thus developed are
shown in Multimedia Appendix 1.
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Figure 1. Example 1 of a discrepancy between the chart abstractor and CHARTextract tool output. (A) Computed tomography angiography scan
showing loss of opacification in the left middle cerebral artery, involving the left M1 segment and extending into the M2 segment. (B) CHARTextract
tool output: the chart abstractor labeled that large vessel occlusion was present, but the CHARTextract tool determined this attribute to be absent. The
rules were revised to reflect that occlusion involving the “M1 segment” should be considered a large vessel occlusion even if the terms “MCA” or

“middle cerebral artery” were absent.

CHARTextract

Matches

Final Score

i Score for 0: 0
occlu

Score for 1: 0

Clot

was determined to be 0, should be 1

Letter Text

CT BRAIN AND CTA/CTP:.TECHNIQUE: Multiple axial images of the brain without and with contras
t. CT angiogram from aortic arch to vertex with multidirectional reformats. Perfusion maps for CTP. .

Sentence Matches
Sentence Score:
1.0
Name: regi-1
Pattern: (?:(?:0cclu)|(?:non-opa)|{?:non
opa)|{?:not opa)|(7:loss of op:
fill)|(?:non filljj{2:nonfilj( ?:no
visual)}( ?:cutoff)|(7:cut off)|(?:thro

(74filling defect)|(7:clot)|(?:abrupt term))

Score: 0

Aggregate Score: 0

No acute hemorrhage is seen. Hyperdense left MCA involving the M1 and M2 segments. Small old
left cerebellar infarct, Mild brain atrophy.Marked beading and irregularity of the bilateral cervical ICA
s without significant stenosis. There is abrupt B8lision of the mid left M1 segment extending into th
e proximal [ branch. Minimal reduction in the distal collaterals. .CTP shows a large area of mainly

IMPRESSION:, Clotin left MCA M1 and M2 segments. Acute infarct in left MCA territory, ASPECTS

Statistical Methods

The stroke-related attributes identified by the NLP tool,
CHARTextract version 0.3.2, were compared to the reference
standard. The sensitivity, specificity, positive predictive value
(PPV), and negative predictive value (NPV) were calculated
using thistool.

Ethics Approval

The study was approved by the Sunnybrook Health Sciences
Centre and Unity Health Toronto Research Ethics Boards with
awaiver of individual patient consent prior to data collection.

Results

Among the 1320 consecutive diagnostic imaging reports
manually reviewed, chart abstractorsidentified 184 large vessel
occlusions (MCA-M1, n=157; ACA-A1, n=27) in 161 (12.2%)
reports. Distal anterior circulation occlusion was reported in

https://medinform.jmir.org/2021/5/€24381
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188 (14.2%) scans, basilar artery occlusion in 26 (2.0%) scans,
established ischemia in 391 (29.6%) scans, and intracranial
hemorrhagein 139 (10.5%) scans. ASPECTSwas reported only
in 384 (29.1%) reports (ASPECTS <5, n=40; ASPECTS =5,
n=344), and collateral status was described in 216 (16.4%)
reports (good, n=141; intermediate, n=26; poor, n=49).

Compared to the reference standard, the NLP tool identified
large vessal occlusion with an overall accuracy of 97.3% (95.5%
sensitivity, 98.1% specificity, 84.1% PPV, and 99.4% NPV).
Despite an iterative process to refine rules, some scenarios
remained challenging to trandateinto rules. Figure 2 illustrates
an example wherein the CHARTextract tool determined large
vessel occlusion to be present because the words “occlusion”
and “M1 segment” were detected in the same sentence, but the
report indicated that the occlusion wasin the cavernous portion
of the internal carotid artery with reconstitution of blood flow
in the M1 segment. In another exampleillustrated in Figure 3,
the CHARTextract tool determined that large vessel occlusion
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was absent because the report indicated the presence of an
occlusion extending from the internal carotid artery to the M2
segment. Here, the tool only detected “internal carotid artery”
and “M2" as keywords and could not interpret the vascular
anatomy described in the report. Nevertheless, in the validation

set, the overall accuracy for large vessel occlusion was till high
at 95.2% (90.0% sensitivity, 97.4% specificity, 76.3% PPV,
and 98.5% NPV). We also found that two of the 25 discrepancies
between the abstractors and the NLP tool were due to chart
abstractor error.

Figure 2. Example 2 of a discrepancy between the chart abstractor and CHARTextract tool output. (A) Computed tomography angiography scan
showing near-occlusion of the cavernousinternal carotid artery with reconstitution of the middle cerebral artery. (B) CHARTextract output: the abstractor
labeled that large vessel occlusion was absent, but the CHARTextract tool determined this attribute to be present because the words “occlusion” and
“M1 segment” were detected in the same sentence.

bifurcation all the way to the cavernous segment where some opacification is seen. There is slow flo
w within the right M1 which appears to fill on delayed images. Reconstitution at the right M2, M2 bra
nches appear to fill via collaterals before the M1 segment. There is an abrupt occlusion of a right
M. for cortical branch (series 3 image 41), with corresponding prolonged transit time and reduced bl
ood flow in the adjacent right frontal operculum. No proximal occlusion of the left . Impression: BEell
sion or near occlusion of the proximal right ICA, with delayed filling of the right M1 segment as desc
ribed. Occlusion of a right M4 for cortical branch, with small area of perfusion abnormality in the rig
ht frontal operculum, in keeping with the acute ischemia.

Figure 3. Example 3 of a discrepancy between the chart abstractor and CHARTextract tool output. The abstractor labeled that large vessel occlusion
was present because the abstractor was ableto interpret that an occlusion from theinternal carotid artery and extending to the M2 segment of the middle
cerebral artery involves the M1 segment, but the CHARTextract tool determined this attribute to be absent because the tool detects key words without
knowledge of vascular anatomy.

# CHARTextract - a x

Run

Sentence Matches

Matches

7566

Final Score 1:3

Sentence Score:

pnsllenar Score for 0: 0 MName: reg1-1

occlu

M2 Score for 1: -1 Pattern: (?:{7:occlu)|(?:non-opa)|(?:non
M2 opa)|(Z:not opa)(?:loss of opacif)|(?:nen-
posterior was determined o be 0, should be 1 fillj(Z:non filI(Z:nonfil(Z:not seen)i(7:not

occlu visual)|(?:cutoff)|(?:cut off)|( ?:thrombus)|

M2

Letter Text

CT HEAD WITHOUT AND WITH CONTRAST

CTA HEAD AND NECK

CT PERFUSION

MULTIPLANAR AND 3D REFORMATS.COMPARISON: None HISTORY: 30-year-old male, previous
CVA last year, right-sided upper extremity weakness in a phasic.FINDINGS: .No evidence of acute h
emorrhage. Hypodensity and loss of gray-white matter differentiation seen within the left caudate, a
nterior limb of the left internal capsule as well as the posterior left putamen. Partial loss of gray-whit
e differentiation and insula. ASPECTS 6-7. Age indeterminate subcortical hypodensity in the left fron
tal lobe. No mass or mass effect. Stigmata of old vascular insult in the left external capsule. The ven
tricles and basal cisterns are normal in size and position. Orbits are unremarkable. Visualized paran
asal sinuses are clear. Mastoid air cells are clear. No extracranial soft tissue abnormality is identifie
d. No acute bone abnormality is identified.On CTA images, classic aortic arch branch pattern. There
is complete Beellision of the proximal ICA stent level of C3 that exten: he left MCA M2
segment. There is distal reconstitution beyond the M2 branching point. There is good collateral circ
ulation with CT perfusion images and RAPID suggestive of small infarct core of 14 mL volume and a
large mismatch volume of 158 mL in the left MCA territory. . The remainder of the major vessels of th
e anterior and posterior intracranial circulation appear patent. CONCLUSION:. - Abrupt occlusion of t
he left ICA stent as above extending to left M2 and resulling in acute left MCA territory infarction. Le
ft MCA territory perfusion mismatch as above,

(?:filling defect)|(?:clot)|( Z:abrupt term))
Score: 0

Aggregate Score: 3
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The accuracy of the CHARTextract tool for the other stroke
attributesis presented in Table 1. Thetool identified these other
attributes with moderately high accuracy except for presence
of established ischemia, which had alower sensitivity and PPV
of 82.2% and 80.5%, respectively, in the derivation cohort and
80.8% and 64.1%, respectively, in the validation cohort. The

Yuet a

other exception was basilar occlusion, which was only present
in 2.0% (26/1320) of the reports. Although the sensitivity and
PPV for basilar occlusion were 100% and 95.0%, respectively,
in the derivation cohort, the corresponding values were lower
in the validation cohort (ie, 71.4% and 41.7%)

Table 1. Accuracy of the natural language processing tool CHARTextract to identify stroke-related attributes in diagnostic imaging reports.

Cohort and stroke-related attribute Attribute preva-  Sensitivity (%)  Specificity(%)  ppy2 (%) NPVP (%) Overal accura-
lence, n (%) cy (%)
Derivation cohort (n=921)
Anterior proximal occlusion 111 (12.2) 95.5 98.1 84.1 994 97.3
Anterior distal occlusion 127 (13.8) 92.9 98.0 88.1 98.9 97.3
Basilar occlusion 19(2.1) 100 99.9 95.0 100 99.9
Presence of established ischemia 287 (31.2) 82.2 91.7 80.5 91.9 88.3
Presence of any hemorrhage 114 (12.4) 93.0 98.2 87.6 99.0 97.5
Validation cohort (n=399)
Anterior proximal occlusion 50 (12.5) 90.0 97.4 76.3 98.5 95.2
Anterior distal occlusion 61 (15.3) 83.6 97.7 86.4 97.1 95.5
Basilar occlusion 7(1.8) 714 98.2 41.7 99.5 97.7
Presence of established ischemia 104 (26.1) 80.8 85.1 64.1 92.5 83.2
Presence of any hemorrhage 25 (6.3) 88.0 96.0 59.5 99.2 95.5

8PpV: positive predictive value.
NPV negative predictive value.

The metrics for ASPECTS and collateral status are shown
separately because datawereincomplete (Table 2). Importantly,
wefound that the NLPtool was ableto identify the reportswith
missing data with high accuracy. For example, information on
ASPECTSwas absent in 71.8% (661/921) of the reportsin the

https://medinform.jmir.org/2021/5/€24381

derivation cohort and 68.99% (275/399) for the validation
cohort. The tool accurately identified that this attribute was
missing with a sensitivity and PPV of 99.7% and 99.7%,
respectively, in the derivation cohort and 99.3% and 98.6%,
respectively, in the validation cohort.
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Table2. Accuracy of the natural language processing tool CHARTextract to identify Alberta stroke program early CT score (ASPECTS) and collateral

vascular status based on diagnostic imaging reports.

Cohort and stroke-related attributes Attribute preva- Sensitivity (%)  Specificity (%) ppy2 (%) NPVP (%) Overdl accu-
lence, n (%) racy (%)
Derivation cohort (n=921)
ASPECTS 98.8
Not reported 661 (71.8) 99.7 99.2 99.7 99.2
<5 30(3.3) 96.7 99.2 80.6 99.9
=5 230 (25.0) 96.5 99.7 99.1 98.9
Collateral status 98.4
Not reported 774 (84.0) 99.2 9.6 99.4 95.9
Poor 34(3.7) 9.1 100 100 99.8
Intermediate 19(2.1) 78.9 100 100 99.6
Good 94 (10.2) 96.8 98.8 90.1 99.6
Validation cohort (n=399)
ASPECTS 98.5
Not reported 275 (68.9) 99.3 96.8 98.6 98.4
<5 10(2.5) 70.0 100 100.0 99.2
=5 114 (28.6) 99.1 99.3 98.3 99.6
Collateral status 98.2
Not reported 330(82.7) 99.7 91.3 98.2 98.4
Poor 15(3.8) 933 99.7 933 99.7
Intermediate 7(1.8) 714 100 100 99.5
Good 47 (11.8) 93.6 100 100 99.2

3ppV: positive predictive value.
NPV negative predictive value.

Discussion

Principal Findings

We showed that an NL P approach can automate data extraction
from neuroimaging reports with moderately high accuracy,
supporting its potential application for stroke surveillance, health
system planning, and population-based clinical research. The
PPV of CHARTextract to identify large vessel occlusion was
76.3%, meaning that of 100 reports identified to have a large
vessel occlusion, there were 24 false-positive cases, but the
sensitivity, specificity, and NPV were over 90%, indicating the
prevalence of fewer false-negative cases. Thus, NLP may be a
helpful screening tool for case finding purposed when using a
large dataset.

Although we did not formally record the time required for data
abstraction, the abstractors estimate an average review time of
5 minutes per chart, which adds to 110 hours of sustained
attention to review atotal of 1320 charts. On the other hand,
oncetherule sets have been devel oped, the NL P tool can extract
the requested variables within seconds.

Limitations

There are several limitations of NLP that are worth discussing.
First, the NLP approach can only extract information from the

https://medinform.jmir.org/2021/5/€24381

radiologist’s reported interpretation of diagnostic images, and
it isnot designed to be directly used for imaging interpretation
[4]. Although thetool was accurate in identifying which reports
had missing dataon ASPECT S and collateral status, information
on these attributes was simply not obtainable without the direct
assessment of the images. Second, each rule is applied at a
sentence level so that the tool will not be able to capture
attributes if keywords occur across different sentences. Third,
thetool does not distinguish between homonymsin the English
language. For instance, we experienced challenges with the
word “ASPECT” used to describe the score and “aspect” used
to describe afacet of the brain or acomponent of ablood vessel.
Finaly, the NLP approach is influenced by variations in
reporting practicesto describeimaging findings. Thiswas most
apparent in the evaluation of the presence of cerebral ischemia.
The terms used to describe this attribute were less predictable
and frequently contai ned ambiguous language such as“possible
subtle hypodensity” or “cannot rule out early ischemia”
Interestingly, the cerebral ischemia attribute also had a lower
inter-rater reliability between the chart abstractors compared to
the other attributes evaluated. We noticed that the nonclinical
research assistant, who has extensive experience with chart
abstraction for stroke research, was more liberal in recording
ischemia, whereas the stroke specialist was more selective in
recording ischemia depending on the language used by the
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radiologist. In this situation, the application of NLP rule sets Conclusions
may improve the standardization of data collection. Finaly, the
current proof-of-concept study hasasmall samplesize. External
validation of our methods with a larger sample of radiology
reportsis needed to addressthe limitations arising from variation
in reporting practices.

NLP approaches can identify the presence of large vessel
occlusion with high accuracy and have the potential to improve
the efficiency of large-scale data collection from imaging
reports. External validation of our approach is needed.
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Abstract

Background: Drug prescriptions are often recorded in free-text clinical narratives, making this information available in a
structured form isimportant to support many health-related tasks. Although several natural language processing (NLP) methods
have been proposed to extract such information, many challenges remain.

Objective: Thisstudy evaluatesthefeasibility of using NLP and deep learning approaches for extracting and linking drug names
and associated attributes identified in clinical free-text notes and presents an extensive error analysis of different methods. This
study initiated with the participation in the 2018 National NLP Clinical Challenges (n2c2) shared task on adverse drug events
and medication extraction.

Methods: The proposed system (DrugEx) consists of anamed entity recognizer (NER) to identify drugs and associated attributes
and arelation extraction (RE) method toidentify the rel ations between them. For NER, we explored deep |earning-based approaches
(ie, bidirectiona long-short term memory with conditional random fields [BiLSTM-CRFg]) with various embeddings (ie, word
embedding, character embedding [CE], and semantic-feature embedding) to investigate how different embeddings influence the
performance. A rule-based method wasimplemented for RE and compared with a context-aware long-short term memory (LSTM)
model. The methods were trained and evaluated using the 2018 n2c2 shared task data.

Results:. The experiments showed that the best model (BiLSTM-CRFs with pretrained word embeddings [PWE] and CE)
achieved lenient micro F-scores of 0.921 for NER, 0.927 for RE, and 0.855 for the end-to-end system. NER, which relies on the
pretrained word and semantic embeddings, performed better on most individual entity types, but NER with PWE and CE had the
highest classification efficiency among the proposed approaches. Extracting relations using the rule-based method achieved higher
accuracy than the context-aware LSTM for most relations. Interestingly, the LSTM model performed notably better in the
reason-drug relations, the most challenging relation type.

Conclusions: The proposed end-to-end system achieved encouraging results and demonstrated the feasibility of using deep
learning methods to extract medication information from free-text data.

(IMIR Med Inform 2021;9(5):€24678) doi:10.2196/24678
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information extraction; electronic health records; discharge summaries; natural language processing; medication prescriptions
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Introduction

Background

Electronic health records (EHRS) are a valuable source of
routinely collected health data that can be used for secondary
purposes, including clinical and epidemiological research [1].
They typically contain information on consultations, admissions,
symptoms, clinical examinations, test results, diagnoses,
treatments, and outcomes. Medication prescriptions are a key
source for understanding the effects of patient treatment. In
some settings (eg, general practitioners' practices), they might
be recorded in astructured fashion through prescribing software
and would comprise, apart from drug names, medication
attributes such as dosage, frequency, and duration. Still, there
are often additional, freetext sources of prescription
information, such as clinic letters or discharge summaries,
particularly in secondary care. Extracting information from
free-text is challenging because much of the information is
provided in a narrative manner, and the text is often written in
haste and under considerable time pressure. There has been
strong interest among researchersin the use of natural language
processing (NLP) to extract information from clinical free-text
noteson alarge scale [2-9], including anumber of shared tasks
and benchmark data sets to assess and advance the
state-of-the-art in this domain, such as challengesin medication
extraction [7]; chemical and drug named entity recognition
(NER) [10]; drug-drug interaction extraction [11]; and extraction
of medications, indications, and adverse drug events (ADES)
[12,13].

Medication prescription instructions are a specific clinical
sublanguage, where expressions are often abbreviated (eg, od
for once a day) and may contain spelling errors (eg, 20 mcg
evry othr wk) [14,15]. Existing approachesfor extracting drugs
and associated attributes from the clinical text are diverse in
their methods, using various approaches including dictionary
lookup (ie, searching for matches from existing drug
dictionaries) [16-18], rule-based approaches (manually design
patterns, eg, regular expressions that can be searched in
free-text) [2-4,8,14,16,19-22], machine learning approaches
(training models on example data) [23-28], and hybrid
approaches that combine different methods [29-32]. Recently,
methods based on deep learning and neural networks, such as
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convolutional neural networks and recurrent neural networks,
have been shown to be state-of-the-art in drug attribute
extraction tasks [33-41]. Deep learning methods take relevant
features (eg, orthographic and lexical features) as inputs and
produce labels as outputs. These manually constructed feature
vectors can then be replaced with, for example, word
embeddings (WE), character embeddings (CEs), and feature
embeddings. Embeddings are representations of tokens in an
n-dimensional space, typically learned over large collections of
unlabeled data through an unsupervised process (eg, word2vec
[42], Global Vectorsfor Word (GloVe) [43], and fastText [44]).
Recently, more advanced embedding methods and
representations (eg, Embeddings from Language Models
[ELMo] [45] and Bidirectional Encoder Representations from
Transformers [BERT] [46]) have further advanced
state-of-the-art clinical NLP.

Objectives

Although deep learning methods have been extensively used in
medication information extraction [13], the effects of various
architectures and token representations have not been widely
discussed. The purpose of this study is to provide a
comprehensive comparison of various representations used for
drug information extraction within the same settings. Themain
contributions of our work are as follows:

« An investigation of the effect of various token
representations (ie, CE, WE, and semantic-feature
embeddings [ SFES]) on extracting medication information

«  The comparison between a rule-based method and deep
learning approaches for identifying relations between drugs
and associated attributes.

Methods

Overview

The DrugEx system proposed here is composed of (1) an NER
method for extracting mentions of drug names and
drug-associated attributes and (2) a relation extraction (RE)
method for identifying relations between drugs and their
associated attributes. The NER task involves extracting 8 types
of entities: drug, strength, duration, route, form, dosage,
frequency, and reason of administration (see Textbox 1 for
definitions and examples of the extracted entities).

Textbox 1. Definitions and examples of entity types extracted by the DrugEx system.

«  Drug: The chemica name of adrug or the advertised brand name under which adrug is sold (eg, aspirin)

«  Dosage: The amount of medicine that the patient takes or should take (eg, 2 tablets, 5 mL)

«  Strength: The amount of drug in a given dosage (eg, 200 mg)

«  Frequency: Therate at which medication was taken or is repeated over a particular period (eg, daily, every 4 hours)
« Duration: The period of continuous medication taking (eg, pro re nata, for 5 days)

«  Route: The path by which medication is taken into the body or the location at which it is applied (eg, topical, per 0s)
«  Form: Theform in which a medication is marketed for use (eg, tablet)

«  Reason: The reason for medication administration (eg, for pain)

The scope of these entity types and the data sets that were used
for training and evaluation were provided as part of the 2018

https://medinform.jmir.org/2021/5/€24678

National NLP Clinical Challenges (n2c2) shared task track 2:
ADEsand medication extractionin EHR challenge[13,47]. The
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dataset consists of discharge summariesdrawn from the Medical
Information Mart for Intensive Care 111 (MIMIC-III) clinica
care database [48]. It comprises 505 documents, of which 303
documentswere used asthe training set, and the remaining 202
documentswere used as the test set. These datawere annotated
by 7 domain experts, consisting of 4 physician-assistant students
and 3 nurses. Annotations included drug, strength, dosage,
frequency, duration, form, route, reason, and ADEs, ADEs
annotations have been omitted here asthey are beyond the scope
of this study.

The annotations also included rel ations between drugs and other
attributes. Table 1 shows the descriptive statistics for the
associated drug attributes in the n2c2 data set and how often
each of them was linked to more than 1 drug. Noticeably, 17%

Alfattni et al

(1412/8579) of the reason entities were associated with more
than one drug; the maximum number of drugs associated with
a single reason was 10. For example, in “START: Guaifensin
with codeine QHS and Benzonatate as needed for cough,” the
reason cough is associated with 2 drugs. guaifenesin (with
codeine) and benzonatate. Table 2 shows the number of drug
entities participating in each link and the ratio of drugs with
more than one link. From atotal of 11,028 form-drug relations,
4517 (41%) drugs that have been associated with the form
attribute has more than one association (ie, multiple forms
reported for a single drug entity), for example, “Bisacodyl 5
mg Tablet Sig: 1-2 Tablets PO once a day as needed for
constipation;” both mentions of tabletswere annotated asform,
and they both associated to the bisacodyl drug.

Table 1. Descriptive statistics of entity typesin the National NLP Clinical Challenges (n2c2) data set.

Entity types Entities, n (%) Linksto 1 drug, n (%) Linksto multiple drugs, n (%) Maximum number of drug associations
Drug 26,800 (32.57) _a — —

Form 11,010 (13.38) 10,980 (99.56) 48 (<1) 2

Strength 10,921 (13.27) 10,913 (99.70) 33(<1) 3

Frequency 10,293 (12.51) 10,281 (99.39) 63 (1) 4

Route 8989 (10.92) 9000 (99.08) 84(1) 4

Dosage 6902 (8.39) 6877 (99.38) 43 (1) 4

Reason 6400 (7.78) 7158 (83.44) 1421 (16.56) 10

Duration 970 (1.2) 991 (92.7) 78(7) 4

3ot applicable.

Table 2. Descriptive statistics of relations between drugs and their associated attributesin the National NLP Clinical Challenges (n2c2) data set.

Drugswith 1 link, n (%) Drugs with more than 1 link, n (%)

Relation type Relations, n (%)
Strength-drug 10,946 (18.88)
Frequency-drug 10,344 (17.84)
Route-drug 9084 (15.67)
Reason-drug 8579 (14.80)
Dosage-drug 6920 (11.94)
Form-drug 11,028 (19.02)
Duration-drug 1069 (1.84)

10,639 (97.20) 307 (2.8)
10,054(97.20) 290 (2.8)
8903 (98.01) 181 (1.99)
7704 (89.80) 875 (10.2)
6765 (97.76) 155 (2.2)
6511 (59.04) 4517 (40.96)
1021 (95.51) 48 (5)

NER Method

All NER modelsrely on bidirectional long-short term memory
with conditional random fields (BiLSTM-CRF) architecture

https://medinform.jmir.org/2021/5/€24678

(Figure 1), which is composed of 3 different layers: embedding
layer, bidirectional long-short term memory (BiLSTM) layer,
and conditional random fields (CRFs) layer.
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Figure 1. Thearchitectureof bidirectional long-short term memory with conditional random field for the named entity recognition models. BiL STM-CRF:
bidirectional long-short term memory with conditional random field; PWE+CE: pretrained word embeddings and character embeddings; PWE: pretrained
word embeddings; PWE+SFE: pretrained word embeddings and semantic-feature embeddings, RIWE: randomly initialized word embeddings;, WE:

word embeddings.
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[ Jwe [ Jce [ ]sFe
. suffixes) derived from classic Latin and ancient Greek roots,
Preprocessing

The data were first tokenized using spaCy, an open-source
library for NLP, with support for various languages. Then, as
target entities differ in length and may contain more than one
token, each token was annotated using the BIOES (Begin,
Inside, Outside, End, Single) tagging scheme to capture
information about the sequence of tokens. We further processed
the discharge summaries using the Clinica Language
Annotation, Modeling, and Processing Toolkit (CLAMP) [49]
and the Clinica Text Analysis and Knowledge Extraction
System (cTAKES) [50] to extract token-level clinical semantic
tags (eg, medication, disease disorder, and procedure; see the
section Embedding Layer for details), which were used for SFEs.

Embedding Layer

The embedding layer maps tokensinto vectors of numbers that
represent their meanings. WEs provide dense representations
that make them capable of representing many aspects of
similarities between words, such as semantic relations and
morphological properties[51,52]. Severa methods can be used
toinitializethe valuesin WEs at the beginning of neural network
training. We examined the randomly initialized word
embeddings (RIWE) and the pretrained word embeddings
(PWE), where the latter has been pretrained on data from the
clinical (ie, target) domain.

Although WEs can capture tokens' semantics, they might still
be affected by data sparsity and, therefore, cannot remediate
synonyms, out-of-vocabulary tokens, and misspellings. WE
may not be able to capture morphemes (such as prefixes and
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which are often included in drug names and drug attributes.
Thus, we addressed these issues by using character feature
embeddingsin addition to WES. The concatenation of the PWE
with the CEs allows the model to learn subtoken patterns such
as morphemes and roots, thereby aiming to capture
out-of-vocabulary tokens, different forms, and any other
information not captured by WEs [53].

We aso considered representations beyond tokens, aiming to
add clinical semanticsto words. Specifically, the concatenation
of the PWE and SFEs was used to represent the clinical
categories of entities identified in the text, such as medical
problems, tests, or temporal information. Note that in this study,
wedid not eval uate SFE without PWESs. Some entity types (such
as frequency or route) are not present among the semantic tags
we used, whereas other semantic tags (such assigns, symptoms,
disease, and disorder) are more frequent. Therefore, the
representations of semantic tags were learned simultaneously
with word representations and concatenated together to form
thefinal token representations. We used CLAMP [49] to extract
semantic tags (ie, problem, treatment, and temporal entities)
with associated assertion tag attributes (ie, present or absent).
We aso used the default clinical pipelinesin cTAKES [50] to
tag tokens with other semantic categories (ie, Medication,
DiseaseDisorder, and SignSymptom). In each pipeline, tokens
were tagged with the corresponding semantic features and
attributes (if available); otherwise, they were tagged with the
outside (ie, O) tag. Token-level semantic tags from both
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pipelines were then mapped and merged based on their types

Alfattni et al

to create a set of semantic features (Figure 2).

Figure 2. Semantic-feature token embeddings. B-Drug: begin-drug; B-Temporal: begin-temporal; CLAMP: Clinical Language Annotation, Modeling,
and Processing Toolkit; cTakes: Clinical Text Analysis and Knowledge Extraction System; O: outside.

Tramadol One Tablet PO BID
cTakes BDng || O || o || o || o
CLAMP B-Drug O O O B-Temporal
Merged labels B-Drug 0] O O B-Temporal

for training

BiLSTM Layer

The BILSTM layer takes the sequence of vectors (ie, token
representations) corresponding to a segquence of tokens (the
output from the embedding layer) and calculates the hidden
states by processing the sequence of token representations
forward and backward (ie, left-to-right and right-to-l€eft) to learn
important token-level features. It then outputs the sequence of
vectors, including the probability of each label for each
corresponding token. The labels were either 1 of the 8 entity
types (Textbox 1) or none. The label assigned to the token is
the label with the highest probability from the predicted labels’
sequence (output from the BILSTM layer).

CRF Layer

The BILSTM output does not consider the dependencies
between neighboring labels when predicting the current label.
For example, it may be more likely to have atoken labeled as
a drug name followed by a token labeled as strength than any
other entity type. Thus, to learn these dependencies, we added
a CRF layer that uses past and future labels to optimize
predictions and obtain the most probabl e sequence of predicted
labels. Finaly, the labels (BIOES tags) were combined into
named entities by merging consecutive labeled B-, I-, E-, or
S-tags of the same class.

NER Models Training and Tuning of Hyperparameters

We used the standard data split established by the n2c2
organizers, using the training set for fitting models, tuning the
model parameters, and evaluating our best models on the test
set. As there is no officiad development set, we randomly
selected 9.9% (30/303) of thetraining documentsfor validation.
Thisdataset was used to optimize the models’ hyperparameters.

Wetrained all neural network models using stochastic gradient
descent, with a learning rate of 0.005. In the baseline model
(RIWE), werandomly selected 100-dimensional WEs. In other
models, we used pretrained 600-dimensional WEs [54], which
were trained on approximately 2 million discharge summaries
drawn from the MIMIC-III data [48] using the word2vec
continuous bag-of-words method [42]. CEswere 25-dimensional
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vectors, whereas SFEs were 50-dimensional vectors. The
number of hidden states was set to 300 dimensions for running
the BiLSTM WEs and to 25-dimensions for running the
BiLSTM for learning CE. We al so applied dropout to the token
embeddings at arate of 0.5 to avoid overfitting. The number of
epochs was determined by an early stopping criterion (ie, after
10 epochs with no improvement) on the validation set, with the
maximum number of epochs set to 100. Finally, the batch size
was set to 32. These hyperparameters were optimized through
arandom search of the validation set [55]. We tested WES with
dimensionsranging from 100 to 600, CE and SFEswith 25, 50,
and 100 dimensions, and the dropout rate with values in the
range between 0 and 0.75.

RE Method

Once drugs and attributes are extracted, the subsequent step is
to link drug namesto the corresponding attributes. For thistask,
we experimented with a rule-based method engineered for the
task and a context-aware long-short term memory (LSTM)
model, wherethe positions of theinvolved entitieswere encoded
using marker embeddings.

Context-Aware LSTM

We used a context-aware LSTM [56] that considers other
relations in the sentential context while predicting the target
relation. It uses an LSTM-based encoder to jointly learn
representations for al relations in the text. Thus, the
representation of the target relation and representations of the
context relations are combined to make the final prediction.
Figure 3 presents the architecture of the LSTM model for RE.
It consists of an embedding layer, an LSTM layer, and asoftmax
layer. The embedding layer maps a portion of the text that
contains a target entity pair into a high-level representation
vector. First, each token in the text is mapped to its WE vector.
Second, every 2 entities (ie, adrug and its associated attribute)
inthetext are paired as candidate entitiesfor apossible relation.
All other tokens are then marked as either belonging to a drug
(as the main actor of all relations) or not. Afterward, each
token’s marker embeddings are concatenated to the WEs to
generate asingle vector. Thisvector isthen passedtothe LSTM,
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which calculates the hidden states by processing the sequence
of token representations. Finally, the LSTM layer’s output is
routed into the softmax layer to map the nonnormalized output

Alfattni et al

to the final output vector that contains the probability for each
relation type.

Figure 3. The architecture of context-aware long-short term memory for the relation extraction model. e: embedding; L STM: long-short term memory.
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Rule-Based Method

In this approach, we examined patterns of prescription
information in discharge summaries in the training set and
manually implemented a set of rules using regular expressions.
These regular expressions were designed and implemented in
the General Architecture of Text Engineering environment [57]
(Figure 4). First, the discharge summaries were split into
sentences. For sentences that include only one drug hame D,
all drug attributes found in that sentence will be linked to drug
D. However, for sentences that include multiple drug names,

https://medinform.jmir.org/2021/5/€24678

D Marker embeddings

the sentences are split into several segments, where the
segment’s start offset is the beginning of the next drug name.

If a sentence does not include a drug name but contains other
entities, then the previous 2 sentences are checked. If they
contain adrug name, then the attributes are linked to the closest
drug name. For example, “Patient will be on Topiramate 25mg
PO BID until 22/3 PM. Then increase to 50mg po BID for seven
days. Thenincreaseto 75mg ongoing”. All theitalicized entities
are linked to the drug topiramate that appears in the first
sentence.
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Figure 4. Rule-based method for linking drug names to corresponding attributes in discharge summaries.

Require: A discharge summary (DS) annotated with drug names Ds and

drug-related attributes T's

for sentence S in DS contains multiple Drugs Ds do
Split S into several sentences, where the offset is the beginning of the next

drug name
end for

for sentence S in DS do
if S includes one Drug D then
for attribute T in S do
Create relation r(T, D)

Add relation type based on type of T

end for

else if S does not include any Drug D, but includes one or more attribute

T then

Check previous two sentences, and find closest Drug D

for attribute T in S do
Create relation r(T, D)

Add relation type based on type of T

end for
end if
end for

RE Modd Training and Tuning of Hyperparameters

We used the same procedure and the same approach for
hyperparameter settings that we have used previously in the
NER models. Specifically, we trained the LSTM model using
the same hyperparameters that we have used previously in the
NER models. We used marker embeddingswith 10-dimensional
vectors.

The regular expressions in the RE rule-based method were
implemented based on manual observation of the training set,
followed by an initial evaluation of the validation set. The
regular expressionswere then refined based on an error analysis
of the output from the validation process, and the fina
evaluation was performed on the official test set.

Evaluation

We considered the available annotations in the corpus as the
gold standard when evaluating the models. To assess the
performance of the proposed models, we performed hold-out
cross-validation (using training and testing sets) and used the
official n2c2 evaluation script provided with the data. It uses
standard evaluation methods in information retrieval (ie,
precision, recall, and F-score). We report the lenient micro-and
macroaveraging for each NER experiment. Lenient matches
refer to cases where the overlapped boundaries between the
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RenderX

gold standard and the system’s predictions are allowed.
M acroaveraging cal cul ates the metrics on aper-document basis
and then averages the results. Microaveraging, on the other
hand, refers to the pooling of the results of all classified
instances into a single contingency table.

In addition, we evaluated the performance of the NER models
with the best-performing RE model as an end-to-end system.
This allows us to measure the effect of missing entities in the
NER models on the RE task. As shown in Table 1, attributes
could be associated with more than one drug. Thus, when an
NER model failsto recognize an entity (either drug or attribute),
then al of its semantic relations (ie, associations) will also be
missed. Finally, the best-performed end-to-end system was
chosen for our DrugeX system.

Results

NER Task

Table 3 shows the lenient precision, recall, and F-score for all
models in the NER task. The best result in the NER task was
achieved by PWE+CE embeddings (micro F-score of 0.921).
Interestingly, NER (PWE), which ranked second in F-score,
achieved a dlightly higher precision, and NER (PWE+SFE)
achieved ahigher recall than any other model. NER (PWE+SFE)
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also yielded a better balance between precision and recall.
Concerning individual F-scores, PWE performed better than
the baseline (RIWE) for every entity type. The SFEs with the
PWEsin NER (PWE+SFE) allow the model to perform better
than others on some individual entity types, especialy
frequency, duration, and reason. An analysis at the per-entity

Alfattni et al

typelevel showsthat most entity types(ie, drugs, strength, form,
dosage, frequency, and route) are associated with excellent
performance (F-scores above 0.90). Duration and reason,
however, are associated with lower performance. This might
be amplified by thefact that there were few examples of duration
and reason entities in the training data (Table 1).

Table 3. Evaluation results of the named entity recognition models on the test set (Ienient evaluation).

Entity RIWE2 PWEP (PWE+CE)° (PWE+SFE)?
Precison Recall F-score Precision Recall F-score Precision Recall  F-score Precision  Recal — F-score

Drug 0.942 0.892 0.917 0.963 0.930 0.946 0.946 0.953 0.949 0.952 0.947 0.950¢
Strength 0.977 0.959 0968 0979 0970 0975 0973 0976 0974 0977 0.977 0977
Duration 0.893 0.706 0.789 0.883 0.762 0.818 0.910 0.698 0.790 0.903 0.786 0.840
Route 0.964 0.928 0946 0964 0.938 0951  0.956 0948 0952  0.953 0.943  0.948
Form 0.964 0.935 0.949 0.965 0.940 0.952 0.969 0.944 0.956 0.972 0.932 0.951
Dosage 0.928 0912 0920 0932 0931 0931 0931 0928 0929 0928 0.931  0.930
Frequency 0.945 0.925 0.935 0.965 0.952 0.959 0.980 0.933 0.956 0.968 0.968 0.968
Reason 0.771 0458 0575 0821 0497 0620 0.860 0452 0593 0.621 0.653  0.637
Micro 0.943 0.863 0.901 0.951 0.892 0.921 0.950 0.894 0.921 0.927 0.913 0.920
Macro 0.936 0.840 0.883 0951 0876 0910  0.949 0884 0914 0923 0.901 0910

8RIWE: bidirectional long-short term memory with conditional random fields with random word embeddings.

PPWE: bidirectional long-short term memory with conditional random fields with pretrained word embeddings.

Y(PWE-+CE): bidirectional long-short term memory with conditional random fields with pretrained word embeddings and character embeddings.
d(F’\NE+SFE): bidirectional long-short term memory with conditional random fieldswith pretrained word embeddings and semantic-feature embeddings.

®The best results for each metric are italicized.

To explore the complementarity of the methods, we created an
ensemble model using the outputs of all the proposed NER
models. The ensembl e output for each task was generated using
a majority voting scheme. In addition to its type, the entire
named entity phrase is taken as 1 prediction instance. The
ensemble model showed precision, recall, and F-scores of 0.961,
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0.884, and 0.921, respectively. As expected, the ensemble
showed performance gains in precision when compared with
the best individual models. Thisindicatesthat the 3 modelsdid
not learn the same patterns from the data set. However, the
differencein recall and F-scoreisnot evident, even for specific
attributes (Table 4).
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Table4. Evaluation results of pretrained word embeddings+character embedding named entity recognition model, pretrained word embeddings+character
embedding named entity recognition model, and the ensemble model on the test set (lenient evaluation).

Entity (PWE+CE)? (PWE+ SFE)b Ensemble
Precision Recall F-score Recall Precision F-score Precision Recall F-score

Drug 0.946 0.953 0.949 0.952 0.947 0.950° 0.962 0.939 0.950
Strength 0.973 0.976 0.974 0.977 0.977 0.977 0.981 0.972 0.977
Duration 0.910 0.698 0.790 0.903 0.786 0.840 0.919 0.720 0.807
Route 0.956 0.948 0.952 0.953 0.943 0.948 0.963 0.944 0.953
Form 0.969 0.944 0.956 0.972 0.932 0.951 0.972 0.939 0.955
Dosage 0.931 0.928 0.929 0.928 0.931 0.930 0.943 0.930 0.936
Frequency  0.980 0.933 0.956 0.968 0.968 0.968 0.979 0.915 0.946
Reason 0.860 0.452 0.593 0.621 0.653 0.637 0.858 0.476 0.613
Micro 0.950 0.894 0.921 0.927 0.913 0.920 0.961 0.884 0.921
Macro 0.949 0.884 0.914 0.923 0.901 0.910 0.962 0.869 0.911

¥PWE+CE): hidirectional long-short term memory with conditional random fields with pretrained word embeddings and character embeddings.
b(P\NE+SFE): bidirectional long-short term memory with conditional random fieldswith pretrained word embeddings and semantic-feature embeddings.

®The best results for each metric are italicized.

We further conducted paired t tests to determine whether the
differences between the models were statistically significant.
Differenceswere considered significant if the P value was <.05.
The samples used in this test were the microaverage F-scores
from each document in the test set (ie, document-level NER
performance). Table 5 shows the post hoc analysis of variance
for the NER task. The statistical significance test showed that
there were no statistically significant differences between any
of the models (PWE, PWE+CE, and PWE+SFE), despite the

Table5. Post-hoc analysis of variance (ANOVA) of the named entity recognition models: P values of two-tailed paired t tests for each pair of models.

presence of apparently important and computationally expensive
clinical information such as the type of entities (ie, problems,
signs, and symptoms) in some of the models. However, the 3
models (PWE, PWE+CE, and PWE+SFE) were statistically
significantly different from the baseline (ie, RIWE), where
random embeddings were used. This means that pretraining
embeddings on thetarget domain (ie, discharge summariesfrom
MIMIC-111) hel ped in comparison with the random initialization
of WEs.

a

Named entity recognition PWE, P value PWE+CES, P value PWE+SFEY, P value
R|WEe <.001 <.001 <.001

PWE N/Af 94 .99

PWE+CE N/A N/A 95

3RIWE is significantly worse than the rest of the models. At the same time, there is no statistically significant difference between PWE, PWE+CE, and

PWE+SFE.

OpWE: pretrained word embeddings.

CCE: character embedding.

dSFE: semantic-feature embeddi ngs.

®RIWE: randomly initialized word embeddings.
'N/A: not applicable.

RE Models

Table 6 shows the performances of the RE models using the
gold-standard entities, whereas Table 7 shows the performances
of the RE model using the output from the NER models
(end-to-end). Using the gold-standard entities and using the
output from the best NER model (end-to-end), we achieved
micro F-scores of 0927 for rules and 0.855 for
(PWE+CE)+rules, respectively. Thus, thetraditional rule-based
method performed surprisingly well relative to the context-aware
LSTM for this task. Relations between form and frequency to
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drugs are examples of such success. there was at least a 4%
improvement in F-score over the LSTM model. The
microaverage F-score for the end-to-end task was notably lower
than that for the NER tasks and RE using gold-standard entities.
This was expected because prediction in the end-to-end
compounded the errorsin both the NER and RE steps. A major
factor behind the low score is the reasons-drug relation type,
which was often not recognized because the NER did not
recognize the reason attribute. However, the prediction of this
relation itself (ie, reason-drug) isalso challenging, as evidenced
by the F-score of 0.734 in the RE task (rules) on the
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gold-standard entities. This might be because the text span
between 2 entities in this relation is often relatively long; thus,
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none of the methods explored in this study could capture this.

Table 6. Evaluation results of the relation extraction models (using gold-standard entities) on the test set (Ienient evaluation).

Relation type LSTM? Ruled
Precision Recall F-score Precision Recall F-score

Strength-drug 0.973 0.961 0.967 0.963 0.988 0.975°
Dosage-drug 0.963 0.958 0.961 0.956 0.976 0.966
Duration-drug 0.909 0.892 0.901 0.942 0.880 0.910
Frequency-drug 0.962 0.904 0.932 0.964 0.988 0.975
Form-drug 0.982 0.918 0.949 0.970 0.992 0.981
Route-drug 0.958 0.934 0.946 0.962 0.972 0.967
Reason-drug 0.741 0.830 0.783 0.767 0.704 0.734
Micro 0.922 0.913 0.918 0.937 0.917 0.927
Macro 0.914 0.910 0.909 0.935 0.902 0.917

8_STM: long-short term memory method.
bRules: rule-based method.
“The best results for each metric are italicized.

Table 7. Evauation results of the end-to-end models (ie, output from the best-performing named entity recognition and relation extraction models) on

the test set (lenient evaluation).

5‘2:“0“ RIWEX+rules PWEP+rules (PWE+CE)%+rules (PWE+SFE)%+rules
Precision Recal F-score Precision Recal  F-score Precision  Recal  F-score Precison  Recall  F-score
Strength- 0.919 0.914 0.917 0.952 0.943 0.947 0.948 0.950 0.949 0.948 0.964 0.956°
drug
Dosage-drug 0.848 0.853 0.851 0.890 0.888 0.889 0.892 0.884 0.888 0.894 0.897 0.895
Duration- 0.837 0615 0709  0.842 0662 0741  0.889 0617 0729 0.860 0678  0.759
drug
Frequency- 0.878 0874 0876 0931 0919 0925 0.949 0902 0925 0934 0.947  0.940
drug
Form-drug  0.894 0.888 0.891  0.939 0915 0927 0944 0919 0931  0.959 0920 0.939
Route-drug  0.885 0.866 0.875 0.924 0.895 0.909 0.919 0.904 0.911 0.920 0.908 0.914
Reason-drug  0.635 0333 0437 0.702 0371 0485 0744 0343 0470  0.503 0472 0487
Micro 0.865 0.770 0.815 0.909 0.802 0.852 0.918 0.797 0.855 0.871 0.830 0.850
Macro 0.859 0733 0784  0.902 0770 0824 0918 0765 0824 0.849 0801 0821

3RIWE: bidirectional long-short term memory with conditional random fields with random word embeddings.

PPWE: bidirectional long-short term memory with conditional random fields with pretrained word embeddings.

CPWE+CE: hidirectional long-short term memory with conditional random fields with pretrained word embeddings and character embeddings.
dPWE+SFE: bidirectional long-short term memory with conditional random fields with pretrained word embeddings and semanti c-feature embeddings.

®The best results for each metric are italicized.

The statistical significance test for the RE task showed that the
differences between the LSTM and rule-based models were
insignificant (P=.41). For the end-to-end task, similar to the
NER task, there was no statisticaly significant difference
between any of the models (PWE, PWE+CE, and PWE+SFE);
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however, the 3 models were statistically significantly different
from the RIWE (Table 8). Accordingly, the best-performed
end-to-end system, (PWE+CE)+rules, was chosen for our
DrugEx system.
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Table 8. Post-hoc analysis of variance (ANOVA) of the end-to-end models: P values of two-tailed paired t tests for each pair of models.

End-to-end models PWE+rules, P vaue

(PWE+CE)+rules, P value (PWE+SFE®)+rules, P value

RIWE%+rules 01
PWE+rules N/AE
(PWE+CE)+rules N/A

.01 .03
.99 .99
N/A .99

3PWE: pretrained word embeddings.

BCE: character embeddi ng.

CSFE: semantic-feature embeddings.

dRIWE: randomly initialized word embeddings.
EN/A: not applicable.

Discussion

Principal Findings

The models explored in this study demonstrated high F-scores
of 0.921 for NER, 0.927 for RE, and 0.855 for the end-to-end
approach. The overall highest F-scores (achieved by different
teams) in the n2c2 challenge in the NER, RE, and end-to-end
tasks were 0.942, 0.963, and 0.891, respectively [13]. The
top-ranked NER used a BiLSTM-CRF with ELMo language
model [45], CFES, and normalized section titles asfeatures. The
top-ranked RE and end-to-end tasks used ajoint concept-relation
extraction system that uses 2 layers of BiLSTM-CRFs [58].

The resultsfor our NER models showed that PWE+CE had the
highest classification efficiency, followed by PWE and
PWE+SFE, which had similar scores among themselves and
above the baseline. RE models' results showed that the
rule-based method achieved significantly higher accuracy than
the context-aware LSTM for most relation types. Interestingly,
the LSTM model performed notably better in the reason-drug
relations, which were missed more than all other relation types.

We observed that external resources (ie, SFES) contributed to
the attribute extraction. Presumably, plentiful labeled data
already available and complementary information from these
external resources appear to have been helpful for performance.
Nevertheless, simpler methods, such as PWE and rule-based
methods, can match these sophisticated and expensive methods.

Error Analysis

We further analyzed false positives and false negatives from
the NER to obtain deeper insightsinto the common classification
errors. Note that the focusin the error analysiswas on the NER
only, as it appears to be the main factor of the relatively low
F-scorein RE.

To gain an insight into where errors are made and how models
can beimproved, we manually reviewed fal se negatives (entities
identified in the gold standard but incorrectly rejected, ie,
missed, by the models) and false positives (entities identified
by the models when they are not in the gold standard) in the

https://medinform.jmir.org/2021/5/€24678

best-performing model. Errorswere then grouped into different
categories based on their causes, including (1) context error:
when an entity is captured as one of the drug-related attributes,
although it is not, or when an entity is missing because of the
context; (2) type error: when an attribute is extracted but with
an incorrect annotation type; and (3) gold-standard error:
possible error in the gold standard. We also generated a
confusion matrix to subdivide the errors made by the method
based on which type of mistake was made.

Context error was a major category of errors. These mostly
resulted from previously unseen information (eg, “Hewasgiven
aloading dose of amiodarone,” where the dosage |oading dose
was missed), atypical expression formats (eg, “ One (1) Tablet,”
where dosage one (1) was missing because of the parentheses),
and abbreviations (eg, “Dig level 2.1,” where drug dig—which
should be digoxin—was missed). Context errors may al so result
from the complexity of language expressions; for example, 200
units in the phrase “was started on a 7d course of DRUG 200
units daily” could be a dosage when considered as a single
phrase, or it could be 2 concepts: 200 (a strength) and unit (a
form). Gold annotation preferred the | atter, whereas our method
identified the former.

Another interesting cause of error is the ambiguity between
attributes, where an attribute is recognized, but the type is
incorrect. Figure 5 presents the confusion matrix for the
BiLSTM-CRF (PWE+CE) and indicates how often each entity
is predicted. The confusion of dosage for strength and strength
for dosage is the most frequent type of error, accounting for
28% ([66+126]/693) of the errors. The following example
illustrates this type of error: “Meropenem 500 mg Intravenous
every eight (8) hours.” The dosage 500 mgiswrongly predicted
asstrength; usually, the mg unit isassociated with strength. The
substitution of dosage for strength isacommon error, and these
entities are often mislabeled as each other—both are often
numeric quantities and used in similar contexts. A common
solution for thisissueisto merge these 2 typesinto 1 annotation
type [59]. However, extracting them separately may be
important for some applications.
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Figure5. Confusion matrix (token-level) from the output of bidirectional long-short term memory with conditional random field (with pretrained word
embeddings and character embeddings) on the National NLP Clinical Challenges test set. The diagonal entries indicate labels that were correctly
predicted, and the off-diagonal entriesindicate errors. The total number of errors (sum of off-diagonal cells) was 693.
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The second most frequent type of thiserror, which accountsfor
16% ([48+65]/693) of the errors, is the confusion of form for
route and route for form. These entities are often annotated as
the gold standard in various ways. For example, the word
injection is sometimes annotated as aform and sometimesas a
route; in the training set, it is annotated as aform 68 times and
as aroute 53 times, which makes |earning from these examples
challenging.

The confusion of drugs with general words is one of the other
sources of error. We found that there were severa causes of
this confusion among drug names. These include (1) generic
drug names (eg, glucose, IVF, blood, D5W, and chemo)
corresponding to prescribed medications but not occurring in
expected contexts; (2) words such as pressor, fluids, agents, or
medication that may be considered to be underspecified, but
should be extracted, at least in this data set; (3) some classes of
drugs (eg, antiinflammatory drugs and hypertension
medications) missing in thetraining sources; (4) new drug names
that did not occur within an expected context or semantic
patterns (eg, Dig level 2.5), so they were not extracted by the
NER methods; and (5) abbreviations (eg, aspirin325 and ABX).
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The analysis also showed a few potential omissions and
inconsistenciesin human annotations. Gold-standard errorsfall
into 2 different categories: missing in the gold standard and
potential problems in gold standards. The more common error
in this category is missing in the gold standard, where the
method annotates entities that are not annotated in the data set.
For example, four weeks in the phrase, “adding DRUG cover
for the first four weeks of treatment,” is not annotated as a
duration in the gold standard, whereas it appears to be a
potentialy correct attribute. Inconsistency may also appear in
annotation spans; for example, dosage or strength, and form
were annotated separately sometimes and jointly in others.

Conclusions

In this study, we constructed an end-to-end system (DrugEx)
composed of bidirectional LSTM, CRF, and rule-based methods
for extracting drug-related information from free-text discharge
summaries. We studied various token representations (ie, WE,
CE, and SFE) for extracting drug attributes from free-text
discharge summaries. We also proposed a rule-based method
for relations between drugs and attributes and compared this
method with a context-aware deep learning method. Theresults

JMIR Med Inform 2021 | val. 9 | iss. 5 |e24678 | p.68
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

showed that the proposed system can be used successfully for
extracting and linking drug attributes in discharge summaries,
although some attributes (ie, reason and duration) are still
challenging. The results also showed that domain-tailored
embeddings (ie, PWE) perform better than random embeddings
(RIWE) in this task. Concatenating PWE with CE or SE
achieved a comparable overall performance when compared
between themselves. NER (PWE+CE) ranked best in F-score
among other proposed models, however, NER (PWE+SE)
performed better on some individual entity types, especially
frequency, duration, and reason. Semantic embeddings also
yielded abetter balance between precision and recall. However,
a simpler method (eg, WE and CE) can match these
sophisticated and expensive methods. Incorporating external
knowledge (eg, of a drug’s reason, proposed treatment, and a
drug’sreactions) and incorporating alarger context may improve
performance.

Concerning RE, the rule-based method achieved higher accuracy
than the context-aware LSTM for most relations. Interestingly,

Alfattni et al

the LSTM model performs notably better on some of the most
challenging relations (eg, reason-drug).

In future work, we aim to investigate contextual embeddings,
such as ELMo and BERT, which have been proven to provide
considerable improvementsin other tasks that include complex
language structures, ambiguous word use, and unseen wordsin
training. We also consider assessing the performance and
transferability of the models across different biomedical data
sets and tasks.

Finally, the medication NER and RE tasks are important not
only from a research perspective but also because they have
applications as steps in practical information extraction
pipelines. The current level of performanceindicatesthat these
models should be good enough for large-scale statistical and
epidemiological studies. However, applications that require
patient-specific information may need NER systems with even
higher recall and precision, ensemble and multiple-step systems
(ie, systems that combine the output of multiple classifiers), or
be subject to semiautomated verification.

Acknowledgments

This work was partially supported by the Saudi Arabian Ministry of Education, the Saudi Arabian Cultural Bureau in London,
and the Healthcare Text Analytics Network (Heal-tex, grant EP/N027280/1, funded by the UK Engineering and Physical Sciences
Research Council). The authors would like to thank Sumithra Velupillai and Natalia Viani (King's College London) for their
discussions on the error analysis. The authors would also like to acknowledge the help from Haifa Alrdahi and Nikola Milosevic
(University of Manchester) during their participation in the n2c2 shared task.

Authors Contributions
GA and MB conducted the experiments and analyzed their output. GA drafted the manuscript. NP and GN revised the manuscript.
All authors read and approved the final version of the manuscript. GN and NP supervised al steps of the work.

Conflictsof Interest
None declared.

References

1.  Abhyankar S, Demner-Fushman D, Callaghan FM, McDonald CJ. Combining structured and unstructured data to identify
acohort of ICU patients who received dialysis. JAm Med Inform Assoc 2014;21(5):801-807 [FREE Full text] [doi:
10.1136/amiajnl-2013-001915] [Medline: 24384230]

2. EvansDA, Brownlow ND, Hersh WR, Campbell EM. Automating concept identification in the electronic medical record:
an experiment in extracting dosage information. Proc AMIA Annu Fall Symp 1996:388-392 [FREE Full text] [Medline:
8947694]

3. Karystianis G. Extraction and representation of key characteristics from epidemiological literature. The University of
Manchester. 2014. URL : https://tinyurl.com/bv927sfthttps://tinyurl.com/645sksnd [accessed 2021-03-31]

4.  MacKinlay AD, Verspoor KM. Extracting structured information from free-text medication prescriptions using dependencies.
In: Proceedings of the ACM sixth international workshop on Dataand text mining in biomedical informatics. 2012 Presented
at: CIKM'12: 21st ACM International Conference on Information and Knowledge Management; October, 2012; Maui
Hawaii USA p. 35-40. [doi: 10.1145/2390068.2390076]

5. SohnS, Clark C, Halgrim SR, Murphy SP, Chute CG, LiuH. MedXN: an open source medication extraction and normalization
tool for clinical text. JAm Med Inform Assoc 2014;21(5):858-865 [FREE Full text] [doi: 10.1136/amiajnl-2013-002190]
[Medline: 24637954]

6.  Spasicl, Sarafraz F, Keane JA, Nenadic G. Medication information extraction with linguistic pattern matching and semantic
rules. JAm Med Inform Assoc 2010;17(5):532-535 [FREE Full text] [doi: 10.1136/jamia.2010.003657] [Medline: 20819858]

7. Uzuner O, Solti I, Cadag E. Extracting medication information from clinical text. JAm Med Inform Assoc 2010;17(5):514-518
[FREE Full text] [doi: 10.1136/jamia.2010.003947] [Medline: 20819854]

https://medinform.jmir.org/2021/5/€24678 JMIR Med Inform 2021 | val. 9 | iss. 5 |e24678 | p.69

(page number not for citation purposes)


http://europepmc.org/abstract/MED/24384230
http://dx.doi.org/10.1136/amiajnl-2013-001915
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24384230&dopt=Abstract
http://europepmc.org/abstract/MED/8947694
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=8947694&dopt=Abstract
https://tinyurl.com/bv927sft
http://dx.doi.org/10.1145/2390068.2390076
http://europepmc.org/abstract/MED/24637954
http://dx.doi.org/10.1136/amiajnl-2013-002190
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24637954&dopt=Abstract
http://europepmc.org/abstract/MED/20819858
http://dx.doi.org/10.1136/jamia.2010.003657
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20819858&dopt=Abstract
http://europepmc.org/abstract/MED/20819854
http://dx.doi.org/10.1136/jamia.2010.003947
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20819854&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Alfattni et al

8.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

Xu H, Stenner SP, Doan S, Johnson KB, Waitman LR, Denny JC. MedEx: a medication information extraction system for
clinical narratives. JAm Med Inform Assoc 2010;17(1):19-24 [EREE Full text] [doi: 10.1197/jamia.M 3378] [Medline:
20064797)

Yang H. Automatic extraction of medication information from medical discharge summaries. JAm Med Inform Assoc
2010;17(5):545-548 [FREE Full text] [doi: 10.1136/jamia.2010.003863] [Medline: 20819861]

Krallinger M, Leitner F, Raba O, Vazquez M, Oyarzabal J, Valencia A. CHEMDNER: the drugs and chemical names
extraction challenge. J Cheminform 2015 Jan 19;7(S1). [doi: 10.1186/1758-2946-7-s1-s1]

Segura-Bedmar |, Martinez P, Herrero-Zazo M. SemEval-2013 Task 9 : extraction of drug-drug interactions from biomedical
texts (DDIExtraction 2013). In: Proceedings of the Seventh International Workhop on Semantic Evaluation (SemEval 2013)
and Second Joint Conference on Lexical and Computational Semantics (* SEM), Volume 2. 2013 Presented at: Second
Joint Conference on Lexical and Computational Semantics (* SEM), Volume 2 and Seventh International Workshop on
Semantic Evaluation (SemEval 2013); June, 2013; Atlanta, Georgia, USA p. 341-350.

Jagannatha A, Liu F, Liu W, Yu H. Overview of the first natural language processing challenge for extracting medication,
indication, and adverse drug events from electronic health record notes (MADE 1.0). Drug Saf 2019 Jan;42(1):99-111
[FREE Full text] [doi: 10.1007/s40264-018-0762-z] [Medline: 30649735]

Henry S, Buchan K, Filannino M, Stubbs A, Uzuner O. 2018 n2c2 shared task on adverse drug events and medication
extraction in electronic health records. JAm Med Inform Assoc 2020 Jan 01;27(1):3-12 [EREE Full text] [doi:
10.1093/jamia/ocz166] [Medline: 31584655]

Karystianis G, Sheppard T, Dixon WG, Nenadic G. Modelling and extraction of variability in free-text medication
prescriptions from an anonymised primary care electronic medical record research database. BMC Med Inform Decis Mak
2016 Mar 09;16:18 [FREE Full text] [doi: 10.1186/s12911-016-0255-x] [Medline: 26860263]

Leaman R, Khare R, Lu Z. Challengesin clinical natural language processing for automated disorder normalization. J
Biomed Inform 2015 Oct;57:28-37 [FREE Full text] [doi: 10.1016/j.jbi.2015.07.010] [Medline: 26187250]

Kolarik C, Hofmann-ApitiusM, Zimmermann M, Fluck J. I dentification of new drug classification termsin textual resources.
Bioinformatics 2007 Jul 01;23(13):264-272. [doi: 10.1093/bicinformatics/btm196] [Medline: 17646305]

Chhieng D, Day T, Gordon G, Hicks J. Use of natural language programming to extract medication from unstructured
electronic medical records. AMIA Annu Symp Proc 2007 Oct 11:908. [Medline: 18694008]

Sirohi E, Peissig P. Study of effect of drug lexicons on medication extraction from electronic medical records. Pac Symp
Biocomput 2005:308-318 [FREE Full text] [doi: 10.1142/9789812702456_0029] [Medline: 15759636]

Lowe DM, Sayle RA. LeadMine: agrammar and dictionary driven approach to entity recognition. J Cheminform 2015 Jan
19;7(S1). [doi: 10.1186/1758-2946-7-s1-55]

Gold S, Elhadad N, Zhu X, Cimino JJ, Hripcsak G. Extracting structured medication event information from discharge
summaries. AMIA Annu Symp Proc 2008 Nov 06:237-241 [EREE Full text] [Medline: 18999147]

Hamon T, Grabar N. Linguistic approach for identification of medication namesand related informationin clinical narratives.
JAmM Med Inform Assoc 2010;17(5):549-554 [FREE Full text] [doi: 10.1136/jamia.2010.004036] [Medline: 20819862]
XuR, Morgan A, Das AK, Garber A. Investigation of unsupervised pattern learning techniques for bootstrap construction
of amedical treatment lexicon. In: Proceedings of the Workshop on Current Trends in Biomedical Natural Language
Processing. 2009 Presented at: BioNL P '09: Workshop on Current Trends in Biomedical Natural Language Processing;
June 4-5, 2009; Boulder, Colorado p. 63-70. [doi: 10.3115/1572364.1572373]

Patrick J, Li M. High accuracy information extraction of medication information from clinical notes: 2009 i2b2 medication
extraction challenge. JAm Med Inform Assoc 2010;17(5):524-527 [FREE Full text] [doi: 10.1136/jamia.2010.003939]
[Medline: 20819856]

Leaman R, Wei C, Lu Z. tmChem: a high performance approach for chemical named entity recognition and normalization.
J Cheminform 2015 Jan 19;7(S1). [doi: 10.1186/1758-2946-7-s1-S3]

LuY, J D, Yao X, Wei X, Liang X. CHEMDNER system with mixed conditional random fields and multi-scale word
clustering. J Cheminform 2015 Jan 19;7(S1). [doi: 10.1186/1758-2946-7-s1-s4]

Campos D, Matos S, OliveiraJL. A document processing pipeline for annotating chemical entitiesin scientific documents.
J Cheminform 2015 Jan 19;7(S1). [doi: 10.1186/1758-2946-7-s1-S7]

Lamurias A, Grego T, Couto FM. Chemical compound and drug name recognition using CRFs and semantic similarity
based on ChEBI. Washington, DC USA: BioCreative challenge eval uation workshop, vol. 2; 2013. URL : https://biocreative.
bi oi nformatics.udel.edu/media/store/files/2013/bcd v2 9.pdf [accessed 2021-03-31]

Sikdar UK, Ekbal A, Saha S. Domain-independent model for chemical compound and drug name recognition. Washington,
DC USA: BioCreative Challenge Evaluation Workshop. Vol 2; 2013. URL : https://biocreative.bioinformatics.udel .edu/
media/store/files/2013/bc4_v2 22.pdf [accessed 2021-03-31]

Akhondi SA, Hettne KM, van der Horst E, van Mulligen EM, Kors JA. Recognition of chemical entities: combining
dictionary-based and grammar-based approaches. J Cheminform 2015 Jan 19;7(S1). [doi: 10.1186/1758-2946-7-s1-s10]
Hel, Yang Z, Lin H, Li Y. Drug name recognition in biomedical texts: a machine-learning-based method. Drug Discov
Today 2014 May;19(5):610-617. [doi: 10.1016/].drudis.2013.10.006] [Medline: 24140287]

https://medinform.jmir.org/2021/5/€24678 JMIR Med Inform 2021 | vol. 9 | iss. 5 |€24678 | p.70

(page number not for citation purposes)


http://europepmc.org/abstract/MED/20064797
http://dx.doi.org/10.1197/jamia.M3378
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20064797&dopt=Abstract
http://europepmc.org/abstract/MED/20819861
http://dx.doi.org/10.1136/jamia.2010.003863
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20819861&dopt=Abstract
http://dx.doi.org/10.1186/1758-2946-7-s1-s1
http://europepmc.org/abstract/MED/30649735
http://dx.doi.org/10.1007/s40264-018-0762-z
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30649735&dopt=Abstract
http://europepmc.org/abstract/MED/31584655
http://dx.doi.org/10.1093/jamia/ocz166
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31584655&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-016-0255-x
http://dx.doi.org/10.1186/s12911-016-0255-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26860263&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(15)00150-1
http://dx.doi.org/10.1016/j.jbi.2015.07.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26187250&dopt=Abstract
http://dx.doi.org/10.1093/bioinformatics/btm196
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17646305&dopt=Abstract
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18694008&dopt=Abstract
http://psb.stanford.edu/psb-online/proceedings/psb05/abstracts/p308.html
http://dx.doi.org/10.1142/9789812702456_0029
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15759636&dopt=Abstract
http://dx.doi.org/10.1186/1758-2946-7-s1-s5
http://europepmc.org/abstract/MED/18999147
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=18999147&dopt=Abstract
http://europepmc.org/abstract/MED/20819862
http://dx.doi.org/10.1136/jamia.2010.004036
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20819862&dopt=Abstract
http://dx.doi.org/10.3115/1572364.1572373
http://europepmc.org/abstract/MED/20819856
http://dx.doi.org/10.1136/jamia.2010.003939
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20819856&dopt=Abstract
http://dx.doi.org/10.1186/1758-2946-7-s1-s3
http://dx.doi.org/10.1186/1758-2946-7-s1-s4
http://dx.doi.org/10.1186/1758-2946-7-s1-s7
https://biocreative.bioinformatics.udel.edu/media/store/files/2013/bc4_v2_9.pdf
https://biocreative.bioinformatics.udel.edu/media/store/files/2013/bc4_v2_9.pdf
https://biocreative.bioinformatics.udel.edu/media/store/files/2013/bc4_v2_22.pdf
https://biocreative.bioinformatics.udel.edu/media/store/files/2013/bc4_v2_22.pdf
http://dx.doi.org/10.1186/1758-2946-7-s1-s10
http://dx.doi.org/10.1016/j.drudis.2013.10.006
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24140287&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Alfattni et al

31.

32.

33.

35.

36.

37.

38.

39.

40.

41.

42.

43.

45,

46.

47.

48.

49,

50.

51.

Tikk D, Solt I. Improving textual medication extraction using combined conditional random fields and rule-based systems.
JAmM Med Inform Assoc 2010;17(5):540-544 [EREE Full text] [doi: 10.1136/jamia.2010.004119] [Medline: 20819860]
Korkontzelos |, Piliouras D, Dowsey AW, Ananiadou S. Boosting drug named entity recognition using an aggregate
classifier. Artif Intell Med 2015 Oct;65(2):145-153 [FREE Full text] [doi: 10.1016/j.artmed.2015.05.007] [Medline:
26116947)

LiuZ, Yang M, Wang X, Chen Q, Tang B, Wang Z, et a. Entity recognition from clinical texts viarecurrent neural network.
BMC Med Inform Decis Mak 2017 Jul 05;17(Suppl 2):67 [FREE Full text] [doi: 10.1186/s12911-017-0468-7] [Medline:
28699566]

Jagannatha AN, Yu H. Structured prediction models for RNN based sequence labeling in clinical text. Proc Conf Empir
Methods Nat Lang Process 2016 Nov;2016:856 [FREE Full text] [doi: 10.18653/v1/d16-1082] [Medline: 28004040]
Yang X, Bian J, Fang R, Bjarnadottir RI, Hogan WR, Wu Y. Identifying relations of medications with adverse drug events
using recurrent convolutional neural networks and gradient boosting. JAm Med Inform Assoc 2020 Jan 01;27(1):65-72
[FREE Full text] [doi: 10.1093/jamia/ocz144] [Medline: 31504605]

Wei Q, Ji Z,Li Z,Du J, Wang J, Xu J, et a. A study of deep learning approaches for medication and adverse drug event
extraction from clinical text. JAm Med Inform Assoc 2020 Jan 01;27(1):13-21 [FREE Full text] [doi: 10.1093/jamia/ocz063]
[Medline: 31135882]

Ju M, Nguyen NT, Miwa M, Ananiadou S. An ensemble of neural models for nested adverse drug events and medication
extraction with subwords. JAm Med Inform Assoc 2020 Jan 01;27(1):22-30 [FREE Full text] [doi: 10.1093/jamia/ocz075]
[Medline: 31197355]

Dai HJ, SuCH, Wu CS. Adverse drug event and medication extraction in electronic health records viaa cascading architecture
with different sequence labeling models and word embeddings. JAm Med Inform Assoc 2020 Jan 01;27(1):47-55 [FREE
Full text] [doi: 10.1093/jamia/ocz120] [Medline: 31334805]

Oleynik M, Kugic A, Kasa¢ Z, Kreuzthaler M. Evaluating shallow and deep learning strategies for the 2018 n2c2 shared
task on clinical text classification. JAm Med Inform Assoc 2019 Nov 01;26(11):1247-1254 [EREE Full text] [doi:
10.1093/jamia/ocz149] [Medline: 31512729)

Christopoulou F, Tran TT, Sahu SK, Miwa M, Ananiadou S. Adverse drug events and medication relation extraction in
electronic health records with ensemble deep learning methods. JAm Med Inform Assoc 2020 Jan 01;27(1):39-46 [FREE
Full text] [doi: 10.1093/jamia/ocz101] [Medline: 31390003]

KimY, Meystre SM. Ensemble method-based extraction of medication and related information from clinical texts. JAm
Med Inform Assoc 2020 Jan 01;27(1):31-38 [FREE Full text] [doi: 10.1093/jamia/ocz100] [Medline: 31282932]

Mikolov T, Sutskever |, Chen K, Corrado G, Dean J. Distributed representations of words and phrases and their
compositionality. In: Proceedings of the 26th International Conference on Neural Information Processing Systems - Volume
2. 2013 Presented at: 26th International Conference on Neural |nformation Processing Systems - Volume 2; December
2013; Lake Tahoe, Nevada, United States p. 3111-3119 URL: http://dl.acm.org/citation.cfm?d=2999792.2999959
Pennington J, Socher R, Manning C. GloVe: global vectorsfor word representation. In: Proceedings of the 2014 Conference
on Empirical Methods in Natural Language Processing (EMNLP). 2014 Presented at: Conference on Empirical Methods
in Natural Language Processing (EMNLP); Octaber, 2014; Doha, Qatar. [doi: 10.3115/v1/d14-1162]

Bojanowski P, Grave E, Joulin A, Mikolov T. Enriching word vectors with subword information. Trans Assoc Comput
Linguistics 2017 Dec;5:135-146. [doi: 10.1162/tacl _a 00051]

Peters ME, Neumann M, lyyer M, Gardner M, Clark C, Lee K. Deep contextualized word representations. In: Proceedings
of the 2018 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language
Technologies, Volume 1 (Long Papers). 2018 Presented at: Conference of the North American Chapter of the Association
for Computational Linguistics: Human Language Technologies, Volume 1 (Long Papers); June, 2018; New Orleans,
Louisiana p. 2227-2237. [doi: 10.18653/v1/n18-1202]

DevlinJ, Chang MW, LeeK, Toutanova K. BERT: pre-training of deep bidirectional transformersfor language understanding.
arXiv. 2018. URL: https://arxiv.org/abs/1810.04805 [accessed 2021-03-31]

n2c2 NLP research data sets. Harvard Medical School. 2018. URL : https://portal.dbmi.hms.harvard.edu/projects/n2c2-nlp/
[accessed 2021-03-31]

Johnson AE, Pollard TJ, Shen L, Lehman LH, Feng M, Ghassemi M, et al. MIMIC-I11, afreely accessible critical care
database. Sci Data 2016 May 24;3 [FREE Full text] [doi: 10.1038/sdata.2016.35] [Medline: 27219127]

Soysal E, Wang J, Jiang M, Wu Y, Pakhomov S, LiuH, et al. CLAMP - atoolkit for efficiently building customized clinical
natural language processing pipelines. JAm Med Inform Assoc 2018 Mar 01;25(3):331-336 [FREE Full text] [doi:
10.1093/jamia/ocx132] [Medline: 29186491]

SavovaGK, Masanz JJ, Ogren PV, Zheng J, Sohn S, Kipper-Schuler KC, et al. Mayo clinical Text Analysisand Knowledge
Extraction System (cTAKES): architecture, component eval uation and applications. JAm Med Inform Assoc
2010;17(5):507-513 [FREE Full text] [doi: 10.1136/jamia.2009.001560] [Medline: 20819853]

Kocmi T, Bojar O. SubGram: extending skip-gram word representation with substrings. In: Text, Speech, and Dialogue.
Switzerland: Springer; 2016:182-189.

https://medinform.jmir.org/2021/5/€24678 JMIR Med Inform 2021 | vol. 9| iss. 5 |€24678 | p.71

(page number not for citation purposes)


http://europepmc.org/abstract/MED/20819860
http://dx.doi.org/10.1136/jamia.2010.004119
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20819860&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0933-3657(15)00078-0
http://dx.doi.org/10.1016/j.artmed.2015.05.007
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26116947&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-017-0468-7
http://dx.doi.org/10.1186/s12911-017-0468-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28699566&dopt=Abstract
http://europepmc.org/abstract/MED/28004040
http://dx.doi.org/10.18653/v1/d16-1082
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28004040&dopt=Abstract
http://europepmc.org/abstract/MED/31504605
http://dx.doi.org/10.1093/jamia/ocz144
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31504605&dopt=Abstract
http://europepmc.org/abstract/MED/31135882
http://dx.doi.org/10.1093/jamia/ocz063
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31135882&dopt=Abstract
http://europepmc.org/abstract/MED/31197355
http://dx.doi.org/10.1093/jamia/ocz075
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31197355&dopt=Abstract
http://europepmc.org/abstract/MED/31334805
http://europepmc.org/abstract/MED/31334805
http://dx.doi.org/10.1093/jamia/ocz120
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31334805&dopt=Abstract
http://europepmc.org/abstract/MED/31512729
http://dx.doi.org/10.1093/jamia/ocz149
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31512729&dopt=Abstract
http://europepmc.org/abstract/MED/31390003
http://europepmc.org/abstract/MED/31390003
http://dx.doi.org/10.1093/jamia/ocz101
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31390003&dopt=Abstract
http://europepmc.org/abstract/MED/31282932
http://dx.doi.org/10.1093/jamia/ocz100
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31282932&dopt=Abstract
http://dl.acm.org/citation.cfm?id=2999792.2999959
http://dx.doi.org/10.3115/v1/d14-1162
http://dx.doi.org/10.1162/tacl_a_00051
http://dx.doi.org/10.18653/v1/n18-1202
https://arxiv.org/abs/1810.04805
https://portal.dbmi.hms.harvard.edu/projects/n2c2-nlp/
https://doi.org/10.1038/sdata.2016.35
http://dx.doi.org/10.1038/sdata.2016.35
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27219127&dopt=Abstract
http://europepmc.org/abstract/MED/29186491
http://dx.doi.org/10.1093/jamia/ocx132
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29186491&dopt=Abstract
http://europepmc.org/abstract/MED/20819853
http://dx.doi.org/10.1136/jamia.2009.001560
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20819853&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Alfattni et al

52. Mikolov T, Chen K, Corrado G, Dean J. Efficient estimation of word representations in vector space. arXiv. 2013. URL:
https://arxiv.org/abs/1301.3781 [accessed 2021-03-31]

53. Dernoncourt F, Lee JY, Uzuner O, Szolovits P. De-identification of patient notes with recurrent neural networks. JAm
Med Inform Assoc 2017 May 01;24(3):596-606 [ FREE Full text] [doi: 10.1093/jamia/ocw156] [Medline: 28040687]

54. LuoY, Cheng, Uzuner O, Szolovits P, Starren J. Segment convolutional neural networks (Seg-CNNs) for classifying
relationsin clinical notes. JAm Med Inform Assoc 2018 Jan 01;25(1):93-98 [FREE Full text] [doi: 10.1093/jamia/ocx090]
[Medline: 29025149]

55. BergstraJ, Bengio Y. Random search for hyper-parameter optimization. JMach Learn Res. 2012. URL: https.//www.
jmir.org/papers/v13/bergstral?a.html [accessed 2021-03-31]

56. Sorokin D, Gurevych |. Context-aware representations for knowledge base relation extraction. In: Proceedings of the 2017
Conference on Empirical Methods in Natural Language Processing. 2017 Presented at: Conference on Empirical Methods
in Natural Language Processing; September, 2017; Copenhagen, Denmark p. 1784-1789. [doi: 10.18653/v1/d17-1188]

57.  Cunningham H, Tablan V, Roberts A, Bontcheva K. Getting more out of biomedical documents with GATE'sfull lifecycle
open source text analytics. PLoS Comput Biol 2013;9(2) [EREE Full text] [doi: 10.1371/journal.pchi.1002854] [Medline:
23408875]

58. XuJ LeeH, Ji Z, Wang J, Wel Q, XuH. UTH_CCB system for adverse drug reaction extraction from drug labels at
TAC-ADR. 2017. URL: https://tinyurl.com/645sksnd [accessed 2021-03-31]

59. Demner-Fushman D, Mork JG, Rogers WJ, Shooshan SE, Rodriguez L, Aronson AR. Finding medication dosesin the
liteature. AMIA Annu Symp Proc 2018;2018:368-376 [FREE Full text] [Medline: 30815076]

Abbreviations

ADE: adverse drug event

BERT: Bidirectional Encoder Representations from Transformers
BiLSTM: bidirectional long-short term memory

BiL STM-CREF: bidirectional long-short term memory with conditional random field
BIOES: Begin, Inside, Outside, End, Single

CE: character embedding

CLAMP: Clinical Language Annotation, Modeling, and Processing Toolkit
CRF: conditional random field

CTAKES: Clinical Text Analysis and Knowledge Extraction System
EHR: electronic health record

ELMo: Embeddings from Language Models

L STM: long-short term memory

MIMIC-III: Medical Information Mart for Intensive Care 11

n2c2: National NLP Clinical Challenges

NER: named entity recognition

NL P: natural language processing

PWE: pretrained word embedding

RE: relation extraction

RIWE: randomly initialized word embedding

SFE: semantic-feature embedding

WE: word embedding

Edited by C Lovis; submitted 30.09.20; peer-reviewed by S Fu, M Torii; comments to author 03.11.20; revised version received
15.02.21; accepted 20.02.21; published 05.05.21.

Please cite as.

Alfattni G, Belousov M, Peek N, Nenadic G

Extracting Drug Names and Associated Attributes From Discharge Summaries: Text Mining Sudy
JMIR Med Inform 2021;9(5): €24678

URL: https://medinform.jmir.org/2021/5/€24678

doi:10.2196/24678

PMID: 33949962

©Ghada Alfattni, Maksim Belousov, Niels Peek, Goran Nenadic. Originaly published in JMIR Medical Informatics
(https:.//medinform.jmir.org), 05.05.2021. This is an open-access article distributed under the terms of the Creative Commons

https://medinform.jmir.org/2021/5/€24678 JMIR Med Inform 2021 | vol. 9| iss. 5 |€24678 | p.72
(page number not for citation purposes)

RenderX


https://arxiv.org/abs/1301.3781
http://europepmc.org/abstract/MED/28040687
http://dx.doi.org/10.1093/jamia/ocw156
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28040687&dopt=Abstract
http://europepmc.org/abstract/MED/29025149
http://dx.doi.org/10.1093/jamia/ocx090
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29025149&dopt=Abstract
https://www.jmlr.org/papers/v13/bergstra12a.html
https://www.jmlr.org/papers/v13/bergstra12a.html
http://dx.doi.org/10.18653/v1/d17-1188
https://dx.plos.org/10.1371/journal.pcbi.1002854
http://dx.doi.org/10.1371/journal.pcbi.1002854
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23408875&dopt=Abstract
https://tinyurl.com/645sksnd
http://europepmc.org/abstract/MED/30815076
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30815076&dopt=Abstract
https://medinform.jmir.org/2021/5/e24678
http://dx.doi.org/10.2196/24678
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33949962&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Alfattni et al

Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction
in any medium, provided the original work, first published in IMIR Medical Informatics, is properly cited. The complete

bibliographic information, alink to the origina publication on https://medinform.jmir.org/, as well as this copyright and license
information must be included.

https://medinform.jmir.org/2021/5/€24678

RenderX

JMIR Med Inform 2021 | vol. 9 | iss. 5 |€24678 | p.73
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Park et a

Original Paper

An Attention Model With Transfer Embeddings to Classify
Pneumonia-Related Bilingual Imaging Reports: Algorithm
Development and Validation

Hyung Park™, MD; Min Song?® , PhD; Eun Byul Lee?, BA; Bo Kyung Seo?, BA; Chang Min Choi**, MD

1Department of Pulmonary and Critical Care Medicine, Asan Medical Center, Seoul, Republic of Korea
2Yonsei University, Seoul, Republic of Korea

3Department of Oncology, Asan Medical Center, Seoul, Republic of Korea

" these authors contributed equally

Corresponding Author:

Chang Min Choi, MD

Department of Pulmonary and Critical Care Medicine
Asan Medical Center

Olympic-ro 43-gil

Seoul, 05505

Republic of Korea

Phone: 82 2 3010 5902

Fax: 82 2 3010 6968

Email: ccm9607@gmail.com

Abstract

Background: Intheanalysisof electronic health records, proper 1abeling of outcomesis mandatory. To obtain proper information
from radiologic reports, several studieswere conducted to classify radiologic reports using deep learning. However, the classification
of pneumoniain bilingual radiologic reports has not been conducted previously.

Objective: The aim of this research was to classify radiologic reports into pneumonia or no pneumonia using a deep learning
method.

Methods: A data set of radiology reports for chest computed tomography and chest x-rays of surgical patients from January
2008 to January 2018 in the Asan Medical Center in Korea was retrospectively analyzed. The classification performance of our
long short-term memory (LSTM)-Attention model was compared with various deep learning and machine learning methods.
Theareaunder the receiver operating characteristic curve (AUROC), areaunder the precision-recall curve, sensitivity, specificity,
accuracy, and F1 score for the models were compared.

Results: A total of 5450 radiologic reports were included that contained at least one pneumonia-related word. In the test set
(n=1090), our proposed model showed 91.01% (992/1090) accuracy (AUROCS for negative, positive, and obscure were 0.98,
0.97, and 0.90, respectively). The top 3 performances of the models were based on FastText or LSTM. The convolutional neural
network—based model showed a lower accuracy 73.03% (796/1090) than the other 2 algorithms. The classification of negative
results had an F1 score of 0.96, whereas the classification of positive and uncertain results showed alower performance (positive
F1 score 0.83; uncertain F1 score 0.62). In the extra-validation set, our model showed 80.0% (642/803) accuracy (AUROCS for
negative, positive, and obscure were 0.92, 0.96, and 0.84, respectively).

Conclusions: Our method showed excellent performance in classifying pneumoniain bilingual radiologic reports. The method
could enrich the research on pneumonia by obtaining exact outcomes from electronic health data.

(JMIR Med Inform 2021;9(5):€24803) doi:10.2196/24803

KEYWORDS

deep learning; natural language process; attention; clinical data; pneumonia; classification; medical imaging; electronic health
record; machine learning; model
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Introduction

Park et a

Methods

Electronic health records (EHRS) have become increasingly
incorporated into clinical practices in hospitals over the past
few decades [1]. EHR data are voluminous and can be used as
real-world evidence if they are analyzed with proper methods
[2]. However, the data are not collected for research purposes
[2], and several rule-based methods are used to extract particular
outcomes from the data set. There have been numerous studies
where analyses were performed using EHR data with labels
such as sepsis defined by rule-based outcomes [3-6]. However,
defining outcomes other than laboratory findings is difficult
because the data are unstructured and written as natural
language. For thisreason, aprevious study that used the outcome
pneumonia defined pneumoniaby itsInternational Classification
of Diseases, Ninth Revision, Clinical Modification (ICD-9-CM)
code [7,8]. However, the use of ICD codes as alabel does not
contain temporal information, such asthe exact time of diagnosis
during hospital admission, and it is hard to perform time series
analysis with this limited information.

Although medical imaging reports contain a great deal of
information regarding diagnosis and clinical features, it is hard
to analyze the information because they are formatted as
unstructured freetext and are variably written depending on the
radiologist.[9] For this reason, medical imaging reports are
rarely used as outcomes in big data analysis [10]. However, as
long as pneumoniacan beidentified in radiol ogic reports, other
important information, such asthetime of onset and the presence
of pneumoniaduring admission, can also be derived. Moreover,
labeled data are essential in deep learning because the analysis
requires millions of observations to reach acceptable
performance levels[11].

As of 2018, 43 studies using natural language processing for
the identification of chronic diseases in EHRs had been
published, and only recently have there been more studies
conducted on this topic using deep learning [12]. Especially in
deep learning, convolutional neural network (CNN)-based
model s have shown significant accuracy in extracting pulmonary
embolism [10] and pulmonary infection from medical reports
[1]. The model can be used to classify diagnosis from whole
medical records even when they are written in the Chinese
language[13], and arecurrent neural network—based model has
been used for classifying stroke and identifying itslocation [14].
However, the use of bilingual clinical reports is common for
EHRs in non—-English-speaking countries.

The purpose of our study was to classify reports of pneumonia
consisting of findings derived during the pre- and postoperative
period of a major surgery that were written as bilingual texts
(English and Korean). We compared the performance of
traditional models with deep learning models, with the latter
showing excellent performance in previous studies, and
identified the best performing model as an attention-based
bidirectional long short-term memory (Bi-LSTM) model neural
network.

https://medinform.jmir.org/2021/5/€24803

Clinical Data

We retrospectively included radiology reports for chest
computed tomography (CT) and chest x-rays of surgical patients
from January 2008 to January 2018 in the Asan Medical Center
in Korea. The patients had undergone upper abdomina and
thoracic surgeries, as coded by the ICD-9-CM. Detailed criteria
for the surgery are described in Multimedia Appendix 1.

The radiology reports consist of chest CT and chest x-rays
(posteroanterior and anteroposterior) that are extracted by
radiology procedure codes. The chest x-ray reports have no
structured format and only contain descriptions. The chest CT
reports consist of the short history of the patients, the findings,
and a conclusion; however, the format varies depending on the
writing style of the radiologist. The conclusionsin around half
of the chest CT reports were omitted due to the different writing
style of the radiologists. Therefore, we used only the findings
of chest CT and the descriptions of chest x-rays to classify the
labels, and all the annotation was based solely on the description
of each report.

Usually, the pneumoniaincidencein surgical patientsisaround
1%, suggesting that reports of pneumoniaarerare. To overcome
the imbalance of the positive and negative data sets, we only
included radiologic reports that contained pneumonia-related
words. The words representing pneumonia were as follows:
“pneumoni-,” “consolid-," “infiltra-," “bronchiole-,” “hazi-,"
“hazzi-," “opacit-,” and “GGO".

From a total of 1,088,680 radiology reports, 886,248 were
included after reports with inappropriate surgical procedures
were excluded. Thedetailed inclusion criteria of the appropriate
procedures have been described in a previous study [3]. After
extracting the pneumonia-related words, 23,377 reports were
included.

Report Annotation

Among the 23,377 reports, a total of 5450 annotated reports
were used to train our model. A clinician annotated the 5450
reportsand used them for training and validation. After training
the model, 2 different clinicians, who worked independently
from the first clinician, annotated another 1000 reports for an
extra-validation set (Figure 1).

All document-level annotations by clinicians included 3
categories for pneumonia: negative, positive, and unclear
(obscure). The positive pneumonia reports included
postoperative infection reports and did not contain reports for
noninfectious diseases, such as organizing pneumonia or
interstitial lung disease, because the label was required to
represent pneumonia as a perioperative complication. The
excluded reports were labeled as negative reports. It was
observed that 895 reports were pneumonia positive, 4005 reports
were pneumonianegative, and 550 reports were obscure results.
In the extra-validation set, 2 clinicians independently labeled
the radiologic reports on the basis of the clinical importance of
the findings. To overcome the human error of the 2 clinicians,
the consensus label of the 2 clinicians was regarded as the
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reference standard. An interrater reliability (k score) was

Figure 1. Radiologic reports flowchart.
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calculated by Cohen k value.

A total of 1,088,680 radiology reports of patients who underwent
upper abdominal or thoracic surgery between 2010 and 2018.

Inappropriate surgery and patients
were excluded (N =202,432)

Remaining reports (N = 886,248)

Excluding reports which do not have
pneumonia related words (N = 862,871)

r

A total of 23,377 reports were selected

r

5450 reports were used in training and validation set

Ethics Approval

This study was approved by the ethics committee of the Asan
Medical Center (approval no. 2018-1122), and the need to obtain
informed consent was waived because of the retrospective
observational nature of the study. The clinical data that were
extracted using the Asan Biomedical Research Environment
system were indexed by deidentified encrypted patient 1D
numbers so that the researchers would not be able identify the
patients [15,16].

Proposed Approach

Asmost of theverbsand adjectivesin clinical reportsarewritten
in Korean, and most of nouns (usually the names of the diseases)
arewritten in English, we had to consider 2 different languages.
Therefore, we proposed a new method for a bilingual clinical
data set based on the classification algorithm of combining
substring and translation embeddings (Kor2Eng) with an
attention-based Bi-LSTM neural network (LSTM-Attention).
Multimedia Appendix 1 Figure S4 shows the architecture of
our proposed model.

The proposed method includes 3 steps: (1) text preprocessing;
(2) word representation, which is composed of substring and
Korean-to-English (Kor2Eng) embeddings; and (3) training of
the classification model.

Our data set, which is a description of x-ray and CT, is
composed of amix of Korean and English sentences. Therefore,
specific preprocessing is required before the statements are fed
into the classification model. The detailed methods for text
preprocessing and training are described in Multimedia
Appendix 1.

https://medinform.jmir.org/2021/5/€24803

RenderX

1000 reports were annotated independently by two clinicians

Kor2Eng Transfer Embedding

Training word vectors require a considerable amount of data
and time. Therefore, we applied embeddings by training them
independently on monolingual data and pretraining them with
Wikipediadata. However, due to the characteristics of data, the
text of the clinical notes was a mixture of English and Korean.
If amonolingual embedding were to be used for this data, one
side of the information would be lost. To reduce the loss of
information, we used a trandation method that converts the
vector of Korean words into the vector of English words with
similar meanings. The unsupervised method of transating the
source language into the target language was proposed by
Lample et a [17]. In this method, the process of learning a
mapping occurs between the 2 sets of embedding in the shared
space. We trained the subword embedding model to learn
Korean-to-English mapping using the unsupervised method
without any parallel data.

Deep L earning—Based Classification M odel

We built an attention-based deep neural network using LSTM.
LSTM isarecurrent neura network variant that alleviates the
vanishing gradient problem by learning and remembering
long-term dependencies[18] and consists of acell memory state
and 3 gates.

The Bi-LSTM consists of a forward-backward LSTM layer
[19]. Both layers are connected to the same output layer. Our
classification model used Bi-LSTM with the attention
mechanism. This allowed the model to simultaneously handle
information from different positions.
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Figure 2 shows the architecture of the deep learning—based
classification model. First, the input is fed into the Bi-LSTM
layer. Second, the output of the Bi-LSTM layer is fed into the

Park et a

attention layer (Bi-LSTM-Attention) for attending important
words. Finally, the output of the attention weight passesthrough
the softmax layer for classification.

Figure 2. The architectures of adeep learning-based classification model. Each input receives an embedding of English translated from Korean. In the
attention layer, each word has an attention weight which istranslated into theimportance for prediction. Bi-L STM: bidirectional long short-term memory

model.

Softmax Layer

The performance metrics (ie, precision, recall [sensitivity], and
F, score) were used to evaluate the models. The accuracy, area
under the receiver operating characteristic curve (AUROC),
and area under the precision-recall curve (AUPRC) were used
to compare the models. For analyzing the multilabel data set,
labels were treated as interested labels and other labels in
evaluating each metric. For example, when we treated the
precision for negative labels, only the true negative data were
treated as true labels while positive and obscure labels were
treated as false labels. F; score is the weighted average of
precision and recall, and it is used to measure the performance
of amodel when the data consist of uneven class distributions
[20]. The statistical analysis was performed on Python 3.7.6
(Python Software Foundation).

Results

In this section, we evauated the performance of the various
classification models. To demonstrate the performance of our
method, we compare the proposed model with traditional
machinelearning and other deep learning models. The machine
learning modelsincluded logistic regression [21], support vector
machine[22], Néive Bayesregression[23], K-nearest neighbors
algorithm [24], decision tree [25], and random forest [26]. The
deep learning modelsincluded the word-to-vector representation
model (Word2Vec) [27], FastText [17], CNN [28], and LSTM
[29]. The details of each model are described in Multimedia
Appendix 1.

Out of 5450 data sets, 4005 did not contain pneumonia, 895
contained pneumonia, and 550 were obscure, with 80% being

https://medinform.jmir.org/2021/5/€24803
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used in the training set and the remaining 20% in test set. The
test set was composed of no pneumonia (n=801), pneumonia
(n=179), and obscure (n=110) classifications. The
extra-validation set was annotated by 2 independent clinicians.
Out of atotal of 1000 radiol ogic reports, 803 labelswere agreed
upon by 2 independent clinicians. Among these labels, 498 did
not contain pneumonia, 185 contained pneumonia, and 120
were obscure cases.

Accuracy of Our Model as Compared to Previous
Models

We evaluated the performance of the different models to find
the best model. As shown in Table 1, the prediction accuracy
changed depending on the model. The traditional models (ie,
support vector machine, Naive Bayes, etc) achieved an accuracy
between 64.03% and 83.03%. The logistic regression showed
a reasonable performance with an accuracy of 83.03%
(Multimedia Appendix 1 Table S1).

The deep learning—based methods (ie, FastText, Word2Vec
with Bi-LSTM-Attention, and the proposed model)
outperformed the traditional models. The prediction accuracy
of the deep learning models was 90.00%, 88.99%, and 91.01%
for FastText, Word2Vec with Bi-LSTMAttention, and the
proposed model, respectively. These deep learning models
showed a 10% higher accuracy than did the traditional machine
learning methods because sentence classification required the
interpretation of complex features. The proposed model achieved
the highest performance compared to the other deep learning
models (Multimedia Appendix 1 Table S1).
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M odel Accuracy Based on the Different Representation
M ethods of Words

We evaluated the performance based on different methods of
word representation. The Word2Vec with Bi-L STM—-Attention
model isamore commonly used language representation model.
The model showed a higher accuracy and F, score than did the
traditional models; however, the drawback associated with this
model isthat the foreign language is not represented (Table 1).
Weimplemented another representation method with asubstring
using the FastText model. Thismethod involvesslicing of words
to bunches of characters, which can be a better expression for
the foreign language. The substring with FastText model
achieved aprecision of 93% for negative, 84% for positive, and
74% for obscure classifications; and arecall of 93% for negative,
84% for positive, and 47% for obscure classifications. The
substring with FastText model showed a better performance
than did the Word2Vec model according to F, score.

Table 1. The detailed performance of the top 3 best-performing models.

Park et a

Our proposed model (Kor2Eng) translated Korean to English
before the prediction process. The proposed model achieved a
precision of 96%, 86%, and 61%, and a recall of 97%, 80%,
and 64% for positive, negative, and obscure classifications,
respectively. The AUROC of the model was 0.98 for negative,
0.97 for positive, and 0.90 for obscure classifications, while the
AUPRC was 0.99 for negative, 0.87 for positive, and 0.62 for
obscure classifications (Multimedia Appendix 1 Figure S5).
Compared to the classification of the negative labels, which
wasarelatively easy task (96% of negative), classifying positive
or obscure labels was a harder task and showed a rather lower
F, score (83% for positive and 62% for obscure). For classifying
the obscure classification, our model showed the highest
performance among different representation methods (substring
with FastText, Word2Vec, and Kor2Eng).

Models Precision, /N (%)  Recal, n/N (%) F, score (%) AUROC? AUPRCP
Substring+FastText [17]
Negative 776/819 (94.7) 776/801 (96.9) 9 0.82 0.92
Positive 153/593 (25.8) 153/179 (85.5) 83 074 0.34
Obscure 52/73 (71.2) 52/110 (47.3) 57 0.71 0.22
Wor d2Vec®+Bi-L STM %-Attention
Negative 772/849 (90.9) 772/801 (96.4) 94 0.95 0.98
Positive 153/222 (68.9) 153/179 (85.5) 81 0.96 0.87
Obscure 47/80 (58.8) 47/110 (42.7) 49 0.88 051
Proposed model (Kor2Eng®)
Negative 776/809 (95.9) 776/801 (96.9) 96 0.98 0.99
Positive 153/182 (84.1) 153/179 (85.5) 83 0.97 0.87
Obscure 70/115 (60.9) 70/110 (63.6) 62 0.90 0.62

8AUROC: area under the receiver operating characteristic curve.
BAUPRC: area under the precision-recall curve.
“Word2Vec: the word-to-vector representation model.

dBi-LSTM: bidirectional long short-term memory model.

€K or2Eng: Korean to English.

Visualization of Relative Importance

We visualized the weighted words when the proposed model
classified the input data. In the attention model, the weight of
each word could be used for classifying the reports. Based on
the intensity of color, the importance of a word was indicated
when the proposed model determined the class of theinput data.
Darker colors indicated a higher importance for classifying

https://medinform.jmir.org/2021/5/€24803

pneumonia. Figure 3 shows the instances where the proposed
model predicted pneumonia reports correctly. For example, the
highlighted words “Peribronchial,” “infiltration,” “suspected,”
and “bronchopneumonia’ indicate pneumonia (Figure 3a). In
thebilingual texts (Figure 3f), thefollowing words are important
to classifying pneumoni a-reports: “EEE A
“bronchopneumonia,” “aspiration,” and “pneumonia.”
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Figure 3. Visualization of the importance of words by attention weights. The darker the color is, the greater the importance of the words for predicting
the pneumonia label. High attention weight is depicted in the darker color. Words with high attention weights are shown.

{a) Right central line insertion state. PEfiBionehial infiltration in LLLF, suspected bronchopneumonia.

(b) R/O Small pleural effusion, left hemithorax.Subsegmental atelectasis,LLLZ.-R/O Combined
dncreased opacity; RULZ,RLLZ;-R/O h R/O Mild pulmonary edema.

{c) More increased in extent of ill-defined increased opacities around cavitary lesion in right upper to
middle lung zone, since last exam. --> r/o aggravated fiEcrotizing or active pulmonary
tuberculosis.  r/o aggravated combined h or obstructive change with underlying lung
cancer.No change of fibrotic lesion in LUL apex and small calcified nodules in LMLz, rfo post-
inflammatory sequelae.

{d) No significant interval change of patchy consolidation in LUL, LLL along bronchovascular bundle
since 2015-6-24. > rlo “ bacterial, or invasive fungal infection including
mucormycosis or aspergillosis. No change in left pleural effusion since 2015-6-24 Left pigtail
insertion state. Hickman catheter insertion state, tip in SVC/RA junction.

{e) Consolidation in the RML, RLL.Small amount of right pleural effusion.---> R/O lobar PHElonia
with parapneumonic effusion, more likely.  R/O fungal infection.: Decreased amount of right
pleural effusion since 2012-11-19.Slightly decreased extent of increased density of left
bronchovascular bundle since 2012-11-16.--> R/O Subsegmental atelectasis with combined
nonspecific pneumonia.

(f) History:1. EGCE EMR?5l 2 &&h 2. 20074 32 sttt ZFHE hemoptysisE PCNAO] A
actinomycosis L3253, 2007-03-20 previous chest CT2} B| w FH5Et 20074 32 CT2} B| w5}
9 right upper lobe2| posterior subpleural arealll mass like consolidation2 = 7|7} 2t 5|0 #2|
QO AEf Q. 0| QT 2 2I0] cavity EAS FBHs lesion0] HOF2I O O 3= 50| minimal
fibrotic change 9 subsegmental ateleclas:s§ %HJOP ?1&. Left upper and lower lobei|
multifocal ill-defined peribronchial distribulation2 & 0] = GGO7 XROM 102 62 2 H
LFCP|M E0|&= ¥BI2 2 bronchopnemonia, 59| aspiration %PI 7t540| 915, Both
paratrachea, para- aomc subcannal both hilar nodal station0ll multiple small to Iarge enalrged
lymph nodeS0| 2S5 4 249| left pleural effusion0] £H2HE . Right hem|th0rax01| += scanty pleural
effusion 2 pleural thickening®| %! & .Aortal artherosclerotnc change?}t 94 &. Thoracic
musculoskeletal systemOf| melastasm‘“l evidence &1 Cholecysteclomy stateOIEH diffuse IHD
dilatation0| 213, #5524 2008-10-06 abdomen CTZ & 11617| H

Extra Validations performance results of the proposed model with the

extra-validation data set. The AUROC and AUPRC for positive
As an extra validation of our proposed model, 2 clinicians |abelswere dightly lower in the extra-validation set than in the
labeled an additional data set. The data set was randomly  test set (Figure 4). The F, score of positive labels was similar
selected from the entire dataset, excluding the previously trained 14 that of the traini ng data; however, predicting negative and
data. For precise labeling, 2 medical doctors each labeled the  jqoyre 1abels showed a relatively poor performance as

_regordstft thhe 1000 re%J]rdg ﬁ03 We;le agrﬁg UFI’_Of‘ by 2 compared to the training data set according to F, score. The
independent physicians. The Cohen k value of the clinicians | ¢ y
label was 0.63 (95% Cl 0.59-0.67). Table 2 shows the CVeral ccuracy of our model was 80.0%.

Table 2. Extravalidation of the proposed Korean-to-English (Kor2Eng) model.

Class Precision, /N (%) Recall, /N (%) F score AUROC? AUPRCP
Negative 4221470 (89.8%) 422/498 (84.7%) 87% 0.92 0.94
Positive 142/155 (91.6%) 142/185 (76.8%) 84% 0.96 0.91
Obscure 771178 (43.3%) 771120 (64.2%) 5206 0.84 0.42

8AUROC: area under the receiver operating characteristic curve.
PAUPRC: area under the precision-recall curve
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Figure 4. AUROC and AUPRC of our proposed model in the extra-validation set. AUROC: area under the receiver operating characteristic curve;

AUPRC: area under the precision-recall curve.
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Discussion

The purpose of the Kor2Eng model is to classify
pneumoniarelated medical records written in Korean and
English. Our proposed model showed 91.01% accuracy in the
test set and 80.0% accuracy in the extra-validation set for
classifying pneumonia reports. Appropriate classification of
radiologic reports is mandatory for further analysis regarding
pneumoniathrough EMRs. As compared to other models, such
as CNN or traditional machine learning models, our model
showed better performance. The 3 best-performing models
(Word2Vec with Bi-LSTM-Attention, FastText, and the
proposed model) demonstrated better performance than did the
traditional and CNN models, and our proposed model provided
the highest AUROC and AUPRC among the top 3 models.
Because too many false-positives may lead to clinician
exhaustion, a model with excellent performance is desirable.
We consider that a model with an AUROC of at least 0.95 can
be used in clinical practice or for labeling the data set. The
false-positive results of pneumonia reports can be additionally
filtered with other clinical findings such asrespiratory symptoms
or antibiotics use, as pneumonia is defined by respiratory
symptoms with radiologic findings [30].

Thelabel balance of the data set was a consequence of excluding
irrelevant labels to our target. As the reports that do not have
pneumonia-rel ated words can be considered pneumonia-negative
radiologic reports, the reports requiring classification must
contain at least one of the pneumonia-related words such as
“consolidation” or “haziness’. Excluding theirrelevant label is
clinically appropriate and balances the data set with each label,
with the balanced data set mitigating the overestimation of the
model. Furthermore, filtering radiologic reports containing
relevant words might make the data set rather homogenous,
which makes classification a hard task. Our model showed an
excellent performance in classifying pneumonia, and thus, it
can be used for auto-labeling in classifying pneumoniareports.

A notable observation is the discrepancy between the test and
extra-validation set. The model showed a rather similar

https://medinform.jmir.org/2021/5/€24803
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performance in classifying negative and positive cases and a
relatively poor performance in obscure cases. One reason for
this discrepancy might be that 2 different clinicians annotated
the entire extra-validation set. As some of the obscure casesare
classified by the nuance of the context, the 2 clinicians might
have differed in labeling the obscure cases. Therefore, the
labeling of the obscure classification in the extra-validation set
might have been different from that of the training set. The
pneumoniacasesin the report should only be decided by clinical
situations, and thus, the importance of obscure cases should be
evaluated in subsequent studies.

Several studies have been conducted for classifying radiologic
reports as positive or negative for a given disease [1,10,31,32]
or for classifying various diagnoses from medical recordswritten
in Chinese [13]. Most of the studies used a CNN-based model
and showed a better performance than did our model
[1,10,31,32]. In our study, we compared several deep learning
models from logistic regression to LSTM with attention. The
CNN model, which showed an excellent performance in
previous studies[1,10,31,32], wasinferior to the attention-based
LSTM model in our data set. The reason for itsrelatively poor
performance might be explained by our data selection. We
selected radiologic reports that had at least one of the
pneumonia-related words. This selection made the radiologic
reports relatively homogeneous compared to those used in
previous studies, which might contain a wider variety of
radiologic reports. As we compared the performance with the
CNN model, our proposed model was found to be comparably
accurate with those of previous studies and showed better
performance.

Radiologic reports in this study consisted of 2 languages:
English and Korean. Compared to the English data set, the
Korean word data set has a lack of studies in embedding and
analyzing in deep learning. To overcome this limitation, we
used unsupervised trand ation of Korean wordsto English words,
which had pretrained embedding [17]. Compared to the
Word2Vec with Bi-L STM-Attention model, the attention/LSTM
model with transfer embedding showed a better performance
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in classification, especially for obscure labels. This method
might be especially important in bilingual reports.

Our study hasseveral limitations. First, we only included reports
from asingle tertiary center of surgical in-patients. Our model
might be inaccurate in areporting style different from the one
that we have incorporated. Thus, if the model used a data set
from another reporting style, the model would need to be
validated again. However, in this case, more label ed data might
be available, and thus the applied method would show better
performance in another data set, especially for bilingual text
reports. Second, we could not compare the exact same models
with the previous models that showed good performance.
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However, we compared our model with various deep learning
models that were used in previous studies, which is sufficient
to compare the performance of different model structures.
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about pneumonia by obtaining exact outcomes from electronic
health data.
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Abstract

Background: Data-driven medical health information processing has become anew devel opment trend in obstetrics. Electronic
medical records (EMRs) are the basis of evidence-based medicine and an important information source for intelligent diagnosis.
To obtain diagnostic results, doctors combine clinical experience and medical knowledge in their diagnosis process. External
medical knowledge provides strong support for diagnosis. Therefore, it is worth studying how to make full use of EMRs and
medical knowledge in intelligent diagnosis.

Objective: This study aimsto improve the performance of intelligent diagnosisin EMRs by combining medical knowledge.

Methods: Asan EMR usually contains multipletypes of diagnostic results, theintelligent diagnosis can betreated asamultilabel
classification task. We propose anovel neural network knowledge-aware hierarchical diagnosismodel (KHDM) inwhich Chinese
obstetric EMRs and external medical knowledge can be synchronously and effectively used for intelligent diagnostics. In KHDM,
EMRs and external knowledge documents are integrated by the attention mechanism contained in the hierarchical deep learning
framework. In thisway, we enrich the language model with curated knowledge documents, combining the advantages of both to
make a knowledge-aware diagnosis.

Results: We evaluate our model on area-world Chinese obstetric EMR dataset and showed that KHDM achieves an accuracy
of 0.8929, which exceedsthat of the most advanced classification benchmark methods. We also verified the model’sinterpretability
advantage.

Conclusions: In this paper, an improved model combining medical knowledge and an attention mechanism is proposed, based
on the problem of diversity of diagnostic resultsin Chinese EMRs. KHDM can effectively integrate domain knowledge to greatly
improve the accuracy of diagnosis.

(IMIR Med Inform 2021;9(5):€25304) doi:10.2196/25304

KEYWORDS
intelligent diagnosis; obstetric el ectronic medical record; medical knowledge; attention mechanism

significantly improving the efficiency and accuracy of the

Introduction

Intelligent diagnosisisaway to provide clinical decision support
for doctors by means of artificia intelligence technology. In
theclinic, intelligent diagnosis plays an important role and can
be applied to a variety of practica situations. Intelligent
diagnosis can help doctors diagnose a patient’s condition,

https://medinform.jmir.org/2021/5/€25304

diagnosis, and the results can aso become an important basis
for future diagnosis. The continuous development of modern
diagnosis and treatment technology has made medical
information increasingly complex. Doctors obtain a large
amount of clinical diagnostic information every day and need
to make comprehensive decisions based on a large amount of
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data representing clinical information [1]. In addition, the
occurrence of complicationsduring pregnancy posesachallenge
to doctors.

Electronic medical records (EMRS) are the most detailed and
direct form of clinical medical activities [2]. With the rapid
growth of EMRs, many methods of intelligent diagnosis using
EMRs have become available, enabling significant progressin
this field. Early intelligent diagnosis works mainly relied on
artificially designed feature templates [3,4] or used single
traditional machine learning methods, treating intelligent
diagnosis as a classification problem. Goldstein et a [5] used
the Informatics for Integrating Biology & the Bedside 2008
dataset to train a classifier for each disease category to classify
obesity and 15 other complications. Medhekar et a [6]
developed a decision support system based on data mining that
used a naive Bayes classifier to model heart disease. Roopa et
al [7] used principal component analysis to extract the
characteristics of a diabetes dataset and then used a linear
regression model to predict whether a patient had diabetes.
These methods promoted the application of machine learning
and natural language processing in intelligent diagnosisbut are
still inthe early stages (eg, using relatively simple classification
methods and a shallow analysis of the EMRS).

Recently, an increasing number of researchers have focused on
neural networksto model intelligent diagnosis and related tasks.
Yang et al [8] proposed a clinical assistant diagnosis method
based on a multilayer convolutional neural network [9]. This
method uses self-learning to automatically extract the high-level
semantic information from EMRs. Chen et a [10] used an
end-to-end hierarchical neural network to investigate breast
cancer problemsusing EMRs. Hao et a [11] used a deep belief
network [12] to integrate patients' structured data characteristics
to predict therisk of cerebral infarction. Hao et al [13] proposed
adiagnostic modeling and reasoning system using the dynamic
uncertain causality graph and improved the diagnostic accuracy
of jaundice. Jeddi et al [14] applied the C5.0 algorithm to draw
a multibranch decision tree used to aid in the diagnosis of
complicated skin diseases.

When the scale of the training data is limited in a traditional
neural network, the advantage of using external knowledge is
more obvious. These methods ignore the fact that neural
networks and external knowledge can benefit from each other.

The rapid development of computer technology and
biotechnology has enabled the rapid growth of biomedical text
resources. These resources contain val uable knowledge that can
be used to promote the devel opment of medical informatics. A
doctor’sdiagnostic processisacombination of their own clinical
experience and general medical knowledge. Therefore, medical
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knowledgeisindispensable in the diagnosis process. Fang et al
[15] proposed a method to diagnose chronic obstructive
pulmonary disease based on a knowledge graph and integrated
models. Liang et a [1] designed a system framework for the
data mining of EMRs based on pediatric diseases. This
framework combines medical knowledge with a data-driven
model and uses logistic regression for the disease hierarchical
diagnosis. These efforts provide new methods for medical data
analysis, but intelligent diagnosis based on EMRs is il
hindered by the following problems:

« AnEMR usualy involves multiple diagnostic results, such
as normal diagnosis, pathological diagnosis, and
complications.

- In the aspect of external knowledge, the above methods
simply splice the knowledge with the model, which fails
to capture the key information well and requires a large
number of calculations.

- To achieve the most advanced performance, doctors not
only care about the diagnostic results but also need to know
what medical knowledge contributed to the diagnosis.

Therefore, in this paper, we design anovel intelligent diagnosis
model based on deep learning. Specifically, to capture the
important details of the original documents, we use bidirectional
gated recurrent units (Bi-GRUs) [16] with a hierarchical
attention mechanism to model the correlations among words
and sentences in EMRs and knowledge documents. Given an
analysis of the correlation between the EMRs and medical
knowledge documents, we select the most supportive external
knowledge to support intelligent diagnosis. Considering the
diversity of diagnostic results, we need to conduct intelligent
diagnosis in the multilabel classification paradigm. The major
contributions of this paper are summarized as follows:

- Knowledge-aware hierarchical diagnosis model (KHDM)
makes full use of the hierarchical deep language model to
encode the EMRs and external knowledge documents.

- Language model is enriched with high-quality knowledge,
combining the advantages of both to perform a
knowledge-aware diagnosis.

- Experimental resultson real-word Chinese obstetric EMRs
achieve superior performance over baselines. In addition,
we discuss the importance and interpretability of external
medical knowledge.

Methods

Overview
KHDM contains the following steps, as depicted in Figure 1.
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Figure 1. Overview of knowledge-aware hierarchical diagnosis model.
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1. Enter the EMR into the document encoder to obtain the
document embedding e and concatenate it with the
numerical features n to get the final EMR embedding €.

2. Input the EMRs and external knowledge documents into
the knowledge filter for preliminary screening of the
external knowledge, and send the filtered knowledge
documentsto the document encoder to obtain the knowledge
embedding k.

3. Input the EMR embedding and knowledge embedding
jointly into the knowledge aggregator. Through the
simultaneous analysis of the EMRs and knowledge
documents, our model learns a knowledge-side attention
component in order to carefully select the most supportive
knowledge document k' from the external knowledge to
support intelligent diagnosis.

4. € andk are concatenated and passed to asigmoid classifier
for the diagnosis. In this section, weintroduce the document
encoder, knowledge attention module (including the
knowledge filter and knowledge aggregator), and output.

Document Encoder

The purpose of the document encoder is to encode the original
EMRs and knowledge documents into continuous
low-dimensional embeddingsto capture semantic rel ationships.
EMRsand medical knowledge documents usually have potential
hierarchical structures. A document consists of severd
sentences, and a sentence consists of several words. Intuitively,
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RenderX
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the document embedding problem can be converted into two
seguence embedding problems [17]. Modeling the semantics
of the EMR and external knowledge by word-level and
sentence-level representations can fully capture the hierarchical
laws and dependencies.

The words and sentences in a document provide different
information and have different degrees of importance. Inspired
by Yang et a [18], we successively apply the attention
mechanism [19] at the word level and sentence level so that it
can differentiate moreimportant information when constructing
the document representation. The attention mechanism not only
improves the performance of the deep learning model but also
intuitively shows the contributions of words and sentences to
the classification decision.

We use the Bi-GRU sequence encoder with an attention
mechanism to encode the EMRs and knowledge documents.
Numerical features, such as physiological indicators and
laboratory results, are also important in EMRs. To enable more
complete use of the EMRs, we separately extract the numerical
features and concatenate them with EMRs. Next, we introduce
the Bi-GRU sequence encoder, attention encoder, and numerical
featuresin detail.

Although the word-level and sentence-level encoders can have
different structures, we use the same structure here for
simplicity, as shown in Figure 2.
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Figure 2. Document encoder framework.

Bi-GRU Sequence Encoder

The importance of words and sentences is highly context
dependent. In other words, the same words or sentences may
have different degrees of importance in different contexts. We
model the semantics of EMRs and external knowledge
documents by including word-level and sentence-level
representationsthat can fully capture hierarchical dependencies.
Taking the word level as an example, we use Bi-GRU to make
aword compilation of the meaning of an entire sentence, where
the GRU uses a gate control mechanism to memorize the
information of the previous cells.

The GRU has two gates: the reset gate r, and the update gate z.
The reset gate is used to determine the degree to which the
previous information is forgotten, and the update gate is used
to decide which information to forget and which new
information to enter. r, and z jointly control the calculation from

hidden state h,_; to hidden state h,. h," is a candidate hidden
layer. At timet, the GRU is calculated as follows:

@

where W. isthe weight matrix. x; is the sequence vector at time
t, and o is the activation sigmoid function that converts the
values of each cell state into the range of 0to 1 to act as agate
signa. The reset gate r; receives the values of h,_; and x;. If r,

is zero, then the previous state is not saved. In other words, at
thistime, h, ™ only containstheinformation of the current word.
Afterward, the update gate z controls how much information
needs to be forgotten from the hidden state h,_; at the previous
moment and how much hidden layer information h; ™ needsto
be added at the moment. The final hidden layer information h,
can then be output.

Bi-GRU uses forward and backward GRUs to encode the
sequence in two directions so that the associations between
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Attention
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different words (sentences) are taken into account when
encoding. Specifically, consider anEMR e=[s;,s,,,5 ], where
L isthe number of sentencesand (1 < | <L) representsthe it
sentence in the document. For each sentence in the document
S = [Wip,Wip, " Wig], Wipy(1 < m < T) represents the m™ word in
S. W, isthe embedding representation of w;,,,, and the encoding
method isto concatenate the feature representati ons of Bi-GRU;
that is, the forward hidden state hy;~ and backward hidden state

h;;~ at timet are weighted sums:

E
Attention Encoder

Not all words have the same effect on the meaning of a sentence,
as is the case for sentences within documents. The attention
mechanism has become an effective mechanism for mining
local differences and highlighting vital elements of data
Therefore, we add an attention mechanism at the word and
sentencelevelsto indicate their importance to the previous|level.
Compared with the general word-level attention mechanism,
the sentence-level attention mechanism playsamore important
rolein medical documents because certain domain phrases often
appear. At theword level, the attention mechanismisintroduced
to extract those words that are important to the meaning of the
sentence, and the representations of these informative words
are aggregated to form a sentence vector. The final sentence
vector representation s is defined as follows:

]

where the weight a;; indicates the importance of aword to the
meaning of the sentence. The context vector u,, is an attention

matrix obtained by a random initialization method. It is a
cumulative sum of the different probability weights assigned
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by the attention mechanism and the performance of each hidden
layer state. We measure the importance of theword assimilarity
of w;, with aword-level context vector u,, and get a normalized
importance weight a;; through a softmax function. We use the
same method to obtain the context-level representation of ug
and finally to obtain the document vector €

@]
Numerical Features

Numerical features are very important indicators in Chinese
obstetric EMRs. For example, physiological indicators such as
the age of the pregnant woman, the number of menopause
months, and the uterine height are important factors affecting
the clinical judgement. However, there are some cases where
thenumerical unitsof EMRsare not uniform. Taking the number
of menopause months as an example, it is generally described
as “menopause X months,” but some EMRs aso use the
description method “menopause Y weeks,” We unified the units
of this indicator as months, relying on the equation that “4
weeks' is approximately “1 month” in the feature extraction.
We also need to consider the validity of the data. According to
medical professional knowledge, numerical features have a
certain value range. For example, when extracting the
physiological parameters of a pregnant woman's uterine height,
if avalueisfound to be“29 m,” it can be speculated that this
datapoint isincorrect, which will affect the experimental results.
This paper determines the accuracy of the data by setting
thresholds for each physiological index, and the error data are
directly deleted. Detailed thresholds descriptions are provided
in Multimedia Appendix 1. After extracting the numerical
featuresn, they are concatenated with the document vector e as
the final representation of the EMR:

@

Knowledge Attention M odule

Integrating al the external knowledge into the model is very
time-consuming, and not al knowledge has enough discernment
to support the fina classification. Our knowledge attention
module aimsto aleviate these problems, ensuring that our model
can select reliable and useful knowledge for each candidate.
This module consists of a knowledge filter and knowledge
aggregator. The knowledge filter can preliminarily filter out
irrelevant knowledge documents, and the knowledge aggregator
uses the attention mechanism to select the most supported
knowledge. Considering that external knowledge hastoo much
noise, such an attention mechanism explores the correlation
between the EM Rs and knowledge documents. KHDM mainly
uses this modul e to make a knowledge-aware diagnosis.

Knowledge Filter

We consider thetask of the knowledgefilter to betext similarity
calculation. By calculating the similarity between the input
EMRs and the medical knowledge documents, the knowledge
not related to the input EMRs will be filtered out. Due to the
special nature of medical texts, symptoms and diagnostic
methods vary by disease. Therefore, we use the term
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frequency—inverse document frequency (TF-IDF) to extract the
text features of the EMRs and external knowledge. TF(X)
represents word frequency, which counts the frequency of each
word in an EMR. IDF(x) represents the inverse text frequency
and returns the frequency of word x in the corpus, reflecting
the importance of wordsin the text:

@

where N(x) represents the number of occurrences of word x in
the document, N is the total number of wordsin the document,
and D is the total humber of documents. D(x) indicates how
many documentstheword x appearsin. Dueto professionalism
inthemedical field, the IDF is smoothed so that domain words
that do not appear in all documents can also obtain a suitable

IDF value:
@]

The set of documents and knowledge is then viewed as a set of
vectorsin avector space. The cosine function isused to measure
the similarity between the document and any knowledge. If the
similarity score is less than 0.5, we consider these knowledge
documents irrelevant and vice versa. After that, we use the
document encoder mentioned above to encode the relevant
knowledge document. Finally, we obtain the relevant knowledge

vector representation: k = [kl,kz,“',kj].

Knowledge Aggregator

This submodule aims to find further medical knowledge that
supports intelligent diagnosis and generates an aggregated
knowledge embedding k'. Therefore, we use the attention
mechanism to select the key knowledge documents that are the
most critical to the task objective. When generating an
aggregated knowledge embedding, more attention ispaid to the
most important knowledge:
E

The attention weight o, generated by k; and € can be regarded
asthe correlation between the external knowledge and theinput
EMRs. The top k-related knowledge is selected according to
the attention weight after sorting. The number of related
knowledge documents less than k will be padded with zero
vectors. We define k asthe average |abel number per document.

Output

To make thefinal diagnosis prediction, we first concatenate the
EMR embedding € and the knowledge embedding k' and feed
it into two fully connected layers to generate a new vector,
which is then passed to a sigmoid classifier to produce the
predicted results. We consider that all diseases with an output
probability greater than T are positive predictions. The input to
the first fully connected layer can also be only € or k', which
means we use only EMRs or external knowledge to make the
diagnosis. Thelossfunction for thetraining isthe cross entropy:

@
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Results

Dataset Details

We collected 24,192 Chinese obstetric EMRsrandomly selected
by multiple hospitals as the research material, and each EMR
corresponds to one patient. Due to the different writing habits
of doctors, there are many different forms of expression for the
same diagnostic results. Therefore, the medical thesaurus
International Classification of Diseases, Tenth Revision [20] is
used as the basis for the standardization of disease naming. To

Figure 3. Chinese obstetric electronic medical record sample.
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protect the privacy of patients, personal identifying information
such names and ID numbers of patients was removed [21]. The
dataset focuses on inpatient department data and consists
primarily of structured and unstructured text data. Structured
data include the basic information on the patient such as age,
ethnicity, and laboratory examination data. Unstructured data
mainly refer to the patient’s main complaint, admission, and
physical examination. Detailed data descriptions are shown in
Figure 3. The dataset contains 59 types of disease diagnostic
results and is divided into 21,772 training sets and 2420 test
sets according to the results distribution.

Title English content Chinese content
Sex female &
Age thirty-six years old =5 vy
The chief complaint was "more than 6 months after menopause and 4 hours of vaginal 3 g - - T .y a3
bleeding” . This pregnant woman is regular in menstruation, stop menstruating more than 30 % ?g%gjﬂ% %%ggg];?gw %ﬂ'&iﬁé&f g;;
Chief complaint  days from test urine HCG positive. More than 1 month after menopause, B ultrasound A %ﬁséﬁﬁﬁ ié‘ﬁi 531?3[*!-?- T, (AR thﬂ‘\"[:

Admitting physical

diagnosis of intrauterine early pregnancy. Menopause 40 days, nausea, vomiting and other
early pregnancy reactions... ...

T: 36.6 °C, P: 80/Min, R: 20/Min, BP: 120/80mmHg, normal development, medium nutrition,
conscious, mental can, step into the ward, independent posture, physical examination
cooperation. The whole body skin mucous membrane ruddy has no stained yellow, the rash,

MR S5 R R, ...

T:36.6°C, P:80¥/4r, R:20¥/%F, BP:120/80mmHg,
RELEH, BRBE, WEW, B, £ANE, A
Fdhfi, TEAAE, AR BRI, f.

examination the bleeding spot, has not touched the swelling superficial lymph node... ...
Extrapelvic measurements 1S: 24.0 cm IC: 27.0 cm EC: 19.0 cm TO: 9.0 cm. Uterine height
Obstetric practice 29.0 cm abdominal circumference 93.0 cm fetal heart rate 144 times / minute fetal weight

2600 G, no contractions

Fetal color doppler ultrasound: BPD: 74.0 mm FL: 53.0 mm Afi: 165.0 mm fetal position:

Auxiliary examinations preech position S/D2.2, placental Grade .

1.threatened premature labor

2.placenta previa (borderling)
" . 3. Intrauterine pregnancy 28+2 weeks
Admitting diagnosis 4. G3P1

5.breech presentation
6. placenta previa (marginal)

Diagnostic basis

3. Minor vaginal bleeding

For external knowledge, we collected descriptions of medical
concepts from the authoritative textbook Obstetrics and
Gynecology [22] and a medical encyclopedia. The medical
concepts mainly include the disease definition, symptoms, and
treatment methods. In the end, we collect atotal of 72 medical
definition documents that make up our external knowledge. All
external knowledge was chosen under the guidance of medical
experts.

Hyperparameter Setting

Since all EMRs and external knowledge documents are written
in Chinese, wefirst use PKUSEG [ 23] to segment the document
and set the maximum document length to 1600 characters. We
usethe GloVe[24] modéd to train word embedding on the corpus
of EMRs after word segmentation. The hidden state size of the
GRU is set to 100. For text convolutional neural network
(TextCNN), this paper sets the filter width to (2, 3, 4, 5), and
each filter size is 25 to maintain consistency. After the
connection, the representation size of our model becomes 200.
Finally, a200* cfully connected layer isadded (cisthe number
of labels).

Since we use the sigmoid function for classification, the
prediction threshold 1 is set to 0.5. Average label humber per
document k is2.688, so we set k = 3. We use Adam [25] asthe
optimizer. During the training period, EMRs are selected by
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1. Gestation greater than or equal to 28 weeks and less than 37 weeks
2. Irregular or regular contractions with or without dilation of the internal orifice of the cervix
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random sampling method. We set the learning rate to 0.001 and
the batch size to 32.

Performance on an Obstetric EMR Dataset

In multilabel learning, each sample may have multiple category
labels. Many evaluation metrics for multilabel learning have
been proposed [26]. We use the average precision, 1-error,
hamming loss, ranking | oss, and coverage as eval uation metrics.
Thefollowing text classification modelswere used as baselines
for comparison:

« Classifier chains[27] integrate multiple single classification
methods into one model to solve the problem of multilabel
classification.

«  Multilabel k—nearest neighbor [28] considersthek instances
with the smallest distance from the new instance in the
feature space as a set.

«  Long short-term memory (LSTM) [29] usesthelast hidden
state as the representation of the whole document.

« Bidirectional long short-term memory (Bi-LSTM) is a
bidirectional LSTM that can obtain long-term context
information in the direction of the input.

«  TextCNN [9] uses multiple kernels of different sizes to
extract the key information in sentences to better capture
the local relevance.
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All text classification models are trained in the multilabel
framework. The experimental results on the Chinese obstetric

Zhang et a

EMR dataset are summarized in Table 1.

Table 1. Comparative results on Chinese obstetric electronic medical record dataset.

Method Average precision 1-error Hamming loss Ranking loss Coverage
cc? 0.5083 0.4880 0.0308 0.1366 19.7917
ML-KNNP 0.6109 0.2488 0.0258 0.0709 10.2347
LSTM® 0.8651 0.0836 0.0166 0.0190 4.4612
Bi-LSTMY 0.8721 0.0775 0.0164 0.0186 4.4625
TextCNNE 0.8652 0.0961 0.0188 0.0203 4.6035
KHDM' 0.8929 0.0713 0.0156 0.0165 4.0833

8CC: classifier chains.

BML-KNN: multilabel k—nearest neighbor.

YL STM: long short-term memory.

dBi-LSTM: bidirectional long short-term memory.
®TextCNN: text convolutional neural networks.

'KHDM: knowledge-aware hierarchical diagnosis model.

According to the experimental results, compared with the
traditional machine learning methods, the neura network
method has achieved better results. The main reason isthat the
neural network can capture richer features and deeper semantic
information. Considering the structured context information, a
bidirectional network can significantly improve the performance.
For example, Bi-LSTM gives an average precision of 0.8721,
while that of the LSTM is 0.8651. In addition, our model is
largely superior to other traditional neural network methods.
The TextCNN is usually connected to the pooling layer after
the convolution layer. Itsoperation logic isto retain the strongest
features from the feature vectors obtained from a convolution
kernel so it cannot retain the relative position information of
the original input, resulting in information loss. LSTM has a
seguence dependency problem and does not perform well when
the document istoo long. Our model usesahierarchica structure
to divide the document into sentences without the problems of
distance dependence and information loss. In general, our model
is much better than the other models in all of the evaluation
metrics applied, with improvements of 3% to 30%. Making full
use of the attention mechanism to integrate external medical
knowledge is undoubtedly an important way to improve the
effectiveness of intelligent diagnosis.

Table 2. Description of public datasets.

Perfor mance on Public Dataset

This paper takesthe obstetric intelligent diagnosis problem into
a multilabel classification framework. Therefore, we test the
classification effect on two public datasets: DeliciousMIL [30]
and Hep categories. The former consists of anumber of tagged
pages on the social bookmarking site delicious.com, with
categoriesincluding programming, style, and reference, and the
latter is a public multilabel dataset available on Magpie, with
subject categories relevant to high-energy physics (HEP)
abstracts, including astrophysics, experiment-HEP, gravitation
and cosmology, phenomenology-HEP, and theory-HEP. Table
2 provides a brief description of each dataset. The selected
external knowledge k values of the two datasets are 3 and 1,
respectively.

The external knowledge data for the DeliciousMIL and Hep
categories datasets are derived from Wikipedia entry definitions.
Table 3 and Table 4 present the results. Similar to the results
on the obstetric EMR dataset, it can be clearly observed that
our model performsbest in multilabel text classification, proving
that KHDM isuniversal for text classification tasks.

Dataset Field Instances Labels AL?
DéliciousMIL Socia networking sites 12,234 20 2.9574
Hep categories High-energy physics 1000 5 1.1920

8AL: average label number per document.

https://medinform.jmir.org/2021/5/€25304
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Table 3. Comparative results on public dataset DeliciousMIL.

Zhang et a

Method Average precision l-error Hamming loss Ranking loss Coverage
cc? 0.3208 0.8134 0.2054 0.4183 12.9241
ML-KNNP 0.3703 0.7621 0.4748 0.3488 11.0213
LSTM® 0.5813 0.3947 0.1641 0.1518 6.9928
Bi-LSTMY 0.5968 0.3786 0.1610 0.1615 6.9648
TextCNNE 0.6299 0.3639 0.1760 0.1344 6.0637
KHDM' 0.6386 0.3312 0.1255 0.1284 5.9101

8CC: classifier chains.

PML-KNN: multilabel k—nearest neighbor.

€L STM: long short-term memory.

dBi-LSTM: bidirectional long short-term memory.

STextCNN: text convolutional neural networks.

fKHDM: knowl edge-aware hierarchical diagnosis model.

Table 4. Comparative results on public dataset Hep categories.
Method Average precision 1-error Hamming loss Ranking loss Coverage
ccd 0.5606 0.6290 0.2982 0.4381 1.9410
ML-KNNP 05733 0.5800 0.3460 0.4433 2.2300
LSTM® 0.6807 0.5422 0.2740 0.2437 0.9642
Bi-LSTMY 0.7055 0.4816 0.2200 0.2251 0.9455
TextCNNE 0.7903 0.3429 0.2420 0.1550 0.6207
KHDM' 0.8929 0.0713 0.0156 0.0165 4.0833

8CC: classifier chains.

BML-KNN: multilabel k—nearest neighbor.
YL STM: long short-term memory.

dBi-LSTM: bidirectional long short-term memory.

®TextCNN: text convolutional neural networks.
'KHDM: knowledge-aware hierarchical diagnosis model.

Discussion

Ablation Test

KHDM is acombination of a knowledge attention mechanism
and external medical knowledge representation. We conducted
an ablation test to assess the contributions of these two

https://medinform.jmir.org/2021/5/€25304
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componentsin our model. Table 5 presents the performance of
our model and its ablations on the obstetric EMR dataset. w/o
Knowledge means using only the EMRs for the intelligent
diagnosis, and w/o Att means we remove the attention
mechanism and all the medical knowledge documents directly
concatenated with the EMRs and do not use the knowledge
attention module.
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Table 5. Results of the ablation test.

Zhang et a

Method Average precision One error Hamming loss Ranking loss Coverage
w/o Knowledge 0.8789 0.1047 0.0184 0.0212 4.2364
wio Att2 0.8519 0.1022 0.0164 0.0181 4.3210
TextCNNP 0.8652 0.0961 0.0188 0.0203 4.6035
TextCNN + knowledge 0.8700 0.0912 0.0167 0.0199 4.3516
0.8929 0.0713 0.0156 0.0165 4.0833

KHDM®

8Att: attention.
BTextCNIN: text convolutional neural networks.
®KHDM: knowledge-aware hierarchical diagnosis model.

From the experimental results, the following can be seen:

«  When the external knowledge is not introduced or the
attention mechanism is not used, the model performance
deteriorates.

« The modes incorporating knowledge are superior to
ordinary text classification models with a drop to 0.8789
of model w/o Knowledge after the supplementary knowledge
isremoved. The effectiveness of using external knowledge
information is confirmed, and medical knowledge
contributes to intelligent diagnosis.

«  Whenfusing the medical knowledge, performances of .w/o
Att and TextCNN + knowledge significantly increase by
simply concatenating the knowledge document.

However, these models do not use the knowledge attention
mechanism but directly concatenate with the external
knowledge, which will introduce a large amount of noise. We
can see KHDM improves more than 2 percentage points on
most evaluation metrics. These ablation test results reflect the

importance and rationality of using the attention mechanism to
capture the interactions between multiple inputs.

Interpretability of the Attention M echanism

Interpretability is very important for model evaluation,
especialy inthemedical field, asit allowsdoctorsto understand
the rationale behind the diagnostic results. To verify that our
model can capture the most important sentences and words in
a document, we first visualized the hierarchical attention
mechanism in the document encoder on the Chinese obstetric
EMR dataset.

Asshownin Figure4, every lineisasentence, and we normalize
the sentence weights and word weights to ensure that only the
important words in the most important sentences are
emphasized. Red denotes the weight of a sentence and blue
denotes the weight of aword, where the darker the color is, the
greater the weight. We know that doctors often diagnose patients
by analyzing their clinical symptomsand test results. Our model
accurately locates the words abdominal pain and no yellow stain
and their corresponding sentences.

Figure 4. Visualization of attention in document encoder (attention encoder).

DB ZOH & NN ERAR
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Next, we choose a representative example to illustrate the role
of the attention mechanism in the knowledge aggregator. We
removeall attention valueslessthan 10~ from the visualization.
As can be seen in Figure 5, our model pays more attention to
the clinical symptom blood (red part) and site cervix (green
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more than 9 months of menopause and

during pregnancy without physical changes

and

irregular abdominal pain

are ruddy without stained yellow

head presentation and left occipitoanterior

colour duplex shows polyhydramnios

part) within the medical knowledge. The darker the color of
the line, the higher the attention. Similarly, medical concepts
are essential in clinical diagnosis, so medical knowledge with
a higher attention score through localization of symptoms and
sites will be selected.
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Figure5. Visualization of attention in knowledge aggregator (knowledge attention).
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Limitations

We used only external medical knowledge related to obstetric
diseases, but obstetric diagnosis also involves immunology,
cytology, genetics, pathology, and other multilevel knowledge.
For cardiovascular and cerebrovascular diseases requiring blood
pressure and routine blood tests, the numerical featuresare very
important for the diagnosis, and our proposed method provide
support. These numerical features are very important for the
diagnosis, and our proposed method can provide support. But
for diseases such as cancer, text data alone is not enough and
must be combined with other types of medical information such
as medical images and signals. To improve the interpretability
of intelligent diagnosis model, communication with the clinic
and selection of an appropriate interpretation method in terms
of complementing the doctor’'s workflow and habits is still

achieving intelligent diagnosis based on EMRs is imbalanced
datasets. This paper selects common diseases as the research
object. In future work, we will focus on diseases with lower

frequency.
Conclusions

In this paper, we propose KHDM that synchronously and
effectively uses Chinese obstetric EMRs and external
knowledge. Particularly, the use of the knowledge attention
module to selectively leverage medical knowledge not only
improves performance but also provides a basis for intelligent
diagnosis. The experimental results on a real obstetric EMR
dataset show that KHDM can effectively use external knowledge
to enhance the language model, thereby improving the
performance.
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Abstract

Background: Retinal vascular diseases, including diabetic macular edema (DME), neovascul ar age-related macular degeneration
(nAMD), myopic choroidal neovascularization (MCNV), and branch and central retinal vein occlusion (BRVO/CRVO), are
considered vision-threatening eye diseases. However, accurate diagnosis depends on multimodal imaging and the expertise of
retinal ophthalmologists.

Objective: The aim of this study was to develop a deep learning model to detect treatment-requiring retinal vascular diseases
using multimodal imaging.

Methods: This retrospective study enrolled participants with multimodal ophthalmic imaging data from 3 hospitals in Taiwan
from 2013 to 2019. Eye-related images were used, including those obtained through retinal fundus photography, optical coherence
tomography (OCT), and fluorescein angiography with or without indocyanine green angiography (FA/ICGA). A deep learning
model was constructed for detecting DME, nAMD, mCNV, BRVO, and CRVO and identifying treatment-requiring diseases.
Model performance was evaluated and is presented as the area under the curve (AUC) for each receiver operating characteristic
curve.

Results. A total of 2992 eyes of 2185 patients were studied, with 239, 1209, 1008, 211, 189, and 136 eyesin the control, DME,
nNAMD, mCNV, BRVO, and CRVO groups, respectively. Among them, 1898 eyes required treatment. The eyes were divided
into training, validation, and testing groupsin a5:1:1 ratio. In total, 5117 retinal fundus photos, 9316 OCT images, and 20,922
FA/ICGA imageswere used. The AUCsfor detecting mCNV, DME, nAMD, BRVO, and CRVO were 0.996, 0.995, 0.990, 0.959,
and 0.988, respectively. The AUC for detecting treatment-requiring diseases was 0.969. From the heat maps, we observed that
the model could identify retinal vascular diseases.

Conclusions: Our study developed a deep learning model to detect retinal diseases using multimodal ophthalmic imaging.
Furthermore, the model demonstrated good performance in detecting treatment-requiring retinal diseases.

(JMIR Med Inform 2021;9(5):e28868) doi:10.2196/28868
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Introduction

Methods

Background

Retinal vascular diseases, including diabetic macular edema
(DME), neovascular age-related macular degeneration (NnAMD),
myopic choroidal neovascularization (MCNV), and retinal vein
occlusion (RVO), highly affect visual function and lead to loss
of working ability and impaired life quality [1-4]. Anti—vascular
endothelial growth factor (VEGF) canimprove visual outcomes
for patients with retinal diseases [5]. Early disease detection
and timely management can prevent disease progression and
advanced visual impairment.

With its advancement in recent years, artificial intelligence has
recently been used for severa applicationsin the medical field,
including for disease monitoring, diagnosis, and treatment [6].
In ophthalmology, deep learning—an artificial intelligence
technique—can potentially detect eye diseases, such asdiabetic
retinopathy, glaucoma, NAMD, and retinopathy of prematurity,
aswell asrefractive errors[7]. Different ocular pathologies can
be identified using different imaging modalities. Multiple
imaging modalities are available for retinal vascular disease
diagnosis. Although the use of retinal fundus photography for
diagnosis is feasible, robust diagnosis may require further
imaging, such as through the use of optica coherence
tomography (OCT), chorioretinal angiography (ie, fluorescein
angiography [FA] and indocyanine green angiography [ICGA]),
and optical coherence tomography angiography (OCTA). Deep
learning has been applied for various imaging techniques. In
addition to color fundus images, which are commonly used for
detecting eye diseases [ 7], other imaging modalities are useful
in deep learning—based applications. For example, OCT has
been used for diagnosis and referral in patients with retinal
diseases [8,9], and OCTA has been used for identifying
nonperfusion areas in the retina [10].

Objective

Multimodal imaging in ophthalmology could improve the
accuracy of disease diagnosis. The increased application of
multiple imaging modalities for disease detection has led to
advancements in deep learning—assisted disease diagnosis. An
et al [11] used OCT combined with retinal fundus photography
for glaucoma diagnosis. Meanwhile, Vaghefi et a [12]
demonstrated an increased accuracy when using multimodal
imaging to train an agorithm for OCT, OCTA, and retinal
fundus photography for detecting dry AMD. However, little
research has investigated the use of deep learning techniques
in multimodal imaging for determining retinal vascular diseases.
In our study, we developed a deep learning—based model for
detecting retinal vascular diseases and diseases requiring
anti-VEGF treatment through the use of multimodal retinal
imaging, including color fundus photography, OCT, and FA
with or without ICGA (FA/ICGA).

https://medinform.jmir.org/2021/5/e28868

Study Participants

Inthisretrospective study, weincluded patients who underwent
clinical examinations involving retinal fundus photography,
OCT, and FA/ICGA from 2013 to 2019 at Chang Gung
Memoria Hospital, Linkou Medica Center, Taipei and Keglung
branches. The retinal fundus photos were obtained using 1 of
the 2 color fundus cameras (Topcon Medical Systems; digital
non-mydriatic retina camera: Canon). OCT was performed
using OCT machines (Heidelberg Engineering Inc; Avanti,
Optovuelnc), and FA/ICGA imageswere obtained using fundus
angiography machines (Hel delberg Engineering, Inc). The study
protocol was approved by the Ingtitutional Review Board of
Chang Gung Memorial Hospital (no. 201900477B0), and the
study adhered to the tenets of the Declaration of Helsinki.

Data Classification

In our study, we identified retinal vascular diseases, including
DME, nAMD, mCNYV, branch retinal vein occlusion (BRVO),
and central retinal vein occlusion (CRVO). Patients without a
history of anti-VEGF treatment were included. After review of
the multimodal images of each eye, disease diagnoses and need
for anti-V EGF treatment were determined by 3 trained retinal
ophthalmologists (LY, CHW, and SY P, who had 20, 10, and 6
years of clinical experience, respectively). Eye images were
first reviewed by 2 of the retinal ophthalmologists (CHW and
SY P). The ophthalmologists (CHW and SY P) excluded images
with poor quality or nondifferentiable diagnosis. When the
disease labels assigned by the ophthalmologists differed, a
consensus was reached through discussion among all 3 retinal
ophthalmologists. The senior retinal ophthalmologist (LY) again
confirmed the image labels that were consistent in the first
labeling. The patientswere classified into DME, nAMD, mCNV,
BRVO, and CRVO groups according to their disease diagnosis.
The retina ophthalmologists further defined diseases as
anti-VEGF treatment requiring or non-treatment requiring.
Based on the published literature, the treatment requirement
was defined separately in each retinal vascular disease according
tothefeaturesin different images[1,2,13-15]. Moreover, in the
control group, weincluded patients who had undergone retinal
fundus photography, OCT, and FA/ICGA examination for
clinical purposes, but the examinations revealed no remarkable
lesions or only lesions not related to retinal vascular diseases.
For multimodal imaging, retinal fundus photos were macular
centered; OCT images were fovea centered; and FA/ICGA
images, which were randomly selected from different phases,
were macular centered.

Data M anagement

The data management and image processing were performed
on the same eye. We collected images of retinal fundus
photography, OCT, and FA/ICGA from each eye. The flowchart
of the image collection processis displayed in Figure 1. First,
imageswere eval uated by the detection model to select and crop
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for different imagetypes. The detection model, Cascade R-CNN
[16], was trained with 599 images in different imaging
modalities. Theisolated images werefirst resized to 256 x 256
pixels. Subsequently, isolated images were augmented by dight
adjustment of the brightness and contrast level, foggy masking,
compression, rotation, horizontal flipping, and the addition of
side lines. Then, 25 images were randomly selected from
different imaging modalities and assembled. At least oneimage

Kang et d

was required from each imaging modality. The assembled image
package consisted of 25 segmented images from the same eye
based on a combination of images with various augmentations
and components of fundus retinal photography, OCT, and
FA/ICGA. The size of the assembled images was 1280 x 1280
pixels, consisting of 25 images with asize of 256 x 256. Then,
the image package was sent to the model for prediction.

Figure 1. Flowchart of multimodal image management and processing. OCT: optical coherence tomography; FA/ICGA: fluorescein angiography with

or without indocyanine green angiography.
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Model Architecture

In our study, EfficientNetB4 was used as the convolutional
neural network (CNN) for the classification model (Figure 2).
Because our goal wasto aid disease diagnosis and the detection
of disease severity, the models had 2 outputs: (1) disease
classification and (2) treatment requirement determination.
However, features indicating severity may differ based on the
disease. Our model first delivered disease prediction for
differentiating different retinal vascular diseases. We then

https://medinform.jmir.org/2021/5/e28868

RenderX

designed alayer consisting of afully connected, reshaped, and
weighted sum to facilitate the model classification of treatment
requirement partially according to the results from the disease
prediction part. In addition, to visualize the features for model
prediction, heat maps were generated using gradient-weighted
class activation mapping [17], which used the gradient based
on the output scores to show the activation map for the specific
image. The features of the heat maps were highlighted in a
lighter color.
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Figure 2. Architecture of the deep learning prediction model. CNN: convolutional neural network; FCL: fully connected layer; GAP: global average

pooling.
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Model Training

Image packages were split into training, validation, and testing
data setsin a 5:1:1 ratio, respectively. The model was trained
based on noisy student [18] pretrained weight and optimized
using an AdamW optimizer [19]. The model wastrained 3 times
with different combinations of training and validation data sets.
We also tested different parameters including learning rates of
le-4, le5, and 5e-5, and batch sizes of 8, 12, and 16.
Subsequently, the model with the best performance in the
training and validation data sets was selected and evaluated in
the testing data set (Multimedia Appendices 1 and 2). The
learning rate and batch size were set as 5e-5 and 16, respectively.
Data preprocessing and the training and eval uation of the model
were completed on aNVIDIA DGX-1 server with the Ubuntu

https://medinform.jmir.org/2021/5/e28868

18.04 operating system. Image preprocessing, including
conversion, augmentation, and assembly, was conducted using
ImageMagick 7.0.10 [20]. Images were evaluated and cropped
using Mmdetection 1.0.0 [21] and Pytorch 1.4.0 [22], and the
bounding box was labeled using CocoAnnotator [23].
Tensorflow 2.2 [24] was used as the framework to train and
evaluate the deep learning model.

Statistical Analysis

Receiver operating characteristic (ROC) curves were used for
differentiating different retinal vascular diseases and
treatment-requiring diseases, and the areaunder the curve (AUC)
was measured for each ROC curve. Moreover, the sensitivity,
specificity, and accuracy of the model were calculated.
Regarding model performance in predicting different retinal
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diseases, the AUC, sensitivity, specificity, and accuracy were
based on a oneversusrest comparison. Additionaly, a
confusion matrix was created and demonstrated sensitivity in
disease prediction. Statistical analysiswas performed using the
Sklearn 0.23.2 package in Python (Python Software Foundation).

Results

Study Participants and Data Distribution

Intotal, 2992 eyes of 2185 patients wereincluded in our study.
In thefirst labeling of 2992 eyes, 212 (7.08%) were differently

Table 1. Number of eyesincluded in the control and disease groups.

Kang et d

labeled by CHW and SY P, and a consensus was reached after
discussion among all 3 retina ophthalmologists. Among the
2780 eyes with consistent labels in the first step, 144 (5.18%)
eyes had different labels after review by LY, and a consensus
was reached after discusson among al 3 retind
ophthalmologists. Thedistribution of theincluded eyesis shown
in Table 1.

Groups Total Treatment-requiring Non-treatment-requiring
Control 239 N/A2 N/AR

DMEP 1209 788 421

NAMDS 1008 809 199

mcNve 211 56 155

BRVO® 189 144 45

crvof 136 101 35

Total 2992 1898 855

3N/A: not applicable.

PDME: diabetic macular edema.

’nAMD: neovascular age-related macular degeneration.
dmCNV: myopic choroidal neovascularization.
®BRVO: branch retinal vein occlusion.

fCRVO: central retinal vein occlusion.

The control, DME, NnAMD, mCNV, BRVO, and CRVO groups
consisted of 239, 1209, 1008, 211, 189, and 136 eyes,
respectively. Among all the disease groups, 788, 809, 56, 144,
and 101 eyes required treatment in the DME, nAMD, mCNV,
BRVO, and CRVO groups, respectively. Subsequently, 2138,

427, and 427 eyeswere assigned to the training, validation, and
testing data sets, respectively. We used 5117 retinal fundus
photos, 9316 OCT images, and 20 922 FA/ICGA images, and
the distribution of the images in different data setsis shown in
Table 2.

Table 2. Distribution of image number used in different modalities for different data sets.

Modality Total Training Validation Testing
(n=2992) (n=2138) (n=427) (n=427)
Retinal fundus photos 5117 3662 709 746
ocTa 9316 6704 1272 1340
FA/ICGAP 20922 14932 2959 3031

80CT: optical coherence tomography.

BEA/ICGA: fluorescein angiography with or without indocyanine green angiography.

Model Performance

Model performance was evaluated using the testing data set.
ROC curves areillustrated in Figure 3, and the AUC for each
curve was determined. For disease identification, the overall
AUC was 0.987, and the AUC was the highest in the mCNV
(0.996) and control (0.996) groups, followed by the DME
(0.995), NAMD (0.990), CRVO (0.988), and BRVO (0.959)
groups. For predicting diseasesrequiring anti-V EGF treatment,
the AUC was 0.969. Detailsregarding the model sensitivity and

https://medinform.jmir.org/2021/5/e28868

specificity are provided in Table 3. For retina vascular disease
prediction, the sensitivity was the highest for the control (0.971)
group, followed by the nAMD (0.956), DME (0.940), and
MCNV (0.933) groups, whereas the sensitivity of RVO
identification was the lowest (0.690 for BRVO and 0.769 for
CRVO). Regarding the prediction of diseases requiring
anti-VEGF treatment, the sensitivity was 0.904 and specificity
was 0.945. The accuracy for disease prediction was the highest
inthe control and mCNV (0.984) groups, followed by the BRVO
and CRVO (0.977), DME (0.967), and nAMD (0.963) groups.

JMIR Med Inform 2021 | val. 9 | iss. 5 |€28868 | p.100
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Kang et a

The accuracy for the detection of treatment-requiring diseases  was 0.930. The confusion matrix is shown in Figure 4.
Figure 3. Receiver operating characteristic curves of the model performance for (A) predicting different retinal vascular diseases and (B) identifying

treatment-requiring diseases. AUC: area under the curve; BRVO: branch retinal vein occlusion; CRVO: central retinal vein occlusion; DME: diabetic
macular edema; mCNV: myopic choroidal neovascularization; nAMD: neovascular age-related macular degeneration.
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Table 3. Sensitivity, specificity, and accuracy of the model in the prediction of retinal vascular diseases and treatment-requiring diseases.

Value Sensitivity Specificity Accuracy
Control 0.971 0.985 0.984
DME2 0.940 0.988 0.967
nAMDP 0.956 0.966 0.963
MCNVE 0.933 0.987 0.984
BRVO! 0.690 0.997 0.977
CRVOS 0.769 0.983 0.977
Treatment requirement 0.904 0.945 0.930

3DME: diabetic macular edema.

PrAMD: neovascular age-related macular degeneration.
°mCNV: myopic choroidal neovascularization.
9BRVO: branch retinal vein occlusion.

€CRVO: central retinal vein occlusion.

Figure 4. Confusion matrix demonstrating the performance of the prediction model in different retinal vascular diseases. BRVO: branch retinal vein
occlusion; CRVO: central retinal vein occlusion; DME: diabetic macular edema; mCNV: myopic choroidal neovascularization; nAMD: neovascular
age-related macular degeneration.
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modalities. For example, in eyes with RVO, the mode vesselswithinthemaculain retinal images, the central swelling
highlighted the exudates and hemorrhage dot in retinal fundus area in OCT images, and the leaking or staining lesions in
photos, ischemic area, and leaking point in FA/ICGA. Inpatients  FA/ICGA images.

requiring treatment for DME, the model highlighted retinal

Figure 5. Sample heat maps generated by the prediction model in a true-positive patient with (A) treatment-requiring branch retinal vein occlusion,
ated macular degeneration.

(B) treatment-requiring diabetic macular edema, and (C) non-treatment-requiring age-rel
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Discussion

Main Findings

In this study, we used multimodal imaging to develop a deep
learning—based model for the prediction of retina vascular
diseases, including DME, nAMD, mCNV, BRVO, and CRVO,
and to determine whether anti-VEGF treatment was required.
Thismodel had average AUCs of 0.987 and 0.969 for predicting
retinal vascular diseases and for predicting treatment-requiring
diseases, respectively. The heat map shows that the model can
identify disease features through multimodal retinal imaging.

Ophthalmology Imaging in Deep L earning

Previous studies have proven the efficacy of using different
image modalitiesin deep learning—based modelsfor predicting
retinal diseases. In addition to retinal fundus images for
identifying diabetic retinopathy, AMD, and glaucoma [7], a
deep learning model using OCT for retinal layer segmentation
and retinal disease identification was developed by the
DeepMind group [8]. Moreover, deep learning could help to
detect ischemic zones in retinal vascular diseases through the
use of ultra-wide-field FA [25]. The aforementioned studies
demonstrated that deep learning can be effectively applied for
asingleretinal imaging modality. However, few investigations
have been conducted to study the application of deep learning
models for predicting diseases using more than one retinal
imaging modality. OCT and retinal fundus images have been
used concomitantly for dry AMD [26] and glaucoma [11]
diagnosis. However, previous studies have either used asingle
imaging modality or focused on predicting a single retinal
disease. To date, few studies have evaluated the performance
of deep learning models with multimodal retinal imaging for
predicting multiple retinal vascular diseases.

Multimodal |maging-Based Deep L earning M odel for
Retinal Vascular Diseases

To our knowledge, thisisthefirst study to use multimodal deep
learning—based architecture for detecting multiple retinal
vascular diseases. In our study, we used multiple image
modalities, including retinal fundus photography, OCT, and
FA/ICGA, for predicting neovascular retinal diseases, including
DME, nAMD, mCNV, and RVO [27]. Furthermore, this model
can identify diseases requiring anti-VEGF treatment. Inclinical
settings, multimodal retinal  images are crucia for
ophthalmologiststo tregt retinal diseases. Occasionally, afeature
in a retinal image modality may be shared by many retinal
diseases. For example, increased central retinal thickness in
OCT can be present in DME, nAMD, mCNV, and RVO, but
retinal fundus images may vary among these diseases. The
features of NAMD and mCNV may appear similar in retinal
fundusimages, and an ICGA is needed for differentiating them
[2]. Therefore, multimodal imaging isrequired for the diagnosis
and treatment determination of different retinal diseases [28].
Our model with multimodal imaging was similar to real-world
ophthalmology practice with regard to the diagnosisfor multiple
retinal diseases and determination of disease severity. In
real-world practice, the model may help with the screening of
the diseases and treatment-requiring status, saving
ophthalmologist’s time and effort on reviewing the images.

https://medinform.jmir.org/2021/5/e28868
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Although the AUC of different retinal vascular diseases
demonstrated excellent differentiation, defined as AUC > 0.8
[29], the RVO groups showed relatively low sensitivity. This
might be related to the low number of eyes used for model
training. In the future investigation, the generative adversarial
network may be implemented to synthesize ophthalmic images
and solve the problem of an inadequate number of images[30].

Detection of Treatment-Requiring Retinal Vascular
Diseases

Because expenses involved in using anti-VEGF drugs in the
treatment of retina vascular diseases are high, patients being
administered these drugs may need to meet strict criteria to
claim reimbursement from insurance companiesin many regions
[31]. In Taiwan, the use of intravitreal anti-VEGF treatment for
DME, nAMD, mCNV, and RVO requires prereview by members
of the Taiwan National Hedth Insurance program for
reimbursement [32,33]. An efficient and accurate method for
evaluating apatient’sretinal vascular disease status and disease
severity may be essential. Our model could not only aid
ophthalmologists in disease diagnosis and in determining the
need for anti-VEGF treatment for retinal vascular diseases but
also help with the prereview of anti-VEGF treatment.

Image Variability for the M odel

The model developed in the present study is highly flexiblein
terms of image input. It does not depend on a fixed image
distribution for different modalities. The only requirement is at
least one image for each imaging modality. We investigated the
model accuracy for packageswith different numbers of images,
and 25 imagesin a5 x 5 matrix had the highest performance.
Moreover, we tested different CNN models and different
compositions of imaging modalities to determine which could
achieve the highest accuracy (Multimedia Appendix 3). Using
the CNN of EfficientNetB4 with images of retinal fundus
photography, OCT, and FA/ICGA had the best performance.
The images from the same eye can be randomly arranged or
augmented during the preprocessing stage before being used in
the prediction model. The visualized heat maps show that the
model has the ability of simultaneous differentiation of retinal
diseases with the use of different imaging modalities. With
DME, for example, both the central retina in OCT and the
leaking pointsin FA had high weightage. For BRVO, the model
highlights areas with hemorrhage in retina fundus images,
increased retinal thickness in OCT images, and nonperfusion
in FA images. These findings are compatible with the clinical
features of retinal diseases[34,35] and indicate that our model
produces reasonabl e and reliable predictions of retinal vascular
diseases.

False Prediction of the M odel

Regarding false predictions of retina diseases, sample heat
maps are presented in Figure 6. We observed that the model
provided wrong predictions mostly for eyeswith advanced-stage
diseases or coexisting retinal diseases. Retinal vascular diseases
may share undistinguishable features in advanced stages. For
example, in an advanced stage of adisease, retinal hemorrhage,
retinal nonperfusion, and macular edema could appear to have
the same prominence in CRVO as in DME and advanced
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diabetic retinopathy [36,37]. The coexistence of diabetic
retinopathy with DM E may produce clinical features similar to
those of RVO with macular edema [38]. Additionally, other
retinal disorders, such as central serous chorioretinopathy, may
display features similar to those of retinal vascular diseasesand

Kang et d

lead to misdiagnosis by the model. As for diseases requiring
anti-VEGF treatment, fal se prediction was noted in cases with
borderline disease activity or other retinal disorders, such as
central serous chorioretinopathy and epiretinal membrane, for
which anti-VEGF treatment is not indicated.

Figure 6. Sample heat maps for false prediction of the model: (A) false prediction of treatment-requiring diabetic macular edema (DME) in a patient
with coexisting DME and central retinal vein occlusion (CRVO); (B) false prediction of treatment-requiring age-related macular degeneration (AMD)
in a patient with central serous chorioretinopathy; (C) false prediction of treatment-requiring DME in a patient with epiretinal membrane, lamellar

macular hole, and diabetic retinopathy; (D) false prediction of treatment-requiring DME in a patient with advanced CRVO

Study Limitations

This study had some limitations. First, the model requires the
use of multipleimage modalities, including OCT and FA/ICGA,
which some eye-care facilities may not be equipped with.
Although the study focused on deep learning—based prediction
with multimodal imaging, clinical application may require more
investigation. Second, images used in the study underwent
quality checks. The efficacy during application to areal-world
clinical setting may be affected by the patient’s condition and
the image quality [39]. Additionally, some ocular diseases
affecting image signal transmission could affect image quality
and retinal disease diagnosis [40,41]. Third, images from
different machine manufacturers not included in our study might
have affected the model accuracy. A transfer learning approach
could be adopted in cases where images are obtained from
different machine manufacturers. Fourth, we did not consider
other retinal vascular diseases, such asretinal neovascularization
caused by uveitis or infection. The model is inapplicable to
diseases not included in our study. Fifth, we only identified
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disease statusesthat may require anti-V EGF treatment. Disease
statuses requiring other treatments, such as laser therapy, were
not analyzed in the current study. Furthermore, images of the
most advanced disease stages with features such as severe
vitreous hemorrhage or diffused chorioretinal atrophy would
have been excluded due to nondifferentiable diagnosis. Sixth,
a relatively small number of eyes in the RVO groups led to
decreased accuracy in disease prediction and more datamay be
needed for better model performance. Last, the study group only
included patients without previous anti-VEGF treatment. The
accuracy in patientswith ahistory of anti-VEGF treatment needs
further investigation.

Conclusions

We developed a deep learning—based model using multimodal
imaging for predicting retinal vascular diseases and determining
whether anti-VEGF treatment is required. This model can
facilitate the differentiation of DME, nAMD, mCNV, BRVO,
and CRVO and hel p in determining theindication for anti-VEGF
treatment.
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Splitting of the data sets and training process of the model.
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Multimedia Appendix 2
Performance of the model trained with different (A) learning rates and (B) batch sizes. AUC: area under the curve.
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Multimedia Appendix 3

Performance of the model with different convolutional neural networks and composition of imaging modality. AUC: area under
the curve; CF: color fundus photography; CNN: convolutional neural network; FA/ICGA: fluorescein angiography with or without
indocyanine green angiography; OCT: optical coherence tomography.
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Abstract

Background: Integrated care enhanced with information technology has emerged as a means to transform health services to
meet the long-term care needs of patients with chronic diseases. However, the feasibility of applying integrated care to the
emerging “three-manager” mode in China remains to be explored. Moreover, few studies have attempted to integrate multiple
types of chronic diseases into a single system.

Objective: The aim of this study was to develop a coordinated telehealth system that addresses the existing challenges of the
“three-manager” mode in China while supporting the management of single or multiple chronic diseases.

Methods: The system was designed based on a tailored integrated care model. The model was constructed at the individual
scale, mainly focusing on specifying the involved roles and responsibilities through auniversal care pathway. A custom ontology
was developed to represent the knowledge contained in the model. The system consists of a service engine for data storage and
decision support, aswell as different forms of clientsfor care providers and patients. Currently, the system supports management
of three single chronic diseases (hypertension, type 2 diabetes mellitus, and chronic obstructive pulmonary disease) and one type
of multiple chronic conditions (hypertension with type 2 diabetes mellitus). A retrospective study was performed based on the
long-term observational data extracted from the database to eval uate system usability, treatment effect, and quality of care.

Results: The retrospective analysis involved 6964 patients with chronic diseases and 249 care providers who have registered
in our system since its deployment in 2015. A total of 519,598 self-monitoring records have been submitted by the patients. The
engine could generate different types of records regularly based on the specific care pathway. Results of the comparison tests
and causal inference showed that a part of patient outcomesimproved after receiving management through the system, especially
the systolic blood pressure of patients with hypertension (P<.001 in all comparison tests and an approximately 5 mmHg decrease
after intervention via causal inference). A regional case study showed that the work efficiency of care providers differed among
individuals.

Conclusions: Our system has potential to provide effective management support for single or multiple chronic conditions
simultaneously. Thetailored closed-loop care pathway was feasible and effective under the “three-manager” modein China. One
direction for futurework isto introduce advanced artificial intelligence techniquesto construct amore personalized care pathway.

(JMIR Med Inform 2021;9(5):e27228) doi:10.2196/27228
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Introduction

Background

Chronic diseases are the most prevalent and costly health
conditions worldwide [1]. Patient self-management combined
with timely intervention from care providers are essentia to
control the progression of chronic diseases[2]. However, within
traditional care settings, the disconnected and time-consuming
management procedure is unable to meet the long-term care
needs of patients [3,4]. Furthermore, severa patients with
chronic diseases live with more than one chronic condition (ie,
multiple chronic conditions [MCC]), which create diverse, and
sometimes contradictory, needs for health services [5,6].

Integrated care has been proposed as ameansto meet the above
challenges by transforming traditional health services[7]. Inan
integrated care setting, health services are provided by a
coordinated multidisciplinary team of care providers. The core
objective is to implement patient-centered health systems
through comprehensive delivery of quality services across the
life course [8]. Further, the advent of information technol ogies
has promoted the delivery of integrated care services, which
can be understood from different scales. From an individual
scale, information technologies are crucia to facilitate the
development of shared care plans[7], which clearly articulates
the roles of care providers and patients in the care process to
deliver more personalized and targeted care [9]. From a group
scale, information technologies play akey rolein achieving the
goalsof bidirectional communication within care provider teams
and provision of continuous self-management support to patients
[10].

As practical applications of information technologies in the
health care domain, telehealth systems have demonstrated
potential to improve the outcomes of chronic disease
management [11-14]. Patient self-monitoring at home and
remote guidance from care providers can be realized with the
assistance of telehealth systems [15]. However, most of these
systemsfocus on asingle chronic disease, and few studies have
attempted to integrate multiple types of chronic diseases into
onesystem [16-19]. A telehealth system designed for managing
multiple chronic illnesses simultaneously can not only support
the management of patients with MCC but can a so reduce the
cost of developing multiple telehealth systems for managing
different chronic diseases.

In China, the current health service system is in a three-tier
form: community health service ingtitutions at the bottom,
secondary hospitals in the middle, and tertiary hospitals at the
top [20]. Genera practitioners (GPs) are at the core of primary
health care (ie, community level), providing basic treatment
and long-term care for patients, especialy in the management
of chronic diseases [21]. In response to the government policy
on promoting integrated care[22], specialists and case managers
(CMs) are gradually involved in the management to form a
coordinated multidisciplinary team called the “three-manager”
mode[23]. The specidistsare mainly from secondary or tertiary
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hospitals, providing more specialized and professiona trestment
[21]. CMs are mainly composed of nurses who work together
with GPs to assist them in their daily work, similar to other
countries [24,25].

The “three-manager” mode has been implemented in several
provinces of China; however, there remain some practical
challenges, which result in a significant gap between standards
of careand medical practice[26-28]. First, current management
guidelines [29-31] do not clearly specify the responsibility of
eachroleinthe“three-manager” mode. Second, the unbalanced
allocation of medical resources in China leads to a difference
inthe abilities of primary care providers[32-34]. GPsand CMs
inremote areas may rarely perform comprehensive and effective
management following the guidelines.

Objectives

In this paper, we present the design, development, and
retrospective evaluation of a telehedth system that
simultaneously supports the management of single or multiple
chronic diseases. The proposed system aims to address the
existing challenges of the “three-manager” mode in China
through a tailored integrated care model, mainly focusing on
specifying the responsibility of involved roles and providing a
universal care pathway for common chronic diseases. Currently,
the system supports three main chronic conditions in China
[35]: hypertension (HTN), type 2 diabetes mellitus (T2DM),
and chronic obstructive pulmonary disease (COPD).

Methods

System Overview

Figure 1 illustrates the system architecture that consists of two
components: (1) a service engine for data storage and decision
support, and (2) clients for care providers and patients.
Concretely, the service engineis aweb service deployed on the
cloud server, interacting with clients via several types of
application programming interfaces (APIs). The core of the
engine is a custom ontology called Universa Care Pathway
Ontology (UCPO), which represents the knowledge contained
in our pathway-driven integrated care model. Given specific
patient data, the engine will generate a small-scale knowledge
graph based on UCPO to provide personalized decision support.

The clients are represented in different forms for both care
providers and patients. For care providers, the client is in the
form of a website that can be accessed on their computers in
the hospital or health center. Care providers can utilize the client
to monitor patients and perform the intervention. For patients,
theclient isin the form of amobile app that can be downloaded
to their personal smartphones. Patients can use the client to
check their self-management plans, perform self-monitoring,
and receive health education. We provided three versions of
our app: native apps, including Android and iOS versions, for
patientswho prefer abetter user experience, and aWeChat mini
program for patients who are more familiar with WeChat.
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Figurel. Architecture of the system. API: application programming interface; SWRL: Semantic Web Rule Language; UCPO: Universal Care Pathway
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Pathway Construction

Theimplementation of the service engine was divided into three
steps. First, we constructed a pathway-driven integrated care
model for the management of common chronic diseases catering
to the “three-manager” mode in China. Figure 2 demonstrates
the diagram of the model. The tailored model was constructed
at anindividual scale, mainly concentrating on two aspects: the
roles involved in the management process and ther
responsibilities. According to the “three-manager” mode, four
roles participate in the management: specialists, GPs, CMs, and
patients. The responsibility of each role was specified through
a well-designed universal care pathway. To identify common
parts in the management procedures of different diseases, we
carried out aqualitative analysis on the management guidelines
of the three most prevalent chronic conditionsin China: HTN
[29], T2DM [30], and COPD [31]. A total of 9 common tasks
were defined in the pathway for long-term out-of-hospital
management. Furthermore, we held several rounds of discussion
with experienced physicians to specify the detailed contents of
each task for specific diseases that are not mentioned in the
guidelines. Table 1 summarizes the general definition of each
task and their specific contents (adopted in our system) for the
above three diseases. The detailed description of each
disease-specific care pathway can be found in Multimedia
Appendix 1.

A practical guidelinefor effectiveimplementation based on the
tailored integrated model can be described as a two-stage
process:. stage 1 involves the generation of a management plan
and stage 2 involves the redlization of long-term effective
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management. In stage 1, apatient should first be diagnosed with
a specific disease (or multiple diseases) by specidists in
secondary or tertiary hospitals. An initia treatment plan will
be formulated for the patient, mainly focusing on drug therapy.
If the patient’s clinical situation is stable with no indication for
hospitalization, they will be sent to the affiliated primary care
clinic or health center. GPs and CMs work collaboratively to
perform the out-of-hospital management. The patient needs to
register in the corresponding institution (ie, patient archiving
in Figure 2) and undergo a risk assessment for the diagnosed
disease before starting routine management. GPs should evaluate
the associated risk factors of the patient to refine the treatment
plan. Subsequently, the patient will enter the initial management
period, during which CMs should help the patient to become
familiar with self-management tools (eg, the smartphone app).
Based on the self-monitoring records during this period as well
asthe risk assessment results, the patient will be classified into
a specific level with a specific intensity of intervention
(follow-up). The management level will bedynamically adjusted
throughout the management process according to the up-to-date
health status of the patient. Given the personalized management
plan consisting of a treatment plan and follow-up plan, the
patient will enter the formal management period (stage 2).

In stage 2, the patient needsto follow self-management regimens
using the provided tools. GPs need to perform follow-ups
regularly to obtain a detailed understanding of the patient’'s
situation (combined with their self-monitoring records) and
adjust the treatment plan if necessary. The follow-up schedule
should be adjusted according to the management level. CMs
need to supervise the patient’s self-monitoring records through
atelehealth terminal (eg, the web platform for care providers
in our system). Once an unexpected condition occurs, such as
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low compliance or abnormal self-monitoring data, CMs should
respond in atimely manner to the warning, including contacting
the patient and reporting the condition to GPs. If the condition
isout of control, GPs should suggest a referral for the patient

Wang et al

to receive further treatment from specialists. Moreover, CMs
also need to provide health education to improve patient
awareness and self-management abilities.

Figure 2. Pathway-driven integrated care model for the “three-manager” modein China. CM: case manager; GP: general practitioner.
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Table 1. Common tasks extracted for out-of-hospital chronic disease management.
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Common tasks

General definition

Hypertension

Type 2 diabetes

CoPD?

Diagnosis

Risk assessment

Hierarchical manage-
ment

Regular follow-up

Abnormal conditionin-
tervention

Medication guidance

Lifestyle guidance

Health education

Compliance manage-
ment

Diagnosis based on specific
indicators of specific dis-
eases

Evaluate specific risk factors
of specific diseasestorefine
the treatment plan

Divide patientsinto different
levels to effectively utilize
existing resources

Communicate with patients
regularly to perform inter-
vention

Emergency treatment for
abnormal self-monitoring
data

Drug therapy for the specific
disease

Nondrug therapy for the
specific disease, generally
include diet, exercise, and
mentality

Provide knowledge of
chronic diseases to increase
patients’ awarenessand self-
management ability

Enhance the motivation of
patients with low self-man-
agement compliance

Based on clinical BP® mea-
surements

Evaluate

cardiovascular risk factors,
target organ damage, and co-
morbidity

Divideinto 2 levelsaccording
to whether the patients reach
target BP

Onceevery 3monthsfor level
| and once every 2-4 weeks
for level I

Evaluate single BPvaluesand
weekly BP values

Select appropriate antihyper-
tensive drugs for patients

Reduce sodium intake, control
body weight, avoid smoking
and drinking, increase exer-
cise, and reduce mental stress

Provide basic knowledge
about hypertension to patients

Perform extra follow-ups for
patientswith low self-manage-
ment compliance

Based on clinical BG® measure-
ments

Evaluate BP, BG, and blood
lipid levels

Divideinto 3 levels according
to whether the patients reach
target BG

Once every 3 months for level
I, once every month for level
I1, and once every 2 weeks for
level 111

Evaluate single BG values and
blood ketone levels

Select appropriate hypo-
glycemicdrugsor insulininjec-
tion

Control body weight, balanced
diet, reduce sodium intake,
avoid smoking and drinking,
moderate exercise, and reduce
mental stress

Provide basi ¢ knowledge about
diabetes to patients

Perform extra follow-ups for
patients with low self-manage-
ment compliance

Based on pulmonary func-
tion test

Evaluate PEFY level and
scal es about COPD-specific
health status (such asthe

CAT®)

Divideinto 4 levels based
on the risk assessment re-
sults

Onceevery 2weeksfor each
level of patients

Evaluate single PEF values,
scaleresults, and acute exac-
erbations

Select appropriate drugs
such as SABAT, LAMAY,
and LABAN

Avoid smoking, increase
regular exercise, and per-
form professiona rehabilita-
tion exercises

Provide basic knowledge
about COPD to patients

Perform extrafollow-upsfor
patients with low self-man-
agement compliance

3COPD: chronic obstructive pulmonary disease.

bBP: blood pressure.
°BG: blood glucose.

dPEF: peak expiratory flow.

€CAT: COPD Assessment Test.

fSABA: short-acti ng beta-agonists.

9L AMA: long-acting muscarinic antagonists.
hLABA: long-acting beta-agonists.

Ontology-Based Model Representation

Toincorporate the proposed model into our system, we utilized
an ontological approach to implement pathway-driven decision
support. A custom ontology called UCPO was constructed to
represent the knowledge in our model, including structural
information (ie, relationships among model elements) and
medical knowledge (ie, task contents for a specific care
pathway). Structural information is represented through a class
hierarchy and based on the properties of ontology, whereas
medical knowledge is represented through an external rule set
compatible with ontology.

The construction of UCPO was divided into two phases. In the
first phase, we represented structural information of the model

https://medinform.jmir.org/2021/5/€27228

following a widely used ontology engineering methodology
[36]. In short, wefirst specified the domain and scope of UCPO
using competency questions [37], and then defined the classes
and class hierarchy of UCPO through a top-down approach
based on existing ontologies and al terminologies contained in
the model. Subsequently, we defined the properties of classes
(including object properties and data properties) as well as
property restrictionsto describetheinternal structure and precise
semantics of concepts.

Figure 3 shows the class diagram and properties of the main
UCPO core. UCPO was huilt in three levels of abstraction,
inspired by a realistic ontology for diabetes treatment called
DMTO[38]. Level 0included several top-level universalsfrom
the most applicable top-level ontology (ie, basic formal ontology
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[39]). For all UCPO terms, subclasses of these universals were
included to improve the interoperability for future extension
and integration. Level 1 includes 5 terms that describe the core
concepts in our model: pathway task, management plan,
management role, patient profile, and management information.
Level 2 includes the detailed elements for each Level 1 class.

Wang et al

Classes are connected via various object properties. Several
existing relevant ontologies were reused in UCPO, such as
Ontology for Genera Medical Science [40] (for defining
disease-related processes) and Ontology of Adverse Events[41]
(for defining adverse events).

Figure 3. Classdiagram of the main core of Universal Care Pathway Ontology (UCPO). BFO: basic formal ontology.
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In the second phase, we incorporated medical knowledge of the
model using classinstances combined with rule-based reasoning.
In this study, semantic web rule language (SWRL) [42] rules
were utilized to perform the complex deductive inference
required for decision support. The detailed description of UCPO
is provided in Multimedia Appendix 2. Based on the basic
UCPO and predefined SWRL rule set, asmall-scale knowledge
graph would be generated to incorporate patient datainto UCPO
for decision support. Figure 4 shows an illustrative example of
the decision support process. First, patient data (Patient A in
this example) are extracted from the database and then
transmitted anonymously to the UCPO to generate instances of
classes. Second, according to the disease type of Patient A, the
corresponding rule set of the disease would be invoked to make
an inference on properties of specific instances. By combining
therelated instances with theinference results, an individualized
knowledge graph for Patient A would be established, which
contains various tasks following the corresponding care
pathway. Finally, the generated tasks would be converted to
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executable management plans, including the doctor intervention
plan and patient self-management plan, viaan independent rule
set. The doctor intervention plan mainly involves a follow-up
plan as well as intervention reminders for abnormal
self-monitoring data and low compliance, whereas the patient
self-management plan consists of a self-monitoring plan aong
with prescriptions for medication and lifestyle.

Several characteristics related to the above decision support
process need to be mentioned. First, pathway tasks would be
updated regularly at a task-specific frequency according to the
patient data. A part of taskswill then be further assigned avalid
duration defined by the Time Ontology [43]. Therefore, an
incomplete subgraph might be established during a particular
decision support process due to the different trigger timing of
tasks. Moreover, the generation of one task might serve as a
triggering condition for another task generation rule. Second,
for patients diagnosed with multiple diseases, the rule set of
each single disease would be executed separately. In such a
case, an extra rule set for the corresponding MCC would be
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invoked to merge the management plans generated for different
single diseases. Furthermore, the system would automatically

Wang et al

deal with the potential redundancies and conflicts of properties
in the merged management plan.

Figure4. lllustrative example of the decision support process. BP: blood pressure; CM: case manager; GP: general practitioner; SWRL: Semantic Web
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Engine Encapsulation

Finally, we encapsul ated the engine based on UCPO to connect
to the database and interact with clients. Figure 5 shows a
schematic of the encapsulation. According to the different
characteristics of pathway tasks, we provided two types of web
servicesfor theengineto interact with clients: WebSocket APIs
and RESTful APIs. The set of WebSocket APIs deals with the
scenario for timing push notifications (eg, patient stratification),
whereas the set of RESTful APIs deals with the scenario for
immediate feedback (eg, abnormal condition warning).
Specifically, the control layer of the engine serves as atransfer
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station of client data, transmitting the data to the service layer
and the resource layer. Client data generally include patients
self-monitoring data as well as intervention records from care
providers, which would first be saved to the client database and
then input into UCPO in different manners for different types
of APIs. For WebSocket APIs, client data would be extracted
regularly according to the task-specific frequency, whereas for
RESTful APIs, client data would be directly transmitted into
the ontology at the uploading time. All of the reasoning results
would be saved in the engine database separately, with aportion
of significant results also saved in the client database.
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Figure5. Schematic of the engine encapsulation. API: application programming interface. KG: knowledge graph.
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The Resource Layer

Web Platform for Care Providers

The implementation of the website for care providers followed
a widely used agile development methodology [44]. We
iteratively added functional modules to the platform according
to the proposed pathway-driven model. Figure 6 shows an
overview of the main functionsin theweb platform. The primary
users of the website are GPs and CMs. Specialists can also log
in to check the status of their patients. We provided four major
functional modulesviatab-based navigation: patient registration,
patient warning, patient follow-up, and patient list. The patient
registration moduleisresponsible for including new patientsin
the management, whichismainly performed by CMs. Asshown
in Figure 6, patients could formally receive the management
after providing several types of information, including basic
information (eg, demographics, phone number, ID number),
disease information (eg, main disease type, associated
symptoms), and the corresponding care provider information.
For patients who enter the management period, the timing of
intervention is determined by the other three major functional
modules: (1) the patient warning module displaying all of the

https://medinform.jmir.org/2021/5/€27228

RenderX

untreated warnings of patients’ self-monitoring data, with
different types of displayed information for different types of
warnings, (2) the patient follow-up modul e presented as a patient
list in order of the next follow-up date; and (3) the patient list
module, demonstrating information of patients with different
diseases also in the form of alist, mainly focusing on checking
compliance and searching for a specific patient.

Careproviders could enter the interface of “patient information
and intervention” by clicking on the corresponding buttons in
the above three major functional modules. Inthisinterface, care
providers could check various types of patient information,
including demographics, management plans, self-monitoring
records, warning history, follow-up records, and assessment
records. The platform supports three types of interventions for
care providers. complete follow-up via telephone or a clinic
visit, short message service text reminders, and message push
viathe app. Various types of templates and optionsare provided
to simplify and normalize theintervention procedure. Moreover,
care providers could edit and push educational materials to
patients in another separate interface. The detailed screenshots
of the web platform can be found in Multimedia Appendix 3.
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Figure 6. Overview of the main functionsin the web platform for care providers.
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Mobile App for Patients

We utilized a goal-directed design [45] to develop the mobile
app for patients. Patients were engaged in the design process
to identify their needs. The concrete design process has been
described in our previous study [46]; Figure 7 shows an
overview of the main functionsin the mobile app. Owing to the
distinction between the HTN and T2DM care pathway and the
COPD care pathway, we applied different user interface designs
totheapp for HTN/T2DM and the app for COPD. Thetwo apps
share the same underlying framework and provide similar
functional modules. As shown in Figure 7, the app includes 5
major functional modules that can be accessed from the main
interface: management plan, health checkup, health report,
reminder service, and health education. The management plan
module is the core function of the app that can be checked
directly in the main interface. Currently, the initia
self-management plan for patients is generated by the engine
based on the management level of patients, and isthen manually

Intervention module

e | Click to check

Management information

adjusted by care providers according to patients’ specific
conditions. The management plan on the patient app is shown
in the form of daily tasks along with control targets. Each task
isrequired to be accomplished at adesignated time during each
day. Patients could click on the corresponding task and input
the required data in a new interface. The submitted data would
then be uploaded to the engine for further analysis.

The other four major functional modules were designed for
patients with different needs of self-management, aiming to
further improvetheir compliance. Concretely, the health checkup
module would analyze patients self-monitoring data, and
provide immediate and understandable feedback with the aid
of the engine; the health report module would summarize the
recent completion status of provided tasks and change trends
in health data; the reminder service modulewould set reminders
for the execution of daily tasks; and the health education module
would display various types of educational materials selected
by care providers. The detailed screenshots of the app can be
found in Multimedia Appendix 4.

Figure 7. Overview of the main functions in the mobile app for patients. COPD: chronic obstructive pulmonary disease; HTN: hypertension; T2DM:
type 2 diabetes mellitus; PEF: peak expiratory flow.
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Development Tools

The service engine was developed based on the Spring Boot
Framework, an open-source micro service framework for the
Java platform. The connected database uses MySQL 8.0, an
open-sourcerelationa database management system. Theclients
were developed by a team of experienced programmers
collaboratively. All patients, specialists, GPs, and CMs have
unique I1Ds, and their login passwords are encrypted and kept
anonymous to the database administrator.

UCPO was constructed using the Protégé 5.5.0 open-source
ontology editor in W3C Web Ontology Language (OWL)
standard format (second edition). Weintegrated UCPO into the
service engine through the OWL API, a Java API
implementation for manipulating OWL ontologies. For the
rule-based reasoning, the SWRL Rule Engine Bridge in the
SWRL API [47] was used to invoke the execution of SWRL
rules through a third-party rule engine. The officia
implementation currently adopts the Drools rule engine owing
to its good execution speed and compatibility with Java
programs.

Retrospective Study

Study Design

The first version of our system was deployed in Ningxia Hui
Autonomous Region in 2015, which only supported HTN
management at that time. Currently, the system supports
management of three single chronic diseases (HTN, T2DM,
and COPD) and one type of MCC (HTN with T2DM). To
investigate the effect of our system, we collected almost all of
the data generated through the system since its deployment in

Wang et al

2015. A retrospective analysis was then performed based on
the collected data to eval uate system usability, treatment effect,
and quality of care. Figure 8illustratesthe overall study design.
We first screened a portion of user accounts that had no
self-monitoring records or were created for testing purposes.
Theremaining usersfor retrospective analysis consisted of 6964
patients with chronic diseases and 249 care providers. We then
performed three types of analyses: (1) descriptive statistical
analysis for user information and system usage, (2) treatment
effect estimation for patient outcome changes after receiving
the management, and (3) aregiona case study for understanding
the work efficiency of care providers.

Specifically, for the descriptive statistics, we mainly analyzed
patient usage of the system and decision support abilities of the
engine. For the treatment effect estimation, physiological indices
from patients’ self-monitoring data were selected as patient
outcomes to evaluate the treatment effect. We first compared
the change of patient outcomes over different time spans from
a traditional statistical perspective, and then estimated the
average treatment effect (ATE) from a causal perspective. For
the case study, we selected several primary care ingtitutionsin
different districts of Ningxia Hui Autonomous Region to
evaluate the work efficiency of care providers over along-term
horizon. Owing to the limitation of data acquisition, we only
analyzed the work efficiency of GPsfor patientswith HTN and
diabetes from two aspects: the frequency of follow-upsin one
day and the handling time of afollow-up request. Thefrequency
of follow-upsin one day demonstrates how our system reduces
the time cost of a single follow-up, whereas the response days
of a follow-up request represents the time duration before a
generated follow-up request is handled.

Figure 8. Overall retrospective study design. ATE: average treatment effect.
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Informed Consent and Ethical Considerations

Patients registered in the tel ehealth system have signed inform
consent forms for accessing and using their personal data. The
care providers signed informed consent forms as well. All
procedures were performed in accordance with the ethical
guidelines for biomedical research involving human subjects
at Ningxia Medical University.

https://medinform.jmir.org/2021/5/€27228

Data Analysis

Python 3.7 was used for data preprocessing, including data
extraction from the database and descriptive analysis. Statistical
analysis was performed using SPSS version 23.0. A paired
Student t test was used for analyzing changes in patient
outcomes. All satistical tests are reported at a two-sided
significance level of 5%. For the causal inference between
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pathway-driven intervention and patient outcomes, we adopted
DoWhy—an end-to-end Python library—to estimate the causal
effect of our intervention [48]. In short, DoWhy follows four
key steps to perform causal inference: (1) model the problem
asacausal graphical model based on user-defined assumptions;
(2) identify adesired causal effect estimand based on the mode!;
(3) estimate theidentified causal effect using statistical methods
such as matching or stratification; and (4) verify the validity of
the estimate using a variety of robustness checks. In this study,
we adopted two classic causal inference methods to estimate
ATE: propensity score matching (PSM) [49,50] and propensity
score stratification (PSS) [51]. Both methods utilize propensity
scoresto achieve comparability of treatment groups and control
groups in terms of their pretreatment covariates, thereby
eliminating confounding bias in estimating treatment effects
[52].

Results

Descriptive Statistics

User Statistics

As described above, since its deployment in 2015, a total of
6964 patients with chronic diseases and 249 care providershave
registered in our system and actually used the system. Table 2
summarizes the demographics of patients and the detailed
information of care providers. The average age of the patients
was 58 years. Among the 6964 patients, 55.41% (n=3859)
reported a relatively low educationa level (high school and
below), and only approximately 20% had a college degree or

Wang et al

above; one-quarter of the patients did not provide their
educational attainment at the time of registration. In terms of
disease type, a substantial proportion of enrolled patients
(81.7%) were diagnosed with HTN, the majority of whom had
HTN alone with the remaining patients having coexisting
T2DM. The other patients had a clinical diagnosis of T2DM
(not with HTN) or COPD. The changing trends in the number
of patientswith different diseases over timeare shown in Figure
9. The care providers consisted of 56 specialists, 107 GPs, and
86 CMs from different departments in different levels of
hospitals.

Table 3 provides simple descriptive summary statistics of
patients self-monitoring data. Patients could submit various
types of records through the mobile app, mainly including
physiological indices, lifestyle records, medication, and
discomfort. Physiological indicesincluded blood pressure (BP,
together with heart rates) for patientswith HTN, blood glucose
(BG) for patientswith diabetes, and peak expiratory flow (PEF)
for patients with COPD. All three indices could be measured
a home via different devices [53-55]. Patients who had
medication orders were required to record their medications
regularly. Patientswith HTN and/or T2DM were recommended
torecord their daily diet and exercise. For patients with COPD,
psychological conditions were monitored through several
validated scales[56,57]. From the statistical results, medication
records and BP records were the most frequently submitted data
by patients using the system. Moreover, for patients with
different diseases, the emphasis of their records was aso
different, as shown in Table 4.

Figure9. Changing trendsin the number of patientswith different diseases over time. COPD: chronic obstructive pulmonary disease; HTN: hypertension;

T2DM: type 2 diabetes mellitus.
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Table 2. Patient demographics and care provider information (N=6964).

Characteristics Value

Patient demographics

Sex, n (%)
Male 3973 (57.1)
Female 2991 (42.9)
Age (years), mean (SD) 58 (12.3)
Educational level, n (%)
Secondary school and below 2988 (42.9)
High school 871 (12.5)
Graduate and above 1388 (19.9)
Unknown 1717 (24.7)

Diseasetype, n (%)

Hypertension (single) 5384 (77.3)
Type 2 diabetes (single) 901 (12.9)
Hypertension with type 2 diabetes 306 (4.4)
coprp? 373(5.4)

Careprovider information

Position, n (%)

Specialist 56 (22.5)
General practitioner 107 (43)
Case manager 86 (34.5)

Department, n (%)

Cardiology 28 (11.3)
Endocrinology 15 (6.0)
Pneumology 13(5.2)
Generd practice 193 (77.5)

8COPD: chronic obstructive pulmonary disease.

Table 3. Descriptive statistics of patients' self-monitoring data through the system.

Datatype Patients, N Records, N

Physiological indices

Blood pressure 6379 139,234
Blood glucose 1195 4599
Peak expiratory flow 119 9511

Lifestylerecords

Diet 316 46,246
Exercise 1430 50,721
Psychological status 274 11,900
Medication 2260 222,055
Discomfort 493 35,332
Total counts 6964 519,598
https://medinform.jmir.org/2021/5/€27228 JMIR Med Inform 2021 | vol. 9 | iss. 5 [e27228 | p.120
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Table 4. Self-monitoring datafor patients with different diseases.

Wang et al

Datatype Records for patients with different diseases, n (%)
HTNA T2DMP HM® corp®

Physiological indices

Blood pressure 135,512 (36.4) 2299 (42.1) 1423 (47.0) 0(0)

Blood glucose 480 (0.1) 3003 (55) 1116 (36.8) 0(0)

Peak expiratory flow 0(0) 0(0) 0(0) 9511 (6.8)
Lifestylerecords

Diet 46,189 (12.4) 30(0.5) 27 (0.9) 0(0)

Exercise 39,979 (10.8) 14(0.3) 18 (0.6) 10,710 (7.7)

Psychological status 0(0) 0(0) 0(0) 11,900 (8.5)
Medication 149,291 (40.2) 102 (1.9) 441 (14.6) 72,221 (51.8)
Discomfort 335(0.1) 8(0.1) 5(0.2) 34,984 (25.1)

8HTN: hypertension.

PT2DM: type 2 diabetes mellitus.

CHM: Hypertension with type 2 diabetes mellitus.
dcoPD: chronic obstructive pulmonary disease.

System Statistics

Table 5 presents an overview of intervention records through
the system following the four different care pathways. From
the perspective of engine workflow, we classified the records
in accordance with the proposed 9 common tasks (diagnosis
was not involved in the system) into three categories: automatic
evaluation, patient self-management support, and care provider
intervention. Automatic evaluation included risk assessment
and hierarchica management, which would be automatically
calculated by the engine. Patient self-management support
included lifestyle guidance and medication guidance, which
wereinitially formulated by the engine and can be adjusted by
care providers through the system (ie, the self-management
plan). Care provider intervention included regular follow-up
and abnormal condition intervention by GPs, as well as
compliance management and health education by CMs. The
engine would automatically schedule the foll ow-ups and detect
the abnormal condition or low compliance, and then care
providers would need to contact patients through the system to

https://medinform.jmir.org/2021/5/€27228

deliver the actua intervention. Health education was performed
in the form of electronic materials on the patient app.

From the statistical analysis, the engine was able to generate
different types of records regularly according to the specific
care pathway. The content and frequency of each task were
different for different diseases. For example, patients with
COPD would directly be classified based on therisk evaluation
results without an extra classification task. For medication
guidance, we only counted the medication adjustment records
generated by the engine. Moreover, medication guidance for
patients with COPD have not yet been incorporated into the
engine (conducted manually by care providers). Since patient
compliance was updated every day by the engine, the number
of records was relatively larger than that for other types of
records. In terms of health education, we counted the number
of articlesand videosthat can be viewed on the patient app [58].
Notably, several types of interventions for the COPD care
pathway only involved a smal number of patients due to
relatively late deployment of relevant functional modules.

JMIR Med Inform 2021 | vol. 9| iss. 5 [e27228 | p.121
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Wang et al

Table 5. Descriptive statistics of intervention records through the system following different care pathways.

Intervention type

Patients receiving intervention, N

Records generated by the engine, N

HTN? T2DMP HM® coppd HTN T2DM HM COPD

Automatic evaluation

Risk assessment 3372 841 306 74 3933 912 788 4615

Hierarchical management 5383 901 306 NA® 301,735 6356 15,287 NA
Patient self-management support

Lifestyle guidance 5376 901 306 30 20,459 1851 1417 1065

Medication guidance 1381 609 69 NEf 5200 2048 490 NE
Careprovider intervention

Regular follow-up 5322 892 304 339 18,217 2983 2064 1621

Abnormal condition intervention 1657 60 94 59 8385 218 318 2317

Compliance management 5379 900 306 30 2,099,894 274,718 175,538 6930

Health education 5384 901 306 373 199 199 199 115

3HTN: hypertension.

bT2DM: type 2 diabetes mellitus.

°HM: Hypertension with type 2 diabetes mellitus.
dcoPD: chronic obstructive pulmonary disease.
eNA: Not applicable in the current pathway.

'NE: Not currently incorporated into the engine.

Treatment Effect Estimation

Patient Outcome Comparison Over Multiple Time Spans

Self-measured physiological indices submitted by patientswere
regarded as patient outcomes to evaluate the effect of our
system. Figure 10 showsthe monthly records of different patient
outcomes during the most recent year. For BP, both systolic BP
(SBP) and diastolic BP are presented; for BG, the system
provided two options for BG self-monitoring: fasting blood
glucose (FBG) and postprandial blood glucose. Compared with
BP, the numbers of records for BG and PEF were relatively
small due to the large proportion of patients with HTN in our
system. From the trends of monthly mean value of theseindices,
the BP value remained basically stable at a normal level,
whereas BG and PEF values fluctuated within a certain range.

https://medinform.jmir.org/2021/5/€27228

Wethen compared the change of patient outcomes over different
time spans (from 1 month to 1 year). The mean value of an
outcome for a specific patient before and after atime span was
calculated based on the submitted records at the first 2 weeks
when the patient was enrolled and the 2 weeks after the specific
time span. In terms of BP and BG values, we only analyzed
SBP and FBG. From the comparison tests shown in Table 6,
there were significant differences in the change of SBP values
over al time spans, as well as a change of FBG values over 2
months. The change of FBG values over 1 month to 4 months
showed a nonstatistically but clinically considerable decrease.
No significant difference was found for the change of PEF
values in these comparisons. A detailed subgroup analysis on
patients with different diseases and in different age or gender
groups s provided in Multimedia Appendix 5.
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Figure 10. Monthly records of patient outcomes from October 2019 to October 2020. DBP: diastolic blood pressure; FBG: fasting blood glucose; PBG:
plasma blood glucose; PEF: peak expiratory flow; SBP: systolic blood pressure.
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Table 6. Comparison of patient outcomes over different time spans.

Patient outcome Petients who haverecords, N Mean value before  Mean value after P value

SBP? (mmHg)
30 days 1140 132.13 128.43 <.001
60 days 1263 128.77 125.78 <.001
90 days 1008 130.52 128.14 <.001
120 days 725 132.56 128.86 <.001
150 days 446 130.8 127.6 <.001
180 days 403 130.94 128.18 <.001
360 days 214 130.44 128.23 .02

FBG? (mmol/L)
30 days 76 8.34 6.76 .32
60 days 457 5.53 4.92 .045
90 days 58 6.74 6.58 31
120 days 28 717 6.77 24
150 days 12 6.94 7.38 .52
180 days 10 7.15 6.78 .55
360 days 10 7.08 7.11 .95

PEF® (L/min)
30 days 55 315.78 320.59 .67
60 days 47 320.51 323.13 .84
90 days 44 325.77 310.69 .98
120 days 45 326.61 327.76 .95
150 days 40 316.67 309.55 .73
180 days 41 314.81 311.16 .86
360 days 29 318.3 299.04 51

83BP: systolic blood pressure.
PFBG: fast blood glucose.
®PEF: peak expiratory flow.

Causality in ATE

For the observational data, treatment effect estimation may be
affected by the potential existing confounders. A confounder is
atype of covariate that affects both the treatment assignment
and the outcome. Spurious effect and selection bias are two
main challenges brought about by confounders[59]. To estimate
the true treatment effect behind our intervention, we utilized
several causal inference methods to eliminate the influence of
confounders. Concretely, wefirst constructed acausal graphical
model for our problem based on prior knowledge (confirmed
by physicians), as shown in Figure 11. Four confounders were
considered in this study: patient age, management level,
abnorma warning, and management time. The treatment
variable was the intervention performed by care providers,
mainly including regular follow-up and abnormal condition
interventions. The outcome variableswere physiological indices
submitted by patients, including SBP, FBG, and PEF.

https://medinform.jmir.org/2021/5/€27228

Based on the causal graph, we extracted a subdataset specifically
for causal inference. For the treatment group (ie, T=True), we
selected the mean value of patient outcomes within 1 month
after receiving theintervention asthe potential outcome (ie, Y),
whereas for the control group (ie, T=False), we extracted the
records of patients who did not receive any intervention within
2 weeks and regarded the mean value of self-monitoring records
as the outcome. For the confounders, “management level” was
the latest level of the patient at the initial time point of the
record, “abnormal warning” was a Boolean variable
demonstrating whether the patient has reported any abnormal
condition during the corresponding period of the record, and
“management time” was the time since the patient started to
receive the management. The sizes of the screened dataset for
the three types of patient outcomes are listed in Table 7.

Subsequently, two propensity score-based methods were adopted
for evaluating the ATE, namely PSM and PSS. The estimated
results are also presented in Table 7. The value of the causal
estimate represents the change in the outcome value when
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performing theintervention (ie, if we change the treatment from
“False” to “True,” then the outcome value will change by the
value of “estimate”). A positive value means that the outcome
increases with treatment, whereas a negative value means that
the outcome decreases with treatment. As expected, the values
of SBP and FBG decreased significantly after receiving the

Figure 11. Causal graphical model for average treatment effect.

Mangement level
(Confounder)
X2

Patient age
(Confounder)
X1

Intervention
(Treatment)

Physiological indices
(Outcome)
Y
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intervention. The value of PEF increased after theintervention,
which might be interpreted as an improvement in pulmonary
function. Further, we utilized multiple refutation methods to
validate the obtained estimates, which confirmed that our
assumptions and results were reliable. The detailed results of
refutation can be found in Multimedia Appendix 6.

Abnormal warning
(Confounder)
X3

Mangement time
(Confounder)
X4

Table 7. Causal inference with propensity score matching (PSM) and propensity score stratification (PSS) for different patient outcomes.

Patient outcome Records for inference, N Estimated ATE?

PSM PSS
SBPP (mmHg) 20,535 -5.24 -551
FBGE (mmol/L) 1765 -1.82 -1.27
peFd (L/min) 1196 10.08 2.36

8ATE: average treatment effect.
bsBP: systolic blood pressure.
°FBG: fast blood glucose.
9PEF: peak expiratory flow.

Regional Case Study

We selected three primary health care facilities that registered
in our system at the same time (in the first half of 2019) from
different districts of NingxiaHui Autonomous Region. All three
institutions were staffed with one GP and one CM to participate
in the management. Moreover, several specidlists from the
nearest secondary or tertiary hospitals aided with patient
diagnosis and recruitment. Figure 12 shows an overview of the
selected three facilities. Patients mainly comprised those with
HTN, withasmall proportion of patientswith diabetes. Patients
with COPD were not included in these three institutions.

GPsand CMsworked collaboratively to perform pathway-driven
management through the system. Table 8 presentsthe descriptive
statistics of the records of interventions performed by GPs and
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RenderX

CMs. Further, we calculated the work efficiency of GPs based
on their regular follow-up records, as shown in Figure 13. The
pie chart demonstrates the percentage of different numbers of
follow-up records in a day, whereas the box plot presents the
distribution of response daysto afollow-up request per month.
From the pie charts, all three GPs performed less than 20
follow-upsin over 80% of the follow-up days, and the average
number of follow-ups in a day was 16.4, 10, and 5.3,
respectively. From the box plots, aimost all of the medians of
monthly response days were maintained within 5 days, with a
couple of outliers in several months. As time progressed, the
trends of response days differed for different GPs. Due to the
pandemic outbreak of COVID-19 in Chinain early 2020 [60],
for this case study, we only evaluated the intervention records
in 2019 to ensure credibility of the results.
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Figure 12. Overview of the selected three primary health care facilities in different districts of Ningxia. HTN: hypertension; T2DM: type 2 diabetes
mellitus. HM: hypertension and diabetes.
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Table 8. Descriptive statistics of records of interventions performed by care providers in the selected three institutions.

Institution location Regular follow-up (GP?), N Warning intervention (GP), N Compliance (CMb), N

Xingqing district

Patients 116 114 82

Records 306 148 104
Hongsibu district

Patients 196 48 103

Records 54 149 118

Yuanzhou district
Patients 69 73 53
Records 203 301 86

8GP: general practitioner.
BCM: case manager.
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Figure 13. Frequency of follow-upsin one day and response days to a follow-up request for the three general practitioners.
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Discussion

Principal Findings

In this study, we designed and implemented a coordinated
telehealth system that supports the management of multiple
chronic diseases based on atailored integrated care model for
theemerging “three-manager” modein China. The system could
provide pathway-driven decision support throughout the
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management process viaan ontology-based approach. According
to the retrospective analyses on long-term system usage data,
our system was able to link patients' self-management to care
providers interventionsthrough semiautomati c decision support
following the predefined care pathway. Furthermore, patient
outcomes showed a certain degree of improvement after
receiving management through the system.

Several interesting aspects can be found from the system
evaluation results. First, in terms of patients’ self-monitoring
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data, the different emphasis of recordsfor patientswith different
diseases reflects the focus of out-of-hospital management
regimens on different chronic conditions. The management
regimen of HTN focuses on lowering BP through medication
and lifestyle changes simultaneously, whereas the management
regimen of T2DM tends to focus first on lifestyle intervention
instead of medication. Moreover, the management regimen of
COPD requires persistent medication and close attention to
acute exacerbation and mental condition of patients.

Second, in terms of comparison tests, the different levels of
statistical significance among patient outcomes could be mainly
attributed to the difference in cardinality among these three
types of records. Compared to patients with diabetes or COPD,
patients with HTN constituted the majority of the registered
patients. Moreover, the self-measurement of BG at home was
dightly more complicated than that for BP due to its
invasiveness [61], which would potentially lower patient
compliance. The self-monitoring of PEF relied on having apeak
flow meter that has not been massively promoted for patients
with COPD in China. Furthermore, from a clinical viewpoint,
both the SBP and FBG values showed an expected decrease
over most time spans, whereas the PEF value only increased
over short time periods (30 days and 60 days). We considered
that the relatively large SDs for the PEF value and the
irreversibility of pulmonary function for patients with COPD
might account for the absence of differences.

Third, in terms of causal effect estimation, the estimated ATE
for SBP and FBG was consistent with the comparison tests
(decreased after intervention), and the results derived by PSS
and PSM were similar. The SBP value showed a relatively
greater change than the FBG value under causality assumptions.
By contrast, the estimated effect of PEF by the two causal
inference methods showed agreat degree of dissimilarity (apart
of refutation tests for PEF also showed sensitivity). A possible
explanation for this is that the distribution of outcomes and
selected confounders among patients with COPD had a large
discrepancy, which led to different intermediate results when
performing stratification and matching. Moreover, certain bias
might exist in the extraction strategy itself for causal data
Therefore, the true effect of our intervention for patients with
COPD remains a question for further investigation. In another
prospective study, we found an improvement in COPD-specific
quality of lifeand mental health status of patients after 6-month
pathway-driven management, with no significant differencein
the mean PEF value [62].

Fourth, according to the regiona case study, the system was
able to generate different intervention tasks based on patients
health status, and then assigned them to the corresponding care
providers. In this case study, the intervention tasks referred to
regular follow-up and abnormal condition intervention
performed by GPs, aswell ascomplianceintervention performed
by CMs. GPs and CMs were able to work with each other to
provide comprehensive management support for patients. In
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terms of work efficiency, intuitively, the more follow-ups care
providers perform in one day and the less handling time a
follow-up request costs, the more effective their work will be.
However, in practice, considering the workload and work
arrangement of care providers, we believe that for one care
provider, approximately 10 to 20 follow-upsin asingle day and
response within one work week to a follow-up request are
reasonable, and can guarantee the quality and timeliness of
follow-up. According to these criteria, the GP in Hongsibu
district did a good job from both aspects, whereas the GP in
Xingqing district had a relatively long duration of response to
follow-up requests in the last few months of 2019. The GP in
Yuanzhou district had a small average number of follow-ups
inasingle day, which might be attributed to the small cardinality
of patients compared with the other two regions.

Comparison With Prior Work

To better delineate the contribution of this study, we compared
our work with prior research from multiple aspects. In terms of
model construction, the integrated care model proposed in this
study can be considered as an individual-level customization
of the well-known chronic care model (CCM) [63-66].
Interventions that incorporated one or more elements of the
CCM have shown benefits for primary care outcomes, with
large effect sizesfor self-management support, delivery system
design, and decision support [2]. The core of our model is the
management plan combined with pathway-driven coordinated
intervention, which adequately represent the above three
elements. Further, the system itself is an implementation of the
clinical information system in the CCM. In addition, several
elements of other models can be found in our system, such as
a complete eHealth-based feedback loop between patients and
care providers mentioned in the eHeal th Enhanced Chronic Care
Model [10], effective use of health care personnel mentioned
in the Innovative Care for Chronic Conditions model [67], and
utilization of remote patient monitoring mentioned in the
Transitional Care model [68,69].

We then compared our research with 4 prior studies that
explored the comanagement of multiple chronic diseases using
information technologies. The results are shown in Table 9.
Among these studies, three ([16,17] and our study) utilized
ontology to provide decision support abilities during the care
process. Four of the studies ([16-18] and ours) supported the
management of MCC through different mechanisms. Three
studies ([18,19] and ours) designed an individual platform for
both care providers and patients, respectively. In terms of
evaluation, Riafio et al [16], Lasierraetal [17], and Laleci et al
[18] only performed atechnical evaluation or pilot application
on their solutions, whereas Omboni et a [19] and our study
deployed the system in areal-world setting for arelatively long
period to test the effectiveness. In addition, dueto the limitations
of labor and time costs, our system currently only supportsthree
types of chronic conditions and one type of MCC.
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Table 9. Comparison of recent studies using information technologies on comanagement of multiple chronic diseases.

Wang et al

Study Country Target users  Technology for  Disease  Approachformanage- Systemimplementa-  Evaluation
decision support  types ment of MCC2 tion
This China Patientsand Ontology-based 3 Automaticintegration Full-featured tele- Multidimensional retro-
study care rule reasoning viamanudly formulat- health system (with  spective study
providers driven by the care ed extrarule set mobile app)
pathway
Riafoet Italy Care Caseprofileontol- 19 Semiautomaticintegraa  Wrapper system inte- Technical evaluation and
a [16] providers ogy combined tion of severd individ- grated into the ground test involving
with SDAP dia- ual plans K4CARE project health care professionals
gram
Lasierra  Spain Patients Ontology-driven 11 Manual specification Semantic autonomic ~ Technical evaluation
eta [17] patient profile of multichronic pa- agent prototype without end users
specification tient profiles
Laleci et Spain, Swe- Patientsand Decision logic 4 Manually designed C3-Cloud web plat-  Usability studiesinvolv-
a [18] den, and Unit- care encodedin GDL® reconciled rules form for both MDTY  ing patients and clini-
ed Kingdom  providers version 2 and patients cians
Omboni  Italy Patientsand Analysis ago- 4 Not mentioned Web-based telehealth  Different observational
etd [19] care rithmsfor generat- platforminthecon-  studiesinvarioussettings
providers ing amedical re- text of 1oM T (with
port mobile app)

& CC: multiple chronic conditions.
PSDA: state-decision-action.

®GDL: Guideline Definition Language.
dMDT: multidisci plinary care team.
€loMT: Internet of medical things.

Compared with these prior studies, our study was innovative
from several aspects. To the best of our knowledge, this study
is the first to construct a theoretical model for care delivery
under the“three-manager” modein China. The proposed model
utilizes the concept to address the challenges of the limited
ability of GPs and CMs in the primary care setting. Through
refinement of a universal care pathway and specification on
different chronic conditions, care providersfrom primary health
care facilities were able to perform effective management
following the practice of evidence-based medicine. Further, our
model fully embodies the characteristics of coordination and a
“closed loop.” Conclusively, the coordination was mainly
reflected in the cooperation of different management roles and
inherent associations among different pathway tasks (eg, the
frequency of regular follow-up is determined by the results of
hierarchical management). The “closed-loop” feature was
reflected in the feedback mechanism between patients and care
providers, which was implemented via dynamically adjustable
management plans with the aid of information technologies.

Based on the constructed model, we implemented a telehealth
system that is highly applicable for practica deployment in
Chinese rural areas. The system has been carefully designed
with comprehensive functions and a user-friendly interface.
Care providers and patients can easily grasp the operational
methods of the system after brief training. Moreover, we
evaluated our system through amultidimensional retrospective
study. Long-term observational data from the real world were
utilized to investigate the effect of our system from several
aspects, including system usability, clinical validity, and quality
of care.
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Strengthsand Limitations

Our study has several strengths. First, in terms of system
implementation, we provided two forms of mobile apps for
patients: the native app and the WeChat mini program. In
practical use, we found that compared with the native version,
the WeChat mini program did not require installation and was
easy to access from WeChat, which isone of the most frequently
used appsin China. A majority of enrolled patients (especially
elderly patients) tended to use the mini program, which we
believe might potentially improve their compliance. Second,
benefitting from the design of the universal care pathway, the
system can be readily generalizable to other chronic diseases
through modification of concrete task contents and definition
of the corresponding rule set. The backend service and user
interface al so need to be updated to complete the full extension
of the system. Third, we explored anew approach for evaluating
patients' long-term management effect based on causal inference
methods. Although the methods and assumptions adopted in
this study were preliminary, we believe that compared with
simple comparison tests, the eval uation methods from a causal
perspective might be more appropriate for long-term
observational datadirectly extracted from the real world instead
of clinical trials. Fourth, to evaluate the quality of care under
computer-based management, we proposed asimple assessment
method based on the timing and numbers of follow-ups
according to our previous study [70]. The proposed method is
a type of process measure for care providers from a system
usage perspective. The evaluation result wasrelatively objective
and could present aquick understanding of care providers work
efficiency.
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Several potential weaknesses of this study also need to be
acknowledged.  First, athough the ontology-based
implementation of the pathway can represent the knowledgein
a shareable and elegant way, the adjustment and expansion of
ontology need to be completed by knowledge engineers. Care
providers encountered some degree of difficulty in
understanding the logical rules contained in the ontology.
Second, the number of current patientswith MCC in our system
isrelatively small, and we only provide support for one kind of
MCC (HTN with T2DM) in the current service engine. The
effect of our system on a large scale of patients with diverse
MCC requires further exploration. Moreover, several parts of
medical knowledge in the guidelines were not integrated in the
present management plan, such as proper handling methodsfor
severe acute complications and detailed drug dosage guidance.
Third, the long-term compliance remains low in patients. More
effective strategies need to be considered to enhance patients
intrinsic motivation. The long-term work efficiency of care
providers also needs to be improved through further medical
education. Finally, the evaluation on work efficiency of care
providers only considered the regular follow-up task of GPs,
and the assessment method did not involve analysis on concrete
intervention content.

Future Work

In future work, we will keep optimizing the usability of the
system and support other common chronic conditions such as
asthma, stroke, and chronic kidney disease. More elements

Wang et al

concerned with health behavior theory (eg, behavior change
technologies [71]) could be incorporated into the system to
further improve patient compliance. We al so plan to deploy our
system in more regions of China and perform the evaluation at
a larger scale. The evaluation methods will aso be refined to
provide more comprehensive and credible evidence, such as
cost-effectiveness analysis. Another direction for future work
is to explore a more personalized care pathway for a specific
patient through advanced artificial intelligence technologies
such as using reinforcement learning techniquesto schedule the
follow-up for patients and generate more precise
self-management suggestions based on their self-monitoring
data

Conclusions

This study revealed the commonality in the management of
different chronic diseases and explored the feasibility of
integrating multiple chronic conditions into a single telehealth
system. Management models could be customized for specific
policy and chalenges in different areas to maximize
effectiveness. The tailored closed-loop care pathway proved to
be feasible and effective under the “three-manager” mode in
China. A part of patient outcomes improved after receiving
management through the system, whereas the work efficiency
of care providers differed individually. Further research might
investigate the effect of such systemsin ahigher evidence level
or introduce state-of-the-art machine learning techniques for a
more individualized care pathway.
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Abstract

Background: Technical capabilities for performing liver transplantation have devel oped rapidly; however, the lack of available
livers has prompted the utilization of edge donor grafts, including those donated after circulatory death, older donors, and hepatic
steatosis, thereby rendering it difficult to define optimal clinical outcomes.

Objective: We aimed to investigate the efficacy of telemedicine for follow-up management after liver transplantation.

Methods: To determine the efficacy of telemedicinefor follow-up after liver transplantation, we performed aclinical observation
cohort study to evaluate the rate of recovery, readmission rate within 30 days after discharge, mortality, and morbidity. Patients
(n=110) who underwent liver transplantation (with livers from organ donation after citizen's death) were randomly assigned to
receive either telemedicine-based follow-up management for 2 weeks in addition to the usual care or usual care follow-up only.
Patientsin the telemedicine group were given arobot free-of-charge for 2 weeks of follow-up. Using the robot, patientsinteracted
daily, for approximately 20 minutes, with transplant specialists who assessed respiratory rate, el ectrocardiogram, blood pressure,
oxygen saturation, and blood glucose level; asked patients about immunosuppressant medication use, diet, sleep, gastrointestinal
function, exercise, and T-tube drainage; and recommended rehabilitation exercises.

Results: No differences were detected between patients in the telemedicine group (n=52) and those in the usua care group
(n=50) regarding age (P=.17), the model for end-stage liver disease score (MELD, P=.14), operation time (P=.51), blood loss
(P=.07), and transfusion volume (P=.13). The length and expenses of the initial hospitalization (P=.03 and P=.049) were |ower
in the telemedicine group than they were in the usual care follow-up group. The number of patientswith MEL D score =30 before
liver transplantation was greater in the usua carefollow-up group than that in the telemedicine group. Furthermore, the readmission
rate within 30 days after discharge was markedly lower in the telemedicine group than in the usual care follow-up group (P=.02).
The postoperative survival rates at 12 months in the telemedicine group and the usua care follow-up group were 94.2% and
90.0% (P=.65), respectively. Warning signs of complications were detected early and treated in time in the telemedicine group.
Furthermore, no significant difference was detected in the long-term visit cumulative survival rate between the two groups
(P=.50).

Conclusions: Rapid recovery and markedly lower readmission rateswithin 30 days after discharge were evident for telemedicine
follow-up management of patients post-iver transplantation, which might be dueto high-efficiency in perioperative and follow-up
management. Moreover, telemedicine follow-up management promotes the self-management and medication adherence, which
improves patients' health-related quality of life and facilitates achieving optimal clinical outcomes in post—liver transplantation.

(JMIR Med Inform 2021;9(5):e27175) doi:10.2196/27175
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Introduction

In 1967, Thomas Starzl performed the first successful liver
transplantation [1]. Nearly half a century later, it has become a
widely accepted treatment for end-stage liver disease and
selected liver malignancies. Improvements in multiple
dimensions, including refinement of explanting and organ
preservation techniques, surgical techniques, perioperative care,
and the devel opment of potent immunosuppressive drugs have
improved the outcomes of liver transplantation with 1-year
survival rates >85% [2,3] and the 5-year survival rate
approaching 75% [4]. The success of liver transplantation has
led to an expansion of indications [5-7]; however, the lack of
availability of the critical organ has prompted the use of edge
donor grafts [8], such as those donated after circulatory death,
from older donors, and from with hepatic steatosis [9,10]. In
the past 20 years, the capabilities for liver transplantation have
made remarkabl e progressin China. The perioperative mortality
rate has been reduced to <5%, and the postoperative survival
rates at 1, 5, and 10 years have reached 90%, 80%, and 70%,
respectively. In 2006, the liver transplantation team led by
Shu-sen Zheng at the First Affiliated Hospital, School of
Medicine, Zhejiang University proposed the Hangzhou criteria
[11]. Comparison of the 1-, 3-, and 5-year survival rates between
Milan criteria and Hangzhou criteria groups did not reveal any
statistical differences [12]. The technical capabilities for liver
transplantation in China, the postoperative graft survival rate,
and recipient survival rate are on par with those of the global
level [13].

Theincreasing complexitiesin theliver transplantation process
make it difficult to determine optima clinical outcomes.
Textbook outcome is an emerging concept within multiple
surgical domainsthat defines a standardized composite quality
benchmark based on multiple endpoints perioperatively,
representing the ideal textbook hospitalization [14]. Although
the definition of textbook outcome varies, it frequently includes
the evaluation of morbidity, mortality, length of stay, and
hospital reeadmission. Moriset al [15] defined textbook outcome
as a metric of an ideal outcome in liver transplantation. The
textbook outcome for liver transplantation is based on the
exclusion of the following parameters: mortality within 90 days,
primary alograft nonfunction, early alograft dysfunction,
rejection of the graft within 30 days, readmission with 30 days,
readmission to the intensive care unit during hospitalization,
hospital length of stay >75th percentile of all liver
transplantation, red blood cell transfusion requirement >75th
percentile for all liver transplantation complications
(reintervention), and major intraoperative complications. We
speculate that the achievement of textbook outcome in liver
transplantation is a composite metric reflecting the quality of
perioperative care and cost-effective practice. Therefore, the
perioperative management and follow-up system in liver
transplantation are under intensive focus.

https://medinform.jmir.org/2021/5/€27175

Telemedicine is the dissemination of health services over long
distances by health care providers using information and
communication technology [16]. eHedlth is an efficient and
cost-e ective aternative to traditional health care that can be
used to improve patients health-related quality of life and
satisfaction [17]. Telemedicineisdriven by rapid developments
in medicine, information, and communication technology. It
has been used for many diseases (chronic obstructive pulmonary
disease, asthma, heart failure) because it facilitates real-time
consultation between caregivers and patients to provide timely
and improved personalized care. Telemedicine also facilitates
diagnosis and treatment options when medical evacuation is
impossible due to acute medical emergencies, mass casualty
disasters, and public health measures (such as during COVID-19
pandemic restrictions) [18,19]. From aglobal health perspective,
telemedicineincreasesthe availability and quality of health care
in remote areas and reduces medical inequalities between remote
and urban areas [20-24]. Changes in the medical field have
prompted concerns—how to achieve the optimal clinica
outcome (ie, textbook outcome) in liver transplantation? What
is required to establish a new model to meet the challenge of
the new era?

The greatest strength of telemedicineisto provide face-to-face
communication in over long distances for specialized health
care services, thereby eliminating the need for both the physician
and patient being in the same location. We aimed to investigate
the efficacy of a telemedicine follow-up management
intervention after liver transplantation on recovery, hospital
readmission, mortality, and morbidity.

Methods

Study Design and Participants

We conducted a clinical observation study. Between January
1, 2015 and September 30, 2018, a total of 340 patients
underwent orthotopic liver transplantation in the First Affiliated
Hospital of Xi'an Jiao Tong University, Shaanxi, China. The
livers were donated after citizen’s death. The patients were
eigiblefor inclusion in the study if they fulfilled the discharge
conditions for orthotopic liver transplantation (stable liver
function and immunosuppressant blood concentration, improved
diet and exercise), werewilling to participate telemedicine-based
foll ow-up management, and provided written informed consent.
Patients were excluded from the study if they did not have a
wireless network at home.

Patientswho were enrolled in this study were randomly assigned
after hospital discharge to either tel emedicine-based follow-up
management for 2 weeks in addition to the usual care or usual
care follow-up only. All patients were followed up for 12
months, and long-term survival follow-up data were recorded
until December 31, 2020.

This study was approved by the First Affiliated Hospital of
Xi'an Jiao Tong University Ethics Committee
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(XJTU1AF2020L SK-171) and conducted in compliance with
the Declaration of Helsinki and the International Code of
Medical Ethics.

Patients, Health Care Professionals, and Facilities
Involved in the Telemedicine Follow-up Management
System

The telemedicine follow-up management system (Figure 1)
included doctor terminal app, patient termina app, and
management platforms. The data acquisition equipment and
intelligent service robot were utilized to acquire blood pressure,
blood oxygen, temperature, and electrocardiography (ECG)
data. The data transmission between the monitoring equipment

Tian et a

and the robot used an Android Bluetooth interface.
I nternet-based tel ecommuni cation with health care professionals
[25] used video or telephone links in real-time, and
store-and-forward technology was applied [26]. The transplant
specialist remotely controlled the intelligent robot face-to-face
communication with liver transplantation recipients using a
computer, mobile phone, or iPad. Patients physiological
parameters, such as respiratory rate, ECG, blood pressure,
oxygen saturation, blood glucose level, and feedback were
telemonitored viathe wireless equipment [27]. Therehabilitation
programs were administered after liver transplantation with
home-based video conference supervised exercise, and
counseling by transplant professionals.

Figure 1. Schematic of the telemedicine follow-up management system. (D The telemedicine follow-up management system includes doctor-terminal,
patient-terminal, and management platform. @ The transplant specialist remotely controlled the intelligent robot “face-to-face” communication with
patients by a computer, mobile phone, and tablet from anywhere, such as monitoring vital signs and T tube drainage. @ Based on Internet-based
telecommunication systems, the physiological parameters, such as respiratory rate, ECG, blood pressure, oxygen saturations processed, blood sugar or
authorized by transplant specialists with feedback to the patients, were telemonitored by wireless equipment. @ The patients could communicate with
the transplant specialists about the examination results through the tel emedicine follow-up management system in real-time or using store-and-forward

technology.
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Telemedicine follow-up management system

User Training

Before initiating this study, we piloted the telemedicine
follow-up management system in healthy volunteersto evaluate
the feasibility of the system. Both remote transplant specialists
and patientsweretrained to use this system. The averagetraining
time for patients was 1 hour. The acceptance of this model was
based on the response to ayes or no questionnaire given to the
specialists and patients, and a criterion was defined that
acceptance should reach >95%.

Telemedicine Follow-up M anagement | ntervention

Patients in this group received telemedicine follow-up
management in the first 2 weeks after hospital discharge.

https://medinform.jmir.org/2021/5/€27175

RenderX

Patients were discharged, and the telemedicine follow-up robot
was given to them to take home free-of-charge.

The transplant specialists called the patients to turn on the
telemedicine follow-up management robot at a specific time
every morning. The transplant specialist remotely controlled
the intelligent robot via face-to-face communication with liver
transplantation recipients using a computer, mobile phone, or
iPad. The patient used the equipment of the telemedicine
follow-up robot to capture their vital signs (respiratory rate,
ECG, blood pressure, oxygen saturation) and blood glucose
level.

While monitoring patients’ vital data, the transplant specialists
inquired about the medi cation of theimmunosuppressive agents
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after discharge, daily diet, sleep, relief of the bowels, exercise,
and drainage of the T tube; provided guidance, and initiated
rehabilitation programs for the patients. Each daily session
lasted approximately 20 minutes.

The patient visited the outpatient service weekly during the 2
weeks for examination of immunosuppressant blood
concentration and biochemical indexes (such asliver function)
and for color doppler ultrasonography of the graft. The patients
could communicate with the transplant specialists about
examination results and drug adjustments through the
telemedicine follow-up management system. After the end of
the 2-week period, patients returned the telemedicine follow-up
robot to the hospital and continued routine outpatient follow-up.

Usual Care Follow-up

The patients in the usua care follow-up group attended
outpatient follow-up visits each week in the first month after
hospital discharge for examination of immunosuppressant blood
concentration and biochemical indexes (such as liver function)
and for color doppler ultrasonography of the graft. Outpatient
follow-up visits occurred every 2 weeks after the first month,
then every month in the first half-year, and thereafter, every 2
to 3 months.

Tian et a

Statistical Analysis

Continuous variables are reported as mean and standard
deviation. Categorical variables are presented as frequency and
percentages and were compared using one-way analysis of
variance. Survival was evaluated using Kaplan-Meier curves.
A P value <.05 was considered statistically significant. All
statistical analyses were performed using SPSS statistical
software (version 20; IBM Corp).

Results

Participants

A total of 340 patients underwent liver transplantation between
January 1, 2015 and September 30, 2018; 110 patients were
included in this study. A total of 60 patients were eligible for
inclusion in the telemedicine group, but 6 patientswere excluded
from the study because they did not have awireless network at
home, 2 patients did not start the program because they could
not use the telemedicine follow-up management system, and
the other 52 patients were included in the full analysis set; 50
patientsin the usual care follow-up group were included in the
full analysis set. All patients were followed up for 12 months,
and long-term follow-up data were recorded (Figure 2).

Figure 2. Procedures and participants in the telemedicine follow-up management clinical observation study.
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Baseline Characteristics

Patient characteristics are reported in Table 1. Of the 102
patients, the mean age was 46.65 (SD 9.66) years, and 72
(70.6%) patients were male. Of the 52 patients in the
telemedicine group, the mean age was 45.35 (SD 10.44) years,
and 40 (76.9%) patients were male. Of the 50 patients in the
usual care follow-up group, the mean age was 48.00 (SD 8.68)
years, and 32 (64.0%) patients were male. No significant
differenceswerefound for age (P=.17) and sex (P=.16) between
the two groups. Malignant tumor disease before liver

Table 1. Baseline characteristics.

Tian et a

transplantation was observed in 20/52 (38.5%) patients in the
telemedicine group and in 19/50 (38.0%) patients in the usual
care follow-up group (P=.96). The model for end-stage liver
disease (MELD) score before liver transplantation in the
telemedicine group and the usual care follow-up group did not
differ significantly (P=.14). In further analysis, 38 (73.1%)
patients, 10 (19.2%) patients, and 4 (7.7%) patients in the
telemedicine group and 31 (62.0%) patients, 9 (18.0%) patients,
and 10 (20.0%) patients in usua care follow-up group had
MELD scores <20, 20-30, and =30, respectively, before liver
transplantation.

Total (N=102) Telemedicine manage- Usual care (n=50) P value
ment intervention
(n=52)

Age (years), mean (SD) 46.65 (9.66) 45.35 (10.44) 48.00 (8.68) 7
Sex, n (%) 16

Male 72 (70.6) 40 (76.9) 32(64.0)

Female 30 (29.4) 12(23.1) 18 (36.0)
Diagnosis, n (%) .96

Malignant diseases 39(38.2) 20 (38.5) 19(38.0)

Benign disease 63 (61.8) 32 (61.5) 31(62.0)
MEL D score, mean (SD) 18.03 (8.78) 16.77 (7.86) 19.34 (9.55) 14
MELD score, n (%) A3

<20 69 (67.7) 38(73.1) 31(62.0)

20-30 19 (19.6) 10 (19.2) 9(18.0)

=30 14 (12.7) 4(7.7) 10 (20.0)
Donor age (years), mean (SD) 47.21 (14.66) 43.44 (14.51) 51.12 (13.91) .008
Donor age (years), n (%) .003

<18 3(2.9) 3(5.9) 0(0)

18-65 87 (85.3) 47 (90.4) 40 (80.0)

=65 12 (11.8) 2(3.9) 10 (20.0)
Orthotopic liver transplantation operation time (hours), mean (SD)  6.33 (1.00) 6.27 (1.01) 6.40 (1.00) 51
Blood loss (mL), mean (SD) 1462.26 (1280.54)  1234.62 (945.55) 1699.00 (1528.79) .07
Transfusion volume (mL), mean (SD) 5048.92 (1733.48)  5694.17 (1457.13) 6213.84 (1960.49) .13
Length of initial hospitalization (days), mean(SD) 17.69 (6.56) 16.31 (3.57) 19.12 (8.45) .03
Expense of initial hospitalization (Yuan®), mean (SD) 395004 (66101.04)  382502.36 (35115.42)  408190.11(85904.13) .049
Readmission rate within 30 days after discharge, mean (SD) 0.16 (0.37) 0.08 (0.27) 0.24 (0.43) .02
Survival rate (%) at 12-month visit, mean (SD) 94 (92.2) 49 (94.2) 45 (90.0) .65

3VIELD: Model for End-Stage Liver Disease

bAn approximate exchange rate of 6.48 Yuan=US $1 was applicable at the time of publication.

Livers donation after citizen's death are currently the primary
source of donors in China [28]. The donor age in the
telemedicine group was lower than that in the usual care
follow-up group (P=.008). Further analysis revealed that 2/52
(3.85%) in the telemedicine group, while 10/50 (20%) patients
in the usual care follow-up group were older adult (>65 years
old) donors.

https://medinform.jmir.org/2021/5/€27175

Primary and Key Secondary Outcomes

No difference were found between the telemedicine and the
usua care follow-up group with respect to operation time
(P=.51), blood loss (P=.07), and intraoperative transfusion
volume (P=.13); the operation quality parameters of liver
transplantation in the two groups were similar. Nevertheless,
statistically significant differences were found in the length of
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initial hospitalization (telemedicine: mean 16.31, SD 3.57; usua
care: mean 19.12, SD 8.45; P=.03) and initial hospitalization
expense (telemedicine: mean 382502.36 Yuan, SD 35115.42;
usual care: mean 408190.11 Yuan SD 85904.13, an approximate
exchange rate of 6.48 Yuan=US $1 was gpplicable at the time
of publication; P=.049). The number of patients with MELD

Tian et a

score =30 before liver transplantation was greater in the usual
carefollow-up group than that in telemedicine follow-up group.
Furthermore, the readmission rate within 30 days after discharge
was markedly lower in the telemedicine group than that in the
usual care follow-up group (telemedicine: mean 0.08, SD 0.27,
usua care: mean 0.24, SD 0.43; P=.02) (Figure 3).

Figure 3. The mean readmission rate within 30 days after discharge in the two groups. Readmission rate within 30 days after dischargein thetelemedicine
follow-up group was markedly lower than that in the usua care follow-up group (telemedicine: mean 0.08, SD 0.27; usua care: mean 0.24, SD 0.43;

P=.02).

Mean readmission rate

*P<.05

T
Telemedicine follow-up group

In the telemedicine group, 3 patients died before the 12-month
visit (vascular complications: n=1, pulmonary infection: n=1,
and tuberculosisinfection: n=1); the postoperative survival rate
at 12 months was 94.2%. In the usual care follow-up group, 5
patients died (portal vein thrombosisthat led to gastrointestinal
bleeding: n=1, severe abdominal infection: n=2, multiple organ
faillure: n=2); the postoperative survival rate at 12 months was
90.0% (Figure 2). There was no significant difference in the
12-month cumulative survival rate between the two groups
(P=.65).

Major Complications After Liver Transplantation

Occurrences of significant complications, such asprimary graft
failure, primary graft dysfunction, acute rejection reaction,
vascular complications, biliary complications, tumor recurrence,
and severe infection, after liver transplantation of patients at
the 12-month follow-up did not differ significantly between the
two groups (Table 2).

https://medinform.jmir.org/2021/5/€27175

1
Usual care follow-up group

One patient in the telemedicine group (male; 37 years old;
acute-on-chronic liver failure, hepatitis B, and cirrhosis)
underwent liver transplantation on August 12, 2016. He had
severe postoperative complications, such as primary graft
dysfunction. The patient was treated with methylprednisolone
combined with multiple plasmapheresis, aswell asanti-infection
and liver protection. The patient recovered, was discharged after
39 days of hospitalization, and enrolled in the telemedicine
group to gain guidance for postoperative rehabilitation and
follow-up. At the end of the study, he was alive and healthy.

Three (6.0%) patients in the follow-up group had portal vein
thrombosis, and underwent interventional thrombolysis and
portal vein stents immediately; however, these were not
effective, and 1 patient died of gastrointestinal bleeding.
Although portal vein thrombosis did not occur in any patients
in the telemedicine group, 3 patients exhibited portal vein
stenosis in the telemedicine group; thus, it was recommended
by the transplant specialists of the telemedicine follow-up
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management that these patients be readmitted; they were implantation and survived.

readmitted for portal vein angiography and portal vein stent

Table 2. Major complications after liver transplantation of patients at the 12-month follow-up visit in the two groups.
Groups All (N=102),n  Telemedicine management intervention (n=52), n (%) Usual care (n=50), n (%) P value
Primary graft failure 0 0(0) 0(0) N/A2
Primary graft dysfunction 1 1(1.9) 0(0) .33
Acute rejection reaction 7 4(7.7) 3(6.0) 74
Hepatic artery thrombosis 5 3(5.8) 2(4.0) .68
Portal vein thrombosis 3 0(0) 3(6.0) .07
Severe biliary complications 11 4(7.7) 7(14.0) 31
Tumor recurrence 7 3(5.8) 4(8.0) .66
Serious infection 4 2(39 2(4.0 97

8N/A: not applicable.

The biliary complications were common complications of liver
transplantation and required repeated endoscopic retrograde
cholangiopancreatography procedures or preoperative biliary
drainage: 4 (7.7%) patients in the telemedicine group and 7
(14.0%) patientsin the usual care follow-up group with benign
biliary stricture or bile leakage. We found that magnetic
compression anastomosis was a minimally invasive method of
performing choledochostomy for benign biliary stricture. One
patient in the telemedicine group had benign biliary stricture,
and hence, we attempted a variety of conventional treatments
that failed, following which, the patient underwent preoperative
biliary drainage before magnetic compression anastomosis. The
device consisted of a parent and a daughter magnet. The
daughter magnet was delivered via the preoperative biliary
drainage route to the proximal end of the obstruction, and the
parent magnet was delivered via endoscopic retrograde
cholangiopancreatography to the distal end of the obstruction.
After recanalization, the magnetic compression anastomosis
device was removed, and biliary stenting was performed for at
least 6 monthswith compl ete resol ution of the condition [29,30].
Additionally, 2 patients with bile leakage detected at the

https://medinform.jmir.org/2021/5/€27175

telemedicine follow-up management were admitted immediately
for endoscopic retrograde cholangiopancreatography and a
biliary stent implanted under the guidance of transplant
specialists.

Long-term Survival Analysis

Since the patients who encountered liver transplantation were
followed up for life, the two groups of patients in this study
were monitored continually. Long-term survival follow-up data
have been recorded up until December 31, 2020. 4 patients have
died in the telemedicine group, and 10 patients have died in the
usual care follow-up group. The mgjority of these patients
exhibited tumor recurrence and included other postiver
trangplantation complications, such aslymphomaand cholestatic
cirrhosis. None died in the perioperative period. The
postoperative surviva rates in the telemedicine group at 1, 2,
and 3 years were 94.2%, 94.2%, and 65.4%, respectively. The
postoperative survival rates in the usual care follow-up group
at 1, 2, and 3 yearswere 90.0%, 84.0%, and 60.0%, respectively;
however, no significant differences were detected between the
cumulative survival curves of the two groups (P=.50) (Figure
4).
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Figure4. Thecumulative survival curvesfor both groupsin thelong-term follow-up. No significant difference was detected in the cumulative survival

rate between the two groups (P=.503).
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Discussion

Principal Findings

Rapid recovery and lower readmission rate within 30 days after
discharge were evident for telemedi cine fol low-up management
of patients after liver transplantation. Furthermore, the warning
signs of complications (such as portal vein stenosis, bileleakage)
were discovered earlier in the telemedicine group, and the
patients received professional treatment in timely. There was
no significant difference in the cumulative survival curves,
however, there was a 2-year period of stability post-iver
transplantation in the telemedicine follow-up group, and the
cumulative survival rate was high (Figure 4). It might be
associated with enhanced patient self-management and
medication adherence through the telemedicine follow-up
management system. Thus, the telemedicine follow-up
management system could improve the patients' health-related
quality of life and facilitate achieving long-term outcomes in
patients.

The influencing factors for long-term survival post—iver
transplantation are numerous, complicated, and frequently
associated with patient-specific risk factors (age, preoperative
complications, disease severity, and donor conditions).
Previoudly, being an older adult was considered to be a
contraindication for being a donor due to the increased risk of
poor graft function; however, subsequent studies [31] have
indicated that liver grafts from donors =70 years old have
outcomes similar to those of younger donors. Cumulative
experiences with advanced age donorsreport excellent outcomes
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in this era of organ shortage and aging population. Moreover,
the study of ex vivo machine perfusion of the liver is under
investigation. Improvements in donor management, organ
preservation, and mitigation of ischemiaand reperfusion injury
hold promise in allowing safe expansion of the donor pool and
improvement of outcomes in the liver transplantation [32,33].
Our study indicated that telemedicine follow-up management
system is closer to achieving textbook outcomes in liver
transplantation. In the modern era of rapidly developing liver
transplantation capabilities, we speculate that the textbook
outcome in liver transplantation is cost-effective and useful as
a composite metric to reflect the quality of perioperative care.
Patients with challenging perioperative courses can be hel ped
and might experience positive long-term outcomes. The
telemedicine follow-up management in liver transplantation
improved the quality of perioperative care and significantly
reduced the readmission rate within 30 days after discharge;
therefore, post-iver transplantation medical expenses were
lower.

Patients in the telemedicine group in our study were satisfied
with the telemedicine follow-up management system stating
that it enhanced the sense of security and medication compliance
after liver transplantation. It also saved costs and time in
outpatient follow-up. Furthermore, the telemedicine follow-up
management system saves time for transplant specidists,
optimizesthe all ocation of medical resources, and promotesthe
early and rapid recovery of patients after liver transplantation.
The telemedicine follow-up management system is highly
beneficial to patients with poor recovery from severe
complications post-iver transplantation by helping transplant
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specidlists to closely monitor the patients condition after
discharge and guide recovery.

Although no significant difference was detected in the diagnosis
and treatment of postoperative complications between the
telemedicine group and the usual care follow-up group, alarge
number of patientsin the telemedicine group showed improved
self-management and medication adherence. Additionally, early
warning signs of complications were detected, and the patients
received timely professional treatment. For example, a change
was detected in the drainage fluid through remote video
follow-up, the warning signs of portal vein stenosis were
detected early in the telemedicine group, and the patients
received professional treatment in atimely manner and improved
the quality of life. Portal vein stenosis occurs in approximately
3% of liver transplantations but occurs in approximately 3.4%
to 14% of split liver transplantations; early detection and
treatment are essential for long-term graft survival [34,35].
Recently, some studies [36-38] highlighted the key role of
interventional radiology in treating the stenosis safely and
successfully with balloon angioplasty with stenting. In addition,
patients could actively learn self-management and healthy
exercise after liver transplantation. Robust physical activity
after liver transplantation is a critical determinant of long-term
health, similar that of pretransplant activity, for withstanding
the immediate stress of transplantation [39].

Digital technology currently playsamajor rolein variousfields.
Digitization in medicine has been implemented for remote health
monitoring, visual interactions between patient and doctor, and
visual interactions between doctors from different hospitals and
countries[40-42]. Increasing attention has been focused on the
sustainability of health care systems; telemedicine allows health
care providers to remotely diagnose and treat patients using
telecommunications as either an alternative to or along with
clinical visits [43,44]. Self-management support is one of the
mechanisms by which telemedicine interventions have been
proposed to facilitate the management of long-term conditions.
In the last decade, telemedicine supported self-management of
heart failure, asthma, chronic obstructive pulmonary disease,
and cancer [45]. The most prominent exampleswithin telehealth
arerelated to pulmonary care: telemedicine with diagnosis at a
distance based on spirometry tracing, teleconsultation,
telemonitoring of biological signals, decision support systems,
telecare, telerehabilitation, and second-opinion calls[16]. While
telemedicine-mediated self-management was not consistently
superior to that of usual carein several studies[45], none of the
reviews reported negative effects, suggesting that it is a safe
option for the delivery of self-management support. The key to
optimizing the use of telemedicine is to correctly identify the
ideal candidates, durations, and time points for a specific need
[46].

In our study, the telemedicine follow-up management system
was customized for patient post-liver transplantation, and the
intervention administered for a short time after hospital
discharge, which has not previously been done. We aso
emphasized the interaction between patient and transplant
specialists, and rehabilitation guidance was provided according
to the individual’s recovery early post-iver transplantation.
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Theincreasing number of patients requiring organ transplants,
the complex landscape of liver transplantation, long distances,
and poor road infrastructure between doctors and patients create
barriersfor the delivery of health care services, especially rural
regions, some of which can be addressed by telemedicine. The
telemedicine follow-up management system for liver
transplantation promoted innovative treatment by accelerated
exchange of patient data, and faster patient recovery isbeneficial
to both doctors and patients.

The development of telemedicine has some limitations. The
most relevant factors in assessing the quality of telemedicine
management are correct imaging, correct medical history, and
the clinical skills of the physician. A 92% to 98% diagnostic
conformity was detected between tel emedi cine assessment and
a face-to-face clinical assessment in a prospective pilot study
[47]. Second, the misuse of personal dataand information from
patients’ medical documentsisasignificant issue. Unfair access
to such personal and confidential information can be potentially
dangerous [41]. Therefore, it is necessary to strengthen digital
information security and formulate a relevant management
system.

Limitations

This study has severa limitations. The follow-up intervention
duration was only 2 weeks, and the number of patients was
small. The generalizability of our results requires verification.
Additionally, we could not determine whether telemedicine
follow-up management differed between younger and older
patients. However, our telemedicine follow-up management
was customized in postiver transplantation with emphasis on
the interaction between patient and transplant speciaists. In
order to promote and apply to other fields, additional specific
components of follow-up are essential. The telemedicine
follow-up robot was inconvenient to carry; hence, a wireless
network is required; however, some patients may not have
access to a wireless network to be able to implement the
program. Therefore, further improvement is required (for
example, using 5G networks) to makeit flexible and convenient.

Conclusion

We demonstrated that rapid recovery and low readmission rate
within 30 days after discharge were evident for telemedicine
follow-up management of patientsin the early stage, postiver
transplantation, which might be due to more efficient
perioperative follow-up management. Furthermore, warning
signs of complicationswere discovered early inthetelemedicine
group, and the patients received professional and timely
treatment. The survival rate of patients in the telemedicine
follow-up group was high in the first 2 years postiver
transplantation, which could be attributed to better patient
self-management and medication adherence through the
telemedicine follow-up management system. The telemedical
management system is crucia in improving the patients
health-related quality of life and achieving long-term outcomes
in patients. Therefore, the intervention of the telemedicine
follow-up management systemisbeneficial to achieving optimal
clinical outcomesin liver transplantation.
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Abstract

Background: Dueto the axial elongation—associated changes in the optic nerve and retinain high myopia, traditional methods
like optic disc evaluation and visua field are not able to correctly differentiate glaucomatous lesions. It has been clinically
challenging to detect glaucomain highly myopic eyes.

Objective: This study aimed to develop a neural network to adjust for the dependence of the peripapillary retina nerve fiber
layer (RNFL) thickness (RNFLT) profile on age, gender, and ocular biometric parameters and to evaluate the network’s performance
for glaucoma diagnosis, especially in high myopia.

Methods: RNFLT with 768 points on the circumferential 3.4-mm scan was measured using spectral-domain optical coherence
tomography. A fully connected network and a radial basis function network were trained for vertical (scaling) and horizontal
(shift) transformation of the RNFLT profile with adjustment for age, axial length (AL), disc-fovea angle, and distance in a test
group of 2223 nonglaucomatous eyes. The performance of RNFLT compensation was evaluated in an independent group of 254
glaucoma patients and 254 nonglaucomatous participants.

Results: By applying the RNFL compensation algorithm, the area under the receiver operating characteristic curve for detecting
glaucomaincreased from 0.70 to 0.84, from 0.75 to 0.89, from 0.77 to 0.89, and from 0.78 to 0.87 for eyes in the highest 10%
percentile subgroup of the AL distribution (mean 26.0, SD 0.9 mm), highest 20% percentile subgroup of the AL distribution
(mean 25.3, SD 1.0 mm), highest 30% percentile subgroup of the AL distribution (mean 24.9, SD 1.0 mm), and any AL (mean
23.5, SD 1.2 mm), respectively, in comparison with unadjusted RNFLT. The difference between uncompensated and compensated
RNFLT values increased with longer axial length, with enlargement of 19.8%, 18.9%, 16.2%, and 11.3% in the highest 10%
percentile subgroup, highest 20% percentile subgroup, highest 30% percentile subgroup, and all eyes, respectively.

Conclusions: Inapopulation-based study sample, an algorithm-based adjustment for age, gender, and ocular biometric parameters
improved the diagnostic precision of the RNFLT profile for glaucoma detection particularly in myopic and highly myopic eyes.

(JMIR Med Inform 2021;9(5):€22664) doi:10.2196/22664
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Introduction

Glaucoma, as one of the most common causes of irreversible
vison impairment and blindness, is diagnosed by the
morphometric analysis of the optic nerve head including the
peripapillary retinal nerve fiber layer (RNFL) and by
psychophysical techniques such as perimetry [1-3]. These
routinely applied techniques decrease in their diagnostic
precision in myopic eyes and in particular, in highly myopic
globes [4,5]. Due to irregularities in the refractive error and
shape of the posterior part of the globe and due to high
myopia-associated morphological changesin the macular region,
perimetric defects lose their specificity for glaucoma and can
have a multitude of causes, in addition to glaucomatous optic
nerve damage [6]. Similarly, morphometric methods such as
assessment of the neuroretinal rim of the optic disc and
measurement of the peripapillary RNFL thickness (RNFLT)
become more limited with a greater axial length of the eyes
[7-11]. Furthermore, the prevalence of glaucomatous or
glaucoma-like optic neuropathy increases with longer axial
length, especially beyond an axial length of 26.5 mm, with odds
ratios ranging from 1.6 to 3.75 for al myopic eyes and from
3.3to 4.6 for highly myopic eyes[12-14]. These findings show
the need to further improve the available methods to refine the
diagnosis of glaucomatous optic neuropathy in myopic eyes.

Previous studies have shown that the thickness profile of
peripapillary RNFL depends on systemic and ocular biometric
parameters[15-18]. Theinvestigationsrevealed that the RNFLT
decreases with older age, parallel to a histomorphometrically
examined loss of retinal ganglion cell axons of 0.3% per year
of life, and that the peripapillary distribution of the RNFLT
depends on gender, axia length, the optic disc-fovea distance,
and the angle between the disc-fovea line and the horizontal
(“disc-fovea angle”). In recent years, the neural network
technique has beenintensively studied and widely
applied in computer science, including artificial intelligencein
thefields of bioscience and clinical medicine[19-25]. Assuming
that aneural network can transform the RNFL profile and make
it comparable in eyes that differ in parameters influencing the
RNFL profile, in this study, we examined whether such
transformation of the RNFLT profile could improve the
diagnosis of glaucoma, with special emphasis on myopic and
highly myopic eyes.

Methods

Data Collection

Participantswere randomly selected from the popul ation-based
Beijing Eye Study 2011, in which 3468 participantswith an age
=50 yearswere enrolled. The Medical Ethics Committee of the
Beijing Tongren Hospital approved the study protocol, and all
study participants gave their written informed consent. The
study population and study design were described in detail
previously [26,27].

https://medinform.jmir.org/2021/5/€22664

Due to the relatively small number of glaucoma patientsin the
Beijing Eye Study, we additionally included another group of
glaucoma patients who were randomly selected from the study
population of the community-based Kailuan Study, which was
a prospective cohort study conducted in the industrial city of
Tangshan located 200 kilometers from Beijing [28]. The study
was approved by the Ethics Committees of Kailuan General
Hospital and followed the guidelines outlined in the Declaration
of Helsinki. All participants signed awritten informed consent
form. Between June 2006 and October 2007, atotal of 101,510
individuals (81,110 men) aged 18-98 years were recruited to
participate in the study, and the participants were re-examined
biannually [28]. In the re-examination period of 2014-2016, a
randomly selected group of 14,400 participants from the Kailuan
Study additionally underwent an ophthalmological examination
including fundus photography and optical coherencetomography
(OCT) of the peripapillary RNFL.

Glaucomatous optic neuropathy was defined by absolute criteria,
each of which was sufficient for the diagnosis of glaucoma, and
by relative criteria. The absolute criteriaincluded anotch in the
neuroretinal rim in the temporal inferior region and/or the
temporal superior region, so that the
inferior-superior-nasal-temporal-rule of the neuroretinal rim
shape was not fulfilled; localized RNFL defects that could not
be explained by any other cause than glaucoma; and an
abnormally large cup in relation to the size of the optic disc.
Relative criteria for the diagnosis included a markedly thinner
neuroretinal rim in the inferior disc region; a diffuse decrease
in the visibility of the RNFL; a marked diffuse and/or focal
thinning of theretinal arteriesif there was no other reason than
glaucoma for retinal vessel thinning; or an optic disc
hemorrhage, if there was no other reason for disc bleeding such
as retinal vessel occlusions. If none of the absolute glaucoma
criteria was fulfilled, the diagnosis of glaucoma required that
at least 2 relative criteria had to be fulfilled, among them had
to be a suspicious neuroretinal rim shape in eyes with an optic
cup large enough for the assessment of the rim shape or at least
2 relative criteria had to be positive including the occurrence
of an optic cup in asmall optic disc, which usually would not
show cupping [29]. These criteria were similar to those
suggested by Foster and colleagues [30]. Using digital fundus
photographs, the assessment of glaucomatous optic neuropathy
was carried out by two senior graders (Y XW, JBJ). In case of
disagreement, the optic disc photographs were re-assessed up
to 3 times, until eventualy both graders agreed upon the
diagnosis.

All study participants (Beijing Eye Study and Kailuan Study)
underwent spectral domain OCT (Spectralis OCT; Heidelberg
Engineering, Heidelberg, Germany) including acircular B-scan
centered on the optic disc center with a diameter of 3.4 mm.
Fundus photographs of the macula and optic disc were
additionally taken (CR6-45NM Camera; Canon Inc, Ota, Tokyo,
Japan). Using optical |ow-coherence reflectometry (Lenstar 900
Optical Biometer; Haag-Streit, Koeniz, Switzerland), biometry
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of theright eyeswas performed for measurement of the anterior
corneal curvature, central corneal thickness, anterior chamber
depth, lensthickness, and axial length. The disc-fovea distance
and the angle between the disc-fovea line and the horizontal
(“disc-foveaangle’) were measured on fundus photographs by
one grader (RAJ) [30,31]. The magnification was corrected
using the Littmann-Bennett method [31,32].

We used the Heidel berg Explorer (HEE, version 5.3; Heidelberg
Engineering, Heidelberg, Germany) for the automatic
segmentation of the RNFL and to calculate the RNFLT. The
upper border and the lower border of the RNFL were
automatically outlined and generated. In rare cases with obvious
misalignment, the RNFL were manually re-adjusted by trained
examiners(LZ). Thedataof 768 RNFLT measurementsequally
spaced on the 360° circle were extracted, and the RNFLT profile
was composed. RNFL scans with a quality score less than 15
were excluded. The datafor 1 eye per individual were used for
the statistical analysis.

Training of RNFL Profile Compensation

Based on the findings obtained in previous investigations, 5
parameters shown to be associated with the RNFLT profilewere

Lietd

chosen to be included in the present study: age, gender, axial
length, the disc-fovea distance, and the disc-foveaangle. These
parameters were used for the training of the RNFL profile
compensation [16,31-34]. Thetraining was performed with the
images obtained from 2223 eyes from 2223 participants
randomly chosen from the control group. Due to the positive
correlation between older age and longer axia length, 2
independent phases were carried out. In the first phase, the
parameter of age was inputted as the only factor to compensate
the RNFLT vertically. Lagrange multiplier methods were
applied to optimize the variance between the compensated
RNFLT and theinitial RNFLT, depending on the fact that each
point inthe RNFL profile wasinterassociated with neighboring
points. In the second phase, the parameters of axial length,
disc-foveadistance, disc-foveaangle, and gender wereincluded
in a fully connected network (FCN) for the RNFLT
compensation in both the vertical and horizontal directions. The
output from the FCN was further trained by a radial basis
function network (RBFN) embedded with aspatial correlation,
to optimize the variance between the compensated RNFLT data
(Figure 1). Details of the 2-phase compensation are described
in Multimedia Appendix 1.

Figure 1. Overview of the 2-phased process in retinal nerve fiber layer (RNFL) profile compensation and its validation in discriminating glaucoma,
which consisted of (A) applying the Lagrange multiplier, fully connected network (FCN), and radial basis function network (RBFN) to the training set,
composed of 2223 eyes from 2223 nonglaucomatous participants, for RNFL thickness (RNFLT) compensation based on the impact of axial length
(AL), age, disc-fovea angle (DFA), and disc fovea distance (DFD) and (B) evauation of the performance of compensated RNFLT for glaucoma
discrimination by comparing with the performance of the original RNFL profile.

A
. Lagrange | FCN RBFN Compensated
RNFL Profile Multipliers | Network Network RNFL Profile
Training Set (non-glaucoma): n=2223
B C d
: ompensate
RNFL Profile RNEL Profile
Y k.
Glaucoma Glaucoma
—— (Compare +———
Discrimination Discrimination
Validation Set: n=508 (non-glaucoma : glaucoma, 1:1)
L of 1:1. The compensation agorithm was lied, and
Validation P 9 P

The validation was performed in a separate dataset containing
both glaucomatous and nonglaucomatous eyesin arel ationship
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discrimination between glaucoma versus no glaucoma was
carried out using either the origina RNFLT profile or the
compensated RNFLT profile An eye was marked as
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glaucomatous if the thickness values of continuous points in
the original RNFFL profile or in the compensated RNFL profile
were located below the single-sided 95% confidence interval
of the original RNFL profile of the nonglaucomatous eyes or
the compensated RNFL profile of the nonglaucomatous eyes,
respectively. A receiver operating characteristic (ROC) curve
including the area under the ROC curve (AUROC) was
calculated to evaluate the performance of RNFLT data, in their
original form and in their compensated form, for the detection
of glaucoma. The accuracy, sensitivity, specificity, positive
predictive value (PPV), and negative predictive value (NPV)
were additionally analyzed.

Results

Among the 3654 participants in the Beijing Eye Study 2011,
2622 eyes from 2622 participants were randomly chosen,
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including 2477 individualsfor the control group and 145 patients
with glaucoma for the study group. After adding 109
glaucomatous eyes from 109 randomly selected patients from
the Kailuan Study, atotal of 2731 eyes from 2731 participants
(2477 control and 254 glaucoma; men: 1214/2731, 44.5%) were
included, with amean age of 63.0 (SD 9.2; range: 50-91) years.
Due to an insufficient scan quality, we excluded 26 eyes
(26/2731, 0.9%) from the analysis, so that thetraining datawere
eventually composed of 2223 randomly selected control eyes,
and the validation group included 254 individuas in the
validation control group and 254 patientswith glaucoma(Table
1). The glaucomatous eyes had a longer axia length (mean
23.77, SD 1.28 mm) as compared with the nonglaucomatous
eyes (mean 23.30, SD 0.96 mm) in the validation set (P<.001;
Figure 2).
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Table 1. Demographic and ocular parameters of the study population.

Eye sets Age (years), Gender Axial length Disc-foveadistance Disc-foveaangle \jean RNFLT®
mean (SD, range) (male), n (%) (M), mean (mm), mean (%), mean (um), mean
(SD, range) (SD, range) (SD, range) (SD, range)
All (n=2731) 63.0(9.2, 1214 23.23(1.01, 493(0.39,368t0  7.64(3.51, 101 (12, 32to
50 to 91) (44.5) 18.96t028.87)  7.63) -16.641023.25) 147)
Normal (n=2477) 62.3(8.9, 1076 23.18 (0.96, 4.88(0.27, 7.59 (3.4, 102 (11,
50 to 91) (43.4) 18.961028.87)  3.681t05.99) -16.641023.25) 43to0 147)
Glaucoma (n=254) 69.4 (9.3, 138 23.77 (1.27, 5.41(0.82, 8.16 (4.36, 85 (17,
50 to 90) (54.3) 1959t028.84) 3.8107.63) —13141022.59)  3310122)
Training set
All eyes (n=2223) 62.2 (8.9, 960 23.16 (0.96, 4.88(0.27, 7.67 (342, 102 (11,
50 to 91) (43.2) 18.961028.87)  3.681t05.99) -16.641023.25) 43t0 141)
10% longest eyes (n=222) 63.5 (8.7, 145 25.08 (0.77, 4.86 (0.3, 7.49 (3.86, 96 (10,
50 to 85) (65.3) 24321028.78)  3.86105.99) —6.3t023.25)  60to119)
20% longest eyes (n=444) 63.41 (8.77, 290 24.56 (0.76, 4.83(0.28, 7.64 (3.55, 98 (11,
50 to 85) (65.3) 23.831028.87) 3.68105.99) -6.31023.25)  43to124)
30% longest eyes (n=666) 63.3 (8.97, 408 24.26 (0.75, 4.84(0.27, 7.62 (34, 100 (11,
50 to 90) (61.2) 23531028.87) 3.681t05.99) —6.3t023.25)  43t0139)
Validation set
All eyes n=508) 66.4 (9.6, 254 23.53 (1.15, 5.14(0.67, 7.54 (3.87, 94 (17,
50 to 90) (50. 0) 19.59t028.84) 3.81t07.63) -13.14102259) 32t0147)
Glaucomain all eyes 69.4 (9.3, 138 23.77 (1.28, 5.41(0.82, 8.16 (4.37, 86 (17,
(n=254) 50 to 90) (54.3) 19.59t028.84) 3.8t07.63) -13.14102259) 32t0122)
10% longest eyes (n=51)  68.3 (9.3, 32 26.01 (0.89, 5.3(0.9, 8.44 (4.39, 82 (16,
50 to 90) (62.7) 24951028.84)  4.05t07.63) —2.05t02259) 40to122)
Glaucomain 10% longest  68.78 (9.8, 23 26.2 (0.93, 5.46 (0.99, 8.88 (4.92, 80 (17,
eyes (n=37) 50 to 90) (62.2) 24.95t028.84) 4.05t07.63) —2.05t02259) 40to0122)
20% longest eyes (n=102) 67.8 (9.2, 66 25.26 (0.99, 5.34(0.85, 7.92 (3.99, 88 (17,
50 to 90) (64.7) 24211028.84)  (4.05t07.63) —2.05t02259) 38t0122)
Glaucomain 20% longest  68.1 (9.2, 41 25.44 (1.08, 5.58 (0.95, 8.5(4.43, 83 (17,
eyes (n=66) 50 to 90) (62.1) 2421t028.84) 4.05t07.63) —205t022.59) 38t0122)
30% longest eyes (n=153) 67.2 (9.0, 99 24.86 (0.99, 5.27 (0.77, 7.51(4.18 90 (17,
50 to 90) (64.7) 23.921028.84) 3.81t07.63) (-13.14t022.59) 38to 147)
Glaucomain 30% longest  67.8 (9.0, 57 25.06 (1.11, 5.5 (0.9, 7.91 (4.79, 85 (17,
eyes (n=91) 50 to 90) (62.6) 2392t028.84) 3.8t07.63) -13.14t022.59) 3810122)

BRNFLT: retinal nerve fiber layer thickness.
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Figure 2. Distribution of axial length of the glaucomatous eyes and control eyesin the vaidation group.
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The compensation-induced change in the RNFLT values in
height (vertical) and in location (horizontal) increased with
longer axial length (Figure 3). It was most marked in the eyes
with thelongest axial length: The subgroup of eyesin the highest
10% percentile of the axial length distribution (mean axial length
25.08, SD 0.77 mm) had the highest compensation, followed
by the subgroup of eyes in the highest 20% percentile of the
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axial length distribution (mean 24.56, SD 0.76 mm) and the
subgroup of eyes in the highest 30% percentile of the axial
length distribution (mean 24.26, SD 0.75 mm). The mean
difference between the uncompensated RNFLT values and the
compensated values was negligible in the eyes with an axial
length outside of the 30% percentile of the longest axial length
(mean axial length 23.16, SD 0.96 mm; Figure 3).

IJMIR Med Inform 2021 | vol. 9 | iss. 5 [e22664 | p.152
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Lietd

Figure 3. The mean original retina nerve fiber layer (RNFL) profile (blue) and the mean compensated RNFL profile (pink) of the 10% longest eyes,

20% longest eyes, 30% longest eyes, and al eyes.
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Comparing the compensated RNFLT values with the
uncompensated RNFLT values revealed that the AUROC for
the detection of glaucoma increased from 0.70 to 0.84, from
0.751t0 0.89, from 0.77 to 0.89, and from 0.78 to 0.87, for eyes
within the 10% highest length percentile, eyes within the 20%
highest length percentile, eyes within the 30% highest axial
length percentile, and all eyes, respectively (Figure 4). The
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Nasal Temporal

All Eyes

relative increase was more pronounced in eyeswith longer axial
length, with an increase by 19.8%, 18.9%, 16.2%, and 11.3%
inthe highest 10% percentile subgroup, highest 20% percentile
subgroup, highest 30% percentile subgroup, and al eyes,
respectively. The accuracy, sensitivity, specificity, PPV, and
NPV of the origina and compensated RNFL in subgroups are
shown in Table 2.
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Figure4. Areaunder receiver operation curve (AUROC) for the detection of glaucomain the validation data set before (blue line) and after (pink line)

the transformation, in eyes of the 10% longest axial length (mean 26.01 mm), 20% longest axial length (mean 25.26 mm), 30% longest axial length
(mean 24.86 mm), and all eyes (mean 23.53 mm).
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Table 2. Performance of the original retinal nerve fiber layer (RNFL) and the compensated RNFL to detect glaucoma in subgroups and all eyes of the

validating dataset.
Eye groups Accuracy Sengitivity Specificity Positive predictivevalue  Negative predictive value
10% longest eyes
Original 0.073 0.784 0.571 0.829 0.500
Compensated 0.077 0.730 0.857 0.931 0.545
20% longest eyes
Origina 0.140 0.657 0.771 0.846 0.540
Compensated 0.165 0.821 0.829 0.902 0.707
30% longest eyes
Original 0.220 0.736 0.726 0.798 0.652
Compensated 0.250 0.824 0.839 0.882 0.765
All eyes
Origina 0.740 0.791 0.689 0.718 0.768
Compensated 0.795 0.811 0.779 0.786 0.805
Discussion [35]. The resulting oblique course of the retinal ganglion cell

Principal Findings

In our population-based study, the diagnostic precision of the
peripapillary RNFLT profile for the detection of glaucoma
increased when the dependence of the RNFLT profile on age
and the ocular biometric parameters of axial length, disc-fovea
distance, and disc-fovea angle were taken into account by
applying 2 neura networks. These networks, FCN and RBFN,
developed an agorithm by which the RNFLT profile was
transformed either horizontally or vertically. Applying the
algorithm increased the diagnostic performance of the RNFLT
profile, which was markedly better with longer axia length.
Theimprovement in relative percentage points as measured by
the AUROC was 19.8% in the subgroup of eyes within the
highest 10% percentile group, 16.2% in the highest 30%
percentile subgroup, and 11.3% in all eyes of the study
population.

Myopia-related changes in the appearance of the optic nerve
head can make the detection of additional changes caused by
glaucomatous optic neuropathy in myopic eyes difficult [5].
The parapapillary gamma zone and delta zone in myopic eyes
increase the brightness of the background so that the visibility
of theretinal nervefiber layer upon ophthalmoscopy isreduced
due to aphysica-optical effect. The presence of a gamma and
delta zone additionally leads to irregularities in the profile of
the tissues underlying the RNFL, so that the automatic
delineation of theinner retinal layer containing theretinal nerve
fibers from the subsequent layer gets more difficult. The axial
elongation—associated increase in the parapapillary region by
the development of the gamma and delta zone can lead to a
thinning of the RNFL due to geometric reasons. In moderate
myopig, the Bruch’s membrane opening as the inner opening
layer of the optic nerve head usually shifts temporally in the
direction of thefovea, leading to an overhanging of the Bruch's
membrane at the nasal optic disc border and a lack of the
Bruch’'smembrane at thetemporal disc border (ie, gammazone)
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axons through the myopic optic nerve head canal as compared
to aperpendicular course in emmetropic eyesleadsto achange
in the configuration of the neuroretinal rim in myopic eyes,
rendering the detection of glaucomatous rim changes more
difficult. The axial elongation—associated enlargement of the
optic disc is associated with a stretching of the lamina cribrosa
so that the depth of the optic cup may be reduced. It leads to
decreased spatial contrast between the height of the neuroretinal
rim and the depth of the optic cup and thus renders the
delineation of the rim from the cup more difficult.
Simultaneously, the color of the rim changes from pink in
direction to yellow, so that the color contrast between the rim
and optic cup decreases in myopic eyes, again rendering the
differentiation of the rim from the optic cup more difficult. As
also pointed out earlier in the paragraph, perimetric changes
also losetheir specificity for glaucomatous optic nerve damage
astheir cause. The axial elongation—associated changes can also
present with perimetric defects that mimic or cover a
glaucoma-related visua field defect. These changes might
include diffuse peripapillary and macular chorioretinal atrophy,
macular Bruch’s membrane defects, and scleral staphylomas.
Furthermore, the intraocular pressure in myopic eyes with
glaucomatous can be within the normal range since the
myopia-associated stretching and thinning of thelaminacribrosa
and peripapillary scleral flange may increase the pressure
susceptibility of the optic nerve fibers when passing through
thelaminacribrosa. These examples may demonstrate the need
for improved morphometric glaucomadiagnosisin myopic eyes
[4,5].

Previous studies showed that the thickness profile of the RNFL
depended on other morphol ogic parameters such asaxial length,
the disc-fovea distance, and the disc-fovea angle [31,32]. The
longer the axial length and disc-fovea distance were, the smaller
the angle kappa between the temporal superior and temporal
inferior vascular arcade, which accompaniesthe RNFL branches.
The disc-fovea angle was a surrogate for sagittal rotation of the
optic nerve head, aso influencing the location of the RNFLT
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profile. By taking these associations of the RNFLT profileinto
consideration and adjusting for them using a compensation
algorithm, there was an improvement in the diagnostic precision
of the RNFLT profile for the detection of glaucoma (Figures 3
and 4). The improvement was more marked with more myopic

eyes.

The AUROC values found in our study population are roughly
comparable to those of previous investigations. To cite
examples, Shoji and colleagues [9,35] examined 31 patients
with high myopia and 51 patients with high myopia and
glaucoma and found that the peripapillary RNFLT had an
AUROC of 0.83 in the discrimination of normal eyes from
glaucomatous eyes. Kim and associates [36] reported that the
ability to detect glaucomatous changesin ahighly myopic group
(n=45) by RNFL examination had an AUROC of 0.83. When
comparing the various studies, one may consider that they
markedly differed in the size and composition of their study
population. In particular, our study population was recruited in
apopulation-based manner. Subsequently, the glaucoma patients
showed all stages, including early stages, of glaucomatous optic
neuropathy. In addition, the nonglaucomatous group in our
study population included eyes with nonglaucomatous optic
nerve damage in addition to other pathological conditions like
retinal diseases, nonglaucomatous neuropathies, and cataract.
If we had included only eyes without any (nonglaucomatous)
optic nerve damage and without any retinal diseasein the control
group, separating the glaucomatous study and control group
would have been easier, and the AUROC would have been
higher.

The findings that the height and profile of the peripapillary
RNFLT were associated with various ocular and systemic
parameters were also found in other investigations. Yamashita
and colleagues [37] noted that the position of the
superior-temporal RNFLT peak was associated with thelocation
of the papillomacular position, optic disc tilt, and body height,
whiletheinferior-temporal RNFL peak position was correlated
with corneal thickness and axial length. Leung et a [8]
investigated 189 myopic eyes and reported that the angle
between the superotemporal and inferotemporal RNFL bundles
decreased with longer axial length. Fujino et al [38] found that
aRNFLT profile correction based on the retinal vessel position
in al twelve 30° sectors was able to improve the
structure-function relationship in al sectors. Rho et a [39]
adjusted the 1% reference line of the RNFLT profile according
to the retinal vessel position, by which they obtained better
agreement with the standard diagnosis of glaucoma. These
previous studies on the dependence of the RNFLT profile on
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other ocular parameters revealed, however, that these
associations with the RNFLT profile change were not linear
and that the effect of a correction by a linear mathematical
method was limited. In this study, the FCN and RBFN were
used to compensate the RNFLT profile in both the horizontal
direction (position shift) and vertical direction (thickness
change). Decreasing the systemic variability of the RNFLT
profile resulted in an improvement of the diagnostic performance
for glaucoma detection, especially in highly myopic patients.

Limitations

When discussing the results of our study, its limitations should
betaken into account. First, compensation of the RNFLT profile
was based on data from participants with an age =50 years, and
the performance of glaucoma detection was not validated in
younger participants. Second, the composition of the validation
dataset included a 1:1 ratio of glaucomatous eyes to
nonglaucomatous eyes. However, since the prevaence of
glaucoma increases with axial length, a relatively high
proportion of glaucomatous eyesin the validation set may reflect
the higher prevalence of glaucoma in eyes with myopia and
high myopia. The strengths of the study included that the large
population-based dataset offered an opportunity to observe the
diverse patterns of the nonlinear relationship between the
RNFLT profileand axial length. An RBFN with the advantages
of good generalization, strong tolerance to input noise, and
online learning ability made it possible to interpret the patterns
to a reliable compensation. Due to the population-based
recruitment of the study population, the validation group
included glaucomatous eyes of al glaucoma stages, so that the
results are more generalizable than in hospital-based studies
with apreponderance of advanced glaucomastagesin the study
groups.

Conclusion

Applying an algorithm to adjust the nonlinear dependence of
the RNFLT profile on age, axial length, disc-fovea distance,
and disc-fovea angle resulted in improved diagnostic precision
of the peripapillary RNFLT profilefor the detection of glaucoma
in a population-based study population. The improvement in
the diagnostic precision of the compensated versus
uncompensated RNFLT profile dataincreased in relative terms
with longer axial length. With an increase of 20%, it was most
marked in the highly myopic group. The application of this
neural network—based RNFLT profile compensation may also
be helpful to improve glaucoma diagnosis in myopic eyes in
clinical practice.
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Multimedia Appendix 1
Details of the two-phase-compensation of retinal nerve fiber layer.
[PDFE File (Adobe PDF File), 328 KB - medinform_v9i5e22664 appl.pdf ]
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