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Abstract

Background: Pressure injury (PI) is a common and preventable problem, yet it is a challenge for at least two reasons. First, the nurse shortage is a worldwide phenomenon. Second, the majority of nurses have insufficient PI-related knowledge. Machine learning (ML) technologies can contribute to lessening the burden on medical staff by improving the prognosis and diagnostic accuracy of PI. To the best of our knowledge, there is no existing systematic review that evaluates how the current ML technologies are being used in PI management.

Objective: The objective of this review was to synthesize and evaluate the literature regarding the use of ML technologies in PI management, and identify their strengths and weaknesses, as well as to identify improvement opportunities for future research and practice.

Methods: We conducted an extensive search on PubMed, EMBASE, Web of Science, Cumulative Index to Nursing and Allied Health Literature (CINAHL), Cochrane Library, China National Knowledge Infrastructure (CNKI), the Wanfang database, the VIP database, and the China Biomedical Literature Database (CBM) to identify relevant articles. Searches were performed in June 2020. Two independent investigators conducted study selection, data extraction, and quality appraisal. Risk of bias was assessed using the Prediction model Risk Of Bias ASsessment Tool (PROBAST).

Results: A total of 32 articles met the inclusion criteria. Twelve of those articles (38%) reported using ML technologies to develop predictive models to identify risk factors, 11 (34%) reported using them in posture detection and recognition, and 9 (28%) reported using them in image analysis for tissue classification and measurement of PI wounds. These articles presented various algorithms and measured outcomes. The overall risk of bias was judged as high.

Conclusions: There is an array of emerging ML technologies being used in PI management, and their results in the laboratory show great promise. Future research should apply these technologies on a large scale with clinical data to further verify and improve their effectiveness, as well as to improve the methodological quality.

(JMIR Med Inform 2021;9(3):e25704) doi:10.2196/25704
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Introduction

Pressure injury (PI) is a significant indicator of the quality of care and a substantial burden on the public health system and the economy [1,2]. PI is a common but potentially preventable problem; however, current PI management is far from satisfactory. PI incidence and prevalence in the intensive care unit (ICU) were reported to be 10.0% to 25.9% and 16.9% to 23.8%, respectively [3]. The prevalence of PI in acute care settings ranged from 6% to 18.5% [4] and the hospital-acquired PI prevalence was 8.5% [5]. As for long-term care facilities, the PI prevalence was 27% in Italy [6] and 9.6% in Japan [7]. The overall prevalence of PI in the United States decreased from 13.5% in 2006 to 9.3% in 2015 [8]. Also, 95% of PI are avoidable [9]. Nurses are primarily responsible for preventing PIs [10]. Several surveys have revealed that the majority of nurses, internationally, have insufficient knowledge of PI [11-14]. Besides, the global nursing shortage is a well-known fact [15]. Also, the most universally used PI risk assessment tool—the Braden scale—is subjective and inaccurate [16]. In a nutshell, medical practitioners need better PI management tools.

Artificial intelligence (AI) has been exerting a positive impact on daily living [17]. Moreover, machine learning (ML) is a way to achieve AI. Over the past two decades, ML has progressed from a laboratory curiosity to practical tools commonly applied in the medical field [18,19]. ML will continue to contribute to improving prognosis and diagnostic accuracies, even potentially taking on some of the work of medical practitioners’ [20,21].

While researchers have developed various novel methods for PI management [22], there is no systematic review to our knowledge that evaluates current ML technologies used in PI management.

The objective of this paper was to synthesize and evaluate the nascent literature on the use of ML technologies in PI management, noting the strengths and weaknesses of the studies, and identify improvement opportunities for future research and practice.

Methods

Protocol

This review is reported according to the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) statement [23].

Search Strategy

We conducted a systematic search of nine health science databases: PubMed, EMBASE, Web of Science, Cumulative Index to Nursing and Allied Health Literature (CINAHL), Cochrane Library, China National Knowledge Infrastructure (CNKI), the Wanfang database, the VIP database, and the China Biomedical Literature Database (CBM). We used Medical Subject Headings (MeSH) terms, Emtree terms, subject headings, and free text associated with the concepts of ML and PI. Searches were performed in June 2020. We also undertook a manual search of the reference list of all potentially eligible studies. Textbox 1 shows the search strategy that was used.

Textbox 1. Search strategy and search terms used.

- #1 pressure ulcer* OR pressure injur* OR pressure sore* OR pressure damage OR decubitus ulcer* OR decubitus sore* OR bedsore* OR bed sore*
- AND
- #2 artificial intelligence OR machine learning OR neural network* OR support vector machine OR natural language processing OR Naive Bayes OR bayesian learning OR support vector* OR random forest* OR boosting OR deep learning OR machine intelligence OR computational intelligence OR computer reasoning

Inclusion and Exclusion Criteria

This review included studies that met the following criteria: (1) used a method related to ML technologies (including support vector machine, k-nearest neighbor [KNN], decision tree [DT], convolutional neural network, Bayesian network model, and logistic regression) in PI management, and (2) was published in English or Chinese. We excluded studies that met any of the following criteria: (1) review papers, opinion papers, editorials, discussion papers, dissertations, or conference abstracts; (2) papers on PI education; (3) papers about PI in animals; (4) papers lacking an outcome; and (5) papers without explicit algorithms.

Study Selection Methods

Two independent investigators screened titles and abstracts using the eligibility criteria. They then obtained full-text versions of all potential articles and scrutinized the full texts independently. Any discrepancies about study inclusion were resolved through discussion or by referral to a third investigator.

Data Extraction

Data were extracted from all identified studies using a predefined format. Variables included the first author, year of publication, country, aim, subject, algorithm used, study outcomes, performance of the algorithm, and findings. One investigator extracted the information into a standard data extraction sheet and a second investigator cross-checked the entries. Any disagreements were resolved via discussion.

Quality Appraisal

The methodological quality of the included studies was assessed independently by two investigators using the Prediction model Risk Of Bias ASsessment Tool (PROBAST) [24].
Disagreements were resolved by discussion. The PROBAST was designed to assess the risk of bias and applicability of diagnostic and prognostic prediction model studies, and it includes 20 signaling questions to judge the risk of bias from four domains (participants, predictors, outcome, and analysis). The risk of bias is judged as low, high, or unclear. If one domain is found to have a high risk of bias, the overall risk of bias is judged as high. Similarly, if one domain is assessed as unclear, the overall risk of bias is judged as unclear even if all other domains are assessed to have a low risk of bias.

**Results**

**Study Process**

Our initial search retrieved 2207 published articles, of which 269 were duplicates. After screening titles and abstracts, the full texts of 48 articles were obtained and assessed for potential eligibility. Of those 48 articles, 16 did not fulfill the inclusion criteria. The reasons for studies being ineligible were as follows: (1) lacking a clear algorithm (n=5); (2) lacking a result (n=4); (3) review studies (n=4); (4) studies in pigs (n=2); and (5) study on PI education (n=1). Finally, a total of 32 studies were eligible for our research (see **Figure 1**).

**Characteristics of Included Studies**

The articles that were included in our analysis were published between 2007 and 2020 and were undertaken in the United States [25-35], China [36-44], Spain [45-50], Japan [51,52], Italy [53,54], Korea [55], and Greece [56]. According to the applied area of the included studies, we divided the articles into three components: predictive model (12 studies), posture recognition (11 studies), and image analysis (9 studies). The characteristics of the included studies are presented in **Multimedia Appendix 1**.

**Figure 2** shows the roles of the three components in the PI management process:
Predictive model: when a patient is admitted into the hospital, a nurse needs to perform PI-related assessments—skin assessment and risk assessment. The predictive model is used to identify related risk factors.

Posture recognition: when a patient is determined to be at risk, according to PI guidelines, proper measures such as repositioning, nutrition, support surfaces, and skin care need to be taken to prevent PI. The posture recognition can be used in the repositioning to help nurses to detect and classify the patient’s position and movement.

Image analysis: when a PI occurs, it is necessary to do wound assessment prior to treating the wounds. The image analysis can help to classify the wound tissue and measure the wound size.

Figure 2. The roles of machine learning technologies used in pressure injury (PI) management.

The performance indicators of ML algorithms include sensitivity, specificity, precision, accuracy, F score, positive predictive value, negative predictive value, geometric mean, false-positive rate, run time, and so on. Multimedia Appendix 2 shows the detailed results of the included studies.

Predictive Model

Twelve studies explored PI risk factors by data mining from the electronic health records (EHRs) of patients. The patients included in the studies were from a variety of settings: ICU (3 studies); operating room (2 studies); long-term care facilities (1 study); acute care hospital (1 study); orthopedic department (1 study); oncology department (1 study); end-of-life care (1 study); medical-surgical, critical care, and step-down units (1 study); and with mobility-related disabilities (1 study). The number of EHRs ranged from 147 to 125,213. The identified risk factors were different due to diverse input variables. In the majority of included studies, the PI percentage (the number of patients with PI/the number of total patients) of the data sets analyzed was imbalanced, and the minimum was 0.6% (51/8286). The accuracy ranged from 63.0% to 90.0%, the sensitivity ranged from 47.8% to 84.8%, and the specificity ranged from 70.3% to 94.7%. The DT algorithm was a typical data mining approach.

Posture Recognition

Eleven studies were concerned with posture identification by analyzing the pressure distribution of the body to achieve a robust assessment. Regarding the subjects of posture recognition, one study focused on wheelchair users [38], while the others looked at bed bound patients. The number of sensors was between 4 and 8192, and the number of subjects ranged from 2 to 58. Of the 11 studies, 10 studies detected and classified different postures or movements of a person and one study classified the bed inclination [31]. The common postures detected were supine, right lateral, and left lateral.

All articles reported on accuracy, which ranged from 49.1% to 100%. The difference in run times among different algorithms was quite large, from 0.04 seconds to 320.34 seconds. No articles reported on specificity. The sensitivity ranged from 62.0% to 100%, and the precision ranged from 65.0% to 100%. All eight studies applied the KNN algorithm in the processing of pressure sensor data.

Image Analysis

Nine studies conducted PI wounds’ tissue segmentation and measurement using ML algorithms. We included studies that only analyzed PI images and excluded those involving the wound images of diabetes foot ulcers or venous leg ulcers. The number of digital images ranged from 14 to 193. Three articles were written by Veredas et al [46,48,49] using the same 113...
color images to achieve tissue classification. Because different algorithms were used, we considered these three articles as independent research. Furthermore, the number of tissue segmentations ranged from 3 to 6. The most common PI wound tissue classifications were granulation, slough, and necrosis. One study developed an image processing algorithm that automatically measured the PI size [30]. The accuracy ranged from 78.3% to 92.0%, the sensitivity ranged from 61.7% to 99.9%, and the specificity ranged from 93.9% to 99.8%. Convolutional neural network algorithms, as deep learning architectures, were often used in medical image analysis in recent years.

**Risk of Bias**

The PROBAST was used to assess the risk of bias of the predictive model studies from four domains (participants, predictors, outcome, and analysis). However, the PROBAST was not suitable for the posture recognition and image analysis studies; to the best of our knowledge, there is still no appropriate tool to assess these engineering articles. The overall risk of bias of all of the predictive model studies was judged as high, and there was no low risk in the analysis domain (Figure 3).

**Discussion**

**Principal Findings**

Our systematic review provided a broad overview of the ML technologies applied to PI management. After study selection, we were able to categorize these technologies into three components: predictive model, posture recognition, and image analysis. We discuss these different components in detail below.

**Component 1: Predictive Model**

The predictive model studies were all retrospective studies that analyzed the EHRs of patients to develop a prediction model via data mining techniques. The objective of the predictive model was to (1) identify the PI risk factors so that nurses could take customized preventive measures to arrest the PI progression, or (2) compare different algorithm performances and interpretability in constructing a predictive model. Even though the data sets were often imbalanced, Setoguchi et al [51] suggested that an alternating DT algorithm could effectively analyze highly imbalanced data. Shi et al [57] identified 22 empirically derived predictive models for PI risk using traditional statistical techniques. Compared with the previous predictive models, these advanced models can use the information available in EHRs rather than require investigators to input information into a questionnaire, and they can handle a large volume of various data at a faster velocity. Relative to the 2019 international guideline [1], we found a gap between the ML models and the empirical models. The risk factors mentioned in the guideline are mainly patient characteristics (eg, older age, spinal cord injuries, diabetes, incontinence, impaired sensory perception, etc) and treatment plan (eg, duration of surgery, anesthesia, use of vasopressors, etc). By employing ML models using data from patients’ EHRs, Moon and Lee [55] found that the total hospital cost was associated with PIs, which had not been revealed by the guideline. However, it must be noted that these ML-based predictive models were lacking external validation. The results we got from one database had not been validated in temporal or spatial difference. Clearly, providing external validation for these models should be a focus of future research.

**Component 2: Posture Recognition**

PIs (also called bedsores) are common among bedridden older patients. However, the subjects in the included research studies were all healthy adults of different weights rather than patients at high risk for PIs. The research to test the ML technologies’ performance was all conducted in the laboratory. In other words, these technologies are still in the development phase and have not transitioned from bench to bedside. The current research...
focused simply on posture detection, and the majority of repositioning recommendations from the 2019 international guideline were based on expert opinion. Future research should combine posture recognition with the predictive model to develop the most effective repositioning schedules. For example, it is generally acknowledged that patients should be repositioned or mobilized every 2 hours. For a high-risk patient, it may be better to reposition every hour, while a low-risk patient may need to be repositioned every 3 hours. When it is time to change the patient’s position, the related alarm will alert the nurse to help the patient to reposition, thus lightening the clinical nurse’s workload.

Component 3: Image Analysis

It is worth mentioning that 6 of 9 (67%) studies were conducted in Spain. All three articles of Veredas et al (45,47,48) analyzed 113 digital images of PI of patients with home-care assistance, and we can assume that these were the same subjects; however, it is quite interesting to note that the images in the article published in 2010 were taken with a Canon digital camera, while the images in the 2015 article were taken with a Sony digital camera. In the real world, PI wounds are always irregular in shape, and it is inaccurate and unreliable to measure the size of the PI wound by multiplying length and width [58]. The computer-aided measurement system can offer an objective and efficient result. Using a photo of the PI wound, it is convenient and possible to analyze the characteristics of the lesion by the size and color of the ulcer, which helps clinicians monitor the developing and healing process of PI. Note that these subjects of image analysis are visible wounds, which are always stage IV—the severest PIs. Certainly, we do not want to see the most terrible situation happen, and thus future research is needed to optimize technologies so that we can assess PIs in their early stage via microclimate (eg, moisture, temperature, etc), not just via images. The current research is focused on classifying the wound tissue, and it is necessary to combine the percentage of the different tissue with the grading of PI to define the severity of PI. It is better to rely on objective indicators than to rely on human experience.

Future Research

PI management should be a holistic process, but the current research in these three components is separate. We’ll use the case of a patient admitted to hospital to illustrate. First, according to the predictive model, we rated the patient as low risk. The repositioning schedule was implemented as the low risk required. Unfortunately, the patient developed PI, so we needed to assess the PI wound. The ML technologies on the predictive model and posture recognition need feedback from the PI wound image analysis to improve their performance. However, the research in these three components was conducted in different populations in different locations at different times. This point should be explored in future research.

The results on the risk of bias, surprisingly, were far from satisfactory. Similar to the research of Nagendran et al [59], the analysis domain was the major deficiency. More attention needs to be paid to the methodological quality of predictive model studies. The participants in posture recognition studies were healthy volunteers and the subjects in image analysis studies were images, so we could not judge these types of articles as medical research. There is a growing literature on interdisciplinary research such as in the fields of engineering and medicine. It is essential to develop a tool to assess the methodological quality of the relevant articles.

In summary, ML technologies furnish new alternatives to PI management. Given the global shortage of professional nurses and PI-related knowledge deficit, ML technologies will significantly reduce the burden on frontline clinicians and help to improve the quality of care, as Obermeyer and Emanuel [20] pointed out in 2016. However, because the current technologies only cover three components of PI management, there is a marked lack of novel technologies to assess potentially healthy skin, to achieve better skin care, to manage nutrition status, and to create intelligent support surfaces. Besides, IBM has discovered that its powerful technology is no match for the messy reality of today’s health care system [60]. There is still a long way to go to integrate ML technologies into clinical care practices.

It is important to acknowledge some limitations. First, we only include articles published in English and Chinese. It will be better to include other language research for representing the current evidence. Second, due to the various aims and outcomes of the included studies, the quantitative synthesis has not been performed to obtain a direct result. Third, the aim of our review was to survey the current status of ML algorithms applied in PI management, so the eligibility criteria were defined broadly. After study selection, we found the related research can be divided into three components. We have no specific criteria for one component. Hence, under the guidance of our findings, future research can define detailed eligibility criteria.

Conclusions

The study results from various laboratory settings show an array of ML technologies with potential uses in PI management. Future research should apply these technologies on a large scale with clinical data to verify their effectiveness, enhance their performance, and improve methodological quality.
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Abstract

Background: Nursing homes (NHs) are increasingly implementing electronic health records (EHRs); however, little information is available on EHR use in NH settings. It remains unclear how care workers perceive its safety, quality, and efficiency, and whether EHR use might ease the burden of documentation, thereby reducing its implicit rationing.

Objective: This study aims to describe nurses’ perceptions regarding the usefulness of the EHR system and whether sufficient numbers of computers are available in Swiss NHs, and to explore the system’s association with implicit rationing of nursing care documentation.

Methods: This was a multicenter cross-sectional study using survey data from the Swiss Nursing Homes Human Resources Project 2018. It includes a convenience sample of 107 NHs, 302 care units, and 1975 care workers (ie, registered nurses and licensed practical nurses) from Switzerland’s German- and French-speaking regions. Care workers completed questionnaires assessing the level of implicit rationing of nursing care documentation, their perceptions of the EHR system’s usefulness and of how sufficient the number of available computers was, staffing and resource adequacy, leadership ability, and teamwork and safety climate. For analysis, we applied generalized linear mixed models, including individual-level nurse survey data and data on unit and facility characteristics.

Results: Overall, the care workers perceived the EHR systems as useful; ratings ranged from 69.42% (1362/1962; guarantees safe care and treatment) to 78.32% (1535/1960; allows quick access to relevant information on the residents). However, less than half (914/1961, 46.61%) of the care workers reported sufficient computers on their unit to allow timely documentation. Half of the care workers responded that they sometimes or often had to ration the documentation of care. After adjusting for work environment factors and safety and teamwork climate, both higher care worker ratings of the EHR system’s usefulness (β=−.12; 95% CI −0.17 to −0.06) and sufficient numbers of computers (β=−.09; 95% CI −0.12 to −0.06) were consistently associated with lower implicit rationing of nursing care documentation.

Conclusions: Both the usefulness of the EHR system and the number of computers available were important explanatory factors for care workers leaving care activities (eg, developing or updating nursing care plans) unfinished. NH managers should carefully select and implement their information technology infrastructure with greater involvement and attention to the needs of their care workers and residents. Further research is needed to develop and implement user-friendly information technology infrastructure in NHs and to evaluate their impact on care processes as well as resident and care worker outcomes.
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https://medinform.jmir.org/2021/3/e22974
Introduction

Background

Health care organizations worldwide are increasingly using electronic health records (EHRs) to improve health care safety, quality, and efficiency. EHRs are defined as an electronic version of a person’s medical history, including key administrative clinical data relevant to that person’s care [1]. Although digital transformation in acute care is progressing quickly, the implementation of EHR in long-term care is following at a slower pace. In the United States, less than 50% of nursing homes (NHs) have implemented EHRs, with nonprofit and government NHs, those with more than 100 beds, and those with higher staffing levels (ie, registered nurses [RNs] and certified nursing assistants) more likely to use EHRs [2-6]. Among the barriers identified for successful EHR implementation, NH settings were costs, the need for training, and the culture change required to embrace technology [6,7].

Although little is known regarding the impact of EHR adoption on the provision of NH care, positive effects on the processes and outcomes of acute care provision have been reported. These include increased adherence to guideline-based care, enhanced surveillance and monitoring, improved clinical decision making, and decreased medication errors [8-13]. Despite concerns that EHR implementation might negatively impact safety and quality of care during the transition period, acute care studies found no differences between pre- and postimplementation on short-term inpatient mortality, adverse events, or readmissions [14]. Some benefits of EHR use (eg, increased access to resident information, cost avoidance, and increased documentation accuracy) are increasingly recognized by health care professionals, including physicians [15] and nurses [16].

Even if the overall quality of documentation is not improved in the electronic system, for example, in cases where paper-based documentation standards were already extremely high [17], one expected benefit of EHR is increased time efficiency. In fact, at least during the implementation phase, the opposite has been reported, with documentation time increasing from 16% to 28% for physicians and from 9% to 23% for nurses [18]. Although EHRs should support health care professionals by reducing their documentation burden, thus allowing them more time for dedicated patient care, this initial impact on their workloads might prove a major barrier to their implementation and long-term use [18].

Nurses spend around one-fifth of their working time on documentation activities, such as developing or updating nursing care plans [19]. Although these activities are considered crucial to the provision of high-quality professional NH care [20], these indirect care activities performed away from residents are often either rationed or missed. Nurses place higher priority on direct care activities, that is, those that require interactions with the residents or their families, such as assisting with drinking and food intake [21,22]. A previous study reported that NH care workers who reported less rationing of direct care, rehabilitation, monitoring, and social care activities tended to perceive the overall quality of NH care as higher, whereas they actually associated more rationing of documentation with better self-perceived quality of NH care [23].

Implicit rationing of nursing care or missed care—recently summarized also under the umbrella term unfinished nursing care [24]—has become a global phenomenon of concern affecting the safety and quality of hospital and NH care [25,26]. NH studies indicate that up to 75% of nurses leave at least one necessary care activity unfinished on every shift [22,27]. Implicit rationing of nursing care has been defined as “the withholding of or failure to carry out all needed nursing interventions in the face of inadequate time, staffing or skill mix” [28]. Although this mainly refers to direct care activities with residents, failure to document nursing care is equally dangerous, as it hinders continuity of care. As this study’s conceptual model describes (Figure 1), alongside perceived shortfalls in the information technology (IT) infrastructure (ie, EHRs and computers), care workers’ perceptions of facility and unit characteristics, work environment, teamwork and safety climate, and even individual care worker characteristics can all impact NH care provision processes, meaning they can also result in implicit rationing of nursing care, including documentation. Evidence supports this conceptual underpinning, as lower levels of nurse staffing [29] and teamwork and safety climate [21] were all associated with higher amounts of missed or rationed care.
Research Gap and Objectives

To date, little information is available on EHR use in NHs, for example, how nurses, as the main users, perceive their workplace system’s quality and efficiency. Moreover, it remains unclear what roles EHRs’ uses and characteristics might have on NH care processes, for example, whether more efficient EHRs might reduce care workers’ documentation burden, thereby reducing the perceived need to implicitly ration it and allowing better continuity of care. As increasing numbers of NHs have implemented EHRs in recent years with the objective of increasing efficiency, in this study, we aim (1) to explore Swiss NH care workers’ perceptions regarding their EHR systems’ usefulness and the sufficiency of the number of computers and (2) to explore the association between the IT infrastructure and implicit rationing of nursing care documentation.

Methods

Study Design

This study is based on data from the 2018 Swiss Nursing Home Human Resources Project (SHURP), a cross-sectional, multicenter study.
Sample and Setting
A convenience sample of 107 NHs, housing 302 care units, and 1975 care workers (i.e., RNs and licensed practical nurses) in Switzerland’s German- and French-speaking regions were included in this study. The mean response rate to the care worker survey was 66.0%, ranging from 12.7% to 98.2% at the facility level. NHs who had participated in the first edition of the SHURP study (2013-2015) [30] were invited to participate in this new edition and were automatically included if they accepted. To increase the sample size, we sent waves of invitations to randomly selected NHs. In parallel, uninvited NHs that were willing to participate could contact the study team directly to be included. Finally, to further increase the inclusion rate, collaborations were set up with diverse NH associations. Additional NHs were included until March 2019. Inclusion criteria were that each NH was recognized by cantonal authorities and had a minimum of 20 beds.

Data Collection
The survey was administered, as appropriate, in two language versions, German and French, between September 2018 and October 2019. All directors of the participating NHs provided written consent to participate in the study. For care workers, sending back the voluntary care worker questionnaire was considered as informed consent.

Ethical Aspects
An ethics waiver was obtained from the responsible Swiss ethics committee (the Northwest and Central Switzerland ethics committee, BASEC Nr Req-2018-00420).

Variables and Measures
To measure the rationing of nursing care documentation, we used the 3-item subscale of the NH version of the Basel Extent of Rationing of Nursing Care instrument. Care workers were asked how often in the past 7 days they had been unable to study care plans at the beginning of their shift, set up or update residents’ care plans, or document the care provided because of lack of time or high workload [31]. As lack of time or workload is a matter not only of resources (e.g., staffing levels) but also of demand, EHR systems might increase the demand in terms of documentation.

The main explanatory variables were care workers’ perceptions of the EHR system’s usefulness (5 items) and sufficiency of the number of computers on the units (one item). These items were developed based on a literature review of EHR use in NHs [32,33]. The explanatory factor analyses of the internal structure of the 5 items on care workers’ perceptions revealed a good fit, suggesting a one-dimensional solution (Tucker Lewis Index of factoring reliability=0.976; root mean square error of approximation index=0.079; 95% CI 0.063-0.096; Cronbach α=.88). Therefore, we calculated the scale’s mean score. To facilitate further analyses, we kept the coding of the 5-point Likert scale of the single item assessing the sufficiency of computers on the units.

All potential confounding and control variables, including facility and unit characteristics, perceptions of work environment factors, teamwork and safety climate, and care worker characteristics, are described in Multimedia Appendix 1.

Data Analyses
Descriptive statistics (frequencies, percentages, means, and SDs) were calculated to describe the measured variables. To explore differences between care workers’ professional backgrounds with regard to the EHR system’s usefulness and whether a sufficient number of computers were available, we used chi-square tests. To explore the relationship between care workers’ perceptions with regard to the EHR systems and whether sufficient computers were available and implicit rationing of nursing care documentation, 2-level generalized linear mixed models were used. On the basis of the intraclass correlation coefficient (ICC1), which was >0.05, multilevel modeling was required [34]. Therefore, we computed ICC1 to assess the variability of the outcome variable (implicit rationing of nursing care documentation) between units and facilities. In this case, an ICC1 of 0.155 at the unit level and 0.118 at the facility level indicated a need to account for the clustering of care worker data within units and facilities.

We report unadjusted (crude) associations and 2 adjusted models: (1) not including staffing and resources adequacy and (2) including staffing and resources adequacy. To compare the models’ relative fits, we used Akaike information criterion; a lower value indicates a better fit. Data analyses were performed with R (version 3.4.2; R Foundation for Statistical Computing, 2017) using the rptR package for the calculation of ICC1 [35] and the lme4 package for generalized linear mixed models [36]. Depending on the variable, between 0.1% and 8.3% of the data for unit and facility characteristics were missing. In the nurse survey, data missing varied between 0.1% (i.e., educational background) and 3% (i.e., professional experience). A P value of less than .05 was considered significant.

Results

Sample Description
This substudy used a sample of 1975 care workers. More than 90% were female; the majority were older than 41 years and had more than 5 years of professional experience. The majority worked part time, with employment levels between 51% and 90% and with regular changes in shifts. Of the 107 Swiss NHs included in the study, the majority were medium sized (between 50 and 100 beds) and private or privately subsidized. Table 1 summarizes the care worker, unit, and facility characteristics.
Table 1. Facility, unit, and care worker characteristics.

<table>
<thead>
<tr>
<th>Facility and unit characteristics</th>
<th>Total (N=107 NHs*, 302 units, 1975 care workers)</th>
<th>German-speaking region (n=88 NHs, 268 units, 1794 care workers)</th>
<th>French-speaking region (n=19 NHs, 34 units, 181 care workers)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NH size, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small (&lt;50 beds)</td>
<td>24 (22.4)</td>
<td>20 (22.7)</td>
<td>4 (21.1)</td>
</tr>
<tr>
<td>Medium (50-100 beds)</td>
<td>55 (51.4)</td>
<td>42 (47.8)</td>
<td>13 (68.4)</td>
</tr>
<tr>
<td>Large (&gt;100 beds)</td>
<td>28 (26.2)</td>
<td>26 (29.5)</td>
<td>2 (10.5)</td>
</tr>
<tr>
<td><strong>NH profit status, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public</td>
<td>45 (42.1)</td>
<td>41 (46.6)</td>
<td>4 (21.1)</td>
</tr>
<tr>
<td>Privately subsidized or private</td>
<td>62 (57.9)</td>
<td>47 (53.4)</td>
<td>15 (78.9)</td>
</tr>
<tr>
<td><strong>NH unit characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical focus on dementia, n (%)</td>
<td>218 (74.4)</td>
<td>196 (75.1)</td>
<td>22 (68.8)</td>
</tr>
<tr>
<td>Bed capacity, median (IQR)</td>
<td>24 (12)</td>
<td>24 (12)</td>
<td>29 (19)</td>
</tr>
<tr>
<td>Full-time equivalent per 100 beds, median (IQR)</td>
<td>48.5 (23.2)</td>
<td>48.0 (23.4)</td>
<td>51.6 (16.8)</td>
</tr>
<tr>
<td>Skill mix level (% registered nurse), median (IQR)</td>
<td>26.5 (16.7)</td>
<td>27.8 (17.0)</td>
<td>20.3 (9.2)</td>
</tr>
<tr>
<td><strong>Care worker characteristics</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age (years), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;21</td>
<td>127 (6.46)</td>
<td>120 (6.73)</td>
<td>7 (3.87)</td>
</tr>
<tr>
<td>21-30</td>
<td>408 (20.76)</td>
<td>361 (20.24)</td>
<td>47 (25.97)</td>
</tr>
<tr>
<td>31-40</td>
<td>336 (17.10)</td>
<td>295 (16.54)</td>
<td>41 (22.65)</td>
</tr>
<tr>
<td>41-50</td>
<td>396 (20.15)</td>
<td>360 (20.18)</td>
<td>36 (19.89)</td>
</tr>
<tr>
<td>51-60</td>
<td>556 (28.30)</td>
<td>519 (29.09)</td>
<td>37 (20.44)</td>
</tr>
<tr>
<td>&gt;60</td>
<td>142 (7.23)</td>
<td>129 (7.23)</td>
<td>13 (7.18)</td>
</tr>
<tr>
<td>Gender: female, n (%)</td>
<td>1783 (91.25)</td>
<td>1613 (90.92)</td>
<td>170 (94.44)</td>
</tr>
<tr>
<td>Educational background, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Registered nurse</td>
<td>944 (47.80)</td>
<td>861 (47.99)</td>
<td>83 (45.86)</td>
</tr>
<tr>
<td>Licensed practical nurse</td>
<td>1031 (52.20)</td>
<td>933 (52.01)</td>
<td>98 (54.14)</td>
</tr>
<tr>
<td>Tenure in current nursing home, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Up to 5 years</td>
<td>921 (48.02)</td>
<td>836 (47.96)</td>
<td>85 (48.57)</td>
</tr>
<tr>
<td>5-10 years</td>
<td>387 (20.18)</td>
<td>348 (19.97)</td>
<td>39 (22.29)</td>
</tr>
<tr>
<td>≥10 years</td>
<td>610 (31.80)</td>
<td>559 (32.07)</td>
<td>51 (29.14)</td>
</tr>
<tr>
<td>Employment level, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;51%</td>
<td>319 (16.32)</td>
<td>303 (17.07)</td>
<td>16 (8.89)</td>
</tr>
<tr>
<td>51%-90%</td>
<td>1105 (56.52)</td>
<td>982 (55.32)</td>
<td>123 (68.33)</td>
</tr>
<tr>
<td>91%-100%</td>
<td>531 (27.16)</td>
<td>490 (27.61)</td>
<td>41 (22.78)</td>
</tr>
<tr>
<td>Main shift, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regular change of shifts</td>
<td>1003 (50.99)</td>
<td>921 (51.57)</td>
<td>82 (45.30)</td>
</tr>
<tr>
<td>Day evening shift</td>
<td>783 (39.81)</td>
<td>702 (39.31)</td>
<td>81 (44.75)</td>
</tr>
<tr>
<td>Night shift</td>
<td>181 (9.20)</td>
<td>163 (9.12)</td>
<td>18 (9.95)</td>
</tr>
</tbody>
</table>

*aNH: nursing home.*
Variable Result Description

Care Workers’ Perceptions of the EHR System’s Usefulness and the Sufficiency of the Number of Computers on Their Unit

Overall, the care workers perceived their facilities’ EHR systems as useful (Table 2). The percentage agreeing or strongly agreeing with the respective statements ranged from 69.42% (guarantees safe care and treatment) to 78.32% (allows quick access to relevant information on the residents). However, less than half (46.61%) of the care workers reported sufficient computers on their units to allow timely documentation.

As summarized in Table 2, we observed differences between RNs’ and licensed practical nurses’ perceptions as well as between language regions. For instance, compared with RNs, licensed practical nurses more often agreed that the EHR system gives a good daily overview of all residents on the care unit.

Table 2. Care workers’ perception of the electronic health record system’s usefulness and of whether the number of computers was sufficient (N=1975).

<table>
<thead>
<tr>
<th>6 items on care workers’ perceptions of the electronic health record system’s usefulness and sufficiency of the number of computers on the units</th>
<th>Total (N=1975), n (%&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>Registered nurses (n=966), n (%&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>Licensed practical nurses (n=1058), n (%&lt;sup&gt;a&lt;/sup&gt;)</th>
<th>P value&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>The electronic health record system allows timely communication between the nursing and therapy teams</td>
<td>1367 (69.96)</td>
<td>667 (71.11)</td>
<td>700 (68.90)</td>
<td>.29</td>
</tr>
<tr>
<td>The electronic health record system provides a good overview on the main focus of care and treatment for the individual residents</td>
<td>1507 (76.89)</td>
<td>710 (75.53)</td>
<td>797 (78.14)</td>
<td>.17</td>
</tr>
<tr>
<td>The electronic health record system gives a good daily overview on all residents on the care unit</td>
<td>1429 (72.98)</td>
<td>664 (70.78)</td>
<td>765 (75.00)</td>
<td>.04</td>
</tr>
<tr>
<td>The electronic health record system guarantees safe care and treatment</td>
<td>1362 (69.42)</td>
<td>645 (68.54)</td>
<td>717 (70.23)</td>
<td>.42</td>
</tr>
<tr>
<td>The electronic health record system allows quick access to relevant information on the residents</td>
<td>1535 (78.32)</td>
<td>720 (76.51)</td>
<td>815 (79.98)</td>
<td>.06</td>
</tr>
<tr>
<td>On our unit there are sufficient computers to allow timely documentation</td>
<td>914 (46.61)</td>
<td>451 (47.98)</td>
<td>463 (45.35)</td>
<td>.24</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentage agreement (agree and strongly agree).

<sup>b</sup>Chi-square test, P<.05 highlighted in italic.

Implicit Rationing of Nursing Care Documentation, Work Environment, and Teamwork and Safety Climate

Approximately half of the care workers responded that they sometimes or often had to ration care activities related to documentation (range: 46.02% [studying care plans] to 50.06% [set up or update residents’ care plans]; Table 3). The mean rating for implicit rationing of nursing care documentation was 2.38 (SD 0.90; rarely to sometimes). As Table 4 shows, care workers rated adequate staffing and resources at the neutral midpoint (mean 2.67, SD 0.67) and strongly felt that they were supported by leadership (mean 3.18, SD 0.62). The mean teamwork and safety climate was rated as favorable (mean 3.89, SD 0.81). Furthermore, ICCs of the rationing of documentation items and whether sufficient numbers of computers were available ranged between 0.077 and 0.221, indicating substantial variation between units and between facilities (Table 4).

Table 3. Frequencies of implicit rationing of nursing care documentation (N=1975).

<table>
<thead>
<tr>
<th>Care activities rationed by care workers in the last 7 days</th>
<th>Activity not necessary, n (%)</th>
<th>Never, n (%)</th>
<th>Seldom, n (%)</th>
<th>Sometimes, n (%)</th>
<th>Often, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Studying care plans at the beginning of the shift</td>
<td>13 (0.67)</td>
<td>478 (24.72)</td>
<td>553 (28.59)</td>
<td>480 (24.82)</td>
<td>410 (21.2)</td>
</tr>
<tr>
<td>Set up or update residents’ care plans</td>
<td>110 (6.83)</td>
<td>270 (16.77)</td>
<td>424 (26.34)</td>
<td>481 (29.88)</td>
<td>325 (20.19)</td>
</tr>
<tr>
<td>Documentation of care</td>
<td>4 (0.21)</td>
<td>429 (22.26)</td>
<td>654 (33.94)</td>
<td>561 (29.11)</td>
<td>279 (14.48)</td>
</tr>
</tbody>
</table>
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Table 4. Characteristics of variables under study (N=1975).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean (SD)</th>
<th>Facility level, ICC1 (95% CI)</th>
<th>Unit level, ICC1 (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rationing of nursing care documentation</td>
<td>2.38 (0.9)</td>
<td>0.118 (0.076-0.165)</td>
<td>0.155 (0.111-0.202)</td>
</tr>
<tr>
<td>Care workers’ perception of the electronic health record system’s usefulness</td>
<td>3.86 (0.77)</td>
<td>0.077 (0.043-0.112)</td>
<td>0.097 (0.064-0.135)</td>
</tr>
<tr>
<td>Care workers’ perception of sufficient number of computers</td>
<td>3.13 (1.33)</td>
<td>0.116 (0.072-0.161)</td>
<td>0.221 (0.176-0.269)</td>
</tr>
<tr>
<td>Work environment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leadership</td>
<td>3.18 (0.62)</td>
<td>0.156 (0.104-0.205)</td>
<td>0.278 (0.228-0.326)</td>
</tr>
<tr>
<td>Staffing and resources adequacy</td>
<td>2.67 (0.67)</td>
<td>0.214 (0.151-0.271)</td>
<td>0.254 (0.207-0.302)</td>
</tr>
<tr>
<td>Teamwork and safety climate</td>
<td>3.89 (0.81)</td>
<td>0.111 (0.068-0.156)</td>
<td>0.196 (0.152-0.244)</td>
</tr>
</tbody>
</table>

ICC1: intraclass correlation coefficient 1.

Factors Associated With Implicit Rationing of Nursing Care Documentation

In the crude models (Table 5), as well as models 1 and 2 (Table 6), care workers’ perceptions of both the EHR system’s usefulness and whether a sufficient number of computers were available were significantly associated with implicit rationing of nursing care documentation. More positive care workers’ perceptions of the EHR system’s usefulness ($\beta=-.12; 95\% \text{ CI} -0.17 \text{ to } -0.06$) and of the sufficiency of the number of computers ($\beta=-.09; 95\% \text{ CI} -0.12 \text{ to } -0.06$) were associated with lower implicit rationing of nursing care documentation (model 2).
Table 5. Implicit rationing of nursing care documentation regressed on care workers’ perceptions of their electronic health record systems and the sufficiency of the number of computers, along with facility, unit and care worker characteristics and staffing variables, work environment, and teamwork and safety climate.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Crude models&lt;sup&gt;a&lt;/sup&gt;</th>
<th>β (95% CI)</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Explanatory variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Care workers’ perception of the electronic health record system’s usefulness</td>
<td>−.31&lt;sup&gt;b&lt;/sup&gt; (−0.36 to −0.26)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Care workers’ perception of whether sufficient numbers of computers were available on their units</td>
<td>−.19&lt;sup&gt;b&lt;/sup&gt; (−0.21 to −0.16)</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facility characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language region</td>
<td>0.18 (−0.03 to 0.40)</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>Nursing home size</td>
<td>−.03 (−0.14 to 0.08)</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>Profit status</td>
<td>−.04 (−0.19 to 0.12)</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>Electronic health record system</td>
<td>0.01 (−0.01 to 0.04)</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Unit characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staffing levels</td>
<td>0 (−0.01 to 0.00)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Skill mix levels</td>
<td>0 (−0.01 to 0.00)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Work environment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leadership</td>
<td>−.37&lt;sup&gt;b&lt;/sup&gt; (−0.44 to −0.31)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Staffing and resources adequacy</td>
<td>−.63&lt;sup&gt;b&lt;/sup&gt; (−0.69 to −0.58)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Safety and teamwork climate</td>
<td>−.39&lt;sup&gt;b&lt;/sup&gt; (−0.46 to −0.34)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Care workers’ characteristics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>−.07 (−0.21 to 0.06)</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.01 (−0.02 to 0.03)</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Educational background</td>
<td>−.08&lt;sup&gt;b&lt;/sup&gt; (−0.16 to −0.01)</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Professional experience</td>
<td>0.04 (−0.01 to 0.08)</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Employment level</td>
<td>−.04 (−0.09 to 0.03)</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>Fixed effects (intercept)</td>
<td>2.39&lt;sup&gt;b&lt;/sup&gt; (2.32 to 2.47)</td>
<td>0.03</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Random effect: Facility-level variance (SD)=0.07 (0.27), Unit-level variance (SD)=0.06 (0.25).

<sup>b</sup>P value less than .05.

Higher ratings of leadership and safety teamwork climate were significantly associated with lower levels of implicit rationing of nursing care documentation only in model 1 (not accounting for staffing and resource adequacy). In model 2, care worker–perceived staffing and resources adequacy was the strongest explanatory factor, that is, higher ratings for staffing and resources adequacy were associated with lower levels of implicit rationing of nursing care documentation ($\hat{\beta}$=-.52; 95% CI −0.58 to −0.45). Moreover, care workers’ educational backgrounds were significantly associated with implicit rationing of nursing care documentation in both models (Table 6), with licensed practical nurses in both cases reporting lower levels of rationing of nursing care documentation than RNs ($\hat{\beta}$=-.09; 95% CI −0.15 to −0.02).
### Table 6. Implicit rationing of nursing care documentation regressed on care workers’ perceptions of their electronic health record systems and the sufficiency of the number of computers, along with facility, unit and care worker characteristics and staffing variables, work environment, and teamwork and safety climate.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Multiple model 1&lt;sup&gt;a&lt;/sup&gt; (without staffing and resources adequacy)</th>
<th>Multiple model 2&lt;sup&gt;b&lt;/sup&gt; (with staffing and resources adequacy)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β (95% CI)</td>
<td>SE</td>
</tr>
<tr>
<td><strong>Explanatory variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Care workers’ perception of the EHR&lt;sup&gt;b&lt;/sup&gt; system’s usefulness</td>
<td>−.14&lt;sup&gt;c&lt;/sup&gt; (−0.20 to −0.09)</td>
<td>0.03</td>
</tr>
<tr>
<td>Care workers’ perception of whether sufficient numbers of computers were available on their units</td>
<td>−.12&lt;sup&gt;c&lt;/sup&gt; (−0.15 to −0.09)</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Facility characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Language region</td>
<td>—&lt;sup&gt;d&lt;/sup&gt;</td>
<td>—</td>
</tr>
<tr>
<td>Nursing home size</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Profit status</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>EHR system</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Unit characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staffing levels</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Skill mix levels</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Work environment</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leadership</td>
<td>−.12&lt;sup&gt;c&lt;/sup&gt; (−0.21 to −0.04)</td>
<td>0.04</td>
</tr>
<tr>
<td>Staffing and resources adequacy</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Safety and teamwork climate</td>
<td>−.20&lt;sup&gt;f&lt;/sup&gt; (−0.27 to −0.12)</td>
<td>0.04</td>
</tr>
<tr>
<td><strong>Care workers’ characteristics</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Age</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Educational background</td>
<td>−.08&lt;sup&gt;c&lt;/sup&gt; (−0.16 to −0.02)</td>
<td>0.04</td>
</tr>
<tr>
<td>Professional experience</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Employment level</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Fixed effects (intercept)</td>
<td>4.67&lt;sup&gt;c&lt;/sup&gt; (4.39 to 4.94)</td>
<td>0.14</td>
</tr>
</tbody>
</table>

<sup>a</sup>Random effects: Multiple model 1: Facility-level variance (SD)=0.05 (0.22), Unit-level variance (SD)=0.04 (0.21), Akaike information criterion=4598.8; Multiple model 2: Facility-level variance (SD)=0.03 (0.17), Unit-level variance (SD)=0.01 (0.12), Akaike information criterion=4405.8.

<sup>b</sup>EHR: electronic health record.

<sup>c</sup>P value <.05.

<sup>d</sup>Variable not included in the model.

### Discussion
#### Principal Findings

In this study, we aimed to explore Swiss NH care workers’ perceptions of their EHR systems’ usefulness, whether their units had sufficient numbers of computers, and the association with rationing of nursing care documentation. Overall, the majority of care workers perceived the EHR systems as useful; however, fewer than half of the care workers reported having sufficient computers on their unit to allow timely documentation, and more than half of the care workers reported sometimes or often having to ration care activities related to documentation. Higher implicit rationing of nursing care documentation was reported by those who rated their EHR system’s usefulness as low and the number of computers as insufficient.

Most care workers in our study sample perceived that the EHR was useful, for example, that it provided a good overview of the main focus of care and treatment and allowed quick access to relevant information on residents. Earlier studies have found that various advantages of EHR compared with traditional paper records were reported in long-term care settings. These included the structured collection of and accessibility to information
about residents’ family histories, contact information, medications, information regarding current and previous care, medical treatments and procedures, and other relevant health-related information [37]. Likewise, Swiss care workers appreciated the various benefits of their EHR systems. Although EHRs are supposed to improve the safety and quality of care by offering tools (eg, alerts and reminders) to help avoid adverse events such as those related to medication errors [8-12], nearly one-third of our sample did not consider the EHR useful for guaranteeing safe care and treatment. We cannot explain this perception, but it could be based on the structure, accessibility, monitoring tools, usability, or other aspects of EHRs as well as on the handling and common understanding of a team about how to deal with the system.

It is clear, however, that EHR use does not automatically improve documentation, that is, its adoption does not necessarily mean that its users will provide timelier, more complete records; better continuity of care; or safer care or treatments [38]. Although safety concerns linked to EHR implementation, especially during the initial adjustment to digital documentation, have been reported elsewhere [39], once care workers are familiar with their particular systems [40], EHRs ultimately have a strong potential to improve the quality and safety of workflows. As with other systems that have delivered widespread improvements, the expected benefits of EHR can only be achieved in real-world settings through continuous feedback and improvement [41]. Improving our understanding of how EHRs contribute to safe care and how their use in NHs may actually lead to safety issues will require further qualitative research.

One less complicated matter is that half of our respondents reported not having sufficient computers on their units for the timely completion of their documentation. Care workers, especially RNs, spend a considerable amount of their working time on documentation activities, such as developing or updating nursing care plans [19]. A lack of computers on the unit (often there is only one) might impede timely care planning and documentation and increase the documentation burden. Therefore, NHs need to allow care workers timely access to EHRs and avoid waiting times. For example, to eliminate waiting time for computers, it may be practical to perform activities such as developing or updating nursing care plans or documenting nursing care in real time at the patient’s bedside via mobile devices (eg, tablets or smartphones). Currently, however, no evidence is available on the effects or acceptability of such devices by NH care workers to either improve documentation or to reduce rationing of nursing care documentation. Further research on this topic is required.

More than half of our care worker sample responded that they sometimes or often had to ration documentation-related care activities. Tasks such as developing or updating nursing care plans or documenting nursing care are important parts of daily patient care; however, they are often perceived as keeping care workers away from the residents. However, it might be some time before EHR technology can meet care workers’ initial expectations that EHR use will reduce their documentation time, allowing them more time for direct care activities. In fact, initial adjustment to EHR may even increase documentation time [18]. Although health care is a complex, adaptive system, the software is not. It is complex, but adaptation tends to result from incremental and iterative improvements. Initially, this limitation might be the heart of the problem for NH care workers: rather than following and lightening their daily workload, they might find that EHR largely determines and adds to it [42].

After adjusting for important factors, our analysis showed that rationing of nursing documentation is consistently related to care workers’ perceptions of both their EHR systems’ usefulness and the sufficiency of the number of computers available to them. This finding provides new insights on why these indirect care activities often remain unfinished [21,22]. Former evidence has shown that work environment factors such as leadership and staffing and resources adequacy as well as the safety and teamwork climate explain certain levels of NH care rationing [21,43]. In addition, we now see that both EHRs’ general lack of user-friendliness and the general unit-level shortage of documentation workstations are important factors explaining care workers’ tendency to leave indirect care activities, such as developing or updating nursing care plans or documenting nursing care, unfinished.

As this leaves information gaps in the EHR, documentation rationing is likely accompanied by work-arounds, such as exchanging vital daily information on paper and via oral handovers to provide continuity of care. In other situations, information may simply be lost. Apart from presenting obvious legal problems if documentation is lacking or untraceable, both options increase the risk of adverse events and reduce the quality of care.

In our study sample alone, we found 12 separate EHR systems, which might differ regarding key EHR domains (eg, data transfer, structured clinical documentation, medication use processes, and communication) [44]. EHRs target a large and growing global market; according to a recently published report from Fortune Business Insights, a compound annual growth rate of 5.4% is expected until 2026 [45]. As buyers in that market, NH management could more forcefully demand IT solutions that support care workers’ documentation needs while increasing safety and quality of care. EHR providers can reasonably be called upon to develop and design their software with input from all stakeholders—especially their users—in real-world settings. Therefore, care workers should be actively involved in testing and implementing the proposed IT infrastructure to ensure that, from the moment of implementation, it actually reduces their documentation burden [40].

Limitations
First, the cross-sectional design of the study did not allow inference of causal relationships. Second, as both the outcome variable (rationing of nursing care documentation) and the main explanatory variables (both involving perceptions of IT infrastructure) were assessed via a care worker survey, this measure might have introduced common method bias. Third, we unfortunately did not measure when each NH implemented its EHR, what basic and/or continuous training care workers
receive to use the EHR, or to what extent staff managers encourage or monitor the care workers in using the EHR information, which could have helped explain the association between care workers’ perceptions regarding IT infrastructure and implicit rationing of nursing care documentation.

Conclusions

Although the surveyed RNs’ and licensed practical nurses’ overall perception of EHR systems’ usefulness in Swiss NHs was high, only half of the care workers reported having sufficient numbers of computers on their units. After adjusting for other main explanatory variables, our analyses indicated that more positive perceptions of both EHR systems’ usefulness and the sufficiency of the number of computers on their units were associated with less rationing of nursing care documentation. Thus, both the EHR system and the number of available computers influence care workers’ decision to leave indirect care activities, such as developing or updating nursing care plans or documenting nursing care, unfinished. Bearing this in mind, NH managers should carefully select and implement their IT infrastructure with full engagement and according to the needs of the end users, that is, their care workers, as well as their residents. Although EHRs are increasingly implemented in NHs, there is still little evidence on how their use influences the safety and quality of NH care, including as it relates to efficiency. Future challenges to the research concerning EHR use in NHs are (1) to identify user-friendly designs and successful implementations of related IT infrastructure in NHs (eg, EHR access via mobile devices) and (2) to evaluate the impact of EHR implementation in NH settings not only on both direct and indirect care processes but also on resident and care worker outcomes.
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Abstract

Background: Changing the culture of information use, which is one of the transformation agendas of the Ministry of Health of Ethiopia, cannot become real unless health care providers are committed to using locally collected data for evidence-based decision making. The commitment of health care providers has paramount influence on district health information system 2 (DHIS2) data utilization for decision making. Evidence is limited on health care providers’ level of commitment to using DHIS2 data in Ethiopia. Therefore, this study aims to fill this evidence gap.

Objective: This study aimed to assess the levels of commitment of health care providers and the factors influencing their commitment levels in using DHIS2 data for decision making at public health care facilities in the Ilu Aba Bora zone of the Oromia national regional state, Ethiopia in 2020.

Methods: The cross-sectional quantitative study supplemented by qualitative methods was conducted from February 26, 2020 to April 17, 2020. A total of 264 participants were approached. SPSS version 20 software was used for data entry and analysis. Descriptive and analytical statistics, including bivariable and multivariable analyses, were performed. Thematic analysis was conducted for the qualitative data.

Results: Of the 264 respondents, 121 (45.8%, 95% CI 40.0%-52.8%) respondents showed high commitment levels to use DHIS2 data. The variables associated with the level of commitment to use DHIS2 data were found to be provision of feedback for DHIS2 data use (adjusted odds ratio [AOR] 1.85, 95% CI 1.02-3.33), regular supervision and managerial support (AOR 2.84, 95% CI 1.50-5.37), information use culture (AOR 1.92, 95% CI 1.03-3.59), motivation to use DHIS2 data (AOR 1.80, 95% CI 1.00-3.25), health needs (AOR 3.96, 95% CI 2.11-7.41), and competency in DHIS2 tasks (AOR 2.41, 95% CI 1.27-4.55).

Conclusions: In general, less than half of the study participants showed high commitment levels to use DHIS2 data for decision making in health care. Providing regular supportive supervision and feedback and increasing the motivation and competency of the health care providers in performing DHIS2 data tasks will help in promoting their levels of commitment that can result in the cultural transformation of data use for evidence-based decision making in health care.

(JMIR Med Inform 2021;9(3):e23951) doi:10.2196/23951
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Introduction

Health care providers, in particular, the performance monitoring team (PMT) is a team of multidisciplinary health workforce that is primarily responsible for improving data quality, using information regularly, monitoring the health progress, and improving the performance of health care delivery at all levels of the health care system. PMT members are selected health care providers who are involved in the collection, generation, and utilization of health information for decision making, and they serve as the focal persons in their departments/wards. PMT members in Ethiopia are prominent/selected health care providers who widely participate in using district health information system 2 (DHIS2) data for decision making. The commitment levels of the PMT members to their organizations and the use of health information for decision making is a topical issue that needs some attention in the delivery of quality health care.

Changing the culture of information use at each level of the health system is one of the transformation agendas of the Ministry of Health of Ethiopia. This cannot become real unless health care providers are committed to use locally collected data for evidence-based decision making. Health care providers’ level of commitment to use DHIS2 data could provide comprehensive and dependable information, which is the basis for better decision making [1-3]. This is because DHIS2 data consist of global initiatives by Sustainable Development Goals and Countdown to 2030 that emphasize its contribution to monitoring of service delivery by health care providers [4]. The DHIS2 is used in more than 60 countries, and most global initiatives are interested in using DHIS2 data for monitoring the health performance [5-7]. Facility-based data (DHIS2 data) is one of the major identified strategies to achieve sustainable development goals—especially for maternal mortality and neonatal mortality to reach a global average of only 70 per 100,000 live births by 2030 [2,8].

As per the World Health Organization (WHO), health care providers’ level of commitment has paramount influence on DHIS2 data utilization for decision making that will also be the basis for the provision of quality health service [9]. The WHO and the Institute for Health Metrics and Evaluation have stated that to improve the accuracy and utility of health information for decision making, the commitment levels of health care providers is the base [10]. This is because improving the quality of health service can be affected if health care providers are not responsible in using the highly generated medical data, which is but a mandatory step on the path to reaching the sustainable development goals and universal health coverage [11].

A study in Nigeria has identified that the commitment of health care providers to use health information should be taken into consideration, and currently, the level of commitment among health care providers in Nigeria is 60%-80% [1] A study conducted in Isfahan showed that the compliance of health care providers to use district health information was much lower than WHO standards (90%) and was limited to an average of 35.75% [12]. Another study conducted in Iran at hospitals proposed that health care providers’ level of commitment toward the use of health information was a worthy path that every health care worker needs to be dedicated to in using and implementing routine health information for decision making. Currently, the average score of health care providers’ level of commitment to use and implement routine health information, especially electronic medical records, has been achieved with an average of 74.7% [2]. Another study in Ghana indicated that health care providers are expected to have a sense of promoting responsibility to use health information and should feel committed to improving the health status of the target population. Factors such as punctuality at work, documentation of daily activities, and monitoring of data wisely have been associated with the level of commitment to use information. However, currently, the level of commitment among health care providers, specifically among senior managers, is 77.3% [13].

Studies have identified that health care providers need to be committed to using DHIS2 data, wherein over 90% of the available data have been generated within only 2 years [2,14]. In sub-Saharan Africa, the standard procedure for data use is poor and the measures of the health care performance are very low because of the inadequate commitment of health care providers [15]. The quality of health care depends on the dedication and commitment of health care service providers [2]. Being committed to using DHIS2 data will favor high-quality health systems, thereby ensuring relevant advancements toward achievement of sustainable development goals [2,14]. However, over the years, evidence for low commitment to use data have been less as decisions are not taken based on data [2]. Health information data show inconsistency and poor treatment responses because of the low levels of commitments of health care providers [16,17]. The government’s health facilities are not committed to reporting data on a regular basis, data are not used for setting target programs, and these facilities are unresponsive to timely decision making [2,14]. The WHO has stated that factors that affect the commitment to use DHIS2 data are critical in affecting the quality of health service provision [9,10]. Thus, quality of health care will improve when health managers are committed to the use of health information for decision making because quality in health care is a production of cooperation between the patient and the health care provider in a supportive environment [1]. High-quality routine health system data are highly relevant for monitoring advancement toward achievement of the Millennium Development Goals 4 and 5, which are twins to the Sustainable Development Goal 3. However, the main determinant to reach this stage is the level of commitment toward the utilization of routine health information systems. The evidence for the provision of good-quality health service is lacking due to the low commitment of health care providers toward the utilization of health information systems [2]. Low commitment toward the utilization of DHIS2 data results in the production of late diagnosis and treatment reports and distorts the consistency within data space, making the overall utilization of district health information system for decision making to be low [3].

In Ethiopia, the PMT is one of the major platforms to review the performance, data quality, and information use of the health system at each level. The level of commitment of health care providers (especially PMT members) has direct influence on
DHIS2 data utilization for decision making [13,18]. Nevertheless, to the best of our knowledge, evidence is limited on PMT members’ level of commitment to use DHIS2 data and the factors that determine the extent of their commitment levels. Therefore, this study aimed to fill the evidence gap on PMT members’ level of commitment to use DHIS2 data for decision making and the factors that determine their commitment levels.

**Methods**

**Study Design and Setting**

A quantitative cross-sectional study design supplemented by a qualitative study design was conducted from February 26, 2020 to April 17, 2020. This study was conducted in public health facilities in the Ilu Aba Bora zone, Oromia, Ethiopia. The Ilu Aba Bora zone is one of the zones of the Oromia region of Ethiopia, which is 600 km away from Addis Ababa, Ethiopia. This study covered different types of health facilities, including referral hospitals, primary hospitals, and health care centers located in the southwest region of Ethiopia; 41 health centers and 2 hospitals (1 referral hospital and 1 primary hospital) were assessed as the areas for data collection.

**Study Participants and Sample Size Determination**

All selected health care providers who handle data, generate data, and use generated data for their decision making and those who serve as focal persons within their departments, collectively known as the PMT members according to the Ethiopian health system context, were the participants of this study. The total number of study participants within this zone was 264. Each study participant was approached and information was collected. For the qualitative study, purposive sampling techniques were used and the level of saturation was considered and saturated at the seventh participant.

**Ethics Approval and Consent to Participate**

This study protocol was reviewed and approved by the ethical review board of the University of Gondar and informed consent was obtained from each study participant. A permission letter was also obtained from each health facility. After the objective of this study was explained, verbal consent was obtained from each participant. The privacy and confidentiality of the information were strictly guaranteed by all data collectors and investigators. The information retrieved was used only for this study. Thus, the names of the participants and other personal identifiers were not included in the data collection tool.

**Operational Definitions**

**PMT Members**

The PMT members are the health care providers who serve as the focal persons in their respective departments (health management information system [HMIS] Officer, Medical Director, maternal and child health [MCH] Head, tuberculosis [TB] focal nurse, Triage Head nurse, primary health care unit manager, etc) according to Ethiopian health system contexts and the fact that they are responsible for the generation and utilization of data in addition to their clinical roles.

**Commitment Level of PMT Members to Use DHIS2 Data**

The commitment level of PMT members to use DHIS2 data was measured using 11 questions of the Likert scale, and respondents who scored the median score and higher were categorized as having high level of commitment to use DHIS2 data and those who scored less than the median score were categorized as having low level of commitment to use DHIS2 data.

**Data Collection Tools and Procedures**

For the quantitative approach, a self-administered English-version questionnaire was used. For qualitative data, in-depth interviews were conducted using an interview guide and a tape recorder. The maximum and minimum times for the in-depth interviews were 49 minutes and 31 minutes, respectively.

**Data Quality Control**

Data were collected by trained data collectors by using questionnaires. Before the actual data collection, a pretest was conducted among 5% of the samples at the Buno Bedele general hospital and health center in the Bedele town. The validity of the questionnaire was determined based on the views of experts and the reliability was obtained by calculating the Cronbach alpha value (α=82). Qualitative data were collected by an investigator after debriefing an in-depth interview by arranging a favorable time and a place for the interviewee.

**Data Processing and Analysis**

The data entry and analysis were performed using SPSS version 20 (IBM Corp). To explain the study population in relation to relevant variables, descriptive statistics was used. Associations between dependent and independent variables were checked and their strengths were presented using odds ratios and 95% confidence intervals. Both bivariable and multivariable logistic regressions were used to assess the associations between the outcomes and explanatory variables. P values less than .05 were considered statistically significant in the multivariable logistic regression. The qualitative data were analyzed by thematic analysis methods.

**Results**

**Sociodemographic Characteristics of the Study Participants**

A total of 264 participants were approached with 100% response rate. About two-thirds of the study participants (186/264; 70.5%) were 30 years of age or younger. The majority of the study participants were from a health center (234/264, 88.6%). More than half of the participants were males (147/264, 55.7%). The majority (203/264, 76.9%) of the study participants had a work experience of 4 years and more. About 156 (59.1%) of the 264 study participants had a bachelor’s degree, whereas only 23 (8.7%) had a master’s degree (Table 1).

---

**Table 1.**

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group</td>
<td>30 years or younger</td>
<td>186 (70.5%)</td>
</tr>
<tr>
<td>Gender</td>
<td>Male</td>
<td>147 (55.7%)</td>
</tr>
<tr>
<td>Work experience</td>
<td>&gt;4 years</td>
<td>203 (76.9%)</td>
</tr>
<tr>
<td>Highest degree</td>
<td>Bachelor</td>
<td>156 (59.1%)</td>
</tr>
</tbody>
</table>

---
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Table 1. Sociodemographic characteristics of the study participants at the health facilities of Ilu Aba Bora Zone in 2020 (N=264).

<table>
<thead>
<tr>
<th>Variables, subcategories</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age</strong></td>
<td></td>
</tr>
<tr>
<td>≤30 years</td>
<td>186 (70.5)</td>
</tr>
<tr>
<td>&gt;30 years</td>
<td>78 (29.5)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>147 (55.7)</td>
</tr>
<tr>
<td>Female</td>
<td>117 (44.3)</td>
</tr>
<tr>
<td><strong>Type of facility</strong></td>
<td></td>
</tr>
<tr>
<td>Referral hospitals</td>
<td>16 (6.1)</td>
</tr>
<tr>
<td>Primary hospitals</td>
<td>14 (5.3)</td>
</tr>
<tr>
<td>Health center</td>
<td>234 (88.6)</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
</tr>
<tr>
<td>Master’s degree</td>
<td>23 (8.7)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>156 (59.1)</td>
</tr>
<tr>
<td>Diploma</td>
<td>85 (32.2)</td>
</tr>
<tr>
<td><strong>Work experience</strong></td>
<td></td>
</tr>
<tr>
<td>≤3 years</td>
<td>61 (23.1)</td>
</tr>
<tr>
<td>&gt;4 years</td>
<td>203 (76.9)</td>
</tr>
<tr>
<td><strong>Position at facility</strong></td>
<td></td>
</tr>
<tr>
<td>Head</td>
<td>101 (38.3)</td>
</tr>
<tr>
<td>Expert</td>
<td>163 (61.7)</td>
</tr>
</tbody>
</table>

Commitment Level of PMT Members to Use DHIS2 Data for Decision Making

Of the 264 respondents, 121 (45.8%, 95% CI 40.0%-52.8%) had high levels of commitment to use DHIS2 data for decision-making purposes.

Level of Commitment to Use DHIS2 Data for Decision Making by Sociodemographic Variables

Among 117 female respondents, only 50 (42.7%) had high levels of commitment to use DHIS2 data. Holders of master’s degrees had higher levels of commitment than diploma and degree holders. Those who had more work experience had higher commitment levels to use DHIS2 data than those who had lesser work experience. Respondents serving in the Head positions (60/101, 59.4%) had higher levels of commitment than those serving in the expert positions. This detail is presented in Table 2.
Table 2. Commitment levels of the performance monitoring team members to use district health information system in accordance with the sociodemographic characteristics.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Commitment level to use district health information system 2 data (N=264)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low commitment, n (%)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female (n=117)</td>
<td>67 (57.3)</td>
</tr>
<tr>
<td>Male (n=147)</td>
<td>76 (51.7)</td>
</tr>
<tr>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>≤30 years (n=186)</td>
<td>96 (51.6)</td>
</tr>
<tr>
<td>&gt;30 years (n=78)</td>
<td>47 (60.3)</td>
</tr>
<tr>
<td>Type of facilities</td>
<td></td>
</tr>
<tr>
<td>Referral hospital (n=16)</td>
<td>10 (62.5)</td>
</tr>
<tr>
<td>Primary hospitals (n=14)</td>
<td>6 (42.9)</td>
</tr>
<tr>
<td>Health center (n=234)</td>
<td>127 (54.3)</td>
</tr>
<tr>
<td>Educational level</td>
<td></td>
</tr>
<tr>
<td>Master’s degree (n=23)</td>
<td>11 (47.8)</td>
</tr>
<tr>
<td>BSc degree (n=156)</td>
<td>87 (55.8)</td>
</tr>
<tr>
<td>Diploma (n=85)</td>
<td>45 (52.9)</td>
</tr>
<tr>
<td>Position at facility</td>
<td></td>
</tr>
<tr>
<td>Expert position (n=163)</td>
<td>83 (50.9)</td>
</tr>
<tr>
<td>Head position (n=101)</td>
<td>60 (59.4)</td>
</tr>
<tr>
<td>Experience</td>
<td></td>
</tr>
<tr>
<td>≤3 years (n=61)</td>
<td>27 (18.9)</td>
</tr>
<tr>
<td>&gt;4 years (n=203)</td>
<td>116 (81.1)</td>
</tr>
</tbody>
</table>

All the percentages were calculated for each sociodemographic category.

Factors Associated With the Commitment Levels to Use DHIS2 Data for Decision Making

PMT members who received feedback for their DHIS2 data use were 1.85 times (adjusted odds ratio [AOR] 1.85, 95% CI 1.02-3.33) more likely to have a higher commitment level to use DHIS2 data than those who did not receive feedback. PMT members who had regular supervision and managerial support on their daily use of DHIS2 data for decision making were 2.84 times (AOR 2.84, 95% CI 1.50-5.37) more likely to have higher levels of commitment to use DHIS2 data than those who had no supportive supervision. Respondents who were competent to use DHIS2 data for their decision making were 2.41 times (AOR 2.41, 95% CI 1.27-4.55) more likely to have higher levels of commitment to use DHIS2 data than those who were not competent in DHIS2 tasks. PMT members with good culture of information use were 1.92 times (AOR 1.92, 95% CI 1.03-3.59) more likely to have higher levels of commitment to use DHIS2 data for decision making than those who did not have good culture of information use. Similarly, PMT members who inquired for DHIS2 data for health management were 3.96 times (AOR 3.96, 95% CI 2.11-7.41) more likely committed to use DHIS2 data than those who did not need DHIS2 data for health management. PMT members having motivation to use DHIS2 data were 1.80 times (AOR 1.80, 95% CI 1.00-3.25) more likely committed to using DHIS2 data when compared to those who had low motivation to use DHIS2 data for their decision making. These data are presented in Table 3.
### Table 3. Factors associated with the level of commitment to use district health information system 2 data among performance monitoring team members at health facilities in the Ilu Aba Bora zone, Oromia region in 2020*

<table>
<thead>
<tr>
<th>Variable, category</th>
<th>Commitment level</th>
<th>Crude odds ratio</th>
<th>Adjusted odds ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High commitment, n (%)</td>
<td>Low commitment, n (%)</td>
<td></td>
</tr>
<tr>
<td>Culture of information use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good (n=164)</td>
<td>83 (50.6)</td>
<td>81 (49.4)</td>
<td>1.67 (1.00-2.77)*</td>
</tr>
<tr>
<td>Poor (n=100)</td>
<td>38 (38.0)</td>
<td>62 (62.7)</td>
<td>1*b</td>
</tr>
<tr>
<td>Health needs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=131)</td>
<td>76 (58.0)</td>
<td>55 (42.0)</td>
<td>2.70 (1.64-4.45)***</td>
</tr>
<tr>
<td>No (n=133)</td>
<td>45 (33.8)</td>
<td>88 (66.2)</td>
<td></td>
</tr>
<tr>
<td>Motivation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High motivation (n=136)</td>
<td>71 (52.2)</td>
<td>65 (47.8)</td>
<td>1.70 (1.04-2.77)*</td>
</tr>
<tr>
<td>Poor motivation (n=128)</td>
<td>50 (39.1)</td>
<td>78 (60.9)</td>
<td>1</td>
</tr>
<tr>
<td>Feedback</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=140)</td>
<td>71 (50.7)</td>
<td>69 (49.3)</td>
<td>1.52 (0.93-2.48)</td>
</tr>
<tr>
<td>No (n=124)</td>
<td>50 (40.3)</td>
<td>74 (59.7)</td>
<td>1</td>
</tr>
<tr>
<td>Supervision</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes (n=141)</td>
<td>84 (59.6)</td>
<td>57 (40.4)</td>
<td>3.42 (2.05-5.71)***</td>
</tr>
<tr>
<td>No (n=123)</td>
<td>37 (30.1)</td>
<td>86 (69.9)</td>
<td>1</td>
</tr>
<tr>
<td>Competency</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High (n=133)</td>
<td>76 (57.1)</td>
<td>57 (42.9)</td>
<td>2.54 (1.54-4.19)***</td>
</tr>
<tr>
<td>Low (n=131)</td>
<td>45 (34.4)</td>
<td>86 (65.6)</td>
<td>1</td>
</tr>
</tbody>
</table>

*aAll the percentages were calculated for each sociodemographic category.

*bReference.

*P<.05 for bivariable analysis.

**P<.05 for multivariable analysis.

***P≤.001.

### Qualitative Results

Interview questions were expected to be directed toward 3 categories of investigation: level of commitment to use DHIS2 data for decision making, factors that could facilitate level of commitment, and challenges to use DHIS2 data for decision making. Analysis of the interview transcripts revealed key themes grouped into one of the above 3 categories. Most of the interviewees agreed that they were able to use DHIS2 data, that they were competent, and that they devoted their time, resources, and efforts to use DHIS2 data.

...Having taken training and also under supervision from my managers, I search DHIS2 data on where and when to do our activities. So I have confidence to say that I am familiar with effective utilization of DHIS2 data for decision making. [HMIS Officer, 27 years old]

Respondents said that promoting the culture of information use would increase their confidence in using DHIS2 data.

...There is a good culture for using information. This enables us to carry out our attention to use effectively DHIS data. For this, we are able to compute with technology that inquires oneself to update himself with DHIS2 data used for decision making. [Medical Director, 29 years old]

Another respondent explained the members’ commitment to use DHIS2 data as follows:

...The PMT members are those who raise why and how questions to make effective use of data for decision making. As a manager of the health center, I’m also playing a role even more than what is expected of me. We are always ready to cut off the problems encountered with using DHIS2 data for decision making. Even we are in need that always like to be guided by DHIS2 data. [TB focal nurse, 30 years old]

In some areas, health care providers showed low responsibility toward using DHIS2 data for decision making.

...Some are unresponsive to what they are required to do, some are unaccountable to their duty. We are also facing a lack of budget to use DHIS2 data for decision making. On behalf of the facility, we do not have much materials like computers, internet...
connections, Wi-Fi, adequately trained human resources. [Triage Head nurse, 26 years old]

To achieve a high level of commitment, respondents had problems as follows:

...On behalf of our facility, we have encountered numerous problems such as insufficient computers, no sufficient internet access, and no sufficient trained human power. All of the above use DHIS2 data for decision making at an optimum stage in our facility and we are expected to do more in future. [HMIS officer, 31 years old]

...Sometimes there is incomplete data. Sometimes there is too late data. This is due to misunderstanding about using DHIS2 data. Resource is not provided at required stages. Example, we will be out of internet connection for three weeks, our computer may fail but may not be fixed until one month. We are asked to be supported but no response. [MCH Head, 29 years old]

**Discussion**

This study focused on the level of commitment of health care providers to use DHIS2 data and the factors that affect their levels of commitment. We found that the 45.8% (121/264, 95% CI 40.0%-52.8%) of the PMT members used DHIS2 data for decision making, which was higher than that reported in a study conducted in Iran (35.75%) [19]. This finding may be attributed to the fact that the government of Ethiopia has given special attention to the utilization of health information systems for decision making and the internal commitment of health care providers in Ethiopia to use these data has increased [20]. However, the proportion of PMT members committed to using DHIS2 data in this study was lower than that reported in a study conducted in Ghana (77.3%) [21] and Iran (74.7%) [22]. This might be because infrastructures and advancements in technology in Ghana are more developed than those in Ethiopia. The proportion of the committed PMT members in this study was also lower than that of the PMT members in a study conducted in Nigeria, wherein the proportion of professionals committed to use the routine health information system was 60%-80% [23]; however, the target for this proportion in 2010 was 90% [24]. The possible explanations for this variation could be the size of the study participants, their scope of roles, availability of infrastructure, and availability of resources such as internet connection and other related electronic devices. This result was supported by qualitative findings as follows:

...We familiarized ourselves with DHIS2 data even more than expected from us. We are dedicated to accepting and using DHIS2 data, those who were taken by training everywhere else have given training to those who have not been taken. However we lack some requirements like sufficient internet connection and skills to amend our tools like computers, internet related materials. [Primary health care unit manager, 31 years old]

...Almost by what we have, we sacrificed our efforts to use DHIS2 data for our decision making though we encounter some difficulties from the resources limitation. [HMIS officer, 29 years old]

PMT members competent in DHIS2 data tasks were 2.41 times more likely to have a higher level of commitment to use DHIS2 data for decision making than those incompetent in DHIS2 data tasks (AOR 2.41, 95% CI 1.27-4.55). This finding was in line with those reported in studies conducted in Ethiopia [25], Ghana [2], Nairobi, Kenya [26], and another study conducted at the health facilities in Kenya (P=.03) (AOR 4.32, 95% CI 2.34-7.98) [27]. However, this finding was inconsistent with that of a study conducted in Kenya, which indicated that competency in DHIS2 task has no association with the performance of the health information systems [28]. This result was supported by qualitative finding as follows:

...We ought to have sufficient competency to use DHIS2 data, even we have a good competency in using DHIS2 data tasks though we don’t have enough internet access and sufficient computer devices. [TB focal nurse, 30 years old]

This study revealed that feedback on DHIS2 data use was positively associated with PMT members’ commitment level to use DHIS2 data for their decision making in the Ilu Aba Bora zone health facilities (AOR 1.85, 95% CI 1.02-3.33), which was in line with the findings of the studies conducted in Ethiopia [12], Kenya [29], and Ghana (P=.04) [2]. However, this finding was inconsistent with the findings of a study conducted in Ghana [30].

The promotion of information use culture in health care providers would result in them being 1.92 times more likely to have higher levels of commitment to use DHIS2 data as compared to those who did not have a culture of information use (AOR 1.92, 95% CI 1.03-3.59). This result was supported by qualitative findings as follows:

...We need to use DHIS2 data for clinical decision making that it enables us to perform our duty more quickly and with full evidence. [Psychiatry Head, 27 years old]

As this study revealed, commitment levels to use DHIS2 data for decision making were based on health needs (AOR 3.96, 95% CI 2.11-7.41). However, this finding was inconsistent with that reported in a cross-sectional study conducted in Ghana, which showed that the commitment to use DHIS2 data for decision making does not depend on the health needs [2]. This result was supported by a qualitative finding as follows:

...Applying and using of DHIS2 data for decision making could be tied to health needs, because it is when there is health needs that DHIS2 data will be put in to considerations that it helps us to deal with our focuses. [Triage Head focal nurse, 32 years old]

Regarding study participants’ motivation to use DHIS2 data, respondents with higher motivation were 1.80 times more likely to have higher levels of commitment when compared to those with lower motivation to use DHIS2 data for their decision making (AOR 1.80, 95% CI 1.00-3.25). This finding (P=.03) was in line with the findings of studies conducted in Ethiopia [25] and Ghana (P=.01) [2].
PMT members with regular supportive supervision visits were 2.84 times more likely to have a higher level of commitment than those who did not have regular supportive supervision (AOR 2.84, 95% CI 1.50-5.37). This result was similar to those reported in studies conducted in Ethiopia [12,25] and Ghana, which showed that the level of commitment to use DHIS2 data was directly associated with the daily managerial supervision ($P=0.04$) [2].

This study attempted to reveal the commitment levels of health care providers to use DHIS2 data and the factors associated with their levels of commitment. The strength of this study lies in the attempt to cover the different types of health facilities such as health centers, primary hospitals, and referral hospitals. Moreover, our study used a mixed-methods approach and gives evidence on the commitment levels of PMT members to use DHIS2 data for decision making and the barriers in using it. However, our study has the following limitations. First, this study was a facility-based cross-sectional study; therefore, it could not provide the causal relationships with the factors. Second, this study was conducted at health facilities and might not be generalizable to all other administrative services in Ethiopia. In addition, this study did not include health care providers in private health care facilities.

In conclusion, less than half of the PMT members in this study were committed to using DHIS2 data for decision making. Based on WHO’s criteria for commitment to use health information and other studies found in the literatures, our proportion was low. The culture of information use, motivation to use DHIS2 data, competency in DHIS2 tasks, health needs, managerial supervision, and feedback on DHIS2 data use were the most important factors determining the commitment of health care providers to use DHIS2 data for decision making. Thus, we found significant factors that affect PMT members’ level of commitment to the use of DHIS2 data for their decision making. The findings of our study suggest that providing regular supportive supervision and feedback, increasing the motivation of health care providers, and changing their attitudes will help in bringing cultural transformation of data use for evidence-based decision making in health care.
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Abstract

Background: Large health organizations often struggle to build complex health information technology (HIT) solutions and are faced with ever-growing pressure to continuously innovate their information systems. Limited research has been conducted that explores the relationship between organizations’ innovative capabilities and HIT quality in the sense of achieving high-quality support for patient care processes.

Objective: The aim of this study is to explain how core constructs of organizational innovation capabilities are linked to HIT quality based on a conceptual sociotechnical model on innovation and quality of HIT, called the IQ_HIT model, to help determine how better information provision in health organizations can be achieved.

Methods: We designed a survey to assess various domains of HIT quality, innovation capabilities of health organizations, and context variables and administered it to hospital chief information officers across Austria, Germany, and Switzerland. Data from 232 hospitals were used to empirically fit the model using partial least squares structural equation modeling to reveal associations and mediating and moderating effects.

Results: The resulting empirical IQ_HIT model reveals several associations between the analyzed constructs, which can be summarized in 2 main insights. First, it illustrates the linkage between the constructs measuring HIT quality by showing that the professionalism of information management explains the degree of HIT workflow support \( R^2 = 0.56 \), which in turn explains the perceived HIT quality \( R^2 = 0.53 \). Second, the model shows that HIT quality was positively influenced by innovation capabilities related to the top management team, the information technology department, and the organization at large. The assessment of the model’s statistical quality criteria indicated valid model specifications, including sufficient convergent and discriminant validity for measuring the latent constructs that underlie the measures of HIT quality and innovation capabilities.

Conclusions: The proposed sociotechnical IQ_HIT model points to the key role of professional information management for HIT workflow support in patient care and perceived HIT quality from the viewpoint of hospital chief information officers. Furthermore, it highlights that organizational innovation capabilities, particularly with respect to the top management team, facilitate HIT quality and suggests that health organizations establish this link by applying professional information management practices. The model may serve to stimulate further scientific work in the field of HIT adoption and diffusion and to provide practical guidance to managers, policy makers, and educators on how to achieve better patient care using HIT.

(JMIR Med Inform 2021;9(3):e23306) doi:10.2196/23306
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Introduction

Background

Discussions on health information technologies (HITs) in research and practice have increasingly shifted from dealing with the question of if digital solutions are worth investing in [1,2] to questions on how higher degrees of successful digitalization can be achieved [3-6] and how HIT improves processes and outcomes [7-9]. Although the term HIT has been used and defined in various ways, we understand it to encompass the organization’s electronic information technologies that health care professionals use to support the care process [7]. These include, but are not limited to, electronic medical records, health information exchange systems, computerized provider order entry, clinical decision support systems, and the related hardware (excluding medical devices) and their integration with each other.

It has been repeatedly demonstrated that large health organizations often struggle to adopt high-quality and modern HIT solutions and are challenged with increasingly shorter innovation cycles of these technologies [10-15]. The fact that there is considerable variation in the adoption and quality of HIT between organizations within and across countries points to the importance of focusing on the organizations themselves in terms of their inner capabilities with regard to managerial skills, the promotion of HIT use, project execution, and innovation promotion [16-18]. Although a wide range of general facilitating factors of successful HIT adoption have been acknowledged in several theoretical frameworks [19-24] and various systematic literature reviews [3,12,25-28], little is known about the exact constituents of capabilities of health care organizations to innovate in particular and how they affect not only the adoption of HIT but also their quality. Insights about this relationship could prove valuable for guiding managers, policy makers, and educators toward promoting and developing organizational behavior that facilitates better HIT use, which in turn might lead to improved clinical outcomes [29].

HIT Quality and Innovation Capabilities

HIT adoption is most often understood as the implementation, that is, the introduction of an application, and its acceptance and use in an organization and many adoption studies focus on specific functionalities or applications [12,21,27]. However, the complexity of organization-wide HIT solutions is usually far greater and requires the incorporation of many different facets of the organization’s information system [30-33]. In addition, when extending the scope from adoption to the quality of HIT, even more aspects need to be incorporated as quality requirements are typically considered to incorporate not only various technical layers (eg, data and information, functions, hardware, interoperability) to support clinical care processes but also features of information management and the perceived quality of the IT systems [17,23,34,35]. Thus, in our study, we focus on HIT quality rather than mere adoption and consider it to be composed of the following 3 principal domains: HIT information management, HIT workflow support, and perceived HIT quality:

- HIT information management encompasses the full spectrum of strategic, tactical, and operational management tasks to build and operate an organization’s information system [34,36]. Management practices are deemed to be essential preconditions for realizing the potential of HIT [37], especially those executed by the information technology (IT) department [38,39] and those that involve systematic clinical user participation [40,41].
- HIT workflow support refers to the degree to which an organization has implemented the information technologies needed to support patient care processes. This encompasses the availability of electronic patient data across various care processes as discussed by Liebe et al [42], the availability of clinical applications (eg, electronic medical records, computerized provider order entry, and clinical decision support systems), their integration with one another, and accommodation of hardware solutions. This confluence of technical factors has been discussed as indicative of structural and process quality [17,43].
- Finally, HIT quality manifests itself not only in the technical quality of HIT but also in the subjective assessment of the implemented IT solutions that is hereinafter referred to as the perceived HIT quality.

In addition to HIT quality, there is also little understanding about the identification and effect of the organization’s capabilities to innovate; however, as van Gemert-Pijnen et al [44] emphasize, many HIT innovations might fail as a result of disregarding the interdependencies between technology and its organizational and cultural environment. In our understanding, innovation capabilities (ICs) refer to the culture regarding HIT at various organizational levels that reflect its ability to innovate, that is, the ability to adopt new HIT solutions (or to renew the existing ones) that enhance the quality of information provision in clinical care processes. These capabilities refer to latent phenomena, that is, they are inherently difficult to capture, as they are expressions of a commonly shared attitude in social networks that leads to certain sets of corresponding behaviors [45,46]. In light of the semantic variations and inconsistent definitions of related phenomena, scholars have pointed to the need for further work to examine this construct and its measurement [47-49]. The lack of measurements also implies that there are few studies that provide empirically tested claims regarding the effect of an organization’s ICs on HIT adoption or quality [49,50].

Conceptual Model and Study Objectives

Only a few theoretical frameworks incorporate the peculiarities and complexity of organization-wide HIT solutions in a way that allows for an assessment of its quality and success [23,24,34]. Others acknowledge the facilitating role of domains comparable with ICs [19,20]; however, there is no framework
that puts the spotlight on the interrelationship between these 2 constructs and how they might enable better information provision in the care processes. Correspondingly, there is a need for validated measurement scales within such a framework to put its implicit hypotheses into the empirical test. Although some studies have begun to derive related scale sets [51-53], they are not yet ready to measure the full picture of the relationship between the 2 domains. In addition, the few that attempted to test more complex relationships between related constructs have limitations, particularly regarding small sample sizes and rather narrow outcome measures of HIT quality [54-56].

To investigate the sociotechnical interrelationships between ICs and HIT, we propose an initial conceptual model, that is, the IQHIT (innovation and quality of HIT) model (Figure 1). It rests on the underlying assumption of a directional process of antecedents and consequences of HIT as was similarly conceptualized in studies by Leidner et al [54] and Greenhalgh et al [57]. This is reflected in the assumption that HIT information management affects the degree of HIT workflow support that then determines the perceived HIT quality. Furthermore, these domains can be assumed to be influenced by an organization’s ICs. In addition, internal structural characteristics such as the organization’s size, teaching status, and ownership as well as external influences in terms of national health policies and legal regulations need to be accounted for as possible covariates in the model, as both have been shown to be significantly associated with HIT use [58-61].

On the basis of this model, the research goal was to empirically test and explain how health organizations’ ICs are linked to HIT quality.

**Methods**

**Data Collection**

Serving as empirical input for the model, data from chief information officers (CIOs) as hospital representatives were obtained. Hospitals are particularly interesting because of both the complexity of their IT and their organizational environment. We chose CIOs as our target group because they have the best oversight of the entirety of the IT landscape and top management issues [62,63]. We included Austrian, German, and Swiss hospitals in our target population to control for external influences in terms of different national health policies. The questionnaire and its constructs were based on the redevelopment and refinement of previous surveys and included a total of 188 question items (Multimedia Appendices 1 and 2) [64]. The final questionnaire was pretested by 5 hospital CIOs, 10 researchers (comprising health IT experts, statisticians, and 1 psychologist), and 1 clinician to evaluate whether the question items were understandable and answerable and whether they were sufficiently precise to measure the organization’s information system. This led to some minor adjustments of item scales (response options), changes in the wording of items, and a few supplementary definitions.

Email addresses of 1669 CIOs were compiled through internet and telephone searches. The CIOs were responsible for 2324 hospitals (92% of all 2542 hospitals across Austria, Germany, and Switzerland). Data collection took place during the first half of 2017 via a web-based survey. Of the 1669 emails sent, 1499 had come through and 251 CIOs participated (17% response rate)—19 answers were discarded because of incompleteness (ie, the respondent did not finish the survey or sections were left out). The descriptive results were made available in 2018 [65], and as an incentive for participation, CIOs were offered access to a web-based benchmarking dashboard that allowed them to compare their hospital with peer groups [66].

**Modeling and Data Analysis**

We applied structural equation modeling (SEM) to test various interrelationships between constructs. Specifically, we chose partial least squares structural equation modeling as it is tolerant of the use of categorical data and allows for including reflective measurement models (ie, manifest indicators reflect the latent construct), formative measurement models (ie, manifest indicators form the latent construct), and single-item scales without identification problems [67].

**Specification of the Measurement Models**

We operationalized each of the 5 domains in the conceptual model (Figure 1), with a total of 10 constructs (Table 1). All items and scales associated with these constructs are detailed in Multimedia Appendices 1 and 2.
Table 1. Overview of the constructs used to operationalize the domains of the conceptual innovation and quality of health information technology model.

<table>
<thead>
<tr>
<th>Domains</th>
<th>Constructs</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIT quality</td>
<td></td>
</tr>
<tr>
<td>HIT information management</td>
<td>Professionalism of information management</td>
</tr>
<tr>
<td>HIT workflow support</td>
<td>Workflow composite score including technical descriptors and care processes</td>
</tr>
<tr>
<td>Perceived HIT quality</td>
<td>Perceived HIT workflow support</td>
</tr>
<tr>
<td>Innovation capabilities</td>
<td>Innovation capability: top management support</td>
</tr>
<tr>
<td>Covariates</td>
<td>Structural characteristics</td>
</tr>
</tbody>
</table>
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<tr>
<th>HIT Quality</th>
<th></th>
</tr>
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<tbody>
<tr>
<td>HIT information management</td>
<td>Professionalism of information management</td>
</tr>
<tr>
<td>HIT workflow support</td>
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</table>

HIT: health information technology.  
IT: information technology.  
N/A: not applicable.

**HIT Quality**

HIT information management was operationalized using 2 constructs. First, we applied a construct that captures the degree of professionalism of information management (PIM) in healthcare in terms of the regularity of 15 management key tasks and practices, as proposed by Thye et al [36]. As PIM consists of 3 latent and correlated subcomponents (strategic, tactical, and operational information management), we incorporated it as a reflective higher order model with PIM as the higher order construct and the 3 subcomponents as the lower order constructs using the repeated indicator approach [68]. Second, to reflect institutionalized user participation, we included the formal appointment of clinical IT agents as a reflective measurement model with 2 underlying items (one referring to physicians and the other one to nurses).

HIT workflow support can be theorized as being constituted by the descriptors data and information, IT functions, integration, and distribution of data and IT functions [17]. These 4 descriptors are the central building blocks of the Workflow Composite Score (WCS), an aggregated score that proved to be reliable and valid in measuring the degree of HIT supported patient care in core clinical processes [17,43,65]: ward rounds to reflect diagnostic and therapeutic decision making at the bedside, presurgery and postsurgery processes that reflect the information flow between departments, and admission and discharge as core interface processes between outpatient and inpatient care. The WCS comprises 146 items grouped along these 5 clinical processes and the 4 descriptors (Multimedia Appendix 2). We included it in the SEM analysis as a single-item scale, as its composite structure was largely predefined in previous studies [17,65].

Perceived HIT quality was measured using the 2 constructs. First, we asked the CIOs to grade the HIT workflow support (perceived HIT workflow support) in all 5 aforementioned clinical care processes separately and included the resulting indicators in a reflective measurement model. Second, we asked for a concluding assessment (single-item scale) of the overall goodness of information provision, that is, the organization’s general ability to provide the right information, at the right time, at the right place, for the right persons, and in the right quality to support patient care processes. This indicator was applied in a previous study [38].

**Innovation Capabilities**

We investigated this domain and the underlying constructs across the 2 preceding surveys [38,52]. The initial exploratory study on this topic pointed to a latent construct, represented by 5 items that describe the top management team (TMT) support and the organization-wide innovation culture with regard to HIT [52]. A second study signified that the ICs relating to the IT department could be considered as another separate component [38]. To explore the emerging constructs in greater depth, we added 9 items to capture additional details on the TMT support and the organization-wide innovation culture and 6 additional items that refer to the IT department. An exploratory factor analysis using the unweighted least squares estimation and oblique factor rotation was computed, which resulted in a 3-factor structure that reflected ICs at the TMT level (ICT TMT), ICs at the IT department level (IC ITD), and ICs at the organization-wide level (IC OW). For SEM, the underlying items were then included in 3 reflective measurement models. A total of 4 items with low outer loadings (<0.50) were removed to establish sufficient convergent and discriminant validity.

**Covariates**

A total of 2 covariates were included in the model. First, to control for well-known structural characteristics, we included a formative measurement model that was composed of the hospital size (bed count) and its teaching status. Second, the country was included as a single-item scale to account for external conditions. Austrian and Swiss hospitals were pooled to obtain more balanced group sizes.

**Specification of the Structural Model**

The specifications of the structural model resulted from a step-wise build-up of testing the direct and mediated effects along the components of the conceptual model. Each step was thereby rooted in findings from studies that suggest individual...
linkages between the constructs, which we summarized into a set of 12 theoretical assumptions (Table 2). On the basis of these assumptions, we deduced one or more hypotheses for specifying the structural equation model paths.
<table>
<thead>
<tr>
<th>Assumption</th>
<th>Exemplary study</th>
</tr>
</thead>
<tbody>
<tr>
<td>• H1: PIM has a positive effect on the WCS(^c)</td>
<td></td>
</tr>
<tr>
<td>• H2: The effect of PIM on the WCS is partly mediated by clinical IT agents</td>
<td></td>
</tr>
<tr>
<td>There likely is a direct link between the technical and the perceived quality of HIT workflow support</td>
<td>Hadji and Degoulet (2016) ([74]), Hübner (2015) ([75]), Yusof et al (2008) ([23])</td>
</tr>
<tr>
<td>• H3: The WCS has a positive effect on the perceived HIT workflow support</td>
<td>Gorla et al (2010) ([76]), Suki (2012) ([77])</td>
</tr>
<tr>
<td>• H4: The WCS has a positive effect on the overall goodness of information provision</td>
<td>A top management team that is capable and willing to innovate might facilitate an innovation-friendly culture throughout the organization, including the IT department</td>
</tr>
<tr>
<td>• H7: Innovation capability: top management team support has a positive effect on the innovation capability of the IT department</td>
<td>Bradley et al (2012) ([71]), Liebe et al (2018) ([81]), Weintraub and McKee (2019) ([82])</td>
</tr>
<tr>
<td>• H8: Innovation capability: top management team support has a positive effect on PIM</td>
<td>Liebe et al (2017) ([83]), Watts and Henderson ([84])</td>
</tr>
<tr>
<td>The ability of the IT department to innovate might be linked to information management practices</td>
<td></td>
</tr>
<tr>
<td>• H11: Innovation capability of the IT department has a positive effect on PIM</td>
<td></td>
</tr>
<tr>
<td>HIT quality might be a function of the organization-wide climate toward IT. Such climate might also facilitate a stronger effect of the technical HIT quality (ie, the WCS) on the perceived quality of information provision</td>
<td></td>
</tr>
<tr>
<td>• H12: Organization-wide innovation capability has a positive effect on the WCS</td>
<td></td>
</tr>
<tr>
<td>• H13: Organization-wide innovation capability has a positive effect on the perceived HIT workflow support</td>
<td></td>
</tr>
<tr>
<td>• H14: Organization-wide innovation capability has a positive effect on the overall goodness of information provision</td>
<td></td>
</tr>
<tr>
<td>• H15: Organization-wide innovation capability positively moderates the relationship between the WCS and the overall goodness of information provision</td>
<td></td>
</tr>
<tr>
<td>Structural characteristics might be linked to HIT quality, possibly also to the TMT’s capabilities to innovate</td>
<td></td>
</tr>
<tr>
<td>• H16: Structural characteristics have a positive effect on the WCS</td>
<td></td>
</tr>
<tr>
<td>• H17: Structural characteristics have a positive effect on PIM</td>
<td></td>
</tr>
<tr>
<td>• H18: Structural characteristics have a positive effect on the innovation capability: top management team support</td>
<td></td>
</tr>
<tr>
<td>Compared with Germany, hospitals from Austria and Switzerland exhibit higher degrees of HIT workflow support and a more pronounced culture toward innovation</td>
<td></td>
</tr>
<tr>
<td>• H19: Country has a positive effect on the WCS</td>
<td></td>
</tr>
<tr>
<td>• H20: Country has a positive effect on organization-wide innovation capability</td>
<td></td>
</tr>
<tr>
<td>• H21: Country has a positive effect on the innovation capability of the IT department</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)PIM: professionalism of information management.

\(^b\)HIT: health information technology.
Parameter Estimations and Model Assessment

We applied partial least squares structural equation modeling using SmartPLS version 3 [92]. The measurement models were assessed for internal consistency using Cronbach \( \alpha \) and composite reliability. Convergent and discriminant validity was evaluated according to the height of the outer loadings, the average variance extracted, the Fornell-Larcker criterion, and the Heterotrait-Monotrait ratio.

Inner variance inflation factor values were used to test for collinearity within the structural model. Path coefficients and mediation effects were evaluated based on the direct, total, and indirect effects as well as on \( R^2 \) effect sizes with \( P \) values and 95% CIs obtained from 10,000 bootstrap replications. Besides the \( R^2 \) values for the endogenous latent variables, we used blindfolding to obtain Stone-Geisser \( Q^2 \) values to determine the cross-validated predictive relevance of the exogenous constructs.

Results

Descriptive Statistics

The sample consisted of data from 232 hospitals, most of which were from Germany (Table 3), which corresponds to the higher baseline number of German hospitals. The participating hospitals were rather large, with an average size of 492 (SD 239) beds, and many (112/232, 48.3%) were in public ownership. Nevertheless, hospitals from all relevant demographic categories were included in the sample. The WCS, as the central measure of HIT workflow support in our model, showed an overall mean value of 56 (SD 14) points (ranging between 0 and 100 points; Multimedia Appendix 3). The mean values and SD of the remaining constructs are shown in Multimedia Appendix 1.

Table 3. Demographic characteristics of participating hospitals (N=232).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Country, n (response rate in %)</td>
<td></td>
</tr>
<tr>
<td>Austria</td>
<td>14 (8.8)</td>
</tr>
<tr>
<td>Germany</td>
<td>205 (18.3)</td>
</tr>
<tr>
<td>Switzerland</td>
<td>13 (11.3)</td>
</tr>
<tr>
<td>Ownership, n (% in sample)</td>
<td></td>
</tr>
<tr>
<td>For-profit</td>
<td>42 (18.1)</td>
</tr>
<tr>
<td>Nonprofit</td>
<td>78 (33.6)</td>
</tr>
<tr>
<td>Public</td>
<td>112 (48.3)</td>
</tr>
<tr>
<td>Teaching status, n (% in sample)</td>
<td></td>
</tr>
<tr>
<td>Major teaching hospital</td>
<td>22 (9.5)</td>
</tr>
<tr>
<td>Minor teaching hospital</td>
<td>101 (43.5)</td>
</tr>
<tr>
<td>Nonteaching hospital</td>
<td>109 (47.0)</td>
</tr>
<tr>
<td>Member of a hospital group, n (% in sample)</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>140 (60.3)</td>
</tr>
<tr>
<td>No</td>
<td>92 (39.7)</td>
</tr>
<tr>
<td>Number of beds, mean (SD)</td>
<td>491.9 (238.5)</td>
</tr>
</tbody>
</table>

Structural Equation Model

The parameters assessing the measurement models pointed to valid specifications of the reflective models as well as the formative model in terms of convergent validity and internal consistency (Multimedia Appendices 4 and 5). In addition, sufficient discriminant validity was established according to the Fornell-Larcker criterion assessment, as indicated by the Heterotrait-Monotrait ratios of the correlations that were all below the recommended threshold value of 0.85 [93] (Multimedia Appendix 6). No collinearity was found in the structural model, as all the inner variance inflation factor values ranged within the limits of 0.20 and 4. Moreover, the Stone-Geisser \( Q^2 \) values of the endogenous variables indicate a good out-of-sample predictive power of the path model, especially with regard to the WCS (\( Q^2=0.38 \)) and the overall goodness of information provision (\( Q^2=0.40 \)).

The 21 hypotheses (Table 2) led to a variety of interrelationships in the structural model in terms of direct, mediated, and moderated effects. Approximately 50% of the variance in the key constructs for measuring HIT quality, the HIT workflow support (as measured by the WCS), and the perceived overall goodness of information provision (OGIP) could be explained by the model (Figure 2).
Within the HIT quality domain, the results showed a strong effect of PIM on the WCS with a path coefficient estimate of 0.48 ($P<.001$). This association was partially mediated by the use of clinical IT agents to a small but significant extent (Multimedia Appendix 7). Furthermore, WCS was associated with OGIP via an indirect effect between the 2, which was mediated by the perceived HIT workflow support. The exact $P$ values of the path coefficients are shown in Multimedia Appendix 8.

Within the innovation layer, the IC TMT exhibited a strong effect on IC ITD and IC OW.

Furthermore, the model revealed a strong association between innovation and quality at various levels (the total and indirect effects are given in Multimedia Appendix 7): the ICs of the TMT and of the IT department significantly and similarly affected PIM, whereas IC OW had a strong effect on the perceived HIT quality in terms of OGIP and a weaker but still significant effect related to perceived HIT workflow support. Contrary to some of our initial assumptions, as expressed in hypotheses H9, H10, and H12, there was no significant direct effect of any of the constructs representing IC on the WCS (Table 4). Instead, the results showed significant indirect effects of IC TMT and IC ITD on the WCS mediated by PIM (Multimedia Appendix 7). The effect of the WCS on OGIP, which did not become significant, was, however, significantly moderated by IC OW (hypothesis H15). In summary, ICs possessed many points of application at the HIT quality path, that is, at the beginning influencing PIM and later affecting the overall quality of information provision for patient care.
Table 4. Summarized results of the hypothesis tests in reference to $P$ values $<.05$.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Support by the model</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1: PIM(^a) has a positive effect on the WCS(^b)</td>
<td>Supported</td>
</tr>
<tr>
<td>H2: The effect of PIM on the WCS is partly mediated by clinical IT(^c) agents</td>
<td>Supported</td>
</tr>
<tr>
<td>H3: The WCS has a positive effect on perceived HIT(^d) workflow support</td>
<td>Supported</td>
</tr>
<tr>
<td>H4: The WCS has a positive effect on the overall goodness of information provision</td>
<td>Not supported</td>
</tr>
<tr>
<td>H5: Perceived HIT workflow support has a positive effect on the overall goodness of information provision</td>
<td>Supported</td>
</tr>
<tr>
<td>H6: Innovation capabilities: Top management team support has a positive effect on organization-wide innovation capability</td>
<td>Supported</td>
</tr>
<tr>
<td>H7: Innovation capabilities: Top management team support has a positive effect on the innovation capability of the IT department</td>
<td>Supported</td>
</tr>
<tr>
<td>H8: Innovation capabilities: Top management team support has a positive effect on PIM</td>
<td>Supported</td>
</tr>
<tr>
<td>H9: Innovation capabilities: Top management team support has a positive effect on the WCS</td>
<td>Not supported</td>
</tr>
<tr>
<td>H10: Innovation capability of the IT department has a positive effect on the WCS</td>
<td>Not supported</td>
</tr>
<tr>
<td>H11: Innovation capability of the IT department has a positive effect on PIM</td>
<td>Supported</td>
</tr>
<tr>
<td>H12: Organization-wide innovation capability has a positive effect on the WCS</td>
<td>Not supported</td>
</tr>
<tr>
<td>H13: Organization-wide innovation capability has a positive effect on perceived HIT workflow support</td>
<td>Supported</td>
</tr>
<tr>
<td>H14: Organization-wide innovation capability has a positive effect on the overall goodness of information provision</td>
<td>Supported</td>
</tr>
<tr>
<td>H15: Organization-wide innovation capability positively moderates the relationship between the WCS and the overall goodness of information provision</td>
<td>Supported</td>
</tr>
<tr>
<td>H16: Structural characteristics have a positive effect on the WCS</td>
<td>Not supported</td>
</tr>
<tr>
<td>H17: Structural characteristics have a positive effect on PIM</td>
<td>Supported</td>
</tr>
<tr>
<td>H18: Structural characteristics have a positive effect on innovation capabilities: top management team support</td>
<td>Supported</td>
</tr>
<tr>
<td>H19: Country has a positive effect on the WCS</td>
<td>Supported</td>
</tr>
<tr>
<td>H20: Country has a positive effect on the organization-wide innovation capability</td>
<td>Supported</td>
</tr>
<tr>
<td>H21: Country has a positive effect on the innovation capability of the IT department</td>
<td>Supported</td>
</tr>
</tbody>
</table>

\(^a\)PIM: professionalism of information management.  
\(^b\)WCS: Workflow Composite Score.  
\(^c\)IT: information technology.  
\(^d\)HIT: health information technology.

With regard to the covariates, the country had a significant effect on the WCS and was also associated with higher degrees of IC ITD and IC TMT, albeit with rather small effect sizes $R^2$ (Multimedia Appendix 8). The organization’s structural characteristics did not exhibit a direct effect on the WCS in our model but instead on the preceding latent variables in the model, namely, PIM and IC TMT.

**Discussion**

**Principal Findings**

On the basis of data from 232 hospitals in Austria, Germany, and Switzerland, a sociotechnical IQ\(_{HIT}\) model was developed and tested. To the best of our knowledge, this is the first model that investigates HIT quality in light of the organizations’ ability to innovate. It does so in a strictly empirical manner using a validated instrument. The model sets out the internal composition of HIT quality in establishing a consecutive connection between HIT information management, HIT workflow support, and perceived quality. Furthermore, an organization’s ICs were positively associated with HIT quality at various levels. Most notably, an innovation-friendly attitude on the TMT level appeared to strongly but indirectly facilitate HIT-based workflow support, mediated by professional information management practices.

**The Inner Workings of HIT Quality**

At the core of the IQ\(_{HIT}\) model, the WCS was used to measure HIT quality in terms of the workflow to support the IT solutions provided for improving patient care. The WCS is a multifaceted indicator that consists of a plethora of underlying items (Multimedia Appendix 2). By incorporating it, the model considers the complexity of interdepartmental and multifunctional health information systems.

According to the model, HIT workflow support depends on professional information management, that is, professionally conceptualized and performed activities at the strategic, tactical, and operational levels, as has been conjectured by Winter et al [34] and empirically conceptualized by Thye et al [36]. Only the HIT workflow support that is managed in an orderly and
professional manner by the IT department can work properly regarding data and information provision, IT functions in place, their integration with one another, and the ability to distribute the data and the information to the point of care. Part of this effect is mediated by the presence of clinical IT agents, confirming the importance of establishing a formal link between IT department information management and clinical end users. Interestingly, the structural characteristics (bed count and teaching status) did not affect the HIT workflow support directly but only via the mediating effect of professional information management. This is rather surprising, as most studies suggest a direct link, particularly between the size of an organization and its HIT use [25].

HIT quality was conceptualized to encompass both, a technical component that bundles manifest, self-reported attributes about the information system, that is, the WCS, and a subjective judgment about its perceived quality. According to the CIOs’ viewpoint, the very abstract judgment of the perceived goodness of information provision appears not to be directly linked to the WCS but requires some intermediate interpretation, that is, the perceived HIT workflow support, which refers to a more detailed perspective of admission, ward rounds, presurgery and postsurgery, and discharge processes. This also suggests that there is no strict automatism between a high degree of HIT quality in terms of its technical components and the perceived quality of information provision in an organization. This points to the need for good implementation practices of HIT interventions to successfully reap their benefits.

Innovation Capabilities in Health Care Organizations

The IQHIT model also specifies the inner fabric of organizational IC. The underlying scales yielded good psychometric properties and reflected an innovation-friendly attitude and behavior at different organizational levels: at the executive level (IC TMT), the items mirror the motivational and monetary support of the TMT for IT innovation and their proactive engagement with respective projects as part of the organization’s vision. Similar to the views in the Upper Echelons Theory, which stresses the crucial role of senior leadership in fostering innovation, this factor had a strong predictive relevance across the model [94]. IC ITD reflect the kind of CIO leadership that facilitates creativity, communication, and participation of end users. On the third level (IC OW), openness and widespread flexibility for embracing new IT solutions that prevail throughout the organization at large were the defining elements. Most of these characteristics were suspected [47,95,96] and partly known [27,97,98] to facilitate innovation in a variety of contexts; however, the way they statistically cluster along different organizational levels and their different effects has not been specified before. Therefore, the innovative capacity of health organizations cannot be viewed as monolithic blocks or mere buzzwords. Its contents are woven throughout various organizational levels to varying degrees.

This study did not explicitly focus on how these capabilities can be built or how they are determined. However, when controlling for the covariates, we found that TMT support is a function of certain structural characteristics, namely, a higher bed count and teaching status, both of which can be interpreted as indicators of greater financial flexibility in terms of slack resources. However, ICs at the IT department and the organization at large depend on the respective country. More precisely, these 2 domains are more pronounced in Austria and Switzerland than in Germany, which corresponds well with previous findings on different samples [11,49].

HIT Implementation Between Innovation and Quality

Traditionally, empirical research conducted on HIT quality has frequently disregarded aspects of innovation, and both have often been discussed separately from one another [75]. Our model establishes a connection between the two by showing that attaining high levels of HIT quality is facilitated and mediated by an organization’s ability to create space for creativity, agility, and communication in relation to IT-based innovation.

Overall, the structural model (Figure 2) can be translated into a more schematic model (Figure 3) based on the major findings. It shows that PIM mediates the effects of the 2 IC domains—IC TMT and IC ITD—on HIT workflow support, which illustrates the interplay between the right attitude toward innovation and formalized management practices for innovational strength. The attitude and intent to innovate play an important role in and of itself; however, professional information management is needed for the practical execution of this intention to improve HIT workflow support.
Furthermore, we found IC OW to partly moderate the relationship between the HIT workflow support and the perceived OGIP, implying that there might actually be a direct effect between the 2 as long as the organization is agile, flexible, and open toward IT (equals high levels of IC OW). This could be interpreted as an indication that an organization-wide positive attitude toward using the IT in place, irrespective of how advanced it actually is, leads to better information provision in the clinical care processes, at least from the vantage point of CIOs. Overall, it becomes clear that ICs are not only needed at the TMT level but also at the IT department level and throughout the organization to establish high-quality HIT solutions. Executive managers and policy makers should therefore consider how to establish higher levels of these capabilities at various levels.

Limitations

Our study had several limitations. Most notably, this is an observational study, and despite the statistical specifications that might suggest otherwise, it cannot be inferred that the relationship between constructs is truly causal. For instance, there might be temporal displacements between the current beliefs of executives and higher degrees of HIT quality as implementation processes take time [99].

Furthermore, this sociotechnical model reflects the perspective of the CIOs and their points of view of the HIT cosmos and ICs. This is both a strength and a weakness. The strength is its consistency and authenticity regarding technical and organizational issues related to IT. Its weakness is the CIOs cannot accurately evaluate clinicians’ view on the timely and correct provision of data and information (ie, the right side of the model), which requires a more detailed assessment in future research. Ultimately, the clinical outcome is the improvement or stabilization of the patient’s condition. None of this is captured in this model, as it mirrors the vantage point of CIOs.

The next step will be to develop a model that incorporates the views of physicians and nurses. This approach can also cope with potential common-method biases. The sample is also based on voluntary participation, which is why we cannot rule out a nonresponse bias in the data.

Finally, not all possibly relevant factors at play can be accurately accounted for in one model, which is reflected by the R² values that leave parts of the variance in the endogenous constructs unexplained. Given these limitations, further studies are needed to validate and differentiate the relationships between and within IC and HIT quality, and our model provides various access points to do so.

Conclusions

On the basis of survey data provided by the CIOs of 232 hospitals, we proposed a sociotechnical IQ_HIT model to explain how organizational innovation relates to various facets of HIT quality. Although some associations in the model could be presumed by the literature, it clearly and uniquely highlights the key role of ICs and information management for HIT-based workflow support. Thus, it demonstrates that innovation and quality do not contradict each other. In particular, an innovation-friendly attitude of TMT and the IT department determines the degree of HIT workflow support, albeit not directly, but by means of professional information management practices that eventually facilitate the perceived goodness of information provision for patient care. This suggests that managers of health organizations should strive for both a more pronounced culture toward innovation and professional information management to translate such a culture into HIT quality. Furthermore, the IQ_HIT model might be useful for studies on HIT adoption and diffusion and for the definition of HIT maturity models. To this end, it provides validated measurement scales that can be utilized in future research.
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Abstract

Background: Web-booking of flights, hotels, and sports events has become commonplace in the travel and entertainment industry, but self-scheduling of health care appointments on the web is not yet widely used. An electronic health record that integrates appointment scheduling and patient web-based access to medical records creates an opportunity for patient self-scheduling. The Mayo Clinic developed and implemented a feature in its Patient Online Services (POS) web and mobile platform that allows software-managed self-scheduling of well-child visits.

Objective: This study aims to examine the use of a new self-scheduling appointment feature within POS in both web and mobile formats and determine the use characteristics, outcomes, and efficiency of self-scheduling compared with staff scheduling.

Methods: Within a primary care setting, we collected 13 months of all appointment activity for the well-child visit for children aged 2-12 years. As these specific appointment types are for minors, self-scheduling is performed by parents or other proxies. We compared the appointment actions of scheduling and cancelling for both self-scheduled and staff-scheduled appointments. The frequency in which patients were using self-scheduling outside of normal business hours was quantified, and we compared no-show outcomes of finalized appointments.

Results: Of the 1099 patients who performed any self-scheduling actions, 73.1% (803/1099) exclusively used self-scheduling and self-cancelling software. For those with access to self-scheduling (patients registered with the Mayo Clinic POS), 4.92% (1201/24,417) of all well-child appointment-scheduling actions were self-scheduled. Staff scheduling required more than a single appointment step (eg, schedule, cancel, reschedule) in 28.32% (3729/13,168) compared with only 6.93% (53/765) of self-scheduled appointments (P<.001). Self-scheduling appointment actions took place outside of regular business hours 29.5% (354/1201) of the time. No-shows accounted for 3.07% (28/912) of the self-scheduled finalized appointments compared with 4.12% (693/16,828) of staff-scheduled appointments, which is a nonsignificant difference (P=.12). Staff-scheduled finalized appointments (that allowed for scheduling appointments for more than 12 weeks in the future) revealed a potential demand of 11.15% (1876/16,828) for appointments with longer lead times.

Conclusions: Self-scheduling can generate a significant number of finalized appointments, decreasing the need for staff scheduler time. We found that 29.5% (354/1201) of the self-scheduling activity took place outside of the usual staff scheduler hours, adding convenience value to the scheduling process. For exclusive self-schedulers, 93.1% (712/765) finalized the appointment in a single step. The no-show rates were not adversely affected by the self-scheduling.

(JMIR Med Inform 2021;9(3):e23450) doi:10.2196/23450
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Introduction

The travel and entertainment industries have provided web booking of flights, hotel rooms, and sports and entertainment events for many years, whereas web-based scheduling of medical appointments is not widely available. Gupta and Denton [1] summarized many of the unique challenges in health care that make scheduling rules for medical appointments complex and difficult to code into software. Ahmadi-Javid et al [2] reviewed much of the extant literature on outpatient appointment scheduling and decision making involved in the appointment-scheduling processes. In addition to the complex rules needed for scheduling, there are patient barriers to web-based appointment scheduling. A survey in Australia showed that 89% of primary care patients with access to a web-based appointment-scheduling system were reluctant to adopt it [3]. Although all patients had access to the system, only 11% used the web-based appointment service at least once, and 74% were not inclined to use the web-based appointment service in the near future. In interviews, some of the patients preferred phone call appointments that they perceived “provided them with more opportunities to discuss the options for more complex situations than the online self-service” [3]. Others cited low computer literacy and lack of access to the internet at home [3].

Despite these barriers, independent vendors are filling some demand for medical appointments on the web. ZocDoc (TM), for example, has been offering web-based appointment scheduling for health care practices [4]. Kurtzman et al [5] assessed appointments from 4150 physicians available in 20 cities where ZocDoc was available and found a “substantial number of appointments available for patients on ZocDoc,” with the conclusion that “ZocDoc is a promising method for obtaining reliable primary care appointments in the cities evaluated” [5]. Internationally, similar web-based platforms for self-scheduling health care appointments exist, such as Lybrate in India [6]. Zhao et al [7] reviewed the literature on web-based appointment systems and found support for associations between web-based appointment systems and improved no-show rates, decreased waiting time, improved patient satisfaction, and decreased staff labor.

Mayo Clinic implemented a web- and mobile-based self-scheduling option for a well-child visit in 2019. We examined the patient uptake and outcomes of the self-scheduling option to see if there were differences in use and appointment outcomes between self-scheduling and the use of Mayo staff appointment schedulers.

Methods

Setting

This study was conducted in the Mayo Clinic Health System in the Rochester, Minnesota, and Northwest Wisconsin regions for clinic well-child visits scheduled for the 13-month time interval from February 1, 2019, to February 28, 2020. Providers eligible to have well-child visits on their schedules were physicians, physician assistants, and nurse practitioners in family medicine and community pediatrics departments.

The Mayo Clinic uses Epic as its electronic health record (EHR) system. The Mayo Clinic has a patient portal, named Patient Online Services (POS), that patients can access via a mobile app or on the web. With the Mayo Clinic POS, patients can communicate with providers via secure messages, review their medical records, and view future appointment details. Patients of the Mayo Clinic have been increasingly engaged with POS, and portal registration has increased from 33% in 2013 to 62% in 2018 [8]. Although POS has been available for many years, self-scheduling of office visits through the POS has been made available only recently.

The self-scheduling process required POS, so portal registration was a prerequisite for self-scheduling. In this study, we use self-scheduling as a generic term for scheduling via software, without assistance from a staff scheduler. Owing to age limitations on the well-child appointment, self-scheduling and self-cancellations were accomplished by patient proxies such as parents or other adults who had portal access to the child’s EHR.

Well-child appointment scheduling with a staff scheduler was generally limited to Monday through Friday, from 7 AM to 5 PM. For self-scheduling, there was 24/7 access to a web-based self-scheduling process and mobile self-scheduling app, except for rare occasions of a software outage.

Well-Child Appointment Type

The well-child examination is a periodic exam recommended by the American Academy of Pediatrics [9]. The Mayo-implemented self-scheduling feature is limited to exams for ages 2 to 12 years to decrease the complexity of rules associated with scheduling.

The well-child visit type is a good visit type for self-scheduling in primary care practice. By definition, the appointment is for a healthy child, so no symptoms require an urgent visit. Many appointments in primary care are symptom-based and can require some symptom assessment to determine the urgency of the visit. Self-scheduling symptom-based visits are a larger informatics challenge because of the patient safety issue around the urgency of visits that is not present in the well-child visit type.

The well-child visit is also a visit type that allows the provider some autonomy to schedule these visits in blocks or spread out, earlier or later in the day, or for a specific day of the week. The same visit type was used for self-scheduling as was used for staff scheduling, which reduced the software build needs. Prebuilt provider calendar templates with well-child visits were being used by children’s providers at the Mayo Clinic long before self-scheduling was implemented. Thus, self-scheduling of this visit type required very little change management other
than communication of the change. Self-schedulers were able to see an open well-child visit they wanted and could book it. A subsequent informal provider survey confirmed that most providers (20/25, 80%) were unaware that a proxy had booked the appointment.

Well-child appointments also did not need a provider order to initiate scheduling. Many primary care visits involve lab and radiology procedures, which require orders for scheduling. This is needed to identify providers able to close the loop on imaging and lab test results. Preventive services such as screening mammography and chronic disease visits for diabetes, hypercholesterolemia, and hypertension are examples of visits requiring orders. Screening mammograms require radiology visit orders, and laboratory orders (eg, hemoglobin A1c, lipids, etc) are often requested in advance of chronic disease appointments. Chronic disease visits also have some appointment length challenges because many patients have multiple chronic diseases, so appointment lengths often need to be individualized. The well-child visit was a good candidate for self-scheduling; it required no decision support for appointment urgency or appointment duration, and it did not require an order before scheduling.

**Scheduling Rules in Software**

The scheduling rules in the software for the well-child visit include the following:

1. Frequency limitations of appointments: the software looks back at the date of previous well-child appointments to ensure that frequency limitations are met.
2. Age: limited to ages 2-12 years.
3. Assigned primary care provider: children need an assigned primary care provider to be eligible. To ensure continuity of care, there is no option to schedule a well-child appointment with any provider other than the assigned primary care provider. The software automatically pulls the primary care provider scheduling template.
4. Appointment lead time: calendar availability was 12 weeks in the future. Provider templates were built for no more than 12 weeks in the future for the Rochester, Minnesota, site; therefore, specific appointment times beyond 12 weeks could not be self-scheduled at that site. Although the Northwest Wisconsin site had provider calendar templates available for more than 12 weeks, the self-scheduling rules for the initial implementation did not account for the expanded scheduling ability at the Northwest Wisconsin location.

**Appointment Definitions and Data**

Individual appointment actions are dichotomously classified as a schedule or cancel action. A schedule action reserves a single appointment time; a cancel action opens a previously scheduled appointment time. Well-child visits are typically 30 minutes but could be scheduled for 45 minutes by staff schedulers.

Staff schedulers are clinic staff employees who schedule or cancel appointments for patients. Self-schedulers or self-cancellers were the parent or proxy who used the Mayo software interface (web or mobile) to self-schedule or self-cancel the child’s appointments. It should be noted that we focused on self-scheduled actions in this paper. Some proxies did not use the self-scheduling feature but self-cancelled appointments made by staff schedulers. To be considered self-scheduled, a patient had to have at least one appointment action of self-scheduling (booking an appointment with the self-schedule software). The few patients who self-cancelled their staff-scheduled appointments were classified as staff scheduled.

An appointment path is the sequence of appointment actions leading to a finalized appointment or cancellation outcome. Finalized appointments were those scheduled appointments that were left scheduled up to the appointment date and time (not cancelled before the appointment time). Figure 1 shows examples of appointment paths and appointment outcomes. Our data start with a time-stamped appointment schedule action. We dichotomized appointment actions into those created by staff schedulers and those created by self-scheduling. As shown in Figure 1, each patient (whether self-scheduled or staff scheduled) begins with a scheduling action that we term appointment step 1. Patients can then go through several decision steps of whether to cancel or reschedule (a cancel and schedule pair). Some patients would cancel and reschedule multiple times before a finalized appointment. To quantify this activity, we counted the appointment steps, as shown in Figure 1. Example (A) within Figure 1 shows an appointment path to appointment finalization with just 1 step, the initial scheduling action. Examples (B) and (C) within Figure 1 show appointment paths for appointment finalization taking 2 and 4 steps, respectively. Appointment paths ending in a cancellation outcome may also take several appointment steps. Figure 1 shows examples (D) and (E) that take 2 and 3 appointment steps, respectively, to a cancellation.
Figure 1. Examples of different appointment paths showing the appointment actions and appointment steps leading to a finalized appointment or cancellation.

Appointment outcomes are dichotomously categorized as finalized appointments or cancellations. Finalized appointments are further dichotomously categorized as completed or no-show (never arrived at the scheduled appointment time). The well-child visit appointment was an in-person visit; therefore, this study did not include any telephonic or video appointments.

Figure 1 example (A) also shows the appointment lead time, which is the scheduled appointment date and time minus the date and time the appointment was made. This is the lead time that the patient has from the date of scheduling the appointment to the actual future reserved appointment date.

**Data Collection and Study Metrics**

We used appointment data sets from the Mayo Clinic Enterprise Office of Access Management in this study. The data set captured all appointment activity dichotomously as a scheduling or cancellation action, and whether the scheduling or cancellation action was done by the appointment staff or self. We obtained complete scheduling and cancellation actions for all well-child visits encompassing ages 2 to 12 years from February 1, 2019, through February 28, 2020. The time of the appointment action (scheduling or cancelling) was included in the data set and was categorized as weekend (Saturday or Sunday) and after-hours weekday (not occurring within 7 AM to 5 PM). There were mobile and web versions for self-scheduling, and we were able to capture which was used for each self-scheduled action. If a patient used the web version on a mobile device, it was captured as web use.

Demographic information was obtained from all children whose proxy or proxies either cancelled or made a well-child appointment for the 13 months of the study. Demographic data on the proxies were not collected for this study.

Finalized appointment outcomes were obtained from a final data set that contained only scheduled appointments still in the system on the day of the expected visits. Appointments cancelled any time up to the appointment date and hour were excluded from the finalized appointment outcome analysis to leave behind only those scheduled visits that providers expected to see face-to-face. The finalized appointment outcomes were dichotomously categorized as no-show or arrived.

**Statistics and Ethics**

We used JMP Pro 14.2 (SAS) for descriptive statistics and statistical analyses. For comparison between categorical variables, we used chi-square tests and odds ratios (ORs). This study met the criteria for institutional review board exemption (20-006809).

**Results**

**Well-Child Visit Scheduling Counts and Provider Counts**

There were 36,392 well-child scheduling actions for 399 providers. Pediatric providers accounted for 65.20% (23,727/36,392) and family medicine providers for 34.80% (12,665/36,392) of the well-child scheduled visits. We limited...
this study to those who could access self-scheduling, so only those patients with proxy access to POS (portal registration) were included. This resulted in 24,417 scheduling actions for analysis, with 4.92% (1201/24,417) of all scheduling actions being self-scheduled.

Patient Characteristics

Figure 2 shows the unique patient counts of those who scheduled well-child appointments during the study. There were 32.83% (7898/24,059) of patients who could not self-schedule because they did not have POS registration. Of the 16,161 patients who had portal access, 6.80% (1099/16,161) used self-scheduling. Of the 1099 patients who used self-scheduling, 73.1% (803/1099) used self-scheduling and self-cancelling exclusively, and 26.9% (296/1099) had appointment actions that used both self-scheduling and staff scheduling.

Sex, race, and ethnicity of children were not statistically different between those who were self-scheduled and those who were not (Table 1). However, self-scheduled appointments were proportionately greater for those aged 6 to 12 years than staff-scheduled appointments (Table 1).

Figure 2. Patient counts by category of those who completed well-child visit scheduling actions during the 13 month study period.
Table 1. Demographic comparison of patients with portal registration with well-child appointment actions (N=16,161). The self-scheduled group completed at least one self-scheduling action. Demographics compared are only those with access to self-scheduling (those without portal registration were not included).

<table>
<thead>
<tr>
<th>Demographics</th>
<th>Self-scheduled (n=1099), n (%)</th>
<th>Staff scheduled (n=15,062), n (%)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2-5</td>
<td>480 (43.68)</td>
<td>8523 (56.59)</td>
<td></td>
</tr>
<tr>
<td>6-12</td>
<td>619 (56.32)</td>
<td>6539 (43.41)</td>
<td></td>
</tr>
<tr>
<td>Female sex</td>
<td></td>
<td></td>
<td>.64</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>White</td>
<td>963 (87.63)</td>
<td>12,987 (86.22)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>20 (1.82)</td>
<td>374 (2.48)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>31 (2.82)</td>
<td>545 (3.62)</td>
<td></td>
</tr>
<tr>
<td>Other or not disclosed</td>
<td>85 (7.73)</td>
<td>1156 (7.67)</td>
<td></td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
<td></td>
<td>.97</td>
</tr>
<tr>
<td>Hispanic</td>
<td>41 (3.73)</td>
<td>585 (3.88)</td>
<td></td>
</tr>
<tr>
<td>Not Hispanic</td>
<td>1026 (93.36)</td>
<td>14,041 (93.22)</td>
<td></td>
</tr>
<tr>
<td>Undisclosed or unknown</td>
<td>32 (2.91)</td>
<td>436 (2.89)</td>
<td></td>
</tr>
</tbody>
</table>

aNull hypothesis (H0): patient demographic proportions are equal.

After-Hours Scheduling and Appointment Lead Time

The 1099 patients who used the self-scheduling feature generated 1490 appointment actions (1201 self-scheduling actions and 289 cancelling actions), resulting in 912 finalized appointments. Similarly, 15,062 patients who used staff scheduling generated 29,604 appointment actions (23,216 scheduling actions and 6388 cancelling actions), resulting in 16,828 finalized appointments. Cancelling actions in the self-scheduled group accounted for 19.4% (289/1490) of all appointment actions in that group and 21.58% (6388/29,604) in the staff-scheduled group (P=.046). The differences in scheduling between self-scheduled and staff-scheduled actions are shown in Table 2. There were across-the-board differences when scheduling actions occurred on weekend days and weekdays after usual staff scheduler hours and when scheduling lead time was greater than 12 weeks. As noted in the Methods section, staff scheduler hours were mostly limited to usual outpatient weekday hours, so staff-scheduling actions on weekend days and after hours on weekdays were expected to be low; 12.99% (3015/23,216) of staff-scheduling actions had appointment lead times greater than 12 weeks. As noted in the Methods section, a software rule excluded self-scheduling with lead times over 12 weeks; thus, patients wanting a longer lead time had to be scheduled by staff.

Table 2. Comparison of self- versus staff-scheduling actions (does not include cancelling actions). Scheduling actions are limited to those who could access self-scheduling (those with portal registration).

<table>
<thead>
<tr>
<th>Appointment metric</th>
<th>Self-scheduled (scheduling actions only), n (%)</th>
<th>Staff scheduled (scheduling actions only), n (%)</th>
<th>P valuea</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scheduling</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>appointment action</td>
<td>1201 (100)</td>
<td>23,216 (100)</td>
<td>N/Ab</td>
</tr>
<tr>
<td>count</td>
<td>354 (29.48)</td>
<td>199 (0.86)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Any appointment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>scheduling action</td>
<td>227 (18.90)</td>
<td>180 (0.78)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>outside regular</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>business hours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Monday-Friday, 7 AM</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>to 5 PM)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Appointment</td>
<td>127 (10.57)</td>
<td>19 (0.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>scheduling action</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>on weekends</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Saturday or Sunday)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scheduling action</td>
<td>0 (0)</td>
<td>3015 (12.99)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>lead time over 12</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>weeks</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aNull hypothesis (H0): proportions are equal between self-scheduled and staff scheduled.
bN/A: not applicable.
Staff Scheduler Work Involved in Self-Scheduled Appointments

As indicated in Figure 1, appointment scheduling can go through many steps of scheduling and cancelling over the span of a finalized or cancelled appointment. A patient could use both self-scheduling and self-cancelling for parts of the appointment steps and staff scheduling and staff cancelling for other parts of the appointment steps, leading to a single finalized appointment. Self-scheduling would be inefficient if patients who self-scheduled also relied on staff schedulers to cancel or reschedule the appointment. To determine whether staff were involved in the rework of this type, we examined all finalized appointments to determine how much of the scheduling and cancelling work was being done by staff and how much was being done by the patients themselves. Table 3 shows that of the 912 finalized appointments with any self-scheduling activity, only 9.9% (147/1490) involved a staff scheduler. Thus, self-scheduling activity did not lead to large amounts of rework by staff schedulers to obtain a finalized appointment. Table 3 also shows that there were on average 1.63 appointment actions per finalized appointment for those with self-scheduling activity, with only 0.16 actions per finalized appointment attributable to staff schedulers. In contrast, on average, staff schedulers took 1.76 appointment actions for each staff-scheduled finalized appointment.

Table 3. Comparison of the average patient-performed appointment actions per finalized appointment for self-scheduled and staff scheduled.

<table>
<thead>
<tr>
<th>Appointment metric</th>
<th>Self-scheduled (but staff could cancel)</th>
<th>Staff scheduled (but the patient could cancel on the web)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total appointment actions (schedule and cancel), n</td>
<td>1490</td>
<td>29,604</td>
</tr>
<tr>
<td>Scheduling actions, n (%)</td>
<td>1201 (80.6)</td>
<td>23,216 (78.4)</td>
</tr>
<tr>
<td>Cancelling actions, n (%)</td>
<td>289 (19.4)</td>
<td>6388 (21.6)</td>
</tr>
<tr>
<td>Appointment actions (schedule or cancel action) performed by patient or proxy (web or mobile), n (%)</td>
<td>1343 (90.1)</td>
<td>5406 (1.8)</td>
</tr>
<tr>
<td>Appointment actions performed by Mayo scheduler, n (%)</td>
<td>147b (9.9)</td>
<td>29,064 (98.2)</td>
</tr>
<tr>
<td>Appointments finalized, n (remaining on calendar up to visit date and time)</td>
<td>912</td>
<td>16,828</td>
</tr>
<tr>
<td>Average patient or proxy performed appointment actions per finalized appointment (total count of patient or proxy appointment actions divided by total count of finalized appointments)</td>
<td>1.47 (1343/912)</td>
<td>0.032 (540/16,828)</td>
</tr>
<tr>
<td>Average Mayo scheduler actions per finalized appointment (total count of Mayo scheduler actions divided by total count of finalized appointments)</td>
<td>0.16 (147/912)</td>
<td>1.73 (29,064/16,828)</td>
</tr>
<tr>
<td>Average appointment actions per finalized appointment (total count of appointment actions divided by total count of finalized appointments)</td>
<td>1.63 (1490/912)</td>
<td>1.76 (29,604/16,828)</td>
</tr>
</tbody>
</table>

aStaff scheduled but was self-cancelled.
bSelf-scheduled but had cancel actions taken by staff schedulers (however, 142 of the 289 cancels were self-cancelled).

Comparison of Appointment Steps With Finalized Appointment

As shown in Figure 1, the initial appointment step starts with scheduling a future appointment, which we term appointment step 1. In addition, as indicated in Figure 1, there may be multiple steps before a finalized appointment. Figure 3 shows a comparison between exclusively self-scheduled and staff-scheduled appointments on the accumulated appointment steps taken before appointments were finalized. To make our analysis comparable, we limited it to only those patients who had a single finalized appointment within the timeframe of the study. A total of 765 patients completed a single appointment exclusively using self-scheduled appointment actions. Of those, 93.07% (712/765) finalized the appointment in a single step; for the 13,168 patients who used staff schedulers for a single appointment, 71.68% (9439/13,168) finalized the appointment in a single step ($P<.001$). Thus, 28.32% (3729/13,168) of the staff-scheduled appointments required multiple appointment steps compared with 6.93% (53/765) requiring multiple steps for a self-scheduled appointment (OR 5.3, 95% CI 4.0-7.0).
Comparison of Finalized Appointment Outcomes

Of the 1201 self-scheduling appointment actions, 912 became finalized appointments. Self-scheduling accounted for 5.14% (912/17,740) of finalized, well-child appointments. Table 4 shows the differences in appointment outcomes for those who had finalized appointments. No-shows for well-child appointments were not statistically different between self-scheduled and staff-scheduled appointments. As with scheduling actions, we found a significant number of staff-scheduled finalized appointments (1876/16,828, 11.15%) involved appointment lead times over 12 weeks.

Table 4. Comparison of appointment outcomes for finalized appointments (those remaining scheduled on the day of appointment).

<table>
<thead>
<tr>
<th>Visit outcome</th>
<th>Self-scheduled</th>
<th>Staff scheduled</th>
<th>P value&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Finalized appointments (scheduled and not cancelled before the visit date), n (%)</td>
<td>912 (100)</td>
<td>16,828 (100)</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Arrived for appointment (percent of patients seen for visit day appointment), n (%)</td>
<td>884 (96.93)</td>
<td>16,135 (95.88)</td>
<td>.12</td>
</tr>
<tr>
<td>No-show (percent not arriving at the appointment), n (%)</td>
<td>28 (3.07)</td>
<td>693 (4.12)</td>
<td>.12</td>
</tr>
<tr>
<td>Appointment lead time greater than 12 weeks (84 days), n (%)</td>
<td>0 (0)</td>
<td>1876 (11.15)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Median appointment lead time (days)</td>
<td>27</td>
<td>32</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>Null hypothesis (H<sub>0</sub>): proportions are equal between self-scheduled and staff-scheduled appointments.

<sup>b</sup>N/A: not applicable.

Mobile-Based Versus Web-Based Self-Scheduling

For the 1201 self-scheduled appointment actions, 61.20% (735/1201) were completed through the patient web application and 38.80% (466/1201) were completed through the mobile app. Of the 912 appointments finalized, 60.2% (549/912) were through the web and 39.8% (363/912) were through the mobile app.

Discussion

Principal Findings

For those with the opportunity to self-schedule (registered with POS), 5.14% (912/17,740) of finalized well-child visits were self-scheduled. For those with portal registration, no-show rates were statistically similar to those who did not self-schedule. Self-scheduling occurred 29.5% (354/1201) of the time outside of the usual business hours. There was a significant demand for appointment lead times greater than the 12-week window allowed in self-scheduling, demonstrated by 11.15% (1876/16,828) of staff-scheduled appointments with lead times...
over 12 weeks. Self-scheduling resulted in a significantly higher percentage of single-step appointment scheduling (*one and done*) than with staff scheduling.

**Practice Implications**

Although it was outside the scope of this study to examine cost, a significant number of patients (n=803) exclusively used self-scheduling, likely decreasing scheduling expenses for that group. For patients using any self-scheduling, there were only 9.87% (147/1490) of scheduling actions performed by staff schedulers, so there was little indication of unintended consequences leading to more staff work.

Paré et al [10] found that the flexibility of being able to book appointments when it was most convenient was one of the highest patient-perceived benefits of the e-booking system they studied. Ballantyne et al [11] also noted that parents of special needs children thought it was important to be able to self-schedule appointments with a computer or mobile device. With 29.5% (354/1201) of our self-scheduling occurring outside of normal business hours and 38.8% (466/1201) of self-scheduling by mobile devices, many parents or proxies were able to access and complete scheduling activities anytime and anywhere. With this increase in scheduling convenience, it is possible that self-scheduling can significantly improve patient satisfaction.

With the amount of self-scheduling that occurred after hours, our findings might help decide whether to have appointment schedulers on duty during evenings and on weekend days. This could be helpful for scheduling patients who do not have portal access and those who have access to self-schedule but may need additional help.

**No-Shows Associated With Self-Scheduling**

Although no-shows were less frequent in the self-scheduled group, this was not statistically significant. In other studies, self-scheduling has been associated with lower no-show rates [10,12-14]. Our finding that missed appointments in self-scheduled patients were not statistically less suggests that self-scheduling itself may not decrease missed appointments. It should be noted that at the Mayo Clinic, patients receive appointment reminders by text or phone for all appointments, whether self-scheduled or staff scheduled.

**Appointment Lead Time**

The median appointment lead times were about 1 month in both the self-scheduled and staff-scheduled groups (Table 4). Self-scheduled lead times greater than the 12-weeks were not allowed by the software. However, it is notable that 11.15% (1876/16,828) of staff-scheduled finalized appointments had an appointment lead time greater than 12 weeks. For the subgroup of Northwest Wisconsin, where appointment lead times up to 6 months were available using staff scheduling, 27.25% (1759/6455) had a lead time of over 12 weeks. This suggests that there might be increased uptake in self-scheduling if future software updates can accommodate longer lead times.

**Comparison With Previous Studies**

Our 5% uptake is similar to that observed by Zhang et al [15], who found an uptake of 4% after 29 months of using an e-appointment–scheduling system in an Australian primary health care clinic. In that study, they found that many patients did not see the value of the e-appointment system when they could easily call by phone to make appointments, and the patients noted limitations in the functionality of the self-scheduling system [15].

Lack of awareness of the self-scheduling feature has been an issue with implementation elsewhere. Cao et al [16] noted that 53% of patients were unaware of their web-based appointment system. Although we attempted to increase patient awareness of the ability to self-schedule this visit type, we do not know how many who needed appointments were actually aware of the self-scheduling option.

**Lessons for Future Enhancements**

As a large percentage of the staff-scheduled visits were made with more than a 12-week lead time, there is likely a significant demand for this to be incorporated into the self-scheduling of this visit type. Software enhancement could be made to set future visit requests greater than 12 weeks in a placeholder visit and then automatically generate a reminder to the patient as soon as appointment templates are opened for scheduling. For our Mayo Clinic Northwest Wisconsin site, where provider schedule templates are built out 6 months in advance, there may be a trade-off in provider satisfaction for those who do not want to be locked into a 6-month schedule. Another option could be to have a pool of providers available to give more scheduling options, but for the well-child visit, this may negate the advantage of continuity of care [17-19].

**Limitations**

Our study was limited to just 1 self-scheduled appointment, the well-child visit, limiting the potential generalizability of our results. There are numerous other types of visits, which may have different results. The study also took place in a majority White community, so there may be differences in communities with different demographics. To control for portal access, we included only those with portal registration; there would be a smaller percentage engaged in self-scheduling had we included those without access to self-scheduling. The scheduling platform we used (Mayo Clinic POS) is specific to the Mayo Clinic, but appointments and rules were managed with information from Epic, the Mayo Clinic’s EHR, which has a wide user base across the United States.

The uptake of self-scheduling may also differ in other practices. Although there was some promotion of this new module, additional promotion may have resulted in a larger uptake. It is possible that the uptake of self-scheduling was influenced by the advantage of 24/7 availability compared to the more limited availability of Mayo Clinic schedulers (mostly 7 AM-5 PM on weekdays). Self-scheduling uptake could be lower if staff schedulers were available during the evening hours and on weekends when some of the self-scheduling occurred.

**Future Research Implications**

The impact of self-scheduling on patient satisfaction is unclear. At the Mayo Clinic, patient satisfaction with access significantly decreased, for a time, associated with an EHR switch [20]. It is...
possible that the ability to self-schedule could also be associated with a measurable change in patient satisfaction. Future research is also needed on patient acceptance of self-scheduling, especially in view of some studies that have shown patients’ reluctance to use a self-scheduling feature [3,15,21].

Our study showed that the impact of self-scheduling on no-show rates was not significant when limited to those with portal registration. In a systematic review by Dantas et al [22], longer appointment lead times were found to be a major driving factor for higher no-show rates. It deserves restatement that the well-child visit is a special visit type where, as we show in this study, proxies may find a long lead time desirable. Additional research is needed to clarify the confounders related to self-scheduling and no-show rates. Additional investigation is also needed for other types of self-scheduled appointments (such as acute care visits) for more generalizable conclusions on self-scheduling quality and safety issues.

Conclusions
Well-child appointments were successfully scheduled entirely within the appointment software, resulting in fewer interactions with appointment schedulers, frequently outside of the hours staff schedulers usually work. Self-scheduled appointments were more likely to be completed in a single appointment step than staff-scheduled appointments; self-schedulers were unlikely to need additional help from a scheduler to finalize an appointment. Self-scheduled appointment no-show rates were not statistically different from those of staff-scheduled appointments. Self-scheduling software may need to accommodate patients wanting to schedule appointments further in the future than their providers’ appointment templates allow.
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摘要

背景：为了激励人们采用医疗聊天机器人，建立一个与个人兴趣相匹配的专门医学知识数据库在开发用于产后的聊天机器人方面，特别是在健康专业人士的帮助下，具有重要意义。

目标：本研究的目标是开发和评估一个用户友好型问答(Q&A)知识数据库——基于聊天机器人(Dr. Joy)的用户友好型问答(Q&A)知识数据库，对产后女性及其伴侣的产科和心理健康护理进行提问和回答，并实施上下文可用性测试(UT)，分别确定该医疗聊天机器人在移动即时消息(KakaoTalk)上建立其男性和女性用户提供的良好用户体验。

方法：两百人皆为38岁及40岁之间，13人皆为27至43岁，处于怀孕准备期或不同怀孕阶段。所有参与者完成了7天的UT，期间，他们每天至少问Dr. Joy 3个问题，并在任何时间和地点给予聊天机器人要么积极要么消极的反馈，使用聊天机器人的至少一个功能，最后，在午夜之前通过KakaoTalk发送给一名协调员所有当天使用的历史截图。

结果：尽管学习难度(EOL)得分相对较高，但Spearman相关性分析结果表明，EOL与有用性(p=0.26; P=0.36)，易用性(p=0.19; P=0.51)，满意度(p=0.21; P=0.46)，或总可用性得分(p=0.32; P=0.24)之间没有显著正相关关系。不像EOL，所有三个子因素和总可用性都有显著的正相关性，与每个其他(p>0.80; P<.001)。此外，感知潜在风险的显著降低与感知利益(p=−0.29; P=0.30)或寻求(SEE; p=−0.28; P=0.32)或分享(SHA; p=−0.24; P=0.40)健康信息于聊天机器人通过KakaoTalk，而感知利益显示了显著的正相关性与SEE和SHA。感知利益与SEE有显著正相关(p=0.94; P<.001)，而与SHA(p=0.70; P=.004)。

结论：本研究为使用这种新开发的问答知识数据库——基于KakaoTalk聊天机器人对产科和心理健康护理提供了潜在的途径。正如Dr. Joy有质量内容，既有工具性又有享乐价值，其男性和女性用户可以被鼓励使用移动聊天机器人在一个方便、易于使用的且可享受的环境中。为了保持其用户的持续使用，Dr. Joy的Q&A集需要定期更新以满足用户的意图，通过监测男女聊天机器人用户对话。

(JMIR Med Inform 2021;9(3):e18607) doi:10.2196/18607
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Introduction

Background

With a growing interest in chatbots based on various digital platforms such as websites, social channels, and mobile apps, a wide range of gratifications have been suggested as motivators of chatbot use. In general, productivity is considered to be a key factor in driving chatbot use, which means that the ease, speed, and convenience of using chatbots can help their users, who seek instant gratification via quick and consistent feedback and dialogue to obtain information or assistance in a timely and efficient manner [1]. Particularly, medical chatbots as a virtual doctor or educator have been built to reduce the burden of health care costs, improve the accessibility of medical knowledge, and empower patients with their medical decision-making process [2-8]. When it comes to developing medical chatbots using artificial intelligence (AI), a number of previous studies have focused on not only accurate prediction, diagnosis, or personalized management and treatment of diseases based on their symptoms [3,4,6-9], but also conversational agent role in social and emotional support and mental health interventions [10-16]. However, the major challenge perceived by more than 70% of the medical physicians in one study is the inability of health care chatbots to address the full extent of a patient’s needs and understand or display the emotional state of humans [17]. Furthermore, common concerns on inaccurate and inflexible information that chatbots provided have been raised [3,5,17-20]. Despite these continuous attempts to provide patients with better user experience (UX) on informational and emotional support, both costs and benefits are still associated with the use of medical chatbots.

In addition to productivity, entertainment, and social or relational benefits, there are other main motivations to use chatbots, which are considered to be more humanlike than other interactive systems designed to support enjoyable social interactions [1]. As patients with lower health literacy are more likely to use and trust informal health information sources, such as television, social media, friends, blogs, celebrity webpages, and pharmaceutical companies, than formal ones such as doctors and health professionals [21], medical chatbots are required to provide their users with evidence-based health information as answers to questions from them. Given that the majority of pregnant women tend to use multiple information sources for their antenatal and postnatal care [22,23], obtaining conflicting information can increase anxiety levels or add uncertainty on whether or not to use a medication [24]. In fact, the attention of prenatal women seeking informal information or multiple information from multiple sources can be readily directed to social and emotional support from other experienced mothers and friends who have been in a similar situation, but they can experience stigma and receive inappropriate support due to their lack of related knowledge [25]. As more and more online communities have formed with huge numbers of female members who have undergone many different situations during pregnancy and childbirth, maintaining social interaction with their peers can encourage perinatal women to satisfy their curiosity and interests in specific information and content, which is thus perceived as an immediate and enjoyable daily activity. In turn, it means that medical chatbots with the characteristics of these peers, as well as a valid, accurate, and credible medical knowledge database, can be more likely to capture perinatal women’s attention when encountering medical problems.

To encourage people to adopt and use medical chatbots, both content quality and expertise of the chatbots should be first considered in the development process. From the perspective of utilitarian and hedonic value, content quality has strongly positive effects on perceived usefulness and enjoyment, both of which influence users’ usage intention [26]. Perceived expertise of the medical chatbots can increase the users’ trust in the chatbots, which in turn affects their continuation intention to use the service agents [27]. In addition to the effort to improve a chatbot’s content quality and expertise, it is also important to iteratively evaluate its usability and UX, both in the development process and after the completion of its development. According to Lund, who developed the Usefulness, Satisfaction, and Ease of Use (USE) Questionnaire [28], ease of use and usefulness influence each other and drive satisfaction strongly related to predicted and actual usage; ease of use can be separated into two factors, ease of use (EOU) and ease of learning (EOL), if the systems to be assessed are internal systems that its users are required to use. However, it is less likely that the two factors will be highly correlated for this chatbot based on a mobile instant messenger (MIM), as it is a flexible system used in different contexts and for different needs of individuals. Furthermore, a wide range of satisfaction dimensions (ie, productivity, entertainment, social or relational benefit, etc) can serve as motivators of chatbot use [1], and therefore, there is a need to identify these motivations or any other barriers associated with the users’ intention to seek and share health information on the medical chatbot via MIM.

From the findings of a previous study based on a net valence model [29], perceived benefits were positively related to the intention to seek and share health information in social media in both Chinese and Italian samples, but only the Chinese sample showed a negative relationship between perceived risk and the intention to share health information. Until recently, little was known about the relationship between the variables in MIM-based medical chatbot use in a Korean sample. Considering that a MIM app such as KakaoTalk, which is the most popular in South Korea, is more private than other social media platforms such as YouTube, Facebook, and Twitter, it is expected that the negative relationship between the variables will not be observed in this study sample. However, it is challenging to explore the motivations and barriers to chatbot use in everyday life, not in experimental contexts, and its associations with different intention behaviors by applying a single quantitative or qualitative method, particularly in contextual usability testing (UT) without the intervention of a facilitator.
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Objectives

Taken together, the primary purpose of this study is to develop a user-centered question-and-answer (Q&A) knowledge database–based chatbot for perinatal women’s and their partners’ obstetric and mental health care by applying a text-mining technique. The secondary purpose is to evaluate it by conducting contextual UT, thereby measuring the perception of usability and UX and their associations with motivators and barriers to chatbot use and different intention behaviors and obtaining theoretical and practical implications to supplement the weaknesses of this chatbot. Based on relevant literature, we hypothesize that this chatbot will produce both utilitarian and hedonic value during the 7-day contextual UT period.

Methods

Chatbot Development

Dr. Joy was developed with the “kakao i” open builder, which allows businesses and users to create custom AI services provided in “KakaoTalk,” the most widely used web- and mobile-based instant messaging application in South Korea. As kakao’s AI platform could support two main features to develop a Q&A chatbot, (1) by uploading a structured Q&A Excel data file to its “knowledge+” menu or (2) by creating dialog blocks to add the users’ text input and the chatbot’s output to each scenario and linking these blocks in the “scenario” menu, both features were applied in this chatbot development. As this chatbot was only available in Korean, Multimedia Appendices 1-3 are provided to enhance Korean readers’ understanding of all figures translated to English from Korean.

Persona

Dr. Joy was named after the second author, whose name is pronounced similarly to “Joy,” as this chatbot was designed to lead users to perceive enjoyment when seeking health information and medical help for their prenatal and postnatal care. In order to look more professional to users, we provided Dr. Joy with a character of a “humanlike” female medical doctor (Figure 1 and Multimedia Appendix 1) and a formal, firm tone of voice, particularly when answering the questions. However, Dr. Joy demonstrated warmth in its informal, pleasant voice tone, manner, and emoji use when treating users in other scenarios.

Perinatal and Postnatal Care Knowledge Database

By employing the data-mining technique, the user-friendly obstetric and mental health–related Q&A knowledge database was built. A list of 3524 refined Q&A sets was created by the following procedure. To build a data set of medical questions and their terms that are of real interest and concern among Korean perinatal women, we first developed a web crawler in Python. From one of South Korea’s largest online communities for prenatal, postnatal, and maternal care, message boards with 6 different topics (ie, infertility: intrauterine insemination, in vitro fertilization, embryo transfer; pregnancy diagnosis: pregnancy test kit, ultrasound scan; pregnancy preparation; pregnancy; labor and delivery; and postpartum recovery) were chosen to be crawled, and then all posts during a 1-year period, from August 1, 2017, to August 31, 2018, were automatically collected. Contents retrieved by the web crawler were parsed into each Excel spreadsheet file by topics and stored into the following column headings: nickname (ID), timestamp (date and time), URL, title, body content (text only), and up to 3 replies.

As some contents were involved in more than one topic, all 6 topics were redefined to remove overlap. First, the topic of
“pregnancy preparation” was redefined to address all posts excluding the posts on “infertility” and “pregnancy diagnosis,” and any posts irrelevant to the redefined topic were moved to the topic of either “infertility” or “pregnancy diagnosis” to effectively search questions or statements to be updated. Second, the topic of “pregnancy” was redefined to address the posts from the first to the ninth month of pregnancy because the message board about “pregnancy” covered all posts from the first to the last month of pregnancy and that about “labor and delivery” partially included posts at the tenth month of pregnancy.

From the title and body content of the posts, we extracted medical questions whose context and intent could be generally understood by both medical doctors and peer users and eliminated personal questions that were beyond a medical scope to satisfy one’s own curiosity. After that, excessively long, complex questions or statements about medical and obstetric problems were refined as simple, conversational questions or statements that one might ask a MIM-based chatbot, particularly at medium length. In the next step, to establish the data set of user-friendly question and professional answer pairs on these particular topics, a total of 11 medical doctors, who were specialized in infertility (3/11, 27%), obstetrics and gynecology (6/11, 55%), and psychiatry (2/11, 18%), were recruited; 6 (55%) and 5 (45%) of these were recruited from local hospitals and university hospitals, respectively, by using a snowball sampling method. They first identified and revised inappropriate questions or statements with false terms or without user intent and contextual information, answered all 3524 questions with a consistent tone and manner, and finally cross-checked the Q&A pairs involved in their specialty. The 3524 Q&A sets were categorized as follows: (1) infertility (intrauterine insemination, in vitro fertilization, embryo transfer: 609 items), (2) pregnancy diagnosis (pregnancy test kit, ultrasound scan, blood test: 381 items), (3) pregnancy preparation (303 items), (4) pregnancy (1-36 weeks [1-9 months]: 1154 items), (5) labor and delivery (37-40 weeks [final months]: 446 items), and (6) postpartum recovery (631 items).

Following the aforementioned procedure, we filled in the Excel spreadsheet template that the chatbot builder provided, particularly with the following data: number, category, question, and answers. In addition to the Q&A knowledge database, we built a dictionary of synonyms to improve the accuracy of providing the Q&A pairs that match well with user intent (ie, search intent), as perinatal women tend to use a wide variety of abbreviations for medical terms and neologisms in the online community. This dictionary was also organized within the given Excel template and registered into the “my entity” menu.

**Main Features and User Interface**

As a Q&A chatbot, Dr. Joy had the main feature as a bot to answer user queries and frequently asked questions. The main feature, which was developed by the Knowledge+ feature of kakao’s chatbot builder, worked by searching for questions similar to users’ dialog input in the stored Q&A knowledge database and then outputting answers linked to those questions. As shown in Figure 1 (Multimedia Appendix 1), Dr. Joy, employing an AI engine called kakao i sympson (a similarity inference engine for evaluating semantic similarity between sentences), could answer all questions by offering either (1) only 1 Q&A pair that matches the best with the user intent or (2) the 3 Q&A pairs that match most closely. Even if the given 3 Q&A pairs did not completely meet users’ intentions in asking a question to the chatbot, the users could come to know other peer mothers’ current interests and concerns from the questions and the 11 aforementioned medical doctors’ accurate, professional answers to the questions consisting of relevant medical knowledge and advice. To use this feature, users could type their questions into an input box directly or do so after calling Dr. Joy by dragging the generic menu up to open it and then tapping the button to call the chatbot. The input box and the generic menu were located at the bottom of the chatbot. Otherwise, users could also call the chatbot after accessing the graphical user interface (UI)–based global menu via the generic menu (Figure 1 and Multimedia Appendix 1).

With a particular focus on managing perinatal women’s mental and physical health, other main features were developed based on predefined conversational design and rule- and choice-based dialogues, which only performed and worked within scenarios. To handle unexpected responses from the users and their unwanted escape from a prearranged conversational UI flow, Dr. Joy provided the users with dialog buttons to choose as their responses to call the linked dialog blocks, particularly motivating them to follow the given UI flow. The scenario-based additional features were designed to lead the users to learn about the importance of (1) early detection of physical and obstetric problems (if users experienced specific physical symptoms, they could check up on their current health status by answering symptom-related questions that Dr. Joy asked; this chatbot-assisted medical examination was the same as a medical doctor–administered medical examination), (2) preventative mental health care, such as a depression screening test and cognitive behavioral therapy (ie, sleep hygiene education and mindfulness-based intervention; Figure 2 and Multimedia Appendix 2), and (3) social supports from their male partners, such as fetal education and various useful tips for physical and mental health care (Figure 3 and Multimedia Appendix 3).

These needs for preventative mobile health care and social supports from the perinatal women’s partners in everyday life were identified through in-depth interviews with 11 patients, 10 women and 1 man in the perinatal period, and a focus group interview with two obstetrician-gynecologist (ob/gyn) groups: (1) 3 ob/gyns at local hospitals and (2) 3 ob/gyns at university hospitals. According to the reports of the interviews, both patients and medical doctors highlighted the importance of the relationship between perinatal women and their partners on the women’s mental health during the prenatal, pregnancy, and postnatal periods. Particularly, the female interviewees and the doctors’ female patients who had experienced depressed symptoms expressed that they had a lack of opportunity to spend time with their partners in common; otherwise, a few women’s partners had cheated on them during pregnancy. By contrast, it was reported that the male interviewee, whose wife had no specific mental problems throughout pregnancy and after birth but who experienced depressed symptoms instead of her, tried to help his wife to overcome postpartum blues by sharing house
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chores, having a talk with her as much as possible, and ventilating her feelings of physical and emotional distress related to the double burden of childcare and housework. However, without their partners’ support, most pregnant women and mothers had difficulty in going out to refresh themselves or to attend a variety of mental health care programs held in local community health centers, local or university hospitals, and postpartum care centers. Although the male partners were also susceptible to the women’s mood fluctuations in the long-term period, both found it difficult to consult with health professionals and others (eg, family members and friends) about emotional or psychiatric problems and to consider using appropriate psychotropic medication about which a concern that it might negatively affect their fetuses might be raised. Furthermore, there has been a limitation in that the accessibility of useful information for effectively treating the women and even their partners was not significantly improved, particularly from the men’s point of view.

On the basis of these findings from the interviews, the same sample of medical doctors who had participated in the development of Dr. Joy’s Q&A knowledge contents as the main feature to answer questions regarding obstetric and mental health concerns in both perinatal women and their partners guided the development of additional features to enable them to manage these health-related concerns by themselves by using a medical examination, a depression screening test, alternative therapies, and more useful male partner-oriented tips and dialogues. Particularly, Dr. Joy had a male partner-friendly UI access point for use in paternal fetal education features: (1) know-how in fetal education and (2) fathers can do it (Figure 3 and Multimedia Appendix 3). Following Dr. Joy’s instruction, would-be fathers or current fathers who were inexperienced in fetal education with their partners could perform step-by-step prenatal care. To promote male partners’ involvement during routine prenatal care for a positive outcome in labor and delivery, Dr. Joy explained the need for partner support in a friendly tone and delivered practical strategies with relevant images in which a man actively supported his partner, showing empathic concerns and sympathetic responses to the men’s difficult situation related to their pregnant partners and their social life.

Figure 2. Screenshots of user interface workflow for a depression screening test using the 10-item Edinburgh Postnatal Depression Scale that can be administered in the prenatal period, followed by the screening test result and therapy suggestions.
Study Design
To measure perinatal women’s and their partners’ perceptions of the utilitarian and hedonic value of a medical chatbot experience, we conducted a 7-day contextual UT after completing the development of a Q&A knowledge database-based chatbot on KakaoTalk, named “Dr. Joy,” for solving their obstetric and mental health problems. This study was approved by the institutional review board of CHA Bundang Medical Center, CHA University.

Recruitment
In this study, two different convenience sampling methods were used to prevent this study sample from being biased and to collect samples from the population of interest. According to the result of previous research by Nielsen and his colleagues [30], 5 users has found 85% of the usability problems, and at least 15 users were needed to discover all the usability problems. As the aim of UT was to improve the chatbot design based on the usability problems, a total of 15 participants were recruited. Of 15 participants, 6 (40%) were patients who were recruited from the outpatient clinic in the Department of Obstetrics and Gynecology, CHA Bundang Women’s Hospital, CHA University. The rest (9/15, 60%) were recruited using the snowball sampling method, and therefore, 1 out of the 9 participants was asked for further potential participants who were patients at local hospitals. As Dr. Joy’s medical knowledge database could cover perinatal women’s questions ranging from antenatal care to postpartum care, women in pregnancy preparation and different pregnancy stages (ie, first [1-3 months: 1-12 weeks], second [4-7 months: 13-28 weeks], and third [8-10 months: 29-40 weeks] trimester and birth [puerperium: within 6 weeks after childbirth]) and their spouses were enrolled to complement the answers to both female and male partners’ questions in this study. Particularly, 2 married couples, who were in first and second trimester, achieved pregnancy through infertility treatments.

Following the inclusion and exclusion criteria for recruitment, the women who gave birth but were not in the 6-week puerperal period were not eligible to participate in the study. However, if the ineligible women had a plan on pregnancy immediately after puerperium, their participation was allowed as women in pregnancy preparation.

Usability Testing: Task and Procedure
All enrolled participants completed the 7-day long UT during the entire study period, from September 30, 2019, to October 11, 2019. All the participants were given the daily tasks of asking Dr. Joy at least 3 questions at any time and place and then giving the chatbot either positive or negative feedback with emoji (Figure 2 and Multimedia Appendix 2), using at least one feature of the obstetrics chatbot, and finally sending a facilitator all screenshots for the history of the day’s use via KakaoTalk before midnight. To make Dr. Joy available on their mobile phones, the participants were first required to search its name on the KakaoTalk Channel and add it as a friend, in order to readily access the chatbot service whenever they wanted to use it. One day after the UT completion, all participants were asked to fill out a questionnaire containing demographic characteristics, closed-ended questions about usability, perceived benefits and risks, and intention to seek and share health information on the chatbot, and open-ended questions about the strengths and weaknesses of its use.

Measurements
To measure the subjective usability of our newly developed chatbot service, the USE Questionnaire [28] was employed. The 30-item USE questionnaire examined the 4 subfactors of usability: usefulness (8 items), EOU (11 items), EOL (4 items), and satisfaction (7 items). All the items were anchored
from 1 (strongly disagree) to 7 (strongly agree), and these 4 mean scores were averaged across all participants and sex groups to calculate a total usability score. In addition to usability, perceived benefits (2 items) and risks (2 items), and intention to seek (SEE, 6 items) and share (SHA, 4 items) health information on the chatbot using KakaoTalk were measured on a 7-point Likert scale ranging from 1 (strongly disagree) to 7 (strongly agree), and all items were adapted from Li and colleagues’ net valence model [29]. Each mean score of these factors was computed for all participants and both male and female groups. Finally, the participants responded to open-ended questions about Dr. Joy’s strengths and weaknesses, which could determine whether the chatbot led them to perceive utilitarian and hedonic value from using the chatbot.

Apart from the self-reported measures of chatbot UX, a list of users’ utterances was collected from the reports in the analysis menu of the chatbot builder and the screenshots for the history of asking Dr. Joy at least 3 questions per day during the 7-day UT period. Based on the data on the specific questions or statements that triggered fallback messages as well as the users’ positive or negative feedback on given Q&A sets extracted from the obstetric and mental health–related Q&A knowledge database, we could gain insight into the practical implications of what the questions related to real interests and concerns of male and female users were.

**Statistical Analysis**

To determine whether to use a nonparametric or parametric statistical analysis for the small-size data sets (N<50), a Shapiro-Wilk normality test was performed to check the normal distribution of the data. As the normality of EOL (W₁₅=0.84; P=.01) and perceived risks (W₁₅=0.88; P=.04) was violated, the Spearman correlation was chosen for the final analysis.

**Results**

**Participant Characteristics**

As presented in Table 1, 2 men, aged 38 and 40 years (mean 39.00 years, SD 1.41 years), and 13 women, aged 27 to 43 years (mean 34.31 years, SD 3.95 years), in pregnancy preparation or different pregnancy stages were enrolled in this study: (1) men: first trimester (1/2, 50%) and second trimester (1/2, 50%); (2) women: planned natural pregnancy (4/13, 31%), first trimester (2/13, 15%), second trimester (4/13, 31%), third trimester (1/13, 8%), and puerperium (2/13, 15%). All participants (15/15, 100%) reported KakaoTalk as the most frequently used instant messenger in everyday life.

When seeking health information on pregnancy or delivery to solve medical problems, all men referred to information sourced from books (2/2, 100%). However, women reported that they referred to multiple information sources, and the main source was acquaintances (7/13, 54%), followed by the internet (4/13, 31%), books (1/13, 8%), and health professionals (1/13, 8%). Particularly when using their personal computers or mobile phones to obtain online information on pregnancy or delivery, the 2 men employed different information search strategies: keyword search (1/2, 50%) and sentence search (1/2, 50%). A majority of women employed keyword search (11/13, 85%), and the others employed sentence search (1/13, 8%) and real-time search (1/13, 8%).
Table 1. Demographic information on the contextual UT participants (N=15).

<table>
<thead>
<tr>
<th>ID(^a)</th>
<th>Age (years)</th>
<th>Sex(^b)</th>
<th>Pregnancy stage(^c)</th>
<th>Pregnancy/delivery information source</th>
<th>Web-based information search strategy via computer or mobile phone</th>
</tr>
</thead>
<tbody>
<tr>
<td>UTI-01</td>
<td>34</td>
<td>F</td>
<td>PP</td>
<td>Internet(^d)</td>
<td>Keyword search(^e)</td>
</tr>
<tr>
<td>UTI-02</td>
<td>35</td>
<td>F</td>
<td>PP</td>
<td>Acquaintances(^f)</td>
<td>Keyword search</td>
</tr>
<tr>
<td>UTI-03</td>
<td>35</td>
<td>F</td>
<td>PP</td>
<td>Books(^g)</td>
<td>Sentence search(^h)</td>
</tr>
<tr>
<td>UTI-04</td>
<td>34</td>
<td>F</td>
<td>PP</td>
<td>Acquaintances</td>
<td>Real-time search(^i)</td>
</tr>
<tr>
<td>UTI-05</td>
<td>31</td>
<td>F</td>
<td>FT (8 weeks)</td>
<td>Internet</td>
<td>Keyword search</td>
</tr>
<tr>
<td>UTC-06A</td>
<td>36</td>
<td>F</td>
<td>FT (8 weeks)</td>
<td>Acquaintances</td>
<td>Keyword search</td>
</tr>
<tr>
<td>UTC-07A</td>
<td>38</td>
<td>M</td>
<td>FT (8 weeks)</td>
<td>Books</td>
<td>Keyword search</td>
</tr>
<tr>
<td>UTC-08B</td>
<td>36</td>
<td>F</td>
<td>ST (15 weeks)</td>
<td>Acquaintances</td>
<td>Keyword search</td>
</tr>
<tr>
<td>UTC-09B</td>
<td>40</td>
<td>M</td>
<td>ST (15 weeks)</td>
<td>Books</td>
<td>Keyword search</td>
</tr>
<tr>
<td>UTI-10</td>
<td>43</td>
<td>F</td>
<td>ST (17 weeks)</td>
<td>Internet</td>
<td>Keyword search</td>
</tr>
<tr>
<td>UTI-11</td>
<td>33</td>
<td>F</td>
<td>ST (23 weeks)</td>
<td>Internet</td>
<td>Keyword search</td>
</tr>
<tr>
<td>UTI-12</td>
<td>39</td>
<td>F</td>
<td>ST (24 weeks)</td>
<td>Health professionals(^j)</td>
<td>Keyword search</td>
</tr>
<tr>
<td>UTI-13</td>
<td>27</td>
<td>F</td>
<td>TT (32 weeks)</td>
<td>Acquaintances</td>
<td>Keyword search</td>
</tr>
<tr>
<td>UTI-14</td>
<td>31</td>
<td>F</td>
<td>P (3 weeks after birth)</td>
<td>Acquaintances</td>
<td>Keyword search</td>
</tr>
<tr>
<td>UTI-15</td>
<td>32</td>
<td>F</td>
<td>P (3 weeks after birth)</td>
<td>Acquaintances</td>
<td>Keyword search</td>
</tr>
</tbody>
</table>

\(^a\)Two different ID labels were assigned to differentiate couples (UTC) from individuals (UTI) [31], and those with the same uppercase letters (A or B) are a married couple.

\(^b\)F: female; M: male.

\(^c\)PP: pregnancy preparation (planned natural pregnancy); FT: first trimester; ST: second trimester; TT: third trimester; P: puerperium.

\(^d\)Internet includes portal/search engines, online communities, blogs, vlogs, etc.

\(^e\)Keyword search with simple words, search operators, hashtags, etc.

\(^f\)Acquaintances include friends, colleagues, online community members, experienced mothers in the same postnatal care center, etc.

\(^g\)Books include encyclopedias of pregnancy and birth, essays and articles written by medical doctors, magazines, etc.

\(^h\)Sentence search with a single statement/question or multiple statements/questions.

\(^i\)Real-time search means choosing and looking for attention-capturing content published in real time on the internet.

\(^j\)Health professionals include medical doctors, nurses, etc. An acquaintance who was a medical doctor was included in health professionals.

Quantitative Data Analysis

The results from the USE questionnaire are shown in Table 2. Among the psychometric aspects of usability, the mean score of EOL was the highest, followed by the EOU, satisfaction, and usefulness scores in this sample. Even though the number of participants was insufficient to determine statistical significance of the difference in all 4 subfactors and total usability scores across sex, male participants showed higher mean scores than female ones. Both men and women had a tendency to rate the scores of usefulness and satisfaction lower than those of EOU and EOL; these trends were also identified within the total scores of usability and its subfactors. Despite the higher mean score of EOL in the entire participant group, the results of the Spearman correlation indicated that there were no significant associations with usefulness, EOU, satisfaction, or total usability scores (Table 3). Unlike EOL, the total usability and other 3 subfactors had significant positive associations with each other (all \(p>0.80\); \(P<.001\)).
Table 2. Descriptive statistics for sex difference in responses to USE questionnaire on the medical chatbot via KakaoTalk (N=15).

<table>
<thead>
<tr>
<th>Sex</th>
<th>Usability subfactors, mean (SD)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>USE&lt;sup&gt;b&lt;/sup&gt;</td>
<td>EOU&lt;sup&gt;c&lt;/sup&gt;</td>
<td>EOL&lt;sup&gt;d&lt;/sup&gt;</td>
<td>SAT&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Total</td>
</tr>
<tr>
<td>Men (n=2)</td>
<td>5.43 (1.21)</td>
<td>6.05 (0.96)</td>
<td>7.00 (0.00)</td>
<td>5.57 (2.02)</td>
<td>6.01 (2.02)</td>
</tr>
<tr>
<td>Women (n=13)</td>
<td>4.78 (1.12)</td>
<td>5.23 (0.67)</td>
<td>6.25 (0.71)</td>
<td>4.80 (1.20)</td>
<td>5.27 (0.82)</td>
</tr>
<tr>
<td>Total (N=15)</td>
<td>4.87 (1.11)</td>
<td>5.34 (0.73)</td>
<td>6.35 (0.71)</td>
<td>4.90 (1.26)</td>
<td>5.37 (0.85)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Usability was measured by the average score of 4 subfactors, which is presented as the “Total” score in this table. All scales were rated from 1 (strongly disagree) to 7 (strongly agree).
<sup>b</sup>USE: usefulness.
<sup>c</sup>EOU: ease of use.
<sup>d</sup>EOL: ease of learning.
<sup>e</sup>SAT: satisfaction.

Table 3. Spearman rank correlation analysis of associations among individual and total usability scores from USE questionnaire on the medical chatbot via KakaoTalk (N=15).<sup>a</sup>

<table>
<thead>
<tr>
<th>Subfactors</th>
<th>USE&lt;sup&gt;b&lt;/sup&gt;</th>
<th>EOU&lt;sup&gt;c&lt;/sup&gt;</th>
<th>EOL&lt;sup&gt;d&lt;/sup&gt;</th>
<th>SAT&lt;sup&gt;e&lt;/sup&gt;</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>USE</td>
<td>Correlation coefficient (p)</td>
<td>1.00</td>
<td>0.82</td>
<td>0.26</td>
<td>0.98</td>
</tr>
<tr>
<td></td>
<td>P value (2-tailed)</td>
<td>_&lt;sup&gt;f&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>.36</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EOU</td>
<td>Correlation coefficient (p)</td>
<td>0.82</td>
<td>1.00</td>
<td>0.19</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>P value (2-tailed)</td>
<td>&lt;.001</td>
<td>—</td>
<td>.51</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>EOL</td>
<td>Correlation coefficient (p)</td>
<td>0.26</td>
<td>0.19</td>
<td>1.00</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>P value (2-tailed)</td>
<td>.36</td>
<td>.51</td>
<td>—</td>
<td>.46</td>
</tr>
<tr>
<td>SAT</td>
<td>Correlation coefficient (p)</td>
<td>0.98</td>
<td>0.81</td>
<td>0.21</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>P value (2-tailed)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.46</td>
<td>—</td>
</tr>
<tr>
<td>Total</td>
<td>Correlation coefficient (p)</td>
<td>0.97</td>
<td>0.89</td>
<td>0.32</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>P value (2-tailed)</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.24</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Usability was measured by the average score of 4 subfactors, which is presented as the “Total” score in this table.
<sup>b</sup>USE: usefulness.
<sup>c</sup>EOU: ease of use.
<sup>d</sup>EOL: ease of learning.
<sup>e</sup>SAT: satisfaction.
<sup>f</sup>Not applicable.

Regardless of sex, the total mean score for SEE showed a similar trend to that for SHA. Compared to women, who rated the SEE score similar to the SHA score, men had a tendency to rate the mean score for SEE higher than that for SHA. Apart from the rating on SHA, the ratings on perceived benefits, SEE, and even perceived risks were higher in men than in women (Table 4). According to the results of the Spearman correlation analysis, perceived risks exhibited no significant negative associations with perceived benefits, SEE, or SHA, whereas perceived benefits exhibited significant positive associations with both SEE and SHA. As can be seen in Table 5, perceived benefits were more strongly associated with SEE ($\rho=0.94; P<.001$) than with SHA ($\rho=0.70; P=.004$).
Table 4. Descriptive statistics for sex difference in responses to perceived benefits and risks and intention to seek and share health information on the medical chatbot via KakaoTalk (N=15).\textsuperscript{a}

<table>
<thead>
<tr>
<th>Sex</th>
<th>Factors, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PB\textsuperscript{b}</td>
</tr>
<tr>
<td>Men (n=2)</td>
<td>6.25 (1.06)</td>
</tr>
<tr>
<td>Women (n=13)</td>
<td>5.19 (1.03)</td>
</tr>
<tr>
<td>Total (N=15)</td>
<td>5.33 (1.06)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}All scales were rated from 1 (strongly disagree) to 7 (strongly agree).
\textsuperscript{b}PB: perceived benefits.
\textsuperscript{c}PR: perceived risks.
\textsuperscript{d}SEE: intention to seek health information.
\textsuperscript{e}SHA: intention to seek health information.

Table 5. Spearman rank correlation analysis of associations among scores on perceived benefits and risks and intention to seek and share health information on the medical chatbot via KakaoTalk (N=15).

<table>
<thead>
<tr>
<th>Factor</th>
<th>PB\textsuperscript{a}</th>
<th>PR\textsuperscript{b}</th>
<th>SEE\textsuperscript{c}</th>
<th>SHA\textsuperscript{d}</th>
</tr>
</thead>
<tbody>
<tr>
<td>PB</td>
<td>1.00</td>
<td>-0.29</td>
<td>0.94</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>_\textsuperscript{e}</td>
<td>0.30</td>
<td>&lt;.001</td>
<td>.004</td>
</tr>
<tr>
<td>PR</td>
<td>-0.29</td>
<td>1.00</td>
<td>-0.28</td>
<td>-0.24</td>
</tr>
</tbody>
</table>
|        | .30                   | _
| SEE    | 0.94                  | -0.28                 | 1.00                   | 0.73                   |
|        | <.001                 | .32                   | _                      | .002                   |
| SHA    | 0.70                  | -0.24                 | 0.73                   | 1.00                   |
|        | .004                  | .40                   | .002                   | _                      |

\textsuperscript{a}PB: perceived benefits.
\textsuperscript{b}PR: perceived risks.
\textsuperscript{c}SEE: Intention to seek health information.
\textsuperscript{d}SHA: Intention to seek health information.
\textsuperscript{e}Not applicable.

Qualitative Data Analysis

For the qualitative data analysis, thematic analysis [32,33] was conducted on user utterance data collected via two different sources, (1) kakao i open builder and (2) usability testers, in order to complement missing data and monitor the users’ responses to a single answer or 3 Q&A sets that Dr. Joy provided. The raw data of user utterances during the 7-day UT period were extracted from the reports in the analysis menu of the chatbot builder and downloaded as separate text files, and then the files were combined into two different data sets: (1) default fallback intent (ie, users’ questions or statements that triggered error messages from Dr. Joy) and (2) predefined user intent (ie, those which triggered users’ positive or negative feedback on given Q&A sets from Dr. Joy’s knowledge database). From the data sets, initial major themes and the chatbot’s identity, strengths, and weaknesses were produced from 316 user utterances (310 questions or statements and 6 responses to chatbot’s answers in UT) and 30 open-ended responses to the post-test questionnaire after the UT was completed (15 strengths and 15 weaknesses) by the first author. More detailed descriptions of the major themes were then generated, compared, and revised by three coders (the first author and bachelors- and masters-level research assistants) before agreement between appropriate coding categories for the 5 refined minor themes and memorable quotes was reached (Textbox 1). To ensure intercoder reliability for all 5 themes, the coded transcripts on which all coders agreed were included based on an examination of coding disagreement.
Textbox 1. Illustrative quotes from user utterance data by theme.

**Theme 1-1: Chatbot Identity as a Social Agent**

- (1) These days, I tend to fall asleep easily at night. But...I wake up in the middle of the night, feel restless for more than two hours, and then...fall asleep again. It wasn’t like this in the early first trimester of pregnancy, but since the 15th week, sleep quality has dramatically decreased. How can I improve the quality of my sleep?  
  [UTI-10]
- (2) I’m 39 and pregnant with my third child. I’m so worried that my belly at 23 weeks pregnant is much bigger than that at the same week of my previous pregnancy. I’m also worried about the deep stretch marks on my belly. Anyway...my PCP said to me...that my baby and amniotic fluid volume were normal at 23 weeks of pregnancy. Is it all right if I don’t have to worry about my belly size?  
  [UTI-12]
- (3) Since I was a patient with an early cervical cancer, I have eaten turmeric powder with a teaspoon three times a day after each meal. After I found I was pregnant, I didn’t eat it for 2 months. I reached a stable period of pregnancy, so I wonder if I can eat it once a day by reducing my turmeric powder intake.  
  [UTI-10]

**Theme 2-1: Strengths in Chatbot’s Utilitarian and Hedonic Values**

- (4) It was user-friendly to use and easy to understand how to ask questions.  
  [UTC-08B]
- (5) Convenience, Speed, and Usefulness!  
  [UTI-11]
- (6) A wide variety of information was provided by entering only a simple keyword.  
  [UTI-13]
- (7) This chatbot was easy to access, and I could ask questions at any time.  
  [UTI-12]
- (8) It was fun to see more answers to others’ frequently asked questions as well as an answer to my question.  
  [UTI-4]
- (9) It was so unique and enjoyable...that I could make more than one choice from other three Q&As.  
  [UTI-10]

**Theme 2-2: Strengths in Chatbot’s Informational Support**

- (10) For me, it was a good opportunity to know basic information more accurately.  
  [UTI-5]
- (11) The strengthen was that I could look forward to more reliable responses from medical doctors, not incredible information from the Internet or online communities.  
  [UTI-14]
- (12) While using this chatbot, I realized that I’ve had a lot of questions since I got pregnant and that I needed a mobile application like chatbot to solve them.  
  [UTC-08B]

**Theme 3: Weaknesses in Chatbot’s Content Coverage**

- (13) I had to keep asking questions to get the answers that I expected.  
  [UTI-05]
- (14) Blunt answers to my pointed questions...  
  [UTI-02]
- (15) Sometimes...this chatbot could not recognize all abbreviations commonly used. It left a lot to be desired.  
  [UTI-01]
- (16) I think its database range was too narrow. It was impossible to check the information on the government policies to boost birthrate. If it has a dictionary-style user interface where I can see each of the Q&As whenever I want, I’ll spend my spare time reading them.  
  [UTI-11]
(17) How can I have a child of the desired sex?
(UTC-06A)
(18) What is the chance of having a girl after a boy?
(UTC-06A)
(19) Can I tell the sex of my baby by my belly shape?
[UTI-03]
(20) What is the possibility that the baby’s sex will change after the ultrasound scan?
[UTI-02]
(21) Although nightmares during pregnancy are a common symptom of pregnancy, it remains a little disappointing that I have not received a professional answer to that.
[UTI-12]

**Theme 1-1: Chatbot Identity as a Social Agent**

Although Dr. Joy was a text-based Q&A chatbot whose weakness was the lack of ability to understand what users were saying and to interact with them in a natural manner, it was found that our participants tended to consider Dr. Joy as a social actor as follows:

When asking a question, excessively detailed, personal information or their stories were included in their questions as if they talked to a close friend or acquaintance (Textbox 1, quotes 1-3).

Humanlike responses to Dr. Joy’s answers were yielded appreciating her valuable recommendations and professional medical knowledge. Our participants said the following: “Thank you.”; “Yes!”; “I got it.”; “OK, I see it.”; “Sure, I will.”; “I need to keep it properly!”

**Theme 1-2: Chatbot Identity as a Male-Friendly Agent**

Even though the facilitator gave them no specific instruction on what to ask, male participants raised questions about themselves as well as their wives, and female participants also did so about their husbands as well as themselves. They asked the following: “Can men have morning sickness?”; “Should men take folic acid?”; “Is there postpartum depression for fathers?”; “Does fathers’ medication affect pregnancy?”; “Husband is really having a hard time”; “What age is considered advanced paternal age?”

**Theme 2-1: Strengths in Chatbot’s Utilitarian and Hedonic Values**

According to the reports of all user utterance data, participants tried to view other given Q&A sets rather than press the negative feedback button or produce negative utterances on all Q&A sets. Regarding the strengths of this newly developed chatbot, a response that participants had in common was that Dr. Joy had both utilitarian and hedonic values (Textbox 1, quotes 4-9).

**Theme 2-2: Strengths in Chatbot’s Informational Support**

In addition to these strong points, some participants mentioned the benefits from health-related information sourced from Dr. Joy (Textbox 1, quotes 10-12).

**Theme 3: Weaknesses in Chatbot’s Content Coverage**

The most frequently reported weak point was that Dr. Joy failed to meet all user intents and to cover a much broader range of content domains because we focused more on helping perinatal women to prevent and solve their own mental and physical problems than on offering them answers to baby-oriented questions (Textbox 1, quotes 13-16).

In particular, routine, nonmedical questions, which were difficult for health professionals to answer, were quite often asked. For example, 2 couples at 8 and 15 weeks of pregnancy wondered about the sex of a child, so they hoped that plenty of relevant content would be supplemented in the next update. Other asked questions are listed in Textbox 1 (quotes 17-21).

**Discussion**

**Principal Findings**

In this study, we aimed to develop and evaluate a user-friendly Q&A chatbot with quality content and expertise for perinatal women’s and their partners’ obstetric and mental health care. This study could add to the literature by comparing the developed system or the approach of other existing chatbots with that of Dr. Joy, highlighting its technical and design contributions, and providing theoretical and empirical evidence for the perception of its UX values in the field of application addressed.

As productivity has been considered as the main motivation for chatbot use [1], this “always-on” Q&A chatbot for offering 24/7 digital support to perinatal women and their partners can be an easier and more efficient way to obtain credible information and be more intuitive to the target users than conventional means (eg, books, internet search, acquaintances, and health professionals). In line with this study, previous studies tried to expand the Q&A chatbots’ own knowledge databases to ensure content quality and improve response capability. Chung and his colleagues [19,34] applied (1) the expert-based approach to create rules for the provision of the medical information and (2) the data-based approach to provide customized information based on the already established medical knowledge database for the chatbot-based health care service, thus increasing reliability. In order to create a domain-specific or context-based chatbot to provide optimal, up-to-date answers immediately,
the high-quality chatbot knowledge was extracted from social networking services such as Twitter [20], online discussion forums as web communities [35], and messengers [19]. Similar to our approach, Jeong and Seo [20] proposed a keyword matching–based answer retrieval technique based on the collection of Q&A sets from Twitter by utilizing the tweet-and-reply and the tweet-and-mention pairs and the refinement of the newly collected pairs by adding them to the existing Q&A knowledge database. As these related works focused on developing the Q&A chatbots’ answer retrieval technique to provide more accurate and flexible answers to their users, the response appropriateness of each chatbot based on quantitative data such as self-report questionnaire [20] or recall and precision measurement [18,35] was evaluated. While these proposed knowledge databases and answer retrieval techniques for Q&A chatbots were appropriate to be applied to general health care or lifecare services whose target users and content coverage were not specified, there have also been a variety of informative chatbots designed for the specific purposes of supporting pregnant women and mothers or families with young children in emergency situations [6] and providing low-cost accessible fertility and preconception health education for perinatal women [36] or breastfeeding education for community health workers and mothers in under-developed areas [37].

As entertainment and social or relational benefits have been regarded as other main motivations for chatbot use [1], the chatbot can make the process of seeking medical help enjoyable and improve the relationships between couples who need social support from their partners or care for their mental state when undergoing a stressful situation. Particularly in this study, the recommendation of evidence-based digital therapeutics, fetal education, and useful tips applicable in their daily life, as well as the establishment of a specialized medical knowledge database which fits the personal interests of women and their partners, was of great importance in developing a medical chatbot to promote their physical and mental health in the perinatal period. In the development of the first version of Dr. Joy, we focused more on enhancing and assessing the utilitarian and hedonic quality of the KakaoTalk-based Q&A chatbot as follows: (1) by building and expanding its own Q&A knowledge database with questions that were collected from peer pregnant women’s and mothers’ posts in an online community for prenatal, postnatal, and maternal care via the text-mining technique and were answered by medical specialists in the field of infertility, obstetrics and gynecology, and psychiatry; (2) by suggesting 3 optional Q&A pairs in response to the question queries of women and their partners in the perinatal period via kakao’s similarity inference engine for assessing semantic similarity between the new query and the existing Q&A sets; (3) by providing them with dialogue-based procedural recommendations and helping easily apply the knowledge to either themselves or their partners; and (4) by defining the chatbot’s identity as a medical doctor and maintaining a differentiated tone, manner, and UI when responding directly to the query and when dealing with social support– and mental health–related issues. Unlike the developed chatbots and their approaches in the aforementioned studies, this study took into account three user motivations (ie, productivity, entertainment, and social or relational benefits) and two UX values (ie, utilitarian and hedonic values) at the same level in the process of developing and assessing this medical chatbot, respectively.

The main finding of this study was that both utilitarian and hedonic value could be produced by this newly developed Q&A knowledge database–based chatbot for perinatal women’s and their partners’ obstetric and mental health care during the 7-day contextual UT period. According to the results of the USE questionnaire, it was found that Dr. Joy was very easy to learn and quick to apply, while achieving a high level of usefulness, EOU, satisfaction, and total usability was not guaranteed by its high learnability. However, given the strong associations among these 3 usability subfactors and total usability scores, it can be expected that an increase in the level of one or more usability subfactors will ensure good usability. The weak association between EOL and other subfactors also reflects that this KakaoTalk-based chatbot is a flexible system used in different contexts and for different needs of individuals [28]. As perceived usefulness, as well as perceived enjoyment, can be strongly affected by content quality as one of influential determinants of usage intention [26], Dr. Joy could provide its users with more intriguing content in its multiple Q&A responses based on the Q&A knowledge database to motivate them to acquire credible knowledge, even if the response outcomes might be a little out of line with what they expected. As reflected in the responses to the open-ended question about the strengths of Dr. Joy, participants highlighted not only the hedonic value as represented by fun, pleasure, and enjoyment, but also the utilitarian value as represented by usefulness, speed and ease to use, and convenience. In terms of its weaknesses, participants who asked questions beyond the coverage of our Q&A knowledge database pointed out that Dr. Joy with medical expertise had to suggest the right set of answers that successfully aligned with user intent, thereby enhancing its users’ trust in and their continued usage intention for the chatbot [27]. In this respect, the improvement in the quality of its Q&A set contents is of utmost importance.

Another finding was that the negative association between the perceived benefits and risks of using Dr. Joy was not significantly strong enough to influence behavioral intention in a negative direction. Furthermore, Dr. Joy led its users to perceive a low level of risks that discussing health-related information on this medical chatbot via KakaoTalk would confront them with unwanted problems or that the expected benefits of doing so would not materialize. With a low possibility of trade-off between benefit and risk, the different intentions to seek and share health information on Dr. Joy were significantly associated only with the perceived benefits, not with the perceived risks. The more its users think Dr. Joy can benefit them, the more likely they are to seek and share information from it. Compared to women, who scored SEE and SHA at similar level, the men had more intention to seek health information on medical chatbot via KakaoTalk than the women. This might be because the male partners have comparatively less opportunity to access information sources than perinatal women, who have tended to seek medical help from multiple informal and formal sources [25]. As pregnant women’s partners, our male participants, whose main source of pregnancy or delivery information was books such as encyclopedias of...
pregnancy and birth or essays written by medical doctors, were less likely to show the tendency to double-check information from other sources by sharing Dr. Joy’s relatively more credible information verified by health professionals. In line with the findings of our previous study [23], it can be explained that female participants, who reported relying more on multiple word-of-mouth sources of information and less on health professionals, were highly likely to share many concerns that they were reluctant to discuss with their doctors in the outpatient clinic, particularly with this KakaoTalk chatbot with a humanlike medical doctor persona.

In addition to these theoretical implications, the qualitative data suggested empirical implications for developing the next version of Dr. Joy. The main Q&A feature of this version of the informative medical chatbot was based on the response selection for a single-turn conversation, thereby intending to elicit no specific conversational responses to the given Q&A sets from the users. Nevertheless, 6 (40%) out of 15 participants showed a positive, polite attitude toward the chatbot’s answers, as if the participants had asked private questions with more personal information and responded to their doctors to show that they would follow their answers in reality (Thank you; Yes!; I got it; OK, I see it; Sure, I will; I need to keep it properly). Surprisingly, none of the participants left any negative feedback or rude, abusive utterances (eg, curses or insults) to the Q&A sets that might not meet their real intent in asking questions. This might be because the participants could not completely rule out the possibility that all their utterances would be monitored by the facilitator or researchers for the purpose of the data analysis. Despite the concern of the Hawthorne effect, the behaviors might also reflect that some users perceived Dr. Joy to be a social agent to maintain a doctor-patient–like relationship with the chatbot. As the greatest advantage of this mobile chatbot is that chatbot designers and developers can readily collect the users’ dialog inputs that were not added to the dialog blocks in advance, it can be expected to update the users’ utterance data for machine learning purposes and the chatbot’s dialog outputs and conversational UI, as well as the content values that reside in the knowledge base on a regular cycle. Particularly in terms of regular updates of the contents of Q&A sets, nonmedical but pregnancy-related subjects (eg, pronatalist policies for increasing fertility and birth rate) extracted from active users’ dialog input logs should be included to increase user retention and engagement and to decrease anxiety levels by clarifying the uncertainty of conflicting information from multiple sources, based on previous studies [22-24].

Last but not least, this study found that the male partners had needs for emotional support and information in the period of pregnancy, birth, and early fatherhood, indicating that the possibility of their needs might have been implicitly disregarded, as revealed by other studies [38-40]. Most importantly, given that pregnant women’s psychological well-being and positive pregnancy experience are closely related to better partner relationships [41,42], it is important to support male partners by adding men-oriented Q&A sets from male partners’ perspectives into this new chatbot’s knowledge database, thus helping them to understand and manage the challenges of pregnancy, birth, and the postpartum period.

Limitations and Future Direction

As this study introduced an early-stage outcome of a government-funded research and development (R&D) project whose milestone was to investigate at least 10 perinatal women’s uptake of this initial version of Dr. Joy, the sample size of the study (N=15) was too small and its sex ratio was too unbalanced to generalize the findings to a larger population and guarantee the effectiveness of the medical Q&A chatbot, in spite of both male and female participants’ positive perceptions of the chatbot. Even though it is well-known that this sample size is enough to find out the practical implications for improving the UX of this chatbot based on its end users’ real voice and log data [30], this study has further limitations as follows:

First, the user utterance data from the small sample might be insufficient to accumulate Q&A data sets of a wide variety of pregnant women’s and their partners’ questions and concerns differently expressed with their own terms and in their own problematic situations, because Dr. Joy was designed to cover a wide range of pregnancy- and delivery-related information that was classified into 6 subjects. After the update of the Q&A sets via this usability study, the aim of this R&D project is to increase the number of active chatbot users by at least 100, collect more utterance data, and keep the Q&A knowledge base up to date. Comparison between the perception of Dr. Joy before it was initially released and that after being updated will be drawn to examine its robust uptake and the favorable perception of its utilitarian and hedonic value.

Second, Dr. Joy is geared toward encouraging perinatal women relying on multiple informal information sources to obtain evidence-based information for decision support. For this reason, we only recruited a small number of targeted participants by adopting two different convenience sampling methods to refrain from recruiting only the patients who established a good rapport with the medical doctors involved in the development of Dr. Joy, or those whose main information source was solely their doctors. However, a relatively small sample is potentially biased given the nonprobability sampling method where the sample can be taken from the units of the population that are easily accessible, thus failing to accurately reflect the responses of a large population. To deal with this potential bias of the study sample, the right probability sampling methods such as simple random sampling or clustering sampling will be used with a large sample size in future studies.

Finally, considering that a full-term pregnancy lasts 38 weeks or longer, a 7-day study period is insufficient to assess whether Dr. Joy can improve the participants’ knowledge, answer their questions effectively, or be useful for certain tasks, even if the participants provided positive usability and UX ratings in this study. To answer these research questions, which remain open for future studies, a perinatal and mental health–related variable should be directly adopted in the short-term study period, or a more longitudinal evaluation should be performed. Taken together, future studies will benefit from addressing these limitations.
Conclusions

In sum, this study provides the potential for the uptake of this newly developed Q&A knowledge database–based KakaoTalk chatbot for perinatal women’s and their partners’ obstetric and mental health care. As Dr. Joy has quality contents, which are positively linked with both utilitarian and hedonic value, its male and female users can be encouraged to adopt and use medical chatbots in a convenient, easy-to-use, and pleasant manner. To boost their intention to continue use of Dr. Joy, its Q&A sets should be periodically updated to satisfy more user intent by monitoring both male and female user utterances.
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Multimedia Appendix 2

Original Korean screenshots of user interface workflow for a depression screening test using the 10-item Edinburgh Postnatal Depression Scale that can be administered in the prenatal period, followed by the screening test result and therapy suggestions.
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Multimedia Appendix 3

Original Korean screenshots of additional features with which male partners can provide their pregnant partners with social support that is needed for physical and mental health care, or women can take care of themselves.
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Abstract

Background: Mental illness and substance use are prevalent among people living with HIV and often lead to poor health outcomes. Electronic medical record (EMR) data are increasingly being utilized for HIV-related clinical research and care, but mental illness and substance use are often underdocumented in structured EMR fields. Natural language processing (NLP) of unstructured text of clinical notes in the EMR may more accurately identify mental illness and substance use among people living with HIV than structured EMR fields alone.

Objective: The aim of this study was to utilize NLP of clinical notes to detect mental illness and substance use among people living with HIV and to determine how often these factors are documented in structured EMR fields.

Methods: We collected both structured EMR data (diagnosis codes, social history, Problem List) as well as the unstructured text of clinical HIV care notes for adults living with HIV. We developed NLP algorithms to identify words and phrases associated with mental illness and substance use in the clinical notes. The algorithms were validated based on chart review. We compared numbers of patients with documentation of mental illness or substance use identified by structured EMR fields with those identified by the NLP algorithms.

Results: The NLP algorithm for detecting mental illness had a positive predictive value (PPV) of 98% and a negative predictive value (NPV) of 98%. The NLP algorithm for detecting substance use had a PPV of 92% and an NPV of 98%. The NLP algorithm for mental illness identified 54.0% (420/778) of patients as having documentation of mental illness in the text of clinical notes. Among the patients with mental illness detected by NLP, 58.6% (246/420) had documentation of mental illness in at least one structured EMR field. Sixty-three patients had documentation of mental illness in structured EMR fields that was not detected by NLP of clinical notes. The NLP algorithm for substance use detected substance use in the text of clinical notes in 18.1% (141/778) of patients. Among patients with substance use detected by NLP, 73.8% (104/141) had documentation of substance use in structured EMR fields that was not detected by NLP of clinical notes.

Conclusions: Among patients in an urban HIV care clinic, NLP of clinical notes identified high rates of mental illness and substance use that were often not documented in structured EMR fields. This finding has important implications for epidemiologic research and clinical care for people living with HIV.
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Introduction

Behavioral health disorders are highly prevalent among people living with HIV [1,2], who have a 2 to 4-fold higher risk of depression than the general population, with prevalence rates ranging from 24% to 63% [3-9]. A recent study among over 10,000 people living with HIV at seven HIV care sites across the United States found the prevalence of substance use disorder to be 48%, with 20% of patients having polysubstance use disorder [10]. This is higher than the rate of the general US population, in which the prevalence of substance use disorder is 7.7% [11].

In addition to being common among people living with HIV, mental illness and substance use often lead to poor health outcomes for this population. People living with HIV who have mental illness and substance use disorder have lower rates of engagement in HIV care and are less likely to adhere to antiretroviral therapy than those without behavioral health disorders [12-18]. Depression has been independently associated with mortality among several large cohorts of people living with HIV [12,19-21]. Besides poor individual health outcomes, people living with HIV with mental illness or substance use disorder are more likely to transmit HIV to others, because behavioral health disorders are associated with elevated HIV viral loads and behaviors that increase the risk of HIV transmission [22-24]. Many people living with HIV have co-occurring mental health disorders and substance use disorders, further exacerbating these adverse health outcomes [5,14].

To improve understanding of mental illness and substance use among people living with HIV, electronic medical record (EMR)-based behavioral health data are increasingly being utilized in HIV-related clinical research and medical care [25-27]. For example, Tolson et al [25] used an electronic reporting tool within the EMR to identify people living with HIV with substance use disorders to determine the association of substance use with hospitalization and virologic suppression. Other researchers used electronic billing codes to identify risk factors for suicidal ideation among people living with HIV [27]. However, mental illness and substance use are often underdocumented in structured EMR fields (eg, diagnosis codes, Problem List) [26,28,29], potentially leading to the exclusion of people living with HIV with behavioral health disorders from these studies if only discrete EMR data are used.

Natural language processing (NLP) of unstructured text of clinical notes in the EMR may identify behavioral health disorders beyond those identified using structured EMR fields alone [30,31]. Afshar et al [31] used NLP of clinical notes to identify patients with alcohol misuse, demonstrating greater accuracy than EMR-based billing codes; however, this study was performed among hospitalized trauma patients rather than with outpatients living with HIV. Oliwa et al [32] used NLP of clinical notes to identify phrases associated with improved engagement in HIV care. Their study identified NLP phrases related to substance use and mental health among people living with HIV, but they did not compare their findings with documentation in structured EMR fields.

To fill these gaps, the aim of this study was to utilize NLP of clinical notes to detect mental illness and substance use among people living with HIV, and to determine how often these factors were documented in structured EMR fields.

Methods

We performed a retrospective cohort study among people living with HIV at the University of Chicago Medicine (UCM) in Chicago, Illinois. Participants were included in the study if they were HIV-positive, 18 years of age or older, and attended at least one outpatient HIV care encounter at UCM between May 1, 2011 and May 30, 2016. This study was approved by the University of Chicago Institutional Review Board.

For eligible participants, we collected both structured EMR data as well as the unstructured text of clinical HIV care notes during the study time period. Structured EMR data collected included demographics, diagnosis codes (International Classification of Disease [ICD]-9 and ICD-10), Problem List (a list of physician-assigned diagnoses in the EMR), and social history. Unstructured data included the text of notes written by physicians, advanced practice providers, nurses, and social workers in the Department of Infectious Diseases. Data were extracted from the University of Chicago Clinical Research Data Warehouse, which stores data from the EMR (EPIC, Verona, WI) as well as administrative databases.

To develop the NLP algorithms for detecting mental illness and substance use, subject matter experts (physicians at the Department of Infectious Diseases and HIV care social workers) defined potential indicative words and crafted regular expressions to search for these key words and phrases related to mental illness and substance use (see Textbox 1). NegEx with augmented negation terms was applied to the key words and phrases found in clinical notes [33]. Those that were identified as negated occurrences by NegEx were excluded for the subsequent NLP steps. The Lucene Porter stemmer was used as a stemming algorithm to provide matching generalization between the tokens and the words/phrases from Textbox 1 [34]. Stanford CoreNLP with additional domain-specific split patterns was employed as a tokenizer and sentence splitter to provide the NegEx input sentences [35].
Textbox 1. Words and phrases detected by natural language processing algorithms.

- Words/phrases for mental illness
  Depression, Depressed, Bipolar, Anxiety, Panic, Psychiatry, Schizophrenia, Bipolar, Psychosis, Care2Prevent (mental health program), Anxious, Therapist (excluding physical therapist), Behavioral health, C2P, Psychotic
  
  Note: Stemmed forms, regular expression word boundaries, and a negative lookbehind in the case of “therapist” are excluded from this list for readability purposes.

- Words/phrases for substance abuse
  IVDU (intravenous drug user), Cocaine, Heroin, Crack, Alcohol abuse, AA (Alcoholics Anonymous) meeting, Haymarket (drug treatment program), NA (Narcotics Anonymous) meeting, Drug treatment program

Textboxes 2-4 list the diagnosis codes and Problem List phrases used to identify mental illness and substance use. Structured data from the Social History EMR section was considered to identify substance use if there was documentation of any illegal drug use (with the exception of marijuana) or if there was specific documentation of abuse of substances, including both legal and illegal substances.

To validate the NLP algorithm for mental illness, a random sample of 100 clinical notes flagged as positive for mental illness and 100 clinical notes not flagged for mental illness were manually reviewed to determine if the note documented that the patient had a mental illness. Two reviewers examined each note, and any discrepancies were resolved based on discussion and mutual agreement between reviewers. Using the determination from the manual chart review as the gold standard, we calculated the positive predictive value (PPV) of the algorithm (ie, the number of notes in which mental illness was present based on chart review divided by the number of reviewed notes that were flagged as positive for mental illness). We also calculated the negative predictive value (NPV) of the algorithm (ie, the number of notes in which mental illness was not present based on chart review divided by the number of reviewed notes not flagged by the mental illness algorithm).

Similarly, to validate the NLP algorithm for substance use, a random sample of 100 clinical notes in which the algorithm detected substance use and 100 clinical notes where substance use was not detected were manually reviewed. Subsequently, the PPV and NPV for the substance use algorithm were also calculated.

We compared numbers of patients with mental illness or substance use identified by structured EMR fields with those identified by the NLP algorithms.

Textbox 2. International Classification of Diseases (ICD) diagnosis codes used to identify mental illness.

- ICD-9 codes
  291.9, 293.81, 293.82, 293.83, 293.84, 294.9, 295.3, 295.31, 295.32, 295.33, 295.34, 295.35, 295.42, 295.44, 295.6, 295.7, 295.71, 295.72, 295.75, 295.8, 295.9, 295.92, 296, 296.01, 296.02, 296.1, 296.15, 296.2, 296.21, 296.22, 296.23, 296.24, 296.25, 296.26, 296.3, 296.31, 296.32, 296.33, 296.34, 296.35, 296.36, 296.4, 296.41, 296.42, 296.44, 296.5, 296.51, 296.52, 296.53, 296.54, 296.55, 296.6, 296.64, 296.7, 296.8, 296.9, 297.1, 297.9, 298.9, 300, 300.01, 300.21, 300.3, 300.4, 300.81, 301.7, 301.82, 301.83, 301.9, 309, 309.24, 309.28, 309.3, 309.4, 309.81, 310.8, 311, 312.81, 312.82, 313.81, 314, 314.01, 648.41, 648.44, E950.0, E950.2, E950.3, E950.4, E950.9, E953.0, V11.0, V40.0, V40.9

- ICD-10 codes

Textbox 3. International Classification of Diseases (ICD) diagnosis codes used to identify substance use.

- ICD-9 codes
  291, 291.2, 291.3, 291.81, 291.9, 304, 304.01, 304.02, 304.2, 304.22, 304.23, 304.3, 304.31, 304.4, 304.7, 304.71, 304.72, 304.8, 304.83, 305, 305.01, 305.02, 305.03, 305.2, 305.21, 305.22, 305.23, 305.4, 305.5, 305.51, 305.52, 305.53, 305.6, 305.61, 305.62, 305.63, 305.7, 305.91, 305.93, 425.5, 535.3, 571, 571.2, 648.33, 965.01, 970.81, E850.0, E850.1, E850.2, E854.8, E860.0, E860.9, E935.0

- ICD-10 codes
  F01010, F01120, F0129, F01419, F01420, F01421, F01429, F01490, F01492, F01494, F0150, F0152, 426, K7031, K852, K860, O99313
Results

During the study period, 778 people living with HIV attended at least one HIV care appointment (Table 1). A total of 13,905 clinical notes were included, with a mean of 13 notes per patient (range 1-109). Based on manual review of clinical notes as described above, the NLP algorithm for detecting mental illness had a PPV of 98% and an NPV of 98%. The NLP algorithm for detecting substance use had a PPV of 92% and an NPV of 98%.

The NLP algorithm for mental illness identified 54.0% (420/778) of patients as having documentation of mental illness in the text of clinical notes (Figure 1). With the PPV of the algorithm of 98%, this would suggest that 412 patients truly had mental illness. Among the patients with mental illness detected by NLP, 58.6% (246/420) had documentation of mental illness in at least one structured EMR field (ie, Problem List or diagnosis code), including 34.0% (143/420) with a mental illness listed in the Problem List and 51.7% (217/420) with a diagnosis code related to mental illness. Sixty-three patients had documentation of mental illness in structured EMR fields that was not detected by NLP of clinical notes.

Textbox 4. Problem List phrases.

- Mental illness
  - ADD (attention deficit disorder); ADHD (attention deficit hyperactivity disorder); ADHD (attention deficit hyperactivity disorder), inattentive type; ADHD, predominantly inattentive type; Adjustment disorder with depressed mood; Adjustment disorder with mixed anxiety and depressed mood; Agoraphoria with panic disorder; Anxiety; Anxiety and depression; Anxiety disorder; Anxiety disorder in conditions classified elsewhere; Anxiety state, unspecified; Anxiety, mild; Attention deficit disorder without mention of hyperactivity; Bipolar 1 disorder; Bipolar 2 disorder; Bipolar affective; Bipolar affective disorder; Bipolar affective disorder, currently depressed, moderate; Bipolar depression; Bipolar disorder; Bipolar disorder, currently in remission of unspecified degree, most recent episode type unspecified; Bipolar disorder, unspecified; Bipolar I disorder; most recent episode depressed; Bipolar I disorder, most recent episode depressed, severe with psychosis; Bipolar I disorder, most recent episode manic; Bipolar I disorder, most recent episode manic, mild; Borderline personality disorder; Bulimia nervosa; Depressed mood; Depression; Depression (disease); Depression with anxiety; Depression, major; Depression, major, recurrent, severe with psychosis; Depression, recurrent; Depressive disorder; Depressive disorder, not elsewhere classified; Depressive episode; H/O attempted suicide; History of depression; Major depression; Major depression, recurrent; Major depression, recurrent, chronic; Major depressive disorder; Major depressive disorder, recurrent episode, in full remission; Major depressive disorder, recurrent episode, in partial or unspecified remission; Major depressive disorder, recurrent episode, mild; Major depressive disorder, recurrent episode, moderate; Major depressive disorder, recurrent episode, severe, without mention of psychotic behavior; Major depressive disorder, recurrent episode, unspecified; Major depressive disorder, severe; Major depressive disorder, single episode in full remission; Major depressive disorder, single episode, moderate; Manic depression; MDD (major depressive disorder), recurrent episode; MDD, recurrent episode, moderate; Mechanical complication of other vascular device, implant, and graft; Mood disorder; Mood disorder due to known physiological condition; Mood disorder in conditions classified elsewhere; Panic attack; Panic attacks; Panic disorder without agoraphobia; Paranoia (psychosis); Paranoid schizophrenia, chronic condition; Paranoid schizophrenia, chronic condition with acute exacerbation; Paranoid schizophrenia, unspecified condition; Postpartum depression; Posttraumatic stress; Posttraumatic stress disorder; Psychiatric illness; Psychiatric pseudoseizure; Psychosis; Psychosis, organic; Psychotic disorder with delusions in conditions classified elsewhere; PTSD (posttraumatic stress disorder); Schizoaffective disorder; Schizoaffective disorder, unspecified condition; Schizophrenia; Schizophrenia, disorganized, chronic with acute exacerbation; Schizophrenia, paranoid type; Schizophrenia, unspecified type; Suicidal ideation; Suicide attempt by drug ingestion; Suicide ideation; Unspecified schizophrenia, unspecified condition

- Substance use disorders
  - Addiction, marijuana; Alcohol abuse; Alcohol abuse, continuous drinking behavior; Alcohol abuse, daily use; Alcohol abuse, episodic; Alcohol dependence; Alcohol dependence in remission; Alcohol dependence with acute alcoholic intoxication; Alcohol use; Alcohol withdrawal; Alcoholic cirrhosis of liver; Alcoholism with alcohol dependence; Cannabis use disorder, mild, abuse; Cocaine abuse; Cocaine abuse, in remission; Cocaine addiction; Cocaine dependence, continuous; Cocaine substance abuse; Cocaine use; Cocaine withdrawal; Dementia associated with alcoholism; ETOH abuse; Excessive blood level of alcohol; H/O alcohol abuse; H/O drug abuse; H/O substance abuse; Habitual alcohol use; History of alcohol abuse; History of alcohol use; History of cocaine abuse; History of cocaine use; History of drug abuse; History of heroin abuse; History of opioid abuse; Hx of cocaine abuse; IV (intravenous) drug abuse; IVDU (intravenous drug user); Marijuana abuse; Methadone dependence; Methadone use; Methamphetamine abuse; Opioid abuse, unspecified; Pancreatitis, alcoholic, acute; Polysubstance abuse; Psychoactive substance-induced organic mood disorder
Table 1. Demographic characteristics of participants (N=778).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.1 (13.5)</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>287 (36.9)</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>620 (79.7)</td>
</tr>
<tr>
<td>White</td>
<td>107 (13.8)</td>
</tr>
<tr>
<td>Latinx</td>
<td>27 (3.5)</td>
</tr>
<tr>
<td>Asian</td>
<td>8 (1.0)</td>
</tr>
<tr>
<td>Other</td>
<td>16 (2.1)</td>
</tr>
<tr>
<td>Insurance, n (%)</td>
<td></td>
</tr>
<tr>
<td>Medicaid</td>
<td>272 (35.0)</td>
</tr>
<tr>
<td>Medicare</td>
<td>228 (29.3)</td>
</tr>
<tr>
<td>Private</td>
<td>257 (33.0)</td>
</tr>
<tr>
<td>Other/self-pay</td>
<td>21 (2.7)</td>
</tr>
</tbody>
</table>

Figure 1. Electronic medical record documentation of mental illness among people living with HIV. NLP: natural language processing.

The NLP algorithm for substance use detected substance use in the text of clinical notes in 18.1% (141/778) of participants (Figure 2). Based on the PPV of the algorithm of 92%, it is likely that 130 patients truly had substance use. Among patients with substance use detected by NLP, 73.8% (104/141) had documentation of substance use in at least one structured EMR field, including 27.0% (38/141) with documentation of substance use in the Problem List, 58.2% (82/141) with a diagnosis code related to substance use, and 33.3% (47/141) with substance use documented in the Social History section of the EMR. Seventy-six patients had documentation of substance use in structured EMR fields that was not detected by NLP of clinical notes.
Discussion

Among patients in an urban HIV care clinic, NLP of clinical notes identified high rates of mental illness and substance use that were often not documented in structured EMR fields. This finding has important implications for clinical care and epidemiologic research among people living with HIV. Namely, relying on structured EMR fields alone to identify people living with HIV with behavioral health disorders may miss a substantial number of patients. Given the high PPV of our algorithms, addition of such NLP algorithms to current tools for identifying behavioral health disorders could augment detection of these disorders among people living with HIV.

To our knowledge, this is the first study to utilize NLP of EMR notes to detect mental illness and substance use among people living with HIV. Other studies have used NLP to detect depression and substance misuse in non-HIV care settings [30,31,36]. Adekanattu et al [36] used NLP to identify depression from EMR notes among patients prescribed antidepressants, and found that 31% of patients with depression detected by NLP were missing a diagnosis code for depression. Zhou et al [37] similarly used NLP of hospital discharge summaries to identify depression among hospitalized patients, and found that 20% of patients with depression detected by NLP did not have a depression diagnosis code. These rates of discordant documentation are lower than that obtained in this study, in which nearly half of patients with mental illness detected by NLP did not have a diagnosis code for mental illness. This discrepancy may be explained by differences in the patient populations studied. Our patients are from a general HIV clinic, rather than inpatients or outpatients already prescribed antidepressants, populations in which medical providers may be more likely to enter a diagnosis code for mental illness.

Our NLP algorithm for mental illness identified 54% of people living with HIV in our clinical population as having mental illness. This is similar to other studies among people living with HIV, which have shown prevalence rates as high as 63% based on validated depression screening tools (eg, Patient Health Questionnaire-9) [3-9]. The NLP algorithm detected substance use in 18% of our clinical population. This rate is within the lower end of what has previously been reported. Hartzler et al [10] found that the prevalence of substance use disorders among people living with HIV at 7 HIV care sites ranged from 21% to 71% based on substance use disorder screening tools. Of note, for both mental illness and substance use, the NLP algorithms failed to flag a substantial number of patients who had mental illness or substance use documented in structured EMR fields, suggesting that NLP algorithms should be used in combination with structured fields rather than as a replacement for structured fields for detecting these characteristics.

As EMR data are increasingly being used for clinical care and research among people living with HIV, extracting accurate behavioral health data from the EMR is essential. EMRs have been used to provide electronic feedback to providers to alert them that patients may have untreated depression [38,39]. Results from NLP of clinical notes could potentially augment such electronic alerts. Recent studies have used structured EMR fields, including documentation of substance use and mental illness, to create predictive models of HIV appointment...
adherence [12,40]. However, if mental illness and substance use are not adequately documented in structured EMR fields, inclusion of NLP of clinician notes may improve such predictive models by identifying additional risk factors for appointment nonadherence.

Our study has several limitations. We did not review all clinical notes for the presence or absence of behavioral health disorder documentation, and some of the NLP-detected cases may be false positives. Although we adjusted for negation in the text, we may have falsely detected mental illness in some instances where providers wrote in a nonstandard format that patients did not have mental illness or where they documented that a family member and not the patient themselves had a behavioral health disorder. In addition, certain phrases (e.g., Alcoholics Anonymous meeting) may have detected patients with past substance use disorder rather than active substance use disorder. However, in the review of a random sample of 400 notes, we found a high PPV for the NLP algorithms. The NLP algorithms may have also failed to flag notes that documented behavioral health disorders (i.e., false negatives). Moreover, the NLP algorithms do not necessarily detect patients with mental illness or substance use, but only detect documentation in the clinical notes of mental illness or substance use. If providers did not ask patients about these topics or did not document regarding their conversations, then people living with HIV with behavioral health disorders may have been missed by our algorithms. Inclusion of validated behavioral health screening tools within the EMR would likely improve detection of mental illness and substance use. These screening tools were not routinely in place in our clinic at the time of the study, and therefore we were unable to assess how they would have affected the results.

In conclusion, we performed the first study of NLP of unstructured clinical notes for mental illness and substance use among people living with HIV. Although these behavioral health disorders were commonly detected by NLP, they were often undocumented in structured fields of the EMR. More research is needed to understand how to best utilize both structured and unstructured EMR data for clinical and epidemiologic research among people living with HIV.
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Abstract

Background: Information related to patient medication is crucial for health care; however, up to 80% of the information resides solely in unstructured text. Manual extraction is difficult and time-consuming, and there is not a lot of research on natural language processing extracting medical information from unstructured text from French corpora.

Objective: We aimed to develop a system to extract medication-related information from clinical text written in French.

Methods: We developed a hybrid system combining an expert rule–based system, contextual word embedding (embedding for language model) trained on clinical notes, and a deep recurrent neural network (bidirectional long short term memory–conditional random field). The task consisted of extracting drug mentions and their related information (eg, dosage, frequency, duration, route, condition). We manually annotated 320 clinical notes from a French clinical data warehouse to train and evaluate the model. We compared the performance of our approach to those of standard approaches: rule-based or machine learning only and classic word embeddings. We evaluated the models using token-level recall, precision, and F-measure.

Results: The overall F-measure was 89.9% (precision 90.8; recall: 89.2) when combining expert rules and contextualized embeddings, compared to 88.1% (precision 89.5; recall 87.2) without expert rules or contextualized embeddings. The F-measures for each category were 95.3% for medication name, 64.4% for drug class mentions, 95.3% for dosage, 92.2% for frequency, 78.8% for duration, and 62.2% for condition of the intake.

Conclusions: Associating expert rules, deep contextualized embedding, and deep neural networks improved medication information extraction. Our results revealed a synergy when associating expert knowledge and latent knowledge.

(JMIR Med Inform 2021;9(3):e17934) doi:10.2196/17934
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**Introduction**

In 2017, medication consumption in France represented €37.8 billion (approximately US $45.5 billion) in spending and 16% of the French health budget [1]. Adverse drug reactions are an important public health problem, representing a major cause of mortality (0.15% in France); one-third of admissions caused by adverse drug reactions are preventable, associated with a poorly reported drug history or rare adverse events [2,3].

Furthermore, electronic health records contain rich information about drug history that would be valuable to the care of patients (eg, to prevent interaction with another medication and to track side effects), for epidemiology, or pharmaco-vigilance [4]. A major hurdle in the use of electronic health records is the format of the data. Up to 80% of relevant clinical information is present solely in the form of unstructured text, which represents a major barrier to the secondary use of this type of information [5,6].

To overcome this issue, natural language processing techniques can be used to extract, normalize, and restructure drug-related information from clinical texts [6,7] and increase the information available for research and health care. Three approaches have been described for this task: expert knowledge modeling, machine learning, and hybrid methods (combining both).

The first approach relies on modeling expert knowledge using dictionaries or rules (ie, expert rules) such as MedEx, MedXN, or MedLEE based on lexicons or regular expressions [8-12]. Dictionary-based approaches allow for direct or approximate matching of terms from a dictionary or terminology. These approaches may offer poor results when the mentions used in texts deviate from the terms in the dictionary. Rule-based approaches allow for specific extractions but usually lack sensitivity and do not perform well on new data sets. Rule-based approaches also require domain experts to design and build the rules and are particularly time-consuming. In addition, expertise is rare and costly, which constitutes a severe bottleneck for the use of this type of method.

The second approach, using machine learning, has been developed in addition to expert approaches to extract medication name, dosage, frequency, duration, mode, reason for the intake and to detect adverse drug reactions [13,14]. Most systems included a conditional random field or a support vector machine for medication-related information extraction [15-18]. 2 studies introduced bidirectional long short-term memory associated with conditional random field for named entity recognition and medication information extraction [19,20], and another used a semisupervised model [21].

For the 2018 N2C2 shared task on medication extraction in electronic health records [22], several systems were proposed. The data set used in the challenge consisted of 505 discharge summaries extracted from the MIMIC-III database [23]. This data set contained 16,225 drug mentions in the training set and a total of 50,951 entity annotations again in the training set. Among the best-performing algorithms, bidirectional long short term memory and bidirectional long short term memory with conditional random field architectures were popular [24-27]. Some systems combined attention mechanisms [28] or convolutional neural networks [27]. Others combined classic entity extraction systems such as cTakes with classifiers such as support vector machines [29]. Ensemble approaches, combining multiple classifiers were also proposed [24-26,30].

At the conjunction of machine learning and expert rules, hybrid approaches can leverage the frugality of expert rules (in terms of data needs) and the flexibility and generalizability of machine learning. Examples include identifying medication heading using a conditional random field for named entity identification and a support vector machine to classify relations combined with a rule-based context engine [31]; a conditional random field and 2 bidirectional long short term memory–conditional random field models to extract handcrafted features [25]; and using expert rules and a knowledge base to enrich text, then using a bidirectional long short term memory with attention to perform the medication extraction in electronic health records [28]. These approaches were designed for text written in English. To the best of our knowledge, there are only a few studies [32,33] on French corpora: Deleger et al [32] used a rule-based system, and Lerner et al [33] developed a hybrid system that associated expert rules using terminology and bidirectional gated recurrent units with a conditional random field.

In recent years, the adoption of word embedding methods has led to a significant increase in the level of performance achievable by many natural language processing tasks [34]. Word embeddings use dense vector representation of the vocabulary. Interestingly, word embeddings are computed using large amounts of unannotated data (eg, Wikipedia). In static word embeddings, a token is represented by a static numeric vector. Recently, contextual word embedding methods have appeared, such as embedding for language model [35]. Contextual word embeddings provide a varying representation of the tokens with regard to the context in the text. Contextual word embeddings lead to richer representations and help to improve the performance in clinical concept extraction tasks [36]; results further improve when semantic information is incorporated [37].

In this work, we aimed to extract medication-related information from clinical narratives written in French in a real-world setting (ie, with documents directly extracted from a clinical data warehouse). Once extracted, such information can be restructured to be used for different purposes (eg, clinical epidemiology, monitoring, pharmaco-epidemiology, adverse drug reaction detection). Our purpose was two-fold: (1) We aimed to develop a gold standard data set of annotated clinical documents in French, along with an annotation guide, and (2) we aimed to develop a hybrid approach combining an association of knowledge base and expert rules, contextualized word embeddings training on clinical text, and a deep learning model based on bidirectional long short term memory–conditional random field.
Methods

Data

Source

We leveraged the clinical data warehouse of the Assistance Publique–Hôpitaux de Paris (AP-HP), grouping data collected from 39 hospitals to build a data set of 1 million documents [38]. These clinical reports were medical prescriptions, discharge reports, examinations, observation reports, and emergency visits randomly selected from the clinical data warehouse.

Annotated Data Set

We created an annotated data set for training and evaluation. We iteratively developed an annotation guide during the first phase of annotation. A small portion of the extracted data set (320 documents) was manually annotated by 3 medical doctors using an annotation tool [39]. The annotations were converted to the inside, outside, beginning (IOB) standard. Tokens that refer to an entity were labeled B-entity_type for the first token and then I-entity_type, tokens outside entities mention are labeled O. We split the 320 annotated clinical notes in a training set (n=216), a development set (n=24), and a test set (n=80).

Knowledge Base for Drug Names

We relied upon 2 French databases—Base de données publique des medicaments (a publicly accessible, National drug database)[40] and OpenMedic, a database from the national medical insurance agency [41]. These 2 databases contain all the drugs distributed in France during a given year. They were mapped to the Anatomical Therapeutic Chemical classification system. We extracted data from 2015 to 2019 and created a curated and unified dictionary of drug mentions.

The corpus can be made available on the condition that a research project is accepted by the scientific and ethics committee of the AP-HP health data warehouse.

After preprocessing, the text was preannotated using a set of expert handcrafted rules, then the texts were embedded using contextual word embeddings trained on a large corpus of clinical texts. The preannotations and the embedded texts were input into a bidirectional long short term memory–conditional random field to produce the final annotations (Figure 1; Figure 2).

Figure 1. General architecture of the model. BiLSTM: bidirectional long short term memory; CRF: conditional random field.
Task Definition
We aimed to identify medication-related information in clinical documents in French. We were interested in drug names and a set of attributes related to the drug mentions: dosage, frequency, duration, route, and condition of administration. A detailed description of the types of entities is provided in Table 1.

Table 1. Description of the task.

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication name</td>
<td>Descriptions that denote any medication, active molecule, association or protocol</td>
<td>doliprane, paracetamol, augmentin</td>
</tr>
<tr>
<td>Medication class</td>
<td>Descriptions that denote any Anatomical Therapeutic Chemical class or common therapy</td>
<td>ß-Lactam, antibiotherapy</td>
</tr>
<tr>
<td>Dosage</td>
<td>Dose or concentration of medication in prescription</td>
<td>3 mg, 2 tablets</td>
</tr>
<tr>
<td>Frequency</td>
<td>Frequency of medication administration</td>
<td>3 per day, every morning</td>
</tr>
<tr>
<td>Duration</td>
<td>Time range for the administration</td>
<td>3 weeks, until the surgery</td>
</tr>
<tr>
<td>Route</td>
<td>Medication administration mode</td>
<td>intravenous, per os</td>
</tr>
<tr>
<td>Condition</td>
<td>The event which provokes the administration</td>
<td>if pain, if infection</td>
</tr>
</tbody>
</table>

Preprocessing
We preprocessed the input texts as described in Textbox 1.

Textbox 1. Text preprocessing.

Steps
- Removing acronym points and replacing decimal points by comma
- Removing break lines added during documents conversion to text
- Removing accents
- Replacing apostrophes by spaces
- Detecting sentence boundaries: remaining points or break lines without transitive verbs, preposition or coordinating conjunctions.
- Detecting word boundaries and tokenization: sequence of alphanumeric characters or a repetition of a unique nonalphanumeric characters

Rule-Based Module
The overall approach was organized as follows: we first identified a drug mention or a drug-class mention with the knowledge-based dictionary using exact matching. The choice of exact matching for this step was driven by maximizing the precision of the annotations in this preannotation step. Then, using the identified mention as an anchor, we extended the search to the attributes of this mention (ie, frequency, dosage, duration, mode of administration, and condition of administration) in the area surrounding the seed mention. The attributes were detected using a set of handcrafted rules using
regular expressions. Examples of the rules are described in Table S1 of Multimedia Appendix 1. At this stage, the annotated entities were identified by their position and length relative to the beginning of the document. For the next steps, the annotations were converted to the IOB standard. The output of the rule-based system was used for preannotating the documents before the manual annotation step to speed up the annotation process of the gold standard data set and to serve as extra features to the input of the deep-learning module.

**Deep Learning Module**

**Overview**

We designed an approach leveraging deep neural networks. We tested 3 types of word embeddings—skip-gram [42], FastText embeddings [43], and embedding for language model [35]—and 2 neural network architectures—bidirectional long short term memory and bidirectional long short term memory–conditional random field.

**Embeddings**

We evaluated the impact of the word embeddings on the performance of the model. Our baseline was created using a skip-gram embedding trained on the training set only. We also considered FastText embedding (skip-gram model augmented with sub-word information) trained on a corpus of 1 million documents. Finally, we used embedding for language model embeddings, trained on 100,000 clinical notes that were contextualized embeddings computed through the internal states of a large bidirectional language model. The embeddings were kept fixed during model training.

**Combination of the Rule-Based System Output**

The output of the rule-based system was converted to the IOB standard. Then, this information was added as features to the input of the deep-learning module by concatenation with the word-embedding vectors.

**Models**

We used a deep recurrent neural network composed of long short-term memory units [44]. Specifically, we used bidirectional long short term memory composed of 2 concatenated long short term memory layers—one reading the input sequence forward, and another one reading the input sequence backward—allowing the model to take advantage of the context on the left and the right of a token when computing the latent states. The final prediction layer was either a standard dense layer with softmax or a conditional random field such as that in [19].

**Implementation and Optimization of Hyperparameters**

We implemented all the models using Keras and Keras-contrib [45] libraries using Python (version 3) with a TensorFlow backend [46]. We trained our models for 50 epochs, using an ADAM optimizer [47] with a learning rate of 0.001 and early stopping with a patience of 8 epochs. We applied a decrease of learning rate on plateau using a factor of 0.1. For models with a final dense layer, we used categorical cross-entropy loss and softmax activation. For the models with conditional random field, we used marginal optimization and categorical cross-entropy loss. We tuned (using Hyperas version 0.4) the following hyperparameters using a random search with 15 iterations on the parameter space: batch size: 64, 128; long short term memory size: 128, 256, 512; dropout before and after long short term memory; and recurrent dropout: 0.0, 0.1, 0.2, 0.3, 0.5, 0.6, 0.7 (Table S2, Multimedia Appendix 1). All models were trained using NVIDIA P40 GPUs (3840 CUDA cores, 24 GB of DDRAM).

**Evaluation**

**Models**

We compared the performance of the rule-based system only, bidirectional long short term memory only, and rule-based system plus bidirectional long short term memory (with and without conditional random field). For bidirectional long short term memory with and without conditional random field models, we tested the impact of adding FastText embeddings or embedding for language model embeddings.

**Metrics**

We considered an extracted token to be a true positive if it was annotated with the correct category, a false positive if it was falsely annotated with respect to the evaluated class, and a false negative if it was not annotated or if it was annotated with an incorrect class. We computed the precision, recall, and F-measure to evaluate each model, microaveraging over all entries (Multimedia Appendix 2).

We also used the slot error rate metric. A slot corresponded to a mention of an entity (ie, a sequence of B and I tokens of the same class), a deletion was a missing slot, an addition was a slot that had been incorrectly added, a substitution or type error was a class that had been replaced by another class, and a frontier error was a token that had been added or removed at the end or the start of the slot [48].

**Results**

**Annotated Data Set**

The labeled data set contained 320 clinical notes and 19,957 sentences with 173,796 words. Training, development, and test sets included 216, 24, and 80 clinical notes with 13,737, 1373, and 4847 sentences, respectively. Table 2 summarizes the number of tokens and slots for each class in each data set.
Table 2. Number of slots and tokens for each class per data set.

<table>
<thead>
<tr>
<th>Label</th>
<th>Train</th>
<th>Development</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Tokens</td>
<td>Slots</td>
<td>Tokens</td>
</tr>
<tr>
<td>Medication name</td>
<td>1385</td>
<td>1227</td>
<td>146</td>
</tr>
<tr>
<td>Medication class</td>
<td>309</td>
<td>228</td>
<td>38</td>
</tr>
<tr>
<td>Dosage</td>
<td>1366</td>
<td>761</td>
<td>115</td>
</tr>
<tr>
<td>Frequency</td>
<td>1604</td>
<td>600</td>
<td>142</td>
</tr>
<tr>
<td>Duration</td>
<td>161</td>
<td>70</td>
<td>26</td>
</tr>
<tr>
<td>Route</td>
<td>95</td>
<td>85</td>
<td>8</td>
</tr>
<tr>
<td>Condition</td>
<td>192</td>
<td>61</td>
<td>9</td>
</tr>
</tbody>
</table>

Overall Comparison of the Models

Table 3 summarizes the results of the different models. Overall, the best models were the hybrid models combining rule-based system, text embedding with embedding for language model, and bidirectional long short term memory (F-measure: 89.86). It had the lowest slot error rate (0.19) with a minimal deletion rate (0.05).

The bidirectional long short term memory with baseline embedding had the worst results (F-measure: 73.93). Adding FastText and embedding for language model trained on external data sets increased the F-measure by 14.15 and 9.81 points respectively. Combining rule-based system and bidirectional long short term memory increased the F-measure by 14.1 points. The rule-based system alone had the highest precision (94.67) with the lowest insertion (0.03) and frontier (0.04) error rates. It had the second-lowest type error rate (0.02) but one of the highest deletion error rates (0.23). Adding bidirectional long short term memory and embedding for language model to the rule-based system increased the F-measure by 10.45 points.

Table 3. Overall medication component information predictions metrics by models.

<table>
<thead>
<tr>
<th>Model (^a)</th>
<th>F-measure</th>
<th>Precision</th>
<th>Recall</th>
<th>Slot error rate</th>
<th>Insertion error rate</th>
<th>Deletion error rate</th>
<th>Type error rate</th>
<th>Frontier error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBS(^b)</td>
<td>79.41</td>
<td>94.67</td>
<td>72.28</td>
<td>0.29</td>
<td>0.03</td>
<td>0.23</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>BiLSTM(^c)</td>
<td>73.93</td>
<td>83.89</td>
<td>67.57</td>
<td>0.45</td>
<td>0.09</td>
<td>0.25</td>
<td>0.07</td>
<td>0.15</td>
</tr>
<tr>
<td>BiLSTM + Ft(^d)</td>
<td>88.08</td>
<td>89.48</td>
<td>87.17</td>
<td>0.21</td>
<td>0.07</td>
<td>0.08</td>
<td>0.03</td>
<td>0.09</td>
</tr>
<tr>
<td>BiLSTM + ELMo(^e)</td>
<td>88.03</td>
<td>88.81</td>
<td>87.38</td>
<td>0.24</td>
<td>0.1</td>
<td>0.08</td>
<td>0.03</td>
<td>0.1</td>
</tr>
<tr>
<td>BiLSTM + RBS</td>
<td>83.74</td>
<td>88.46</td>
<td>80.24</td>
<td>0.27</td>
<td>0.08</td>
<td>0.13</td>
<td>0.03</td>
<td>0.09</td>
</tr>
<tr>
<td>BiLSTM + FT + RBS</td>
<td>88.18</td>
<td>91.73</td>
<td>85.54</td>
<td>0.21</td>
<td>0.07</td>
<td>0.09</td>
<td>0.01</td>
<td>0.07</td>
</tr>
<tr>
<td>BiLSTM + ELMo + RBS</td>
<td>89.86</td>
<td>90.83</td>
<td>89.17</td>
<td>0.19</td>
<td>0.09</td>
<td>0.05</td>
<td>0.03</td>
<td>0.08</td>
</tr>
<tr>
<td>BiLSTM-CRF(^f)</td>
<td>70.12</td>
<td>79.04</td>
<td>65.57</td>
<td>0.53</td>
<td>0.11</td>
<td>0.26</td>
<td>0.11</td>
<td>0.21</td>
</tr>
<tr>
<td>BiLSTM-CRF + FT</td>
<td>87.16</td>
<td>88.58</td>
<td>86.41</td>
<td>0.25</td>
<td>0.09</td>
<td>0.08</td>
<td>0.03</td>
<td>0.12</td>
</tr>
<tr>
<td>BiLSTM-CRF + ELMo</td>
<td>88.66</td>
<td>87.95</td>
<td>89.44</td>
<td>0.23</td>
<td>0.11</td>
<td>0.06</td>
<td>0.02</td>
<td>0.11</td>
</tr>
<tr>
<td>BiLSTM-CRF + RBS</td>
<td>84.16</td>
<td>88.56</td>
<td>80.73</td>
<td>0.27</td>
<td>0.09</td>
<td>0.13</td>
<td>0.03</td>
<td>0.09</td>
</tr>
<tr>
<td>BiLSTM-CRF + FT + RBS</td>
<td>87.74</td>
<td>89.72</td>
<td>86.25</td>
<td>0.22</td>
<td>0.08</td>
<td>0.08</td>
<td>0.02</td>
<td>0.09</td>
</tr>
<tr>
<td>BiLSTM-CRF + ELMo + RBS</td>
<td>89.3</td>
<td>90.4</td>
<td>88.31</td>
<td>0.20</td>
<td>0.08</td>
<td>0.06</td>
<td>0.02</td>
<td>0.09</td>
</tr>
</tbody>
</table>

\(^a\)Models are described according to their components; if neither ELMo nor FT is mentioned, then we used skip-gram embedding.

\(^b\)RBS: rule-based system (ie, the outputs are added as extra features to the input of the deep learning module).

\(^c\)BiLSTM: bidirectional long short term memory.

\(^d\)FT: FastText embedding.

\(^e\)ELMo: embedding for language model.

\(^f\)CRF: conditional random field.

Comparison by Type of Annotation

Table 4 summarizes the metrics of the different models by type of entities. The rule-based system alone had the lowest F-measure for every class due to a very low recall (medication class: 7.22), but it had the highest precision for all classes with the exception of medication name and duration. Associating the rule-based system to a bidirectional long short term memory
increased medication name, medication class, dosage, and condition metrics (F-measures: 3.13, 3.12, 2.06, and 6.26, respectively) but decreased the F-measure for frequency, duration, and route (F-measures: –1, –3.38, and –2.66, respectively).

Table 4. Medication information predictions metrics results by models.

<table>
<thead>
<tr>
<th>Label</th>
<th>RBS</th>
<th>BiLSTM + ELMo</th>
<th>BiLSTM + ELMo + RBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medication name</td>
<td>90.31</td>
<td>84.89</td>
<td>92.2</td>
</tr>
<tr>
<td>Medication class</td>
<td>13.33</td>
<td>7.22</td>
<td>62.3</td>
</tr>
<tr>
<td>Dosage</td>
<td>90.43</td>
<td>84.98</td>
<td>92.17</td>
</tr>
<tr>
<td>Frequency</td>
<td>86.13</td>
<td>76.28</td>
<td>92.8</td>
</tr>
<tr>
<td>Duration</td>
<td>48.89</td>
<td>48.53</td>
<td>82.17</td>
</tr>
<tr>
<td>Route</td>
<td>47.92</td>
<td>33.33</td>
<td>75.52</td>
</tr>
<tr>
<td>Condition</td>
<td>33.64</td>
<td>20.22</td>
<td>55.9</td>
</tr>
</tbody>
</table>

aRBS: rule-based system  
bBiLSTM: bidirectional long short term memory  
cELMo: embedding for language models.

Discussion

Principal Findings

Our system achieved state-of-the-art performance for the task—an F-measure of 95.33 for medication names and an F-measure of 95.29 for dosage detection. Interestingly, these results were obtained using a data set representing only 10% of the size of similar data sets (N2C2 2018 shared task [22]). Combining expert knowledge (rule-based system) with a deep learning system increased the global F-measure, increased precision, increased recall, and decreased the slot error rate, having the most significant impacts on medication name, medication class, and dosage. While the rule-based system alone achieved the best precision and the worst recall, its association with the deep learning models helped to increase recall (for all information except condition) and increase precision (only for medication name, dosage, and condition of the intake). Adding a deep learning system with the embedding for language model on top of the rule-based system increased F-measures and recall for all categories. Adding a conditional random field layer increased the performance for the most frequent categories (ie, medication name, dosage, frequency). For other entities (ie, duration, route, condition), models with a conditional random field layer did not improve results (Multimedia Appendix 1). These results are consistent with those in the literature [18].

Technical Significance

It is interesting to note that leveraging the synergy between expert knowledge and deep learning allowed us to achieve performance comparable to state-of-the-art with only 10% of the data. Infusing knowledge into deep neural networks will probably be a key element in the future progress of the field. The use of externally trained embeddings is a first step in this direction given that they allow the incorporation of latent knowledge from large corpora into the models. The impact of contextualized embeddings proves that a more accurate representation is even more important. We can expect improved performance with more recent language representation approaches such as BERT [49] or XLNET [50]; however, the cost for fitting these types of models, in terms of computation, time, and data, will be a challenge for languages other than English, for which resources (ie, data) are less available. Therefore, it will be valuable to leverage other types of representations (such as ontologies) to infuse knowledge into neural networks. A possible path could be through specific embedding techniques such as Poincaré embeddings [51].

Our approach is highly versatile. It can be transposed to any language, as long as writing expert rules is feasible. We used regular expressions to this end, but any rule based can be used. Our approach is also transposable to other information extraction use cases (or even text classification).

Clinical Significance

The performance achieved by the system opens the way toward a large-scale use in real-life settings. We are currently developing an implementation to perform the medication information extraction at the scale of our institution. The versatility of the approach will enable its transposition to other types of clinical entities and information.

Related Works

Compared with systems developed on the I2B2 2009 medication data set, the performance of our system is competitive [31]. Regarding token metrics, we showed better performance (medication name, dosage, frequencies, and duration token-level F-measures: +5.03, +4.49, +4.54, +28.89, respectively). However, a direct comparison is difficult given that the data sets are different. First, we trained and evaluated our models on a different corpus of French clinical notes. Also, because of language differences, the annotation guidelines were not strictly identical.

In our corpus, the vast majority of medication name slots contained only one token (48.7% of the medication names in the dictionary contain only one token), therefore, we can approximate a phrase-level F-measure using the token-level
F-measure for medication names to compare with those in recent studies: Tao et al in 2018 reported a medication F-measure of 90.7 on the I2B2 corpus, and we achieved an F-measure of 95.3 [21]. However, regarding the mode of administration, our result was lower (token-level F-measures: 72.9 vs 93.3).

In French-language clinical data sets, mode of administration mentions are less structured and more variable than those in English-language clinical text. Therefore, it is logical to see lower results in this field, and our findings were consistent with the findings from a previous study [32]. Moreover, we took the condition of the intake, and not the reason for the intake, into consideration (which is more specific), and we added a tag regarding the class name; therefore, overall F-measures cannot be compared. Compared with results from a study [33] using a different French-language corpus that obtained a token-level F-measure of 90.4, our system’s raw results were higher. Comparisons should be made with caution because the corpus used in [33], though in the same language, was from a different source and contained only 147 documents.

The rule-based system offered the highest precision in most classes. The combination of deep learning and rule-based system could not maintain this high level of precision. One explanation could be that the performance of the rule-based system on the training set led the deep learning module to rely heavily on it. But when the rule-based system failed to generalize on the evaluation set, it caused a drop in accuracy in the hybrid system. This issue could be overcome by forcing the machine learning system to not exclusively rely on one source of information, contextual embedding or rule-based system features, by adding dropouts to the inputs.

Using a rule-based system associated with a deep learning model had two major benefits: the synergy between the rules and the machine learning increased the performance and the preannotation of the documents with the rules decreased the annotation time. Even if hybrid systems had already proved to be efficient [16,21,31,33,52], combining expert knowledge (rules) and latent knowledge (neural network), demonstrated a synergistic effect by increasing the performance in all metrics. It will be interesting to also evaluate approaches combining rules and deep learning in a reverse manner—first using a deep-learning model and refining the results using rules.

**Limitations and Perspectives**

We have several perspectives from which to continue this work. First, we did not reproduce our study on a standard corpus such as that of the I2B2 challenge. We would, therefore, have to redevelop all the expert rules for this English corpus. Second, the embedding for language model was trained on a set of 100,000 French clinical notes from a single hospital [53]. However, even with these limits, using the embedding for language model proved to be efficient. We can anticipate even better results with an embedding for language model trained on a larger and more diverse corpus. Finally, our study focused on recognizing medication information entities without extracting the relationships among them. Tao et al [21] described a way to model the relationships by predicting boundaries of utterances that contain related medication entities. We plan to extend this to all types of sentences in our corpus, independently of the number of medications mentions. To this end, we will build a multitask model to predict medication fields and relations. We will also predict medication event markers such as start, stop, increase, decrease, switch, or unique intake of medication. Moreover, we could also predict meta-attribute markers that would provide information on the experiencer (patient, family, other), temporality (in the past, present, or for the future), and certainty (eg, factual, suggested, hypothetical, conditional, negated, or contraindicated [54]).

**Conclusion**

The combination of expert rules, deep contextualized embedding (embedding for language model), and deep neural networks improved medication information extraction. This association achieved high performance on a heterogeneous corpus of French-language clinical reports, despite the data set’s small size.
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Abstract

**Background:** Although electronic health records (EHRs) have been widely used in secondary assessments, clinical documents are relatively less utilized owing to the lack of standardized clinical text frameworks across different institutions.

**Objective:** This study aimed to develop a framework for processing unstructured clinical documents of EHRs and integration with standardized structured data.

**Methods:** We developed a framework known as Staged Optimization of Curation, Regularization, and Annotation of clinical text (SOCRATex). SOCRATex has the following four aspects: (1) extracting clinical notes for the target population and preprocessing the data, (2) defining the annotation schema with a hierarchical structure, (3) performing document-level hierarchical annotation using the annotation schema, and (4) indexing annotations for a search engine system. To test the usability of the proposed framework, proof-of-concept studies were performed on EHRs. We defined three distinctive patient groups and extracted their clinical documents (ie, pathology reports, radiology reports, and admission notes). The documents were annotated and integrated into the Observational Medical Outcomes Partnership (OMOP)-common data model (CDM) database. The annotations were used for creating Cox proportional hazard models with different settings of clinical analyses to measure (1) all-cause mortality, (2) thyroid cancer recurrence, and (3) 30-day hospital readmission.

**Results:** Overall, 1055 clinical documents of 953 patients were extracted and annotated using the defined annotation schemas. The generated annotations were indexed into an unstructured textual data repository. Using the annotations of pathology reports, we identified that node metastasis and lymphovascular tumor invasion were associated with all-cause mortality among colon and rectum cancer patients (both \(P=.02\)). The other analyses involving measuring thyroid cancer recurrence using radiology reports
and 30-day hospital readmission using admission notes in depressive disorder patients also showed results consistent with previous findings.

**Conclusions:** We propose a framework for hierarchical annotation of textual data and integration into a standardized OMOP-CDM medical database. The proof-of-concept studies demonstrated that our framework can effectively process and integrate diverse clinical documents with standardized structured data for clinical research.

**KEYWORDS**
natural language processing; search engine; data curation; data management; common data model

**Introduction**

**Background**

With the universal adoption of electronic health records (EHRs), the secondary use of EHRs becomes important for translational research and improvement of the quality of health care [1-3]. EHRs comprise structured (ie, diagnoses, medications, procedures, laboratory tests, and medical device use) and unstructured records, such as clinical notes with diverse formats. Structured data have been widely utilized owing to their processable and standardized codes. In an international open science initiative, Observational Health Data Sciences and Informatics (OHDSI), the structured data of more than 200 hospitals worldwide were mapped into a standardized vocabulary and data structure referred to as the Observational Medical Outcomes Partnership (OMOP)-common data model (CDM) [4]. OHDSI is an open collaborative research community, and researchers from each country have collaborated for discovering medical knowledge. OMOP-CDM version 6.0 consists of 15 clinical data tables, four health system data tables, two health economics data tables, three derived tables, and 10 vocabulary tables. All of the tables are represented with standardized medical terminologies. Using the OMOP-CDM, OHDSI has generated medical evidence through large-scale observational research [5], which can be achieved by the software and user interface to facilitate standardized phenotyping [6], statistical analysis [7], and machine-learning application [8].

Clinical notes with natural language are keeping invaluable information that is not in available structured data, such as clinician’s thoughts and medical profiles [9,10]. Although textual data can complement structured data and provide reliable clinical evidence, consistently processing textual data across multiple hospitals has been profoundly restricted. To process unstructured textual data, natural language processing (NLP) technology, an area of computer science for transforming human linguistics into a machine-readable form, is required [11-13]. Clinical documents in the OMOP-CDM have not been actively used for research in OHDSI because of difficulties in consistently processing the textual data and lack of standardized text mining pipelines. Therefore, a standardized clinical text framework for extracting, processing, and annotating unstructured clinical documents is essential to maximize the usefulness of the large body of clinical data in the OMOP-CDM format around the world.

One of the primary streams of clinical NLP is named entity recognition (NER), which extracts information of interest based on annotation schemas [14]. However, most NER studies have used a relatively narrow schema that permits restricted relationships and categories of medical concepts. The restricted medical concepts indicate that only limited information can be extracted from the narratives [15,16]. Conversely, hierarchical annotation leverages a multilevel data structure to extract a wide range of information. Users can richly annotate clinical notes and facilitate the annotations for various purposes. For example, the multilevel structure can contain the hierarchy and relations of the observed tumor, differentiation, gross type, invasion, size, and other characteristics, while the narrow schema cannot include this information. This rich information can be extracted through the hierarchical schema and can be facilitated for answering a variety of research questions. Therefore, a hierarchical annotation schema is more desirable for clinical research [17-20].

**Comparison With Prior Work**

One of the attempts to standardize diverse EHR formats into CDM is the Sentinel project. Sentinel and its component (ie, Mini-Sentinel) have been developed by the United States Food and Drug Administration (FDA), with the aim to create an active surveillance system for monitoring the safety of medical products [21]. Sentinel is a US domestic data model, and the OMOP-CDM was used in this study because of its international research network and wide coverage of standardized medical terminology [22].

In the aspects of NLP frameworks, many NLP information extraction and retrieval systems have been developed to process documents in EHRs for use in clinical practice or research. EMERSE is a clinical note searching system developed using Apache Lucene to increase the availability of EHRs and to help clinicians and researchers effectively retrieve information [23]. SemEHR provides a biomedical information extraction and semantic search system for clinical notes, and several case studies have proven the system’s usability [24]. SemEHR facilitates Fast Healthcare Interoperability Resources (FHIR) to represent the clinical semantic concepts extracted from free text. cTAKES and CLAMP are widely used NLP systems that provide serial components for information extraction [25,26]. CREATE is an information retrieval system based on the OMOP-CDM for executing textual cohort selection queries on structured and unstructured data [27]. On the other hand, Sharma et al proposed a phenotyping system with NLP algorithms to extract features from the clinical documents of the OMOP-CDM database [28].
Despite well-performing systems, using the systems is still difficult since the systems require high optimization for the local environment and extensive domain knowledge [29]. Moreover, clinical note extraction and preprocessing are needed separately from the systems. The lack of a user interface limits the systems’ usability and portability. Hence, clinical NLP systems that can be applied to standardized medical databases and provide serial NLP components to enhance research continuity are required for users. In this study, we chose the OMOP-CDM owing to its wide coverage of standardized medical terminology and worldwide distributed research networks.

Objectives
This study aimed to integrate unstructured clinical textual data with structured data through the framework referred to as Staged Optimization of Curation, Regularization, and Annotation of clinical text (SOCRATex). The proposed framework was designed (1) to define a flexible hierarchical annotation schema containing complex clinical information through efficient chart review, (2) to generate reusable annotations based on user-configurable JavaScript object notation (JSON) architecture, and (3) to construct a clinical text data repository that can be integrated with the standardized structured data.

Methods

System Architecture
SOCRATex follows a pipeline-based architecture with the following four stages: (1) extracting clinical notes for the target population and preprocessing the data, (2) defining the annotation schema with a hierarchical structure by referring clustered topics from the clinical notes; (3) performing document-level hierarchical annotation; and (4) constructing a textual data repository with a search engine (Figure 1). All source codes are available online [30].

Stage 1: Data Extraction and Preprocessing
In the first stage of SOCRATex, the user defines the target population. OHDSI provides an open-source software stack known as ATLAS, which enables users to define complex and transferrable phenotypes of interest based on structured data (ie, diagnosis, medication prescription, medical device use, and laboratory measurements) [31]. The documents in the OMOP-CDM are fully connected to other structured data through patient identifiers. Information regarding note type, language, and encoding system are stored with a fully standardized vocabulary [32].

In the NOTE table, foreign keys that can be connected with other tables exist in the CDM (Figures S1 and S2 in Multimedia Appendix 1). NOTE_EVENT_ID is a foreign key identifier of the event (ie, drug exposure, visit, and procedure) during which the note was recorded. NOTE_EVENT_FIELD_CONCEPT_ID is a standardized vocabulary showing which NOTE_EVENT_ID is being referred to. NOTE_TYPE_CONCEPT_ID represents the type, origin, or provenance of the recorded clinical notes. SOCRATex extracts a certain type of clinical document for the target population by using NOTE_TYPE_CONCEPT_ID.

In the NOTE table, foreign keys that can be connected with other tables exist in the CDM (Figures S1 and S2 in Multimedia Appendix 1). NOTE_EVENT_ID is a foreign key identifier of the event (ie, drug exposure, visit, and procedure) during which the note was recorded. NOTE_EVENT_FIELD_CONCEPT_ID is a standardized vocabulary showing which NOTE_EVENT_ID is being referred to. NOTE_TYPE_CONCEPT_ID represents the type, origin, or provenance of the recorded clinical notes. SOCRATex extracts a certain type of clinical document for the target population by using NOTE_TYPE_CONCEPT_ID.
stemming; and generating a document-term matrix. SOCRATex users can add specific regular expressions or terms to the stop words list.

Stage 2: Defining the Annotation Schema With a Hierarchical Structure

To define an annotation schema for organizing hierarchical entities of medical documents, researchers with domain knowledge need to review the overall documents of interest thoroughly. By leveraging latent Dirichlet allocation (LDA), which clusters similar words based on the word distributions over documents, SOCRATex automatically identifies topic clusters among documents of interest and provides samples of each cluster to researchers [33,34]. It is assumed that the sampled documents can represent the semantic characteristics of the extracted documents because the topic clusters represent the latent semantics of the documents. Therefore, reviewing the samples can suggest an efficient chart review process rather than reviewing the documents. This reduces redundant labor for reviewing charts of similar content to understand the documents of interest comprehensively.

To calculate the optimal number of topics in LDA, we used perplexity scores, a statistical measure for probabilistic models. Users can decide the best hyperparameters for LDA performance based on the perplexity scores [35-39]. For the interpretation of LDA results, SOCRATex shows both words and documents from their associated topics (Figures S1 and S2 in Multimedia Appendix 2). Based on LDA topics, users can define the annotation schema using the JSON architecture, a machine readable and hierarchical architecture consisting of entity-value pairs.

Stage 3: Document-Level Annotation With a Defined Schema

Manual annotation is notorious for being an error-prone process. To limit the errors and ensure annotation quality, we applied the JSON schema that can restrict the values and data types of annotation entities [40]. Users need to specify the allowed values of annotation entities using the JSON format. For instance, diameters of observed tumors can be restricted to numeric values. The annotation schema can be distributed to other institutions for generating homogeneous annotations.

Stage 4: Constructing a Textual Data Repository for Data Exploration and Retrieval

Elastic Stack, a group of open-source products specialized in textual data exploration and retrieval, is used for constructing a textual data repository for the annotations. Elastic Stack is composed of Elasticsearch and Kibana. Elasticsearch is a full-text search and analytics engine for textual data, and Kibana is its visualization dashboard [41]. SOCRATex can index the generated annotations into Elasticsearch, and users can explore their data using Kibana (Figure S1 in Multimedia Appendix 3).

Validation Using EHRs

We applied SOCRATex against hospital data to validate the usability of the framework. The following three distinctive groups were defined using the OMOP-CDM database of Ajou University School of Medicine [42]: (1) patients who were diagnosed with malignant neoplasms of the colon and rectum between 2014 and 2017, (2) patients who were diagnosed with malignant neoplasms of the thyroid gland and who underwent thyroidectomy between 2014 and 2016, and (3) patients who were diagnosed with major depressive disorder and hospitalized via the emergency department between 2012 and 2018.

From each group of patients, we extracted a specific type of clinical note. Among the patients with colorectal cancer, we extracted their pathology reports with the statement of cancerous lesions of the colon and rectum. Radiology reports of postoperative thyroid ultrasonography were extracted for the patients who underwent thyroidectomy owing to thyroid cancer. Among the patients with major depressive disorder, admission notes were selected and identified with a description of the reason for hospitalization.

Each note type was selected because of its different characteristics (Figure 2). Pathology reports have a semistructured format that is similar to the synoptic pathology reporting form and are primarily written in English [43]. Radiology reports feature a semistructured data format and narrative sentences. Admission notes have narrative descriptions of medical history, disease diagnosis, and medication prescription of the patients. Korean characters were removed and only English characters were included for topic modeling analysis. During the annotation process, we used both languages for accurate annotation. To evaluate the accuracy and efficiency of the SOCRATex annotation process, we compared the annotation process of our system and traditional manual chart review.
Both structured and unstructured textual data were deidentified to protect patient data. The OMOP-CDM per se is a pseudonymized data model that does not allow identifying specific individuals with the data. Hence, it is compliant with pseudonymization of the EU General Data Protection Regulation and Health Insurance Portability and Accountability Act of 1996 (HIPAA) regulations [44,45]. Moreover, the deidentification process in Ajou University Hospital was applied to the data sets to ensure privacy protection (Figure S1 in Multimedia Appendix 4). With the process, patient IDs are encrypted and only the researcher with IRB approval is allowed to receive decryption keys. However, the unstructured textual data can still contain private information. Therefore, a rule-based algorithm was applied to eliminate HIPAA-defined protected health information (PHI) and Korean PHI from the narratives (Tables S1 and S2 in Multimedia Appendix 4). We applied the algorithm by Shin et al that was developed on bilingual clinical documents (ie, Korean and English), was validated on 5000 notes of 33 types, and showed 99.87% precision [46]. The rules for the data set of this study were then optimized and updated.

As proof-of-concept studies, we performed survival analyses to measure mortality rates, cancer recurrence, and hospital readmission using information from both structured clinical data and medical narratives. All-cause mortality, lymphovascular invasion, echogenicity of thyroid nodules, and episodes and specifiers of major depressive disorder. The episodes and specifiers were measured using the Diagnostics and Statistical Manual of Mental Disorder (DSM-5) [47]. Furthermore, we calculated the Korean Thyroid Imaging Reporting and Data System (K-TIRADS) score, a risk stratification of thyroid nodules using the extracted covariates (ie, size, content, and echogenicity of thyroid nodules) [48]. A high K-TIRADS score indicates that the observed thyroid lesions are suspected to be malignant.

In patients diagnosed with colon and rectum cancer, we measured all-cause mortality stratified by node metastasis, lymphovascular invasion, echogenicity of thyroid nodules, and episodes and specifiers of major depressive disorder. The episodes and specifiers were measured using the Diagnostics and Statistical Manual of Mental Disorder (DSM-5) [47]. Additionally, we calculated the Korean Thyroid Imaging Reporting and Data System (K-TIRADS) score, a risk stratification of thyroid nodules using the extracted covariates (ie, size, content, and echogenicity of thyroid nodules) [48]. A high K-TIRADS score indicates that the observed thyroid lesions are suspected to be malignant.
To demonstrate external feasibility, we applied SOCRATex to pathology reports from another tertiary hospital’s OMOP-CDM database. This study was approved by the Institutional Review Board at Ajou University Hospital (IRB approval number: AJIRB-MED-MDB-19-579).

Results

Stage 1: Defining Patient Groups and Extracting Clinical Documents

Overall, 600 pathology reports from 588 patients with colon and rectum cancer, 308 radiology reports from 220 patients who underwent thyroidectomy, and 147 admission notes from 145 patients with major depressive disorder were included in the study. The characteristics of the patients are shown in Table 1. To compare the cohorts, medical history of the patients was extracted using structured coded data.

Moreover, the information loss and accuracy of clinical note extraction were investigated (Tables S1, S2, and S3 in Multimedia Appendix 1). It showed that data sparsity dropped less than 1% in pathology and radiology reports and 4% in admission notes despite eliminating non-English character removal. The most frequent tokens in documents usually consisted of English characters and a few Korean characters, such as “환자는 (the patient),” “하였다 (did),” and “정신과 (department of psychiatry).”

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patients with pathology reports (n=588)</th>
<th>Patients with radiology reports (n=220)</th>
<th>Patients with psychiatric admission notes (n=145)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>62.65 (12.58)</td>
<td>46.52 (18.69)</td>
<td>49.12 (19.59)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female, n (%)</td>
<td>229 (38.9)</td>
<td>176 (80.0)</td>
<td>107 (73.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>General medical history, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dementia</td>
<td>6 (1.1)</td>
<td>0 (0.0)</td>
<td>0 (0.0)</td>
<td>.23</td>
</tr>
<tr>
<td>Gastroesophageal reflux disease</td>
<td>9 (1.5)</td>
<td>8 (3.6)</td>
<td>0 (0.0)</td>
<td>.03</td>
</tr>
<tr>
<td>Gastrointestinal hemorrhage</td>
<td>31 (5.3)</td>
<td>1 (0.5)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hyperlipidemia</td>
<td>9 (1.5)</td>
<td>11 (5.0)</td>
<td>3 (2.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypertensive disorder</td>
<td>165 (28.1)</td>
<td>15 (6.8)</td>
<td>2 (1.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>84 (14.3)</td>
<td>18 (8.2)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Renal impairment</td>
<td>22 (3.7)</td>
<td>3 (1.4)</td>
<td>0 (0.0)</td>
<td>.01</td>
</tr>
<tr>
<td>Liver lesion</td>
<td>30 (5.1)</td>
<td>1 (0.5)</td>
<td>0 (0.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cardiovascular disease, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atrial fibrillation</td>
<td>11 (1.9)</td>
<td>0 (0.0)</td>
<td>1 (0.7)</td>
<td>.08</td>
</tr>
<tr>
<td>Cerebrovascular disease</td>
<td>6 (1.0)</td>
<td>1 (0.5)</td>
<td>0 (0.0)</td>
<td>.64</td>
</tr>
<tr>
<td>Coronary arteriosclerosis</td>
<td>10 (1.7)</td>
<td>3 (1.4)</td>
<td>0 (0.0)</td>
<td>.34</td>
</tr>
<tr>
<td>Heart disease</td>
<td>39 (6.6)</td>
<td>8 (3.6)</td>
<td>1 (0.7)</td>
<td>.008</td>
</tr>
<tr>
<td>Heart failure</td>
<td>7 (1.2)</td>
<td>2 (0.9)</td>
<td>0 (0.0)</td>
<td>.45</td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>16 (2.7)</td>
<td>2 (0.9)</td>
<td>0 (0.0)</td>
<td>.048</td>
</tr>
<tr>
<td>Peripheral vascular disease</td>
<td>10 (1.7)</td>
<td>3 (1.4)</td>
<td>1 (0.7)</td>
<td>.86</td>
</tr>
</tbody>
</table>

Stage 2: Defining the Annotation Schema With a Hierarchical Structure

The optimal number of topics for pathology reports was determined to be 5, whereas the optimal number of both radiology reports and admission notes was 4 (Table S1 in Multimedia Appendix 2).

We defined a hierarchical schema of pathology reports based on the topics and sample documents (Figure 3). The entities of pathology reports were classified into the following three groups: lesions, lymph nodes, and biomarker tests. Each entity has a multilevel structure, especially the invasion entity, which showed a deep multilevel structure containing the hierarchical information of lymphatic, vascular, and perineural invasion, and resection margin. The annotation schemas of radiology reports and admission notes are shown in Figures S3 and S4 in Multimedia Appendix 2. Overall, 23 entities were defined for pathology reports, 20 entities for radiology reports, and 5 entities for admission notes.
Figure 3. Defining a hierarchical annotation schema of pathology reports, which describes lesions of colon and rectum cancer. The process had the following three steps: (1) classifying documents using clustered topics from the latent Dirichlet allocation model, (2) identifying medical entities of interest, and (3) designing the annotation schema. PCR: polymerase chain reaction; PNA: peptide nucleic acid.

Stage 3: Document-Level Annotation With a Defined Schema

Document-level annotation was applied on the extracted documents, resulting in the annotation of 1055 clinical documents with the defined schema. A total of 1000 colonoscopy pathology reports from another tertiary hospital database were annotated with the distributed annotation schema (Multimedia Appendix 5). The comparison between SOCRA Tex annotation and traditional chart review is described in Multimedia Appendix 6. It shows that the mean accuracy of traditional chart review was 0.917 and its mean annotation time was 548 minutes. On the other hand, the mean accuracy of SOCRA Tex annotation was 0.937 and its mean annotation time was 360 minutes.

Stage 4: Constructing a Textual Data Repository for Data Exploration and Retrieval

The generated annotations were indexed into Elasticsearch to construct a textual data repository. Table S1 in Multimedia Appendix 3 demonstrates that the admission notes were identified as having the largest tokens (24,319 tokens) and that the radiology reports were identified as having 1006 tokens. The tokens of pathology reports were 3561.

Using the constructed textual data repository, we explored the entity distributions of the annotations using the Kibana interface (Figure 4). Figure 4A shows the distributions of pathology entities. It shows that adenocarcinoma was the most frequent tumor, which was observed in 412 of 600 documents (68.7%). Tubular and tubulovillous adenomas were the second most frequent tumors, which were observed in 186 (31.0%) and 48 (8.0%) documents, respectively. Among the biomarker tests, the microsatellite instability test was identified as the most frequent biomarker test with 90 (50.3%) occurrences, followed by epidermal growth factor receptor with 85 (47.5%) occurrences. The distributions of radiology entities showed that solid or predominantly solid thyroid nodules were observed in 34 of 148 documents, in which 209 (16.2%) nodules were observed via thyroid ultrasonography (Figure 4B). There were only 4 (2.70%) documents describing cystic or predominantly cystic nodules. Of 144 observed lesions with nodule size, 20 (14.1%) nodules were larger than 2.0 cm and the other 122 (85.9%) nodules were less than 2.0 cm. Using the DSM-5, we identified the severity, episode, and specifier of major depressive disorder from admission notes (Figure 4C). As a result, 52 (35.4%) hospitalized cases and 33 (22.5%) cases were identified as having anxious distress of major depressive disorder and psychotic or mood-congruent psychotic features, respectively. In addition, we identified the medication usage patterns of patients. The most frequently prescribed medication was alprazolam with 66 (22.6%) prescriptions, followed by escitalopram with 35 (11.3%) prescriptions.
Hierarchical annotations can show further relationships between the entities. Figure 5 describes the hierarchical relations of the entities. Using Kibana queries, we classified each annotation body into two categories. First, the observed tumors and the differentiation from pathology report findings are described (Figure 5A and 5B). Both are distinguished by lymph node positivity. Among moderately differentiated adenocarcinomas, 29 (71.6%) lymph node–positive cases and 45 (66.6%) lymph node–negative cases were observed. Second, frequent differentiation of adenocarcinoma differed according to lymph node involvement as follows: 6 (14.8%) poorly differentiated in lymph node–positive cases and 11 (17.4%) well differentiated in lymph node–negative cases. Additionally, relations of thyroid nodule types and contents by anatomic locations are described.
in Figure 5C and 5D. The results show that solid nodules with malignancy were observed in 7 (16.3%) cases in the left thyroid and 10 (14.1%) cases in the right thyroid. On the contrary, benign cystic thyroid nodules were observed in only 2 (2.6%) cases in the left thyroid and 2 (1.7%) cases in the right thyroid. Third, the specifiers and severities of major depressive disorder were identified (Figure 5E and 5F). The results were divided according to single or recurrent episodes of major depressive disorder. Among the patients with single episodes of the disease, 21 (45.7%) cases were identified as involving severe major depressive disorder with an anxious distress specifier. Additionally, 20 (51.3%) cases of multiple episodes were identified as involving an anxious distress specifier with severe symptoms.

**Figure 5.** Sunburst plots generated using the Kibana interface. (A) and (B) show the observed histologies and their differentiation from pathology reports. (A) shows the results of lymph node–positive cases, and (B) shows the results of lymph node–negative cases. (C) and (D) are observed from radiology reports. Each of the plots indicates the left and right thyroid in order. (E) and (F) show the disease specifier and its severity from the admission notes. (E) shows the results of single-episode patients, and (F) shows the results of multiple-episode patients.

The annotation results of the other tertiary hospital database are described in Multimedia Appendix 5. Tubular adenoma observed at the sigmoid colon was the most frequent histology with 131 cases among 720 observed lesions (20.1%), and hyperplastic polyps represented the second most frequent histology in the sigmoid colon with 76 (11.7%) cases.

### Association of Features From Clinical Notes and Structured Data

For patients diagnosed with malignant neoplasm of the colon and rectum, 5-year survival analyses were performed (Figure 6A and 6B). The analyses measured mortality rate according to node metastasis and lymphovascular tumor invasion. We found that patients with lymph node involvement had significantly worse survival rates than those without involvement (HR 5.22, 95% CI 1.08-25.22; P=.04). Lymphovascular invasion was also associated with significantly higher mortality in patients with colorectal cancer (HR 3.75, 95% CI 1.14-12.32; P=.03).
Figure 6. Kaplan-Meier curves with P values of the log-rank test. Survival analyses were performed. (A) and (B) measure 5-year mortality rates of patients with colorectal cancer by node metastasis and lymphovascular tumor invasion, respectively. (C) and (D) measure thyroid cancer recurrence by echogenicity of thyroid nodules and K-TIRADS scores, respectively. (E) and (F) measure 30-day readmission of patients with major depressive disorder by disease specifiers and episodes, respectively. K-TIRADS: Korean Thyroid Imaging Reporting and Data System.

Recurrence risk of thyroid cancer stratified by the echogenicity of thyroid nodules and the K-TIRADS score was measured (Figure 6C and 6D). In our analysis, recurrence of thyroid cancer was not significantly associated with the echogenicity of thyroid nodules (HR 0.80, 95% CI 0.16-3.98; \( P = .78 \)). On the other hand, we found that high K-TIRADS scores (K-TIRADS 3 and 4) were associated with a higher risk of thyroid cancer recurrence compared with low K-TIRADS scores (K-TIRADS 1-3) (HR 12.43, 95% CI 2.73-56.60; \( P < .001 \)).

Among patients with major depressive disorder, we measured 30-day readmission according to disease specifiers and episodes, which were measured based on the DSM-5 (Figure 6E and 6F). The specifiers were classified into anxious distress and psychotic...
features. Disease episodes were classified into single or recurrent episodes. The results showed that 30-day readmission was not significantly associated with the specifiers of major depressive disorder (HR 1.07, 95% CI 0.50-2.26; P=.87). Single or recurrent episodes of major depressive disorder were not significantly associated with 30-day readmission (HR 0.78, 95% CI 0.47-1.29; P=.34).

Discussion

Principal Findings

The framework succeeded in hierarchically annotating unstructured clinical documents and integrating them into standardized structured data. Through proof-of-concept studies, three different types of clinical documents (i.e., pathology reports, radiology reports, and admission notes) were extracted and processed with topic modeling to identify medical concepts. The hierarchical schemas were defined with efficient chart review by sampling documents according to semantic topics. Overall, 1055 documents were manually annotated using the schemas and indexed in the search engine. We attempted multidimensional validation by identifying the characteristics of the hierarchical annotations and by performing survival analyses with integrated data of structured and unstructured textual information. The following were identified through validation: (1) the association of node positivity with mortality in patients with colorectal cancer, (2) the association of the K-TIRADS score with thyroid cancer mortality, and (3) medication usage patterns according to depression episodes.

SOCRATex uses flexible annotation schemas for clinical text annotation that can include complex information in free-text documents (Multimedia Appendix 7). The narrow annotation schema can only extract the entities of disease, treatment, and test [15,16]. These simple entities are effective to annotate and train the model, but difficult to explain their relationships. On the contrary, the annotation schema on pathology reports successfully contained the relationships among tumor type, dimension, location, and invasion. Consequently, we identified that more than 42% (253/588) of colorectal cancer patients had moderately differentiated adenocarcinoma and underwent a microsatellite instability test. In the radiology reports, 23% (34/148) of thyroid nodules were identified as having solid content. The hierarchical schema of admission notes identified medication usage patterns by disease episodes, showing that alprazolam and escitalopram were the most frequently prescribed medications in both patient groups.

Through proof-of-concept studies, we demonstrated that the generated hierarchical annotations could be used in various settings of clinical research. The survival analyses of patients with colorectal cancer showed that node positivity and lymphovascular invasion were significantly associated with a higher mortality rate, which is consistent with the findings of previous studies [49,50]. The analyses of radiology reports found that higher K-TIRADS scores were significantly associated with the recurrence of thyroid cancer, which is consistent with previous reports [48].

Limitations

This study has several limitations that can direct future research. First, interesting clinical implications were not determined from our proof-of-concept studies. To discover novel medical evidence, a sophisticated study design is required. However, our aim here was to demonstrate that the generated textual data repository could be used for clinical research. Second, the feasibility of the framework in the distributed research network was not fully validated. Still, we distributed the annotation schema of pathology reports to the other institution and were able to annotate 1000 colonoscopy pathology reports. Third, the defined annotation schema was not systematically evaluated. Three annotation schemas were defined with domain experts according to their related clinical domains. However, systematic validation of the schemas is still required. Moreover, the applicability of FHIR standards in the system of this study will be investigated to test its extensibility.

Although the generated annotations can be reused for clinical analyses of various purposes, the initial manual annotation of documents is still a time-consuming and costly process. In future work, state-of-the-art algorithms, such as BERT, XLNet, and GPT-3, could be applied to automatic information extraction processes to reduce the annotation burden and cost [51-53].

Conclusions

We propose a clinical text processing framework to generate flexible hierarchical annotations and integrate them with the standardized structured data of the OMOP-CDM. The proof-of-concept studies demonstrated that the generated annotations were integrated with the structured data and were successfully used for various clinical research approaches with efficient chart review processes. The conformance with CDM allows the application of a standard annotation schema to generate homogeneous annotations from different institutions.
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Abstract

Background: When a patient is suspected of having an acute myocardial infarction, they are accepted or declined for primary percutaneous coronary intervention partly based on clinical assessment of their 12-lead electrocardiogram (E.CG) and ST-elevation myocardial infarction criteria.

Objective: We retrospectively determined the agreement rate between human (specialists called activator nurses) and computer interpretations of ECGs of patients who were declined for primary percutaneous coronary intervention.

Methods: Various features of patients who were referred for primary percutaneous coronary intervention were analyzed. Both the human and computer ECG interpretations were simplified to either “suggesting” or “not suggesting” acute myocardial infarction to avoid analysis of complex heterogeneous and synonymous diagnostic terms. Analyses, to measure agreement, and logistic regression, to determine if these ECG interpretations (and other variables such as patient age, chest pain) could predict patient mortality, were carried out.

Results: Of a total of 1464 patients referred to and declined for primary percutaneous coronary intervention, 722 (49.3%) computer diagnoses suggested acute myocardial infarction, whereas 634 (43.3%) of the human interpretations suggested acute myocardial infarction (P<.001). The human and computer agreed that there was a possible acute myocardial infarction for 342 out of 1464 (23.3%) patients. However, there was a higher rate of human–computer agreement for patients not having acute myocardial infarctions (450/1464, 30.7%). The overall agreement rate was 54.1% (792/1464). Cohen 𝜅 showed poor agreement (κ=0.08, P=.001). Only the age (odds ratio [OR] 1.07, 95% CI 1.05-1.09) and chest pain (OR 0.59, 95% CI 0.39-0.89) independent variables were statistically significant (P=.008) in predicting mortality after 30 days and 1 year. The odds for mortality within 1 year of referral were lower in patients with chest pain compared to those patients without chest pain. A referral being out of hours was a trending variable (OR 1.41, 95% CI 0.95-2.11, P=.09) for predicting the odds of 1-year mortality.

Conclusions: Mortality in patients who were declined for primary percutaneous coronary intervention was higher than the reported mortality for ST-elevation myocardial infarction patients at 1 year. Agreement between computerized and human ECG interpretation is poor, perhaps leading to a high rate of inappropriate referrals. Work is needed to improve computer and human decision making when reading ECGs to ensure that patients are referred to the correct treatment facility for time-critical therapy.
Introduction

Background

According to the British Heart Foundation, circulatory diseases cause more than one-quarter (27%) of all deaths in the United Kingdom [1]. In the United Kingdom, more than 100,000 hospital admissions each year are due to heart attacks (280 admissions per day) [1]. Acute coronary syndrome occurs due to a restriction in blood flow in the coronary arteries [2]. Acute coronary syndromes are subdivided into (1) ST-elevation myocardial infarctions, (2) non–ST-elevation myocardial infarctions, and (3) unstable angina [3]. ST-elevation myocardial infarction is generally more serious when there is total occlusion of a coronary blood vessel leading to extensive damage to a large area of the heart [4]. Once a blocked artery is suspected, a patient is typically referred for reperfusion therapy which can include a primary percutaneous coronary intervention [5]. The preferred treatment for an acute myocardial infarction with ST-segment elevation is angioplasty (primary percutaneous coronary intervention) given that this is an effective therapy for opening occluded arteries [6-8]. The admission criteria for primary percutaneous coronary intervention are often variable and partly based on electrocardiogram (ECG) interpretation and patient symptoms, hence not all referrals are accepted. Even if ST-elevation myocardial infarction is present, ECG interpretation can be difficult due to different factors, including misleading computerized interpretations, signal noise, poor confidence or competency in reading ECGs, human error, and indeed, borderline ECGs (not precisely normal, but not significantly abnormal either), that make it difficult for clinicians to make a binary decision. A strict criterion may result in patients with acutely occluded coronary arteries not getting the treatment in time. It has been reported that several patients not meeting ST-elevation myocardial infarction criteria who were nevertheless referred for primary percutaneous coronary intervention did indeed require angioplasty [9].

ECG interpretation is central to deciding whether patients should be declined or accepted for primary percutaneous coronary intervention. The ECG is the most widely used diagnostic tool for patients with suspected acute myocardial infarction [10,11]. Many prehospital protocols require the acquisition of a single 12-lead ECG when assessing a patient for a ST-elevation myocardial infarction or ischemia. However, if necessary, a second or third prehospital ECG is recorded to correctly identify a ST-elevation myocardial infarction due to the number of ECGs (15% in [5]) that are nonspecific, ambiguous, and perhaps borderline [5]. When arriving at an emergency, paramedics are often first to record and interpret the ECG. Different studies [12,13] have been conducted to compare ECG interpretation accuracy between paramedics and physicians. Mencl et al [12] found no correlation between training, experience, or confidence in the ability of paramedics to recognize ST-elevation myocardial infarctions. The paramedics in the study were only able to identify inferior ST-elevation myocardial infarctions and normal ECGs; paramedics’ ECG interpretations cannot be solely relied on (low sensitivity and specificity) for activating the catheterization laboratory (CathLab), in which diagnostic imaging equipment used to visualize the arteries and the chambers of the heart and to treat any stenosis or abnormality, in a primary percutaneous coronary intervention service [12].

Identification of patients with acute myocardial infarction continues to be challenging, especially when automated ECG interpretation is inconclusive or misleading. However, a study [13] has shown that, when the ECG exhibits vagueness, clinician input (using the internet) can improve diagnostic performance and reduce time to treatment. It is well documented that misinterpretation of the ECG can lead to incorrect decision making regarding treatment, such as false activations (rates of up to 36% [14]) or patients being declined. According to Degheim et al [15], 12.5% of all CathLab activations were false activations for misinterpreted ST-elevation myocardial infarction. These false activations have both clinical and financial costs.

Prior Work

Given the challenges of reading ECGs, computer interpretation has been used for many years to assist human interpreters. In a retrospective cross-sectional study [16] of 200 prehospital ECGs, computer interpretation for detecting ST-elevation myocardial infarction achieved a specificity of 100% (100/100; 95% CI 0.96-1.00) and a sensitivity of 58% (58/100; 95% CI 0.48-0.67). This illustrates that this computer algorithm would have incorrectly declined 42% of patients but had zero inappropriate activations [16]; the most common incorrect computer statements for false negatives were “data quality prohibits interpretation” and “abnormal ECG unconfirmed.” Another study [17] concluded that computer-interpretation failed to identify a number of patients with ST-elevation myocardial infarction. This shows that prehospital computerized ECG interpretation is suboptimal for ST-elevation myocardial infarction detection and should not be used as a single method for prehospital activation of the CathLab. Cardiologists are the most accurate diagnosticians and are the least likely to falsely activate the CathLab [18]. Nevertheless, other physicians, paramedics, and specialized nurses (activator nurse) are expected to competently read ECGs.

Study Goals

Having summarized the research to date, we have identified that ECG interpretation is challenging for both humans and computers, and there is a need to better understand the characteristics of the patients who are declined for primary percutaneous coronary intervention, especially given that there are a number of likely false negatives (patients who are declined but needed an emergency intervention).
We aimed to analyze agreement between computer and human (activator nurses) ECG interpretations for patients who were referred to but declined for primary percutaneous coronary intervention.

**Methods**

**Data Set**

This study involved an analysis of an anonymized data set from Altnagelvin Hospital (Northern Ireland, United Kingdom) of consecutive patients who were declined for primary percutaneous coronary intervention from January 2015 to December 2017. The total study population consisted of 1464 patients who were referred but declined for a primary percutaneous coronary intervention.

**Data Collection**

When paramedics suspect acute myocardial infarction based on ECG findings, they contact the primary percutaneous coronary intervention department at the hospital and describe the symptoms and ECG findings to an activator nurse. The activator nurse routinely records this referral using a paper-based form, which is then digitized to a spreadsheet. Therefore, the data contained some inconsistencies and missing values.

**Data Analysis**

All statistical analyses were performed using R (version 3.5.2, RStudio). The time-series visualization of interpretations was generated using an R package for visual analytics (ggplot2; version 3.3.2). Data were interrogated for missing values and completeness. There were no missing values in the most important data columns (ie, computer ECG interpretation, activator nurse ECG interpretation); however, to overcome data inconsistencies, the required fields were manually cleaned. There were typographical issues such as the inconsistent use of mixed upper and lower case, spelling mistakes, use of shorthand, and abbreviations used in the computer and human ECG interpretation columns. Comparisons between the distinct groups were investigated for significance using chi-square tests for categorical dichotomous variables. One-tailed Student t or Mann-Whitney tests were used for continuous variables depending upon whether the variables were normally distributed. Logistic multivariate regression analysis was performed on independent variables such as gender, age, out of hours, chest pain, activator nurse interpretation, computer interpretation, and computer and activator nurse agreement where the response variables included 30-day and 1-year mortality (encoded as 1 or 0, where 1=mortality). We also investigated mutual agreement and disagreement over the 24-hour day. To analyze the agreement between the computer and activator nurse, all interpretations were simplified and re-encoded as either suggesting or not suggesting acute myocardial infarction. To achieve this binary encoding of ECG interpretations, 3 medical doctors (AP, SL, and CK—2 of whom were clinical lead and consultant cardiologists) reviewed the original interpretations. The 3 medical doctors independently reclassified these statements as either suggesting acute myocardial infarction or not suggesting acute myocardial infarction, then they met as a team to arrive at consensus when there were discrepancies.

**Ethical Aspects**

Permission for the study was obtained from the Regional Ethical Review Board (IRAS 251710) of the National Health Service Office for Research Ethics Committees Northern Ireland. The study complied with the Declaration of International Research Integrity Association. After the study received ethical approval for secondary data analysis, the staff nurse removed all personal identifiable information such as names, date of birth, and unique patient identifiers.

**Results**

**Activator Nurse and Computer ECG Interpretations**

The computer suggested acute myocardial infarction more often than the activator nurses (722/1464, 49.3% vs 634/1464, 43.3%; \(P=0.001\)). Figure 1 depicts the acute myocardial infarction interpretation rate per hour for both the activator nurses and the computer. The highest relative rate of acute myocardial infarction interpretation by activator nurses occurred at 1 AM (26/45, 57.8%) and 4 AM (17/29, 58.6%). The activator nurses seemed to interpret more acute myocardial infarctions during the middle of the night (12 AM to 6 AM) with a mean of 53% (SD 5.3%) compared to during daytime hours (mean 41%, SD 6.6%; \(P=0.001\)). In contrast, computer interpretation did not show much variation with respect to hours of the day; for the middle of the night (12 AM to 6 AM) with a mean of 53% (SD 5.3%) compared to during daytime hours (mean 41%, SD 6.6%; \(P=0.001\)). In contrast, computer interpretation did not show much variation with respect to hours of the day; for the middle of the night (12 AM to 6 AM), the average acute myocardial infarction interpretation rate was a mean of 47% (SD 4.7%) compared with a mean 50% (SD 5.2%) for the daytime hours. There was slightly more variation in activator nurse interpretations than in those of the computer over the hours of the day.
Figure 1. (a) Activator nurse and (b) computer interpretations of acute myocardial infarction rate by the hour. AMI: acute myocardial infarction; MI: myocardial infarction.

Activator Nurse and Computer Overall Agreement
The human and computer ECG interpretations agreed for 54.1% of patients (792/1464; P < .001). This statistic includes suggesting and not suggesting acute myocardial infarction (Figure 2). The human–computer agreement rates were analyzed per hour; Figure 3 shows that the maximum agreement occurred at 12 PM and 2 PM during the daytime. Whereas in the middle of the night, the peak agreement occurred at 5 AM and 7 AM. Figure 2b shows that there was more variation in activator nurse and computer agreement not suggesting acute myocardial infarction than in those suggesting acute myocardial infarction (mean 57%, SD 7.5% vs mean 43% SD 4.7%; P < .001). There was more uncertainty out of hours when compared to in hours. Activator nurses suggested more acute myocardial infarctions during the middle of the night than in the daytime.

Figure 2. Activator nurse and computer agreement of (a) acute myocardial infarction and (b) not acute myocardial infarction. AMI: acute myocardial infarction; MI: myocardial infarction.
Figure 3. Activator nurse and computer agreement by the hour.

Activator Nurse and Computer Overall Disagreement
The analysis of disagreement between human and computer interpretations was performed by first analyzing instances where activator nurses suggested acute myocardial infarction and the computer did not, and then vice versa. Maximum disagreement occurred at 11 AM.

Activator Nurse Suggested Acute Myocardial Infarction
The number of patients for whom the activator nurse suggested acute myocardial infarction but the computer did not were selected and displayed per hour. The total number of such instances was 292/1464 (19.9%). Activator nurse interpretations suggested acute myocardial infarctions and the computer interpretation disagreed for more patients during the middle of the night (between 1 AM and 2 AM; Figure 4a).

Figure 4. (a) Activator nurse interpretation suggesting acute myocardial infarction and computer disagreed; (b) computer interpretation suggesting acute myocardial infarction and activator nurse disagreed.
Computer Suggested Acute Myocardial Infarction

Computer interpretation suggested acute myocardial infarction and the corresponding activator nurses' interpretation disagreed for 26.0% of patients (380/1464). The maximum disagreement occurred in the evening at 8 PM ($P<.001$; Figure 4b).

Analysis of Other Variables

Patients With Chest Pain

More males (1002/1464, 68.4%) were referred to primary percutaneous coronary intervention than females. More than half (769/1464, 52.5%) of the patients had either chest pain (n=556) or resolved chest pain (n=213). Most of these patients were male (385/556, 69.2%). More patients reported chest pain during the middle of the night (4 AM to 5 AM: 34/55, 61.8%; $P=.02$; Figure 5).

Logistic regression analysis was performed on independent variables including gender, age, out of hours, chest pain, activator nurse interpretation, computer interpretation, and computer–activator nurse agreement with the response variables being 30-day (Table 1) and 1-year mortality (Table 2). Age and chest pain were the only independent variables that were statistically significant ($P<.001$) for predicting mortality after 30 days or 1 year. Another trending variable was out of hours which increased the chance of mortality within 1 year (odds ratio [OR] 1.41, 95% CI 0.95-2.11). Being referred out of hours was more predictive for 1-year mortality than 30-day mortality. Being older (OR 1.07, 95% CI 1.05-1.09) increased the probability of 30-day and 1-year mortality. Activator nurse and computer agreement of acute myocardial infarction and having chest pain reduced the odds of mortality after 1 year. The odds of mortality within 30 days and 1 year of referral were lower in patients with chest pain compared to those patients without chest pain.

Figure 5. Proportion of patients with chest pain by the hour.
Table 1. Odds ratios of variables derived from multiple logistic regression where the response variable was mortality after 1 year.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio (95% CI)</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Out of hours (true/false)</td>
<td>1.41 (0.95-2.11)</td>
<td>0.012</td>
<td>.09</td>
</tr>
<tr>
<td>Age</td>
<td>1.07 (1.05-1.09)</td>
<td>0.434</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chest pain (true)</td>
<td>0.59 (0.39-0.89)</td>
<td>0.012</td>
<td>.008</td>
</tr>
<tr>
<td>Activator nurse diagnosis suggesting acute myocardial infarction (true)</td>
<td>1.26 (0.73-2.16)</td>
<td>0.012</td>
<td>.39</td>
</tr>
<tr>
<td>Computer diagnosis suggesting acute myocardial infarction (true)</td>
<td>1.30 (0.78-2.17)</td>
<td>0.013</td>
<td>.31</td>
</tr>
<tr>
<td>Activator nurse–computer acute myocardial infarction agreement (true)</td>
<td>0.97 (0.47-2.03)</td>
<td>0.011</td>
<td>.95</td>
</tr>
</tbody>
</table>

a42 patients with chest pain died after 1 year, whereas 130 patients without chest pain died after 1 year.

Table 2. Odds ratios of variables derived from multiple logistic regression where the response variable was mortality after 30 days.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Odds ratio (95% CI)</th>
<th>SE</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Out of hours (true/false)</td>
<td>1.39 (0.90-2.20)</td>
<td>0.012</td>
<td>.17</td>
</tr>
<tr>
<td>Age</td>
<td>1.06 (1.04-1.08)</td>
<td>0.434</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Chest pain (true)</td>
<td>0.47 (0.29-0.74)</td>
<td>0.012</td>
<td>.001</td>
</tr>
<tr>
<td>Activator nurse diagnosis suggesting acute myocardial infarction (true)</td>
<td>1.06 (0.59-1.87)</td>
<td>0.012</td>
<td>.84</td>
</tr>
<tr>
<td>Computer diagnosis suggesting acute myocardial infarction (true/false)</td>
<td>0.86 (0.49-1.57)</td>
<td>0.013</td>
<td>.68</td>
</tr>
<tr>
<td>Activator nurse–computer acute myocardial infarction agreement (true)</td>
<td>1.46 (0.65-3.31)</td>
<td>0.011</td>
<td>.35</td>
</tr>
</tbody>
</table>

a25 patients with chest pain died after 30 days, whereas 92 patients without chest pain died after 30 days.

Acute Myocardial Infarction Terminology

Table 3 shows the most frequently used terms by the computer and activator nurses for ECG interpretation to suggest acute myocardial infarction or not suggest acute myocardial infarction. The computer used the term abnormal ECG most frequently, which we classified as not suggesting acute myocardial infarction, whereas activator nurses used the term high take-off for interpreting the ECG, which we classified as not suggesting acute myocardial infarction. Moreover, the computer used the term acute myocardial infarction most frequently for suggesting acute myocardial infarction, and activator nurses used the terms ST depression or ST-elevation for suggesting acute myocardial infarction. Overall, the activator nurses used 45 unique terms to interpret the ECG as not suggestive of acute myocardial infarction and used 19 different terms in suggesting acute myocardial infarction. In contrast, the computer used 59 different terms to interpret the ECG as not suggestive of acute myocardial infarction and 60 unique terms in suggesting acute myocardial infarction.

Table 3. Frequently used terms by computer and activator nurses for suggesting or not suggesting acute myocardial infarction.

<table>
<thead>
<tr>
<th>Classification and ranka</th>
<th>Computer</th>
<th>Activator nurse</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Interpretation term</td>
<td>Patients, n (%)</td>
</tr>
<tr>
<td><strong>Suggests acute myocardial infarction</strong>b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>“acute myocardial infarction”</td>
<td>337 (47)</td>
</tr>
<tr>
<td>2</td>
<td>“inferior infarct”</td>
<td>23 (3)</td>
</tr>
<tr>
<td>3</td>
<td>“anterior injury”</td>
<td>34 (5)</td>
</tr>
<tr>
<td><strong>Does not suggest acute-myocardial infarction</strong>c</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>“abnormal ECG”</td>
<td>382 (51)</td>
</tr>
<tr>
<td>2</td>
<td>“LBBB”</td>
<td>108 (15)</td>
</tr>
<tr>
<td>3</td>
<td>“borderline ECG”</td>
<td>41 (5.5)</td>
</tr>
</tbody>
</table>

aTerms with low frequencies (1 or 2) are not included.
bn=722 for Computer; n=634 for Activator nurse.
cn=742 for Computer; n=830 for Activator nurse.
Interpretation Terminology

Activator nurses were more consistent in their nomenclature in suggesting acute myocardial infarction. In contrast to the activator nurse, the computer used a greater range of nomenclature in suggesting acute myocardial infarction (Table 3). The terms with low frequencies (1 or 2 instances) are not included.

Discussion

Principal Findings

The level of agreement between human and computer ECG interpretation for acute myocardial infarction regarding patients who were declined for primary percutaneous coronary intervention is an interesting research area for clinicians. It unveils useful insights. In this study, we analyzed an anonymized data set from Altnagelvin Hospital (Northern Ireland, United Kingdom) of patients who were declined for primary percutaneous coronary intervention from January 2015 to December 2017. The total study population consisted of 1464 patients who were declined for a primary percutaneous coronary intervention (996/1464, 68.0% men). The decision was appropriate for all patients; none of the patients who were declined for primary percutaneous coronary intervention experienced an acute ST-elevation myocardial infarction. More declined patients were referred out of hours 66.3% (971/1464). Out of all 1464 declined patients, 117 (8.0%) patients died within 30 days, and a total of 174 (11.8%) patients died within 1 year. Furthermore, the 1-year mortality rate was highest if the patient was referred at 4 AM (7/12, 58.3%). This is not surprising as patients who are less sick are less likely to present in the middle of the night.

Human and computer ECG interpretations did not have a high level of agreement, and the computer tended to suggest acute myocardial infarction more often than the specialist activator nurses, especially for the declined patients. A total of 722/1464 (49.3%) computerized diagnoses suggested acute myocardial infarction, whereas only 634/1464 (43.3%) activator nurse diagnoses suggested acute myocardial infarction (P=.001). However, the activator nurse interpreted that ECGs suggested acute myocardial infarction more often during the middle of the night (12 AM to 6 AM: mean 53%, SD 5.3%) than in daytime hours (mean 41%, SD 6.6%; P=.001). In contrast, the computer interpretation did not show much difference for hours of the day; for the middle of the night (12 AM to 6 AM), the average acute myocardial infarction ECG interpretation was 47% (SD 4.7%), and for the rest of the hours of the day, the average acute myocardial infarction ECG interpretation was 50% (SD 5.2%). We speculate that there may be human bias at night—the activator nurses tend to overidentify acute myocardial infarction during the night possibly because they are forced to make a decision when there are fewer consultants or clinicians available for a second opinion.

Prior research stated that major problems in computer interpretation were the interpretation of rhythm disturbances and the diagnosis of acute myocardial infarction, T-wave changes, and ventricular hypertrophy [19]. Researchers also found that there was a considerable difference in accuracy between 3 different computer systems [19].

There were only 342/1464 (23.3%) patients for whom there was human and computer agreement that there was an acute myocardial infarction. There was agreement more often for not being acute myocardial infarction (450/1464, 30.7%; P<.001). The overall agreement rate was only 54.1% (792/1464). The maximum agreement between activator nurses and the computer occurred from 2 PM to 4 PM (139/231, 60.2%). There were 292/1464 (19.9%) patients for whom the computer did not suggest an acute myocardial infarction but the activator nurse did, and 380/1464 (26.0%) patients for whom the activator nurse identified an acute myocardial infarction but the computer did not. The peak disagreement rate between activator nurse and computer occurred at 11 AM (53/98, 54.1%). The result shows that the computer interpreted ECGs as suggesting acute myocardial infarction more often than activator nurses. Activator nurse–computer agreement was poor (Cohen κ=0.08, P=.001). Activator nurses seemed to use fewer terms, whereas the computer used almost 60 different terms suggesting acute myocardial infarction. Previous studies [20] show that there is significant interobserver variability that results in false positives and false negatives. There is a higher rate of discordance among clinically significant ECGs [21].

Additionally, 556 out of 1464 (38.0%) patients who were declined had chest pain. More patients reported chest pain during the middle of the night, between 4 AM and 5 AM (34/55, 61.8%; P=.001). This could be because underlying medical conditions and obstructive sleep apnea can be a trigger for myocardial infarction [22]. For logistic regression analysis, both age and chest pain were the only independent variables that were statistically significant in predicting mortality after 30 days (P<.001 and P=.001, respectively) and 1 year (P<.001 and P=.008, respectively). Another trending variable was out of hours, which increased the odds of 1-year mortality. Being referred out of hours was more predictive for 1-year mortality than 30-day mortality. This could be because not all referral resources were available out of hours. The odds of mortality within 30 days and 1 year of referral were lower in patients with chest pain than in those patients without chest pain. This might be because people with chest pain call for help sooner and receive the appropriate treatment. People without chest pain are more likely to be misdiagnosed.

Limitations

This was a retrospective analysis. The results are based on a single data set from one hospital in Northern Ireland, which can limit the results; the results may not be generalizable for the overall population and primary percutaneous coronary intervention services.

Policy and Practical Implications

Algorithms to detect acute myocardial infarction need to be improved. More ECG data are needed for training ECG interpretation algorithms. Perhaps deep learning and neural networks can be used with the ECG interpretation algorithms for more accurate results. In addition, enhanced training and education can provide nurses and activator nurses with support for more accurate results. In addition, enhanced training and education can provide nurses and activator nurses with support...
for enhanced ECG interpretation capabilities. ECG interpretation in a primary percutaneous coronary intervention service should be more sophisticated and rely upon more than ST-elevation myocardial infarction criteria. Algorithms could be trained to read ECGs using ECG data sets that have a better ground truth for a fully occluded artery. This label could be based on immediate angiographic findings from ST-elevation myocardial infarction and non–ST-elevation myocardial infarction patients.

Conclusion

The agreement between computerized and human ECG interpretation was poor for patients who were declined for primary percutaneous coronary intervention. This uncertainty makes it difficult to accept or decline referrals. The results show that the computer suggests acute myocardial infarction more often than activator nurses for declined patients. Work is needed to improve computer and human decision making to ensure that patients are referred to the correct treatment facility for time-critical therapy. In future, there might be comparison among the computer human agreement between male and female patients and various age groups. We believe that this might be an interesting research question.

Clinical Perspectives

The 12-lead ECG remains the mainstay in assessing patients with suspected coronary artery occlusion. However, despite improvements in the quality of data acquisition and computer-generated reports, the accuracy of using ECG to diagnose occluded coronary arteries remains suboptimal. There remains a need for improved computer-generated interpretation, which may need to consider patient factors such as sex, age, risk factors, and ongoing symptoms. Including these factors could improve diagnostic accuracy and help triage patients to the best possible treatment. What is unknown is whether this would lead to better clinical outcomes in terms of reduced infarction size and better survival in patients having a myocardial infarction. This study described the interaction and ECG interpretation agreement rate between humans and computers and how they might have an impact on outcomes.
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Abstract

Background: Congestive heart failure (CHF) is a disease that requires complex management involving multiple medications, exercise, and lifestyle changes. It mainly affects older patients with depression and anxiety, who commonly find management difficult. Existing mobile apps supporting the self-management of CHF have limited features and are inadequately validated.

Objective: The HeartMan project aims to develop a personal health system that would comprehensively address CHF self-management by using sensing devices and artificial intelligence methods. This paper presents the design of the system and reports on the accuracy of its patient-monitoring methods, overall effectiveness, and patient perceptions.

Methods: A mobile app was developed as the core of the HeartMan system, and the app was connected to a custom wristband and cloud services. The system features machine learning methods for patient monitoring: continuous blood pressure (BP) estimation, physical activity monitoring, and psychological profile recognition. These methods feed a decision support system that provides recommendations on physical health and psychological support. The system was designed using a human-centered methodology involving the patients throughout development. It was evaluated in a proof-of-concept trial with 56 patients.

Results: Fairly high accuracy of the patient-monitoring methods was observed. The mean absolute error of BP estimation was 9.0 mm Hg for systolic BP and 7.0 mm Hg for diastolic BP. The accuracy of psychological profile detection was 88.6%. The F-measure for physical activity recognition was 71%. The proof-of-concept clinical trial in 56 patients showed that the HeartMan system significantly improved self-care behavior (P=.02), whereas depression and anxiety rates were significantly reduced (P<.001), as were perceived sexual problems (P=.01). According to the Unified Theory of Acceptance and Use of Technology questionnaire, a positive attitude toward HeartMan was seen among end users, resulting in increased awareness, self-monitoring, and empowerment.
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Conclusions: The HeartMan project combined a range of advanced technologies with human-centered design to develop a complex system that was shown to help patients with CHF. More psychological than physical benefits were observed.

Trial Registration: ClinicalTrials.gov NCT03497871; https://clinicaltrials.gov/ct2/history/NCT03497871.

International Registered Report Identifier (IRRID): RR2-10.1186/s12872-018-0921-2

(JMIR Med Inform 2021;9(3):e24501) doi:10.2196/24501
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Introduction

Background and Motivation

Congestive heart failure (CHF) is a disease in which the heart cannot pump enough blood to supply oxygen and nutrients to the body. The main symptoms are shortness of breath (dyspnea), diminished ability to exercise, fatigue, and swelling in the feet and legs (edema). The lifetime risk of developing CHF ranges from 20% to 33%, and only approximately half of patients survive for more than 5 years after diagnosis [1]. As CHF is frequently the end stage of various conditions that affect left ventricular function and cannot be cured, the focus of the treatment is to prevent deterioration, manage symptoms, and maintain a good quality of life [2].

The management of CHF includes multiple medications, appropriate exercise, diet (paying particular attention to fluids and salt), management of body weight, and abstaining from alcohol and smoking. As the average age at CHF diagnosis is 74 (SD 14) years [3], 25% to 80% of the patients are affected by cognitive impairment [4], a third of them have depression or anxiety [5], and other comorbidities are also common, they often find it difficult to manage the disease on their own [6]. Cardiac rehabilitation programs are either not available or poorly attended—participation in Europe is approximately 20% [7]. Therefore, the relevant alternatives are technological solutions to support the management of CHF.

Approximately 64 million people live with CHF globally [1], and the economic burden of their disease amounts to more than 100 billion US $ annually [8]. This is a strong incentive to improve CHF management. In addition to medications, implantable devices (mainly pacemakers and defibrillators) are already established treatment options [9]. Another option is telemonitoring, but its benefits in CHF are uncertain [9]. Another option is mobile health (mHealth) solutions, whose benefits in CHF are poorly explored (see the Related Work section) but have a strong backing of the market: the mHealth market in 2019 was US $46 billion and grew by 22% annually [10] (compared with the telemonitoring market of US $2 billion with 13% growth [11] and the more mature implantable devices market of US $23 billion and 8% growth [12]).

In the HeartMan project, we developed a comprehensive personal health system for the self-management of physical and psychological aspects of CHF. The first step was to analyze evidence-based medical requirements and—following the human-centered design process—to elicit requirements related to everyday management of CHF from the patients themselves.

We then developed a mobile app comprising a decision support system (DSS) and several intelligent data analysis modules. A web application for medical professionals has also been developed. Finally, the system was evaluated in a proof-of-concept trial that assessed both its effectiveness and patient perception.

Related Work

In 2018, a systematic review was devoted to mobile apps supporting the self-management of CHF [13]. The authors surveyed 10 leading paper repositories for papers on interventions that used a mobile platform, evaluated them with a randomized controlled trial or a similar design, and provided usability or efficacy results. Papers on telecare and structured telephone support were excluded. In total, 18 papers meeting the inclusion and exclusion criteria were included in the review. The authors also searched Google Play and Apple App Store for health care apps by including “heart failure” as a keyword. After excluding apps that track only blood pressure (BP) and/or heart rate, a total of 26 apps were downloaded and evaluated with respect to the quality of self-management components included in the apps and quality of the user experience provided by the apps.

According to the authors of the review [13], most apps are poorly designed and do not include all the necessary components for the self-management of CHF. Indeed, only 2 apps—Heart Failure Storylines [14] and HeartMapp [15]—include exercise interventions, which is one of the most important aspects of CHF management. The Heart Failure Storylines app is perhaps the most complete one that can be currently found in the market. It provides medication reminders, a symptom tracker, keeps a record of vital signs, and tracks physical activity and daily moods. Nevertheless, the interventions provided by the app are poorly personalized (except for medication reminders) because the app does not consider the patients’ psychophysical state, making the usefulness of such interventions questionable [9,16]. The HeartMapp app provides personalized interventions, but it is quite basic and is not adapted to the patients’ psychophysical state. The app was tested in a randomized controlled trial with only 18 participants (intervention group, n=9) [17].

We searched the Google Play and Apple App Store for apps that were not included in the review. We found 6 apps that were published after the review. Five of these apps include only educational materials [18-23], whereas 1 app provides only guidance on medication therapy [24]. In short, no new apps provide a comprehensive solution for CHF management.
Methods

Collection of Requirements and Human-Centered Design

Medical Requirements

The first step in designing the HeartMan system was to study the state-of-the-art medical knowledge on CHF self-management. A systematic review of the available literature was performed to identify parameters that predict the hard outcomes of mortality and hospitalization in patients with CHF as well as variables that affect the patient-reported outcome of quality of life in this patient group [25]. We further selected those parameters that are modifiable by self-care behaviors that the HeartMan system can recommend. These modifiable parameters are primarily clinical parameters (eg, body mass index, BP, heart rate), physical capacity, medication use, characteristics of CHF (eg, fluid retention), and mental health (eg, depression, anxiety). We then screened relevant medical guidelines for CHF, focusing on nonpharmacological recommendations and lifestyle advice, to identify the best approaches for modifying these parameters [26] and incorporated these into the HeartMan DSS. We designed an exercise training and nutrition program (including diet and fluid intake restrictions) to influence physical capacity, clinical parameters, and fluid retention. Medication adherence is expected to be enhanced through DSS, providing reminders, disease education, and self-monitoring. Finally, cognitive behavioral therapy and mindfulness exercises were included to improve mental health and self-management. Management guidelines for comorbidities were also taken into account, as many patients with CHF have conditions such as diabetes, atrial fibrillation, and chronic obstructive pulmonary disease.

An additional source for developing the medical requirements was data from the Chiron project [27], a previous telemonitoring study in patients with CHF focusing on short-term outcomes of subjective well-being on a daily basis. Data mining analysis suggested environmental parameters, that is, ambient conditions such as temperature and humidity, to play a role in predicting day-to-day changes in perceived health. This was incorporated into an additional module of DSS.

User Requirements

As our goal was not only to provide medically relevant advice but also to design the HeartMan system to be useful and well accepted by the patients, we adopted a human-centered design [28]. This approach involves users throughout the design process, focusing on their perspective and needs. In our case, it consisted of a thorough analysis of patients’ context of use, which took place in three stages in Belgium and Italy. The first stage was a diary study, in which patients kept a diary for a period of 10-14 days (n=19 in Belgium; n=18 in Italy). The diary contained questions and assignments related to everyday activities and habits, such as patients’ experience, disease management, and their social network. The second stage was a follow-up interview study conducted with most patients who participated in the diary study (n=14 in Belgium; n=15 in Italy). In this interview study, patients participated in semi-structured interviews in which the output of the diary study was discussed in detail. This analysis resulted in a rich, qualitative description of patient characteristics as well as the patient experience regarding disease management, the challenges related to therapy adherence, lifestyle changes as a result of being a CHF patient, and relationships with caregivers. These insights were translated into concrete user requirements for the HeartMan system, which served, together with the medical requirements, as the starting point for the third stage: the design and evaluation of a series of prototypes with both patients and caregivers. In this process, several design trade-offs were made regarding patient autonomy, technology appropriation, and patient well-being [29]. The main patient characteristics that were found to impact the design of the HeartMan system were the patient’s digital literacy, perception of empowerment, and existing therapy adherence habits.

For medical professionals, a web portal was developed, allowing them to follow up on the patients’ data gathered by the HeartMan system. This prototype was developed and evaluated using a separate human-centered design process. In this process, various stakeholders (including cardiologists, nurses, dieticians, psychologists, and physiotherapists) offered insights into the needs and requirements related to the follow-up of patients with CHF based on the HeartMan monitoring data.

System Overview

In the HeartMan system designed as described in the previous section, sensing devices collect information about the patient, patient monitoring methods further interpret some of this information, and a DSS recommends actions based on the (interpreted) information. The recommendations are presented to the patient via a mobile app, and medical professionals have access to the system via a web application. A diagram presenting an overview of the system is presented in Figure 1.
The logical architecture of the HeartMan system is shown in Figure 1. The sensing devices (yellow in Figure 1) are custom sensing wristbands, off-the-shelf BP monitors, weight scales, and environmental sensors that measure temperature and humidity. According to the medical requirements, heart rate (obtained from the photoplethysmogram [PPG] signal), BP, weight, and ambient temperature and humidity are important determinants of the health and well-being of patients with CHF. As it would be relevant to monitor BP more frequently than once per day (which can be expected with a regular BP monitor), we developed a method to estimate BP continuously from the PPG signal (green). Owing to the importance of psychological support for patients with CHF, we also developed a method to recognize their psychological profile from the heart rate, heart-rate variability, and voice recorded with the smartphone. Finally, the accelerometer in the wristband is used to recognize the patient’s physical activities, which allows the initiation of psychological interventions at the appropriate moment. As the accelerometer provides the greatest volume of data of all the sensors, this last method is implemented on the smartphone, whereas the previous 2 reside in the cloud.

All patient information is fed into the DSS and stored in the cloud (blue in Figure 1). The DSS has three components, the first of which is an expert system that helps patients manage their physical health (exercise, nutrition, medications, and self-monitoring). The second is another expert system that provides psychological support (elements of cognitive behavioral therapy and mindfulness). The third uses predictive models (based on the previously mentioned Chiron data) to recommend actions related to temperature and humidity that are expected to improve patients' well-being. The first 2 components rely on expert knowledge because it is well established how the aspects of the CHF management they address should be tackled. The last one relies on data and predictive modeling because we had relevant data available, but there is little expert knowledge on the effect of the environment on the well-being of patients with CHF.

The recommendations provided by the DSS are shown in the mobile app (purple in Figure 1), which also collects inputs from the patients. Medical professionals can use a web application to view information collected from sensing devices as well as the patients’ adherence to recommendations. Although the content of recommendations is mostly based on the medical requirements, the way information is presented via the 2 applications was heavily influenced by the users’ inputs obtained during the human-centered design process.

Patient-Monitoring Methods

The HeartMan Wristband

The wristband used by the system includes a PPG sensor, which provides information on the heart rate and beat-to-beat intervals in addition to the raw data, tri-axial accelerometer, and temperature sensor. It communicates with the HeartMan app via Bluetooth Low Energy 4.1. Its battery life is sufficient for a full day of operation, while continuously streaming sensor data to the phone. It features a liquid crystal display and vibration motor, which can be used to deliver urgent notifications to the user, such as about too high or low heart rate during exercise.

BP Estimation

Continuous BP estimation is well researched when 2 signals, typically ECG and PPG, are available, as the pulse transit time between 2 points on the body is highly correlated with the BP [30,31]. In HeartMan, we aimed to use a single wristband PPG sensor [32,33], as this is the most convenient for the patients. However, such a sensor typically has a modest sampling frequency, the sensor-to-skin contact is often compromised due to movement, and the wrist area exhibits less pulsatility compared with a fingertip, making this approach challenging. To obtain high-quality parts of the PPG waveform, the signal was preprocessed. The first step was zero-mean unit-variance normalization. Outlier samples above 3 SDs from the local
The HeartMan wristband. The speech data were preprocessed with heart rate features, which can be obtained from devices that sense the heart rate, electrodermal activity, skin temperature, and acceleration [40,41].

The HeartMan wristband signal is generally of lower quality, so we focused on frequency domain features, which are more robust, as they are computed from longer windows and not on a per-cycle basis. In addition, as some morphological features were infeasible to compute from the HeartMan wristband data, we additionally leveraged information from the accelerometer, which tells us about the person’s physical activity. We considered some commonly used features computed from the three-axis accelerometer, which are known to work well in separating a person’s activities [36]. We decided on this because having information about a person’s activity might prove useful for BP estimation, as the cardiovascular response of the body changes during intense physical activity compared with the state. This fact differentiates this work from previous work dealing with similar problems, as related work often focuses on PPG signals without considering the person’s activity, which can be reflected in the accelerometer signal [37]. Finally, heart rate was also used as a feature to inform us about a person’s cardiac activity. All these features were fed into regression models that estimated systolic BP (SBP) and diastolic BP (DBP). Several algorithms implemented in the Scikit-learn toolbox [38] were used to train the models, some of which are compared in the Results section.

Psychological Profile Recognition

The development of technological interventions for behavior changes as well as growing interest in affective computing have resulted in various attempts to recognize psychological states from sensor data. Some authors [39] used mobile phones to analyze user voices and classify their emotions (happy, sad, fear, anger, and neutral). Others have focused on stress, dementia, and cognitive dysfunctions, relying more on wearable devices that sense the heart rate, electrodermal activity, skin temperature, and acceleration [40,41].

The HeartMan system combines the patient’s voice obtained during a structured weekly phone interview with an informal caregiver with heart rate features, which can be obtained from the HeartMan wristband. The speech data were preprocessed to normalize the different acoustic properties, such as higher volume and background noise, using standard techniques [42]. The features extracted from the speech are the fundamental frequency (pitch), mel-frequency cepstral coefficients, and the smoothed energy. The mean, SD, range, maximum, and minimum were computed for each base speech feature. In addition, the heart rate and heart rate variability represented by the root mean square of successive differences between heartbeats were extracted. The features are then fed into a machine learning model that recognizes motivated, anxious, and depressed psychological profiles. All the data were preprocessed and analyzed using MATLAB and R software.

Physical Activity Recognition

Physical activity recognition is a relatively mature field, although the requirements of HeartMan present some challenges. As the purpose was to initiate psychological interventions, it was most relevant to recognize eating and to distinguish resting from walking and more intense activities. Eating recognition is quite difficult and rarely addressed in the literature, whereas wrist—being able to move independently from the body—is not the best location for recognizing the intensity of activity.

Similar to the previous 2 patient-monitoring methods, this method also uses machine learning. The stream of acceleration data is first low-pass filtered to remove noise and then band-pass filtered to remove the gravitational component, retaining the component due to dynamic human motion. The stream was then segmented into 2-second windows. In each window, the low-pass filtered data are used to compute features related to the orientation of the sensor, whereas the band-pass filtered data are used to compute the features related to the motion of the sensor. A total of 90 features were extracted [37]. Some describe the intensity and shape of the acceleration signal, such as the mean, variance, skewness, and kurtosis. Others have a physics-based interpretation, such as changes in velocity and kinetic energy. The rest are based on expert knowledge, such as the number of peaks in the signal and the number of times the signal crosses its mean value. The features are fed into a machine learning model that returns one of the following activities: rest, standing, walking, Nordic walking, running, other exercise, eating, washing hands or face, household chores (whole-body movement), and light hand activities (hand movement). The model was built using the random forest algorithm implemented in the Weka toolkit [43].

DSS

Expert System for Physical Health Management

Exercise

The HeartMan DSS administers a comprehensive exercise program [44] according to the established medical guidelines [16]. Before starting the exercise program, the patients were expected to perform a cardiopulmonary exercise (cycloergometry) or a 6-min walking test to assess their physical capacity. On this basis, the physical capacity of each patient is assessed as low or normal, which affects the exercise planning.
Weekly Exercise Planning
The DSS proposes a weekly exercise plan for each patient, consisting of endurance and resistance exercises. The DSS suggests the frequency (times per week), intensity, and duration of each exercise type. The suggestions are based on the patient’s physical capacity, the number of active weeks in the program, and the current frequency and intensity. They are also based on the patient’s psychological profile: the difficulty increases more gradually for depressed patients, which is in line with the shaping technique suitable for this profile. For instance, low-capacity patients start with very light 10- to 15-min endurance exercises twice per week. According to the patient’s progress, these parameters may change with time, typically by increasing the frequency and intensity of exercises, if the patient agrees. The planning process is governed by an expert system that consists of 2 rule-based models, developed using a qualitative multicriteria method decision expert [45] and described in more detail in our earlier work [44].

Exercise Sessions
Before the start of each exercise session, the HeartMan DSS checks whether the patient’s BP and heart rate are in a safe range and whether the patient feels well enough to exercise. If the exercise is allowed, a list of exercises is shown to the patient, who can then select the preferred exercise. This is illustrated in Figure 2. Typical endurance exercises involve walking and cycling, whereas resistance exercises aim to strengthen the patient’s arms, legs, and body. After selecting the exercise, a detailed description (text or graphical) was provided. During the exercise, the heart rate and SBP were continuously measured using the wristband. Patients are advised to stop the exercise in cases of symptoms or measurements outside a safe range. During endurance exercises, the DSS uses the wristband display to suggest an increase or decrease in pace based on the heart rate. After completing the exercise, the patients can rate their feeling of intensity, which is used in the weekly planning to decide whether to increase the intensity.

Figure 2. Exercise-related screens of the HeartMan app: the main screen, blood pressure input before the exercise, health check before the exercise, and exercise list.

Nutrition
To provide appropriate nutrition advice, the DSS requires the following medical information: the patient’s BMI, whether the patient has diabetes, and the prescribed amount of liquid intake. Next, the DSS creates a personalized questionnaire to be answered by the patient; it includes general questions about healthy nutrition and specific questions about the patient’s eating and drinking behavior. On this basis, the DSS assesses the level to which topics (about breakfast, lunch, dinner, fat and cholesterol, fluid intake, salt, diabetes, and medication) are understood by the patient. Finally, the patient received feedback in terms of positive reinforcement messages (for well-understood topics), educational statements (for misunderstood general topics), and advice on how to modify the diet to make it healthier (for misunderstood eating behavior topics).

Self-Monitoring and Medication
Patients with CHF are required to measure their BP, heart rate, and daily weight. The HeartMan system reminds them of this and warns if the measurements are outside the safe ranges. It also reminds the patients to take their medications and helps them fill the weekly pillbox (if they use one). It periodically asks the patient about the number of pills remaining in the pillbox and assesses medication adherence based on the deviation from the expected number.

Expert System for Psychological Support
In most cases, CHF diagnosis requires substantial changes in daily life and habits, such as dietary modifications and increased physical activity. Combined with psychological distress, which also often follows the diagnosis, patients can face an intrusion of distorted beliefs and negative automated thoughts that cause them to feel unable to pursue a goal [46]. Sometimes a vicious circle called cognitive dissonance is triggered: a conflict between their desire to be healthy on one hand and practicing unhealthy behaviors for short-term comfort on the other hand. In the long run, this results in poor adherence to self-management guidelines as well as psychological discomfort [47].
The psychological DSS is designed to select the appropriate strategy to improve patients’ psychological well-being and adherence to physical exercise and dietary guidelines. The strategy is adapted to the user’s psychological profile, as discussed in the section on psychological profile recognition. The DSS provides cognitive behavioral interventions and mindfulness exercises that are modified according to a weekly plan. These exercises are suggested daily, at a time when the user engaged in a physical activity expected to make them receptive to the suggestion. The relevant activities are eating, walking, and sitting, as discussed in the Physical Activity Recognition section.

**Cognitive Behavioral Therapy**

This is a combination of behavioral and cognitive techniques developed to reduce anxiety and depressive symptoms, which tend to make patients less motivated, tired, and less energetic. The DSS provides specially designed messages intended to align the patients’ actions with their desires, as shown in the examples in Table 1. These messages are formulated according to the principles by Festinger [48] of cognitive consequences of forced compliance for the motivated profile, free choice for the anxious profile, and effort justification for the depressed profile.

<table>
<thead>
<tr>
<th>Psychological profile</th>
<th>Festinger principle</th>
<th>Example message</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motivated profile</td>
<td>Cognitive consequences of forced compliance</td>
<td>I should perform physical exercise to obtain benefits similar to those from medications</td>
</tr>
<tr>
<td>Anxious profile</td>
<td>Free choice</td>
<td>Walking for 10 min and watching TV(^a) are two ways to relax. Walking improves your heart health, whereas TV does not</td>
</tr>
<tr>
<td>Depressed profile</td>
<td>Effort justification</td>
<td>Walking for 10 min will bring benefits similar to those obtained from medication</td>
</tr>
</tbody>
</table>

\(^a\)TV: television.

**Mindfulness**

Mindfulness exercises enhance patients’ awareness of their present condition and help them dissociate (unhealthy) emotional and behavioral responses from physical sensations and thoughts. Mindfulness exercises consisted of the following:

- Games to deal with intrusive thoughts (eg, loss of independence, feeling restricted in daily activities), as shown in Figure 3.

**Figure 3.** Mindful game "World Sense".

**Predictive Models for Environment Management**

Unlike the DSS approaches used for physical health management and mental support, which mainly rely on expert knowledge, a data-based approach was developed for environment management. We used data from the Chiron project [27], which consists of features describing the patient’s situation and their self-reported feeling of health. The features are physiological (eg, heart rate, BP) and environmental (eg, temperature, humidity) and very similar to those available to the HeartMan system.

In the first step, we built a machine learning model that could predict the feeling of health from the features. We used the random forest algorithm implemented in the Weka toolkit [43]. The accuracy of distinguishing between good and bad feelings of health was 83.2%. We also divided the features into modifiable, correlated (with modifiable), and uncorrelated. We build linear regression models that can predict each correlated feature from the modifiable ones.

In the second step, we set up a multi-objective optimization problem, where we searched for minimal modifications of modifiable features that change the feeling of health from bad to good. For each solution, the correlated features were predicted using linear models, and the admissibility of the solution was checked using the feeling-of-health model. The objectives were the sum of the volumes of modifications needed and the number...
of modified features, as making smaller modifications to a smaller number of features is easier. To solve this problem, we used the multi-objective evolutionary algorithm Nondominated Sorting Genetic Algorithm-II [49].

For more than half of the cases, we were able to find a solution where changing only 1 or sometimes 2 modifiable features would improve the patient’s feeling of health. For some cases, we needed to change more features, and for a minority of the cases, no suitable modification could be found. More detailed results can be found in our previous study [50].

**Implementation**

All the patient-monitoring and decision support modules were integrated into the HeartMan system together with apps for patients and medical professionals. The architecture of the integrated system is illustrated in **Figure 4**. The wristband and environmental sensor are connected to the mobile app via Bluetooth Low Energy. The mobile app, which includes the physical activity recognition, runs on the smartphone. Physical activity recognition was placed there because it was more efficient to do so than to transmit all the raw accelerometer data to the cloud. On the right side are cloud services, which include BP estimation, psychological profile recognition, and DSS. These were placed entirely in the cloud because they required less raw sensor data, and implementation was easier. Cloud services were installed inside the hospital to comply with the general data protection regulation.

![Figure 4. The physical architecture of the HeartMan system.](https://medinform.jmir.org/2021/3/e24501)

The data from the mobile app were received by the IoTool middleware [51], whose main purpose was the retrieval of sensor data from smartphones and connected devices, and its storage in a database in the cloud. As it can send data in both directions, it was also used to synchronize application data (such as exercise plans, patient inputs, and push notifications) between the smartphone and the cloud. In this way, the app received the information needed to support each patient on a weekly basis and was then largely independent from the internet for a week. Finally, IoTool can apply arbitrary transformations to sensor data, creating so-called virtual sensors: this capability was used for physical activity recognition, which was implemented as an IoTool virtual sensor transforming acceleration data into physical activities.

Most raw sensor data were retained in the IoTool database for offline analysis, whereas the data required for HeartMan operation were passed through the interface and interoperability layer, stored using the HL7 FHIR (fast health care interoperability resources) standard for health data exchange [52] if applicable and made available to other services: BP estimation, psychological profile detection, and the DSS. Each of these services reads inputs from and writes outputs to the central storage via the interface and interoperability layer. The data that needed to be sent back to the smartphone were stored in the IoTool database for synchronization. The interface and interoperability layer also provided data to the web application for medical professionals and enabled interoperability with hospital information systems. To do so, it complied with the FHIR REST (representational state transfer) API (application programming interface) specification [52].

The HeartMan mobile app is divided into four sections according to the main topics identified in the medical and user requirements. The respective dashboards are shown in **Figure 5**. They prominently show the percentage of monthly or weekly activities already performed, which corresponds to the adherence to the HeartMan-suggested self-management at the end of the month or week. The buttons at the bottom trigger various activities, and there is also an Insights section that provides general education on CHF.
The web application for medical professionals shows the patients’ clinical information, measurements of heart rate, BP, and weight, and their adherence to the HeartMan-suggested self-management. It also enables the management of medications, with the updated medication plan displayed in the mobile app. Screenshots of the web application are shown in Figure 6.

Figure 5. Dashboards of the HeartMan mobile app for physical activity, nutrition, mental support, and medication management.
Results

Accuracy of the Patient-Monitoring Methods

BP Estimation

For the first BP estimation test, we collected a data set from 22 healthy subjects (ages 22 to 39 years, 6 women and 16 men) using the Empatica E4 wristband [53]. They wore the wristbands continuously throughout the day and were told to measure their ground truth BP with a certified Omron device every 30 minutes. Each ground truth BP value was attributed to the PPG signal 30 seconds before and after each measurement was made. Leave-one-subject-out evaluation was conducted, and the mean absolute error (MAE) between the estimated and ground truth SBP and DBP was used as the evaluation metric. Several regression algorithms were compared against a baseline dummy regression model, which always outputs the average SBP and DBP of the training set.

Using the Empatica E4 data, the initial errors of ensembles of regression trees were approximately 10 mm Hg for SBP and 6 mm Hg for DBP, as shown in Figure 7. The results were further improved using personalization, achieving errors of 6.70 mm Hg for SBP and 4.42 mm Hg for DBP, suggesting that the connection between PPG and BP is person-specific and that a general model is difficult to derive.
As the HeartMan wristband was a prototype intended for wide use by patients (as opposed to the Empatica E4, which is a high-cost research device), the quality of the PPG signal was lower. Therefore, we built person-specific models using the data collected from the HeartMan trials. The patients wore the wristband and were instructed to measure their BP daily with a certified device, so we matched the PPG and BP data as in the previous experiment. We used a train-test split of 70% to 30% to ensure no data leakage. We compared a number of regression algorithms with random forest performing the best, as shown in Table 2.
Table 2. MAEs of systolic blood pressure and diastolic blood pressure estimation of personalized models from the HeartMan trial.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MAE&lt;sup&gt;a&lt;/sup&gt; of systolic blood pressure (mm Hg)</th>
<th>MAE of diastolic blood pressure (mm Hg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline dummy (mean)</td>
<td>11.4</td>
<td>8.9</td>
</tr>
<tr>
<td>Decision tree</td>
<td>13.1</td>
<td>10.1</td>
</tr>
<tr>
<td>k-nearest neighbors</td>
<td>10.6</td>
<td>7.5</td>
</tr>
<tr>
<td>Support vector regression</td>
<td>11.3</td>
<td>8.5</td>
</tr>
<tr>
<td>Random forest</td>
<td>9.0</td>
<td>7.0</td>
</tr>
</tbody>
</table>

<sup>a</sup>MAE: mean absolute error.

An example segment of the DBP estimates is shown in Figure 8. The results show that BP estimation is feasible; however, most state-of-the-art methods are highly dependent on high signal quality to obtain precise morphological features on a per-cycle basis, which is difficult to achieve with an affordable wristband.

Figure 8. Segment of example estimates and ground truth diastolic blood pressure from the HeartMan trial. DBP: diastolic blood pressure.

**Psychological Profile Recognition**

To test the psychological profile recognition, we collected a data set from 30 healthy subjects (mean age 68, SD 2 years, 6 women and 23 men). The subjects used the HeartMan mobile app for psychophysiological data collection. Leave-one-subject-out evaluation was conducted, and classification accuracy into depressed, anxious, and motivated profiles was used as the evaluation metric. Classification models trained with four machine learning algorithms were compared against a baseline dummy model, which always returned the majority class.

As shown in Table 3, the support vector machine (SVM) model performed best, achieving a fairly high accuracy, especially considering that this is a subject-independent result. In Table 4, we can see the results in terms of precision, recall, and F1-score for the SVM model. The percentages of the confusion matrix as a result of the cross-validation procedure showed that SVM can classify all 3 classes with precisions of 93%, 86%, and 84%, respectively. From the results, it can be observed that the motivated profile was recognized most accurately, whereas most of the misclassifications came from the anxious and depressed profiles, which are sometimes very similar.

Table 3. Classification accuracies of the psychological profile detection.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Classification accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline dummy (majority)</td>
<td>37.9</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>79.7</td>
</tr>
<tr>
<td>Multilayer perceptron</td>
<td>75.1</td>
</tr>
<tr>
<td>Random forest</td>
<td>62.6</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>88.6</td>
</tr>
</tbody>
</table>
Table 4. Precision, recall, and F-measures of the psychological profile detection.

<table>
<thead>
<tr>
<th>Psychological profile</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-measure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motivated profile</td>
<td>93</td>
<td>94</td>
<td>94</td>
</tr>
<tr>
<td>Anxious profile</td>
<td>86</td>
<td>83</td>
<td>85</td>
</tr>
<tr>
<td>Depressed profile</td>
<td>84</td>
<td>87</td>
<td>86</td>
</tr>
</tbody>
</table>

Physical Activity Recognition

The model for physical activity recognition was built and evaluated on recordings of 10 healthy subjects (mean age 59, SD 5 years, 6 women and 4 men). The subjects performed a scenario consisting of all the activities to be recognized with several variations: walking at different speeds, uphill and carrying a burden, eating various foods, and performing a wide range of chores (cooking, sweeping floor, gardening tasks, etc) and hand activities (writing, using a computer, knitting, etc). Similar to the previous cases, a leave-one-subject-out evaluation was conducted. Precision (the fraction of the instances recognized as a certain activity that in fact belong to that activity), recall (the fraction of the instances belonging to a certain activity that are recognized as such), and F-measure (harmonic mean of precision and recall) were used as the evaluation metrics.

Table 5 shows that most of the activities can be recognized reliably. Standing has the smallest F-measure, because it is often misclassified as rest. This is understandable because in both cases, the hand with the wristband does not move much and is not overly problematic because most people rarely stand still for a long time. The second largest problem is confusing eating with hand activities, which is also understandable but makes accurately triggering psychological interventions during eating difficult.

Table 5. Precision, recall, and F-measure of the physical activity recognition.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-measure (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rest</td>
<td>84</td>
<td>89</td>
<td>87</td>
</tr>
<tr>
<td>Standing</td>
<td>48</td>
<td>32</td>
<td>38</td>
</tr>
<tr>
<td>Walking</td>
<td>75</td>
<td>86</td>
<td>80</td>
</tr>
<tr>
<td>Nordic walking</td>
<td>67</td>
<td>78</td>
<td>72</td>
</tr>
<tr>
<td>Running</td>
<td>74</td>
<td>62</td>
<td>67</td>
</tr>
<tr>
<td>Exercise</td>
<td>72</td>
<td>77</td>
<td>74</td>
</tr>
<tr>
<td>Eating</td>
<td>62</td>
<td>61</td>
<td>61</td>
</tr>
<tr>
<td>Washing</td>
<td>73</td>
<td>77</td>
<td>75</td>
</tr>
<tr>
<td>Chores</td>
<td>84</td>
<td>81</td>
<td>82</td>
</tr>
<tr>
<td>Hand activities</td>
<td>67</td>
<td>65</td>
<td>66</td>
</tr>
<tr>
<td>Macro average</td>
<td>71</td>
<td>71</td>
<td>71</td>
</tr>
</tbody>
</table>

General Effectiveness of the System

A proof-of-concept trial was set up to evaluate the effects of the HeartMan intervention on health-related quality of life and disease management (self-care) as primary endpoints [54]. The secondary endpoints we targeted were clinical parameters, illness perception, and mental and sexual health. The clinical trial was registered on NCT03497871 on 2018-04-13. It was implemented in two countries: three hospitals were involved in Belgium, and one hospital and a local health authority participated in Italy. A randomized controlled design was used with a 1:2 ratio of the control and intervention groups. Eligible patients were recruited by the treating cardiologist or general practitioner at the time of regular consultation. After providing informed consent, participants underwent a baseline data collection, containing medical record data registration, questionnaire assessments, and some clinical assessments, including a 6-min walking test. Patients were then randomly assigned to either the control group receiving the usual care or the intervention condition additionally receiving the HeartMan personal health system that they used in their home setting for a period of 3-6 months. All outcome measurements were repeated in both the intervention and control groups at the end of the trial.

The intervention effects were evaluated in a final sample of 56 patients (ie, 34 in the intervention group and 22 in the control group). Trial results showed that the HeartMan system was successful in improving self-care behavior, resulting in a higher quality of disease management, as indicated by the significant ($P=0.02$) improvement of 11% in the Self-Care of Heart Failure Index [55]. No such effect was observed on health-related quality of life, as assessed with the Minnesota Living with Heart Failure Questionnaire [56]. Regarding secondary endpoints, using HeartMan significantly ($P<0.001$) improved psychological outcomes, that is, intervention patients decreased their level of depression (Beck Depression Inventory II [57]) and anxiety (State Trait Anxiety Inventory Form Y [58]) by 15%, and these reductions were even higher in the patients who had used the
mental support module in the app more intensely. The HeartMan intervention also significantly ($P=.01$) reduced the experience of sexual problems, that is, by 26% on the Sexual Adjustment Scale [59]. No effects were shown for illness perception or clinical outcome of exercise capacity. However, additional data available in a subgroup of the trial sample showed a significant ($P=.84$) improvement of 11% in the left ventricular ejection fraction. A more extensive publication of trial results is pending.

**Patients’ Perception of the System**

The user experience of HeartMan was investigated both qualitatively and quantitatively in the intervention group. Quantitatively, the Unified Theory of Acceptance and Use of Technology (UTAUT) questionnaire was used [60], adapted to the objectives of the HeartMan system and to the population of older adult users [61]. This questionnaire assesses users’ intentions to use the HeartMan system and their usage behavior. The UTAUT questionnaire pointed out that HeartMan users’ attitude toward the system was generally positive, with low scores on technology anxiety related to this positive attitude and relatively high-performance expectancy (“the degree to which the user expects that using the system will help him or her to attain gains in job performance” [60]).

Qualitatively, semistructured interviews were performed with 10 patients (7 men and 3 women) and their informal caregivers after having participated in the trial for 3–4 months [62]. The results of an in-depth analysis of sociotechnical complexities in home-based health monitoring systems [63] showed some potential for the HeartMan system as a tool for self-management. Although stressful for some participants, collecting health data such as weight and BP in the HeartMan trial generally raised awareness among the patients of their lifestyle and health. Monitoring their health parameters enabled them to be more aware of their bodies, intervene, and ask for help in a timely manner. The evaluations also showed that the HeartMan system positively affected patients’ dietary knowledge and that they felt stimulated to engage in physical activities. This suggests that self-monitoring and empowerment goals are generally achieved. Some weaknesses were also found, such as the need for increased flexibility regarding the interface and interactions with the system.

**Discussion**

**Technology**

The HeartMan system is complex, spanning sensing devices, a mobile app, and the cloud; combining diverse technologies; and featuring extensive content to comprehensively address CHF management. The challenge of integrating all this was tackled by an architecture with independent components connected through the IoTool middleware as well as the interface and interoperability layer. A lesson learned was that there is a tradeoff between too tight integration, which makes changes difficult, and too many layers between components, which makes integration testing difficult.

Individual components largely performed as expected. BP estimation from PPG proved the most difficult, as this is a difficult research problem even in ideal conditions, when high-quality PPG signals from a clinical or research device are available. Thus, this technology is not yet sufficiently mature for everyday use by patients. In the DSS, we mainly relied on expert knowledge, and only recommendations regarding temperature and humidity were provided by data-based methods. Although we believe data-based decisions will play a greater role in health management in the future, the amount of raw data currently available to support the range of decisions needed to manage a disease such as CHF cannot yet rival the expert knowledge available in the literature and medical practice. Although that knowledge is ultimately based on data, these data are simply not available in one place (and possibly not at all in some cases).

**Medical Perspective**

Although the use of telemonitoring systems in cardiac patients has increased tremendously, evidence regarding their effectiveness in managing patients with CHF remains to be mixed [64]. HeartMan, however, is different from most telemonitoring systems: it focuses on empowering patients to properly manage their disease, rather than remote monitoring by health care professionals. It mainly aims to improve the quality of life and self-management in patients by integrating several intervention modalities in the domains of physical health management and psychological support. The trial results showed that the obtained beneficial effects were mostly psychological, more than physical, which is in line with the predefined primary outcomes. A possible explanation is that the system did not achieve sufficient adherence to the advanced and gradually progressive exercise program, which would probably be the most effective way to improve physical health. Nonetheless, before drawing definite conclusions, we need to investigate the effectiveness of the HeartMan system in a wider context, that is, in a larger sample of patients with CHF over a longer intervention period.

**User Perspective**

As early as during the analysis of the patients’ context of use, the HeartMan concept was presented to patients and their initial reactions were captured. Several insights gathered in this phase remained relevant during later evaluation phases and applied to patient-monitoring systems in general. One of the most important such insights was the fact that patients tend to have high and not necessarily correct expectations of automatic patient-monitoring systems such as HeartMan. Patients tend to expect their caregivers to be continuously aware of what the system detects. Although this can lead to a positive motivation to monitor health parameters, it can also lead to a false sense of safety. In addition, while many patients were motivated to monitor these health parameters, they were closely related to lifestyle choices, such as nutrition and physical exercise. We learned that several patients disliked the fact that HeartMan monitors these lifestyle choices and are concerned about a possible loss of control and autonomy in this respect.

These observations lead to a nuanced view of the patients’ perspective on self-monitoring technology, with both perceived benefits (feeling of reassurance, increased awareness) and drawbacks (false perception of safety and loss of autonomy). This view suggests that patient empowerment truly is the correct
goal, in the sense that patients should not rely on the supervision of caregivers (as it may not be available) and should also not feel judged and controlled by the system (but should be making healthy lifestyle choices for themselves). We also observe that although HeartMan started on the way to this goal, further improvements can still be made.

On a more practical level, we learned that a distinction between patients regarding digital literacy can be useful [29]. The patients with high literacy received a full explanation of HeartMan functionality at the beginning of the trial. They were encouraged to be proactive and to navigate through the various functions of the application, which was empowering. Such use was feasible because the interface, particularly the information hierarchy of the application, was designed, tested, and refined in collaboration with the patients. Patients with lower digital literacy were asked to react primarily to notifications in the app. In this way, they were able to cope with the app that, even though it was designed to be simple, it was still relatively complex for some users.

Conclusions

We developed HeartMan, a personal health system for the comprehensive self-management of CHF. It uses a wristband and other sensing devices to obtain information on the patient’s BP, physical activity, and psychological profile by means of machine learning as well as some other parameters by more mundane means. All this information is fed into a DSS, which provides recommendations on physical health and psychological support. These translate into a detailed physical exercise program, mindfulness exercises, games, and other forms of support for the patient. This is adapted to the patient’s physical capacity, current activity, and psychological profile. A web application for medical professionals is also a part of the system.

Patients with CHF were involved throughout the development of the system to ensure the system meets their needs. The final prototype was evaluated in a proof-of-concept trial in 56 patients, showing significantly improved disease management while reducing depression, anxiety, and sexual problems. Although illness perception and exercise capacity did not improve, a significant improvement in left ventricular ejection fraction was observed in a subgroup. Overall, the patients’ perception of the system was positive.

The HeartMan system was designed with both patients and medical professionals. It works best when integrated with a hospital information system to have access to the users’ up-to-date health records and to provide information on the users to their treating clinicians. As such, it bridges the gap between user-friendly mHealth solutions and medical devices, but it can only be offered to patients through a health provider. Therefore, we are also working on a simplified version of the system that will not be a medical device from a regulatory perspective and will not require connection to a hospital or any kind of backend. This will make it easily deployable via mobile app stores and widely accessible to patients with CHF.

In summary, the HeartMan project combined a range of advanced technologies with human-centered design to develop a complex system that was shown to help patients with CHF. Its benefits were psychological more than physical, which may be because the system did not manage to cause difficult behavioral changes such as increased exercise. The reason for this may be that the system was designed to be more supportive than persuasive. Thus, a key area for future development should be behavior change techniques. Nevertheless, the system is ready to be used, and we are pursuing multiple paths to the market.
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Abstract

Background: The evidence-based medicine (EBM) paradigm requires the development of health care professionals’ skills in the efficient search of evidence in the literature, and in the application of formal rules to evaluate this evidence. Incorporating this methodology into the decision-making routine of clinical practice will improve the patients’ health care, increase patient safety, and optimize resources use.

Objective: The aim of this study is to develop and evaluate a new tool (KNOWBED system) as a clinical decision support system to support scientific knowledge, enabling health care professionals to quickly carry out decision-making processes based on EBM during their routine clinical practice.

Methods: Two components integrate the KNOWBED system: a web-based knowledge station and a mobile app. A use case (bronchiolitis pathology) was selected to validate the KNOWBED system in the context of the Paediatrics Unit of the Virgen Macarena University Hospital (Seville, Spain). The validation was covered in a 3-month pilot using 2 indicators: usability and efficacy.

Results: The KNOWBED system has been designed, developed, and validated to support clinical decision making in mobility based on standards that have been incorporated into the routine clinical practice of health care professionals. Using this tool, health care professionals can consult existing scientific knowledge at the bedside, and access recommendations of clinical protocols established based on EBM. During the pilot project, 15 health care professionals participated and accessed the system for a total of 59 times.

Conclusions: The KNOWBED system is a useful and innovative tool for health care professionals. The usability surveys filled in by the system users highlight that it is easy to access the knowledge base. This paper also sets out some improvements to be made in the future.

(JMIR Med Inform 2021;9(3):e13182) doi:10.2196/13182
Introduction

Currently, in developed countries, the concept of evidence-based medicine (EBM) is part of medicine itself. In the beginning, the EBM meant a paradigm change in the way that clinical practice was accomplished, leaving a process regarding learning and practice based on static knowledge and authority. However, the EBM concept assumes that the scientific-medical knowledge must emerge from clinical experimentation, and must be used, criticized, and qualitatively interpreted with the best available methodology. Consequently, this knowledge must be essentially dynamic. In the EBM general approach, this knowledge, in conjunction with the clinical experience and the patient’s preferences and data, should directly influence the clinical decision-making process at all the levels of care, considering that the goal of EBM is to improve the patient’s health care quality through enhanced clinical practice [1,2].

Clinical practice is carried out at many complexity levels, so the necessary knowledge to perform it according to the EBM concept must adapt to the real conditions to use the highest quality information possible. The EBM knowledge sources are categorized according to the usability that allows them to be incorporated into the clinical decision-making process at any level in which this process takes place. The usability of the knowledge source shows a direct relationship with the complexity of its methodology, and is therefore better assimilated by the decision process. As a result, the products with detailed information are also more difficult to be incorporated in the health system environment.

Although the EBM supposed a change of attitude in clinical systems, ensuring efficient support to the clinical decisions that must be taken in the patient–doctor relationship context (where it is not easy to consult nor perform an in-depth reading of the original research) was always difficult. In parallel with the EBM conceptual consolidation, some clinical researchers proposed systematic methodologies to achieve products based on the knowledge, to reduce the distance between the research and the practice, thereby saving time for health care professionals in the critical interpretation of the evidence during decision making.

These products were hierarchized in models in 3 proposals. The first one, in 2001, developed a 4-level classification [3]. The second, in 2007, proposed a classification of 5 levels [4]. And the more recent one, in 2009, developed a 6-level classification [5], and has been recently used in relevant research [6,7].

More concretely, the first proposal [3] defined a classification of the following 4 levels:

- Studies: original papers published in journals.
- Syntheses: recompilation of the existing evidence about a specific issue (eg, systematic revisions).
- Synopses: the most relevant elements of a set of evaluated primary studies, including evaluating the methodological quality (eg, the ACP Journal Club).
- Systems: integrate information about the rest of the levels with electronic health records (EHRs).

Comparing this model with the more recent proposal, the 6-level model [5], the main differences between these are (1) the synopses repositories on systematic studies published in scientific reviews that some institutions maintain, and (2) the editorial products that integrate the best practice, in terms of efficacy, according to the explicit and rigorous methods, such as clinical practice guidelines (CPGs) or evidence-based manuals. Probably, CPGs have been the most relevant attempt to inform about the quotidien clinical decisions, and their institutional adoption and individual use are currently accepted criteria for good practice. However, CPGs are complex so their adoption and use are difficult, even in the best of circumstances.

At the top of the pyramid in the 3 proposals, the clinical decision support systems (CDSSs) appear. The CDSSs are the clinical information systems in charge of integrating and summarizing the relevant information about the clinical problems, actualizing, and connecting this information with the patient’s situation. The generalization of the EHR makes possible knowledge integration and records management, allowing the habitual use of the evidence at the patient’s bedside. Incorporating the CDSS in the EHR is a tough challenge that is not solved yet [8,9].

Adopting an EHR by a health care organization involves making organizational decisions to register and maintain patients’ health data, including changes. However, this adoption also makes possible the approach of other types of choices, such as integrating the evidence-based decision support [10].

Consequently, EBM-based interventions improve patient safety. Any clinical intervention must comply with the beneficence principle to the patient, and it is an obligation not to add damage that exceeds the initial clinical condition. Effectiveness and safety are the 2 dimensions that determine the degree of quality of the interventions because no intervention should be assumed to be ineffective even if its cost is zero. The context in which patient care is practiced—the health system—requires improving the effectiveness of interventions and optimizing the efficiency of resources, because health care, whatever its nature, offers a balance between benefits, risks, inconveniences, and costs. Areas such as public health, nursing, and even health policies (called evidence-based health care) have been incorporated into the EBM to ensure the optimal functioning of health systems. It is necessary to extend the dissemination of systematic reviews and clinical guidelines to include electronic access to EHR for all devices, including smartphones [11,12].

EBM contributes to the knowledge in all these dimensions to increase the quality of the intervention. This knowledge is dispersed in many CPGs applied to generalize those actions of proven effectiveness within a specialty or a clinical condition. Despite this, a substantial variation in the provision of services and patient management is documented, between institutions and between professionals of the same institution. The result is known as variability in clinical practice, which can compromise...
the quality of the services themselves beyond the health care professionals’ actions and the resource allocation equity [13-15]. EBM tends to reduce this variability, promoting the adoption of the most effective, safe, and efficient practices. CDSSs to support translational medicine have been proposed by some researchers [16,17].

The scientific knowledge integration at the bedside with a mobile platform enables health care professionals to make faster and more effective decisions based on validated clinical practice experience. In this sense, a CDSS called the KNOWBED system [18] has been designed, which provides to the health care professional clinically relevant questions concerning the pathology of interest. These questions are associated with recommendations at the bedside, based on the scientific evidence in different existing knowledge bases (eg, massive reference bases, CPGs, systematic reviews). The global architecture of the KNOWBED system is designed as a secure, scalable, standards-based, and EBM service–oriented architecture. Regarding scalability, the infrastructure in which the KNOWBED system has been developed supports more than a dozen similar projects, so it is prepared to receive an even more significant number of users, providing service to all physicians who want to use it within a health system. The fact that the KNOWBED system generates and indexes a set of recommendations from existing scientific evidence, offering intelligent assistance for health professionals, makes it a system based on EBM.

This paper aims to disseminate the KNOWBED project results, highlighting the benefits identified using a CDSS to integrate scientific knowledge at the bedside, encouraging the scientific community to use this kind of system.

The paper is structured as follows: after this introduction, where a brief review of relevant EBM work is presented, we expose the methods carried out. Then, the study results obtained are discussed. Finally, the discussion and conclusions are presented.

Methods

Overview of System Components

Functionally, 2 components integrate the KNOWBED system: a web-based knowledge station and a mobile app.

The knowledge station’s actors are the knowledge managers who use the system to manage all the information shown in the mobile app. In other words, the knowledge managers collect the information coming from the existing scientific knowledge in the bibliography and, at the same time, index the clinical recommendations and questions that usually arise throughout the clinical practice, which will be accessible by context based on the HL7 Infobutton standard [19,20]. OpenInfobutton service, from the University of Utah, was used for this task. This service uses contextual information (based on the HL7 Infobutton standard) about the patient, user, clinical setting, and EHR task to anticipate clinicians’ and patients’ information needs. Furthermore, this service retrieves information from online provider reference and patient education resources that may help meet their information needs. This web service exposes an endpoint that receives all the previously detailed information, and returns a JSON format response. This response is processed to offer access through links to the different sources of information provided by it. The effort to deal with the conflict between recommendations from different sources is made by the knowledge manager technologically supported by the knowledge station.

The mobile app allows health care professionals to have access to scientific knowledge from their mobile device—both smartphones and tablets—as it provides access to questions and clinical recommendations to follow regarding patients’ diagnosis, admission, treatment, etc., indexed by knowledge managers.

System Technological Architecture

From a technological point of view, the KNOWBED system is based on the development and deployment of 2 different modules (Figure 1): the knowledge station and the question manager.

The knowledge station is a web application that allows access to health professionals from the health care centers through their workstations. This web application will be responsible for visualizing, managing, and maintaining the information associated with the knowledge bases defined in the KNOWBED system. For the development of this web application, the Angular 2 framework has been used which, through HTML5, Sass, and TypeScript, allows the development of web applications based on the SPA paradigm (Single-Page-Application). The PostgreSQL relational database engine supported storage and knowledge management, which stores the information associated with questions, recommendations, and suggestions defined for each of the knowledge areas established in the KNOWBED system. The communication between the application and the server uses the HTTP protocol utilizing the Angular 2 built-in HTTP library. The system has communications security based on tokens generated on the server, and managed in the application through the JWT library; these tokens are renewed in each new connection or after a while.

The question manager offers a multiplatform hybrid mobile app. This app has been developed following the IONIC development framework’s premises, capable of developing apps through Angular and Apache Cordova, which provide access to the native mobile phone capabilities. This tool offers professionals the ability to, using their Android mobile devices, access and visualize the set of recommendations defined within the KNOWBED project through a comfortable and intuitive user interface.
For the integration of these different modules, a service-oriented architecture has been implemented. This system focuses on the use of an integration gateway based on the Mirth Connect enterprise service bus. Through this integration gateway, services offering the ability to interoperate remotely with the knowledge have been developed. Several mechanisms have been implemented to access the system from outside of the hospital network and invoke the services published in this integration gateway, based on the corporate LDAP system and the generation of random access tokens. Besides, a set of specific routing rules associated with a reverse proxy working as a gateway to the hospital’s corporate network has been implemented.

Regarding security aspects, the queries to the knowledge bases are based on general parameters such as gender, age, other conditions, the disease, or inpatient/outpatient. The recommendations are generic for this condition, so no personal data of the patient critical to the possibility of identifying the patient are provided. The “Patient data” section was developed as a link to the EHR application, and this can be used only when connected to the secure corporate network.

**Selected Use Case**

A specific use case was selected to validate the KNOWBED system: the bronchiolitis pathology from the Paediatrics Unit of the Virgen Macarena University Hospital (Seville).

Bronchiolitis is a common viral infection of the lower respiratory tract that affects children under 2 years of age. This pathology is characterized by acute infection and inflammation of the small airways in the lungs [21,22]. It is the most frequent cause of non-elective admission to the intensive care unit [23,24]. Other researchers have performed studies to improve bronchiolitis management using the technology [25,26].

Based on these considerations, and considering this pathology has a greater incidence during the winter months [27], the pilot was carried out between December and February. In this way, the system was more frequently used and more useful for health care professionals’ clinical decision making.

**System Evaluation**

The system was evaluated using 2 indicators: usability and efficacy.

The KNOWBED system usability was assessed to evaluate the health care professionals’ acceptance, using an ad hoc survey asking users regarding the functionalities (Multimedia Appendix 1). The survey recorded sociodemographic information (sex, date of birth, and job title) as well as 13 items that were answered with a 10-point Likert scale (1=strongly disagree; 10=strongly agree) [28]. The survey was administered in 2 phases: phase 1, before using the technological system to know their expectations of the system before interacting with it; and phase 2, to learn about their experience after using the mobile app. Likewise, when new health care professionals joined the Paediatrics Unit, they were informed about the mobile app and were invited to use it.

By contrast, the system’s efficacy was studied by analyzing the percentage of acceptance of the recommendations generated by the system. This acceptance was studied by launching the following question when leaving the system: “You are going to leave the App, was this App useful to you?”

**Results**

**Development and Evaluation of the KNOWBED System**

The KNOWBED system has been developed to incorporate scientific evidence into daily clinical practice, improving patient care and providing health care professionals with recommendations based on up-to-date and relevant scientific knowledge.

A screenshot of the KNOWBED knowledge station is shown in Figure 2, which presents the section to add new recommendations, specifying the type, the source, the date, and possible observations.
Some screenshots of the KNOWBED mobile app are shown in Figure 3: On the upper left side, the login section is shown. The patient search is displayed in the upper middle section. In the upper right section, the main menu regarding a specific patient is shown. The list of frequent questions regarding this pathology created by the knowledge manager is shown in the bottom left. In the bottom middle, the list of recommendations related to a specific question is displayed. The details of a particular recommendation, including the source, the date, and the type, are shown in the bottom right.

It is also relevant to mention that the KNOWBED system can be integrated for its exploitation in other health care centers. Furthermore, a methodology to incorporate a new pathology into the knowledge station has been defined. In this sense, a knowledge manager can include further information, and new questions and recommendations could support a health care professional regarding other pathologies.
System Evaluation

To assess the system usage, the number of times users have used the mobile app was analyzed. During the 3-month pilot, the results show that 15 health care professionals made use of it, having registered up to 59 accesses, 23 of which took place after the pilot period.

Regarding the usability survey (Multimedia Appendix 1), in phase 1, 30 health care professionals answered the survey, but of them, only 8 completed it in phase 2. However, as mentioned in the “System Evaluation” section, new health care professionals joined the Paediatrics Unit during the pilot, and they used the system. More specifically, 13 health care professionals were incorporated, and they answered the survey after using the system (ie, only in phase 2). In this way, 8 surveys were filled-in for both phase 1 and phase 2, while 13 surveys were filled-in only for phase 2. Figure 4 shows the groups and numbers of health care professionals who responded to phases 1 and 2.

Additionally, 5 health care professionals interested in using the system could not use it because they had iOS phones.

In those users where a comparative analysis can be done (ie, in cases where they have answered in both phases), the results show the following:

- In 7 of 13 questions, the expectations were somewhat higher.
- In 2 of the 13 questions, the expectations were lower.
- In 3 of the 13 questions, the expectations coincided with what was experienced after using the system.
On the one hand, for the health care professionals who have answered in the second phase exclusively (n=13), a comparison of the expectation before and after using the system was not possible. Upon reviewing their opinion after using the system, it is relevant to highlight that the best-scored questions related to the organization support (item number 13; score 8.63/10), and to the improvement in the time spent for decision making (item number 10; score 8.46/10): 

- (item number 13) “Overall, I think the organization where I work would support the use of the KNOWBED App.”
- (item number 10) “The KNOWBED App can help me resolve some clinical decisions quickly.”

On the other hand, the worst-scored question (item number 9; score 7.46/10) was: “I think I will have the technical assistance available to solve problems associated with the KNOWBED App.”

The system’s efficacy has not been revealed because none of the users have answered the question when leaving the mobile app, so no data on efficacy are available.

**Discussion**

The study’s main findings are the design, development, deployment, and validation of a CDSS called the KNOWBED system to integrate scientific knowledge at the bedside. This system can be presented as an innovative and useful tool due to clinical decision making being offered, allowing health care professionals to access recommendations based on scientific evidence at the bedside by using a mobile device.

A limitation of this study is that the number of answered usability surveys has been small. However, 23 of the accesses that health care professionals made (out of 59 total accesses) have taken place after the pilot period. Consequently, the affirmation of the “KNOWBED system is useful even in months of a lower incidence of this pathology” has been concluded.

This experience with the KNOWBED system concludes that if pathologies with more incidence than bronchiolitis are included, the technological system will be useful for clinical decision making. Furthermore, bronchiolitis is a pathology whose clinical protocols are less defined, so consulting the literature based on evidence is perhaps less relevant than other pathologies for which clinical protocols are less defined. This fact explains why the 15 users have only registered 59 accesses to the mobile app.

As future work, to continue analyzing the system’s usability, encouraging health care professionals’ consciousness-raising about the importance of answering the usability survey is relevant, both in the preuse phase of the technology and in the postuse phase, to obtain important data on the usability of technologies.

Furthermore, as future work, it should be stressed that it is required to answer the final question about the usefulness of the mobile app. This indicator was not utilized in this first pilot because the health care professionals have not answered the final question.

The next stage will be extending the experience to more health care centers and including other pathologies, making it possible to increase the number of health care professionals for whom the KNOWBED system’s use may be useful and relevant.

The pilot has highlighted a technological-level limitation: the KNOWBED system should have been developed for the iOS operating system as well. During the pilot execution, 5 of the potential users interested in using the mobile app could not make use of it as it was not available for Apple devices.

As an improvement to the knowledge station, the acceptance of all knowledge managers of a specific pathology will be required to validate any information inclusion/modification in the system, and this validation must be done before that new information is reflected in the mobile app. Moreover, nonfree bibliographic bases will be included to improve the knowledge base by feeding their information as well.

Currently, HL7 International is working on an HL7 project called The Fast Healthcare Interoperability Resources (FHIR) for EBM Knowledge Assets project (EBMonFHIR), sponsored by the HL7 Clinical Decision Support Work Group and co-sponsored by the HL7 Clinical Quality Information Work Group and Biomedical Research and Regulation Work Group. The goal of EBMonFHIR is to provide interoperability for those producing, analyzing, synthesizing, disseminating, and implementing evidence of clinical research and recommendations for clinical care included in the CPGs.
EBMonFHIR could be a new relevant standard to take into account in the KNOWBED system.

Acknowledgments
This project has received funding from the Andalusian Ministry of Health from Spain (reference PIN-0213-2016), and FEDER funds.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Usability survey.

References


28. Likert R. A technique for the measurement of attitudes. Archives of Psychology 1932:5-55 [FREE Full text]

Abbreviations

CDSS: clinical decision support system
CPG: clinical practice guideline
EBM: evidence-based medicine
EBMonFHIR: FHIR for EBM Knowledge Assets project
EHR: electronic health record
FHIR: Fast Healthcare Interoperability Resources

©Alicia Martinez-Garcia, Ana Belén Naranjo-Saucedo, Jose Antonio Rivas, Antonio Romero Tabares, Ana Marín Cassinello, Anselmo Andrés-Martín, Francisco José Sánchez Laguna, Roman Villegas, Francisco De Paula Pérez León, Jesús Moreno Conde, Carlos Luis Parra Calderón. Originally published in JMIR Medical Informatics (http://medinform.jmir.org), 10.03.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete bibliographic information, a link to the original publication on http://medinform.jmir.org/, as well as this copyright and license information must be included.
Detection of Bulbar Involvement in Patients With Amyotrophic Lateral Sclerosis by Machine Learning Voice Analysis: Diagnostic Decision Support Development Study

Alberto Tena1, MSc; Francec Claría2, PhD; Francesc Solsona2, PhD; Einar Meister3, PhD; Monica Povedano4, PhD

1Information and Communication Technologies Group, International Centre for Numerical Methods in Engineering, Barcelona, Spain
2Department of Computer Science, Universitat de Lleida, Lleida, Spain
3Institute of Cybernetics, Tallinn University of Technology, Tallinn, Estonia
4Motoneuron Functional Unit, Hospital Universitari de Bellvitge, Barcelona, Spain

Corresponding Author:
Francesc Solsona, PhD
Department of Computer Science
Universitat de Lleida
Jaume II, 69
Lleida
Spain
Phone: 34 973702735
Email: francesc.solsona@udl.cat

Abstract

Background: Bulbar involvement is a term used in amyotrophic lateral sclerosis (ALS) that refers to motor neuron impairment in the corticobulbar area of the brainstem, which produces a dysfunction of speech and swallowing. One of the earliest symptoms of bulbar involvement is voice deterioration characterized by grossly defective articulation; extremely slow, laborious speech; marked hypernasality; and severe harshness. Bulbar involvement requires well-timed and carefully coordinated interventions. Therefore, early detection is crucial to improving the quality of life and lengthening the life expectancy of patients with ALS who present with this dysfunction. Recent research efforts have focused on voice analysis to capture bulbar involvement.

Objective: The main objective of this paper was (1) to design a methodology for diagnosing bulbar involvement efficiently through the acoustic parameters of uttered vowels in Spanish, and (2) to demonstrate that the performance of the automated diagnosis of bulbar involvement is superior to human diagnosis.

Methods: The study focused on the extraction of features from the phonatory subsystem—jitter, shimmer, harmonics-to-noise ratio, and pitch—from the utterance of the five Spanish vowels. Then, we used various supervised classification algorithms, preceded by principal component analysis of the features obtained.

Results: To date, support vector machines have performed better (accuracy 95.8%) than the models analyzed in the related work. We also show how the model can improve human diagnosis, which can often misdiagnose bulbar involvement.

Conclusions: The results obtained are very encouraging and demonstrate the efficiency and applicability of the automated model presented in this paper. It may be an appropriate tool to help in the diagnosis of ALS by multidisciplinary clinical teams, in particular to improve the diagnosis of bulbar involvement.

Introduction

Background

Amyotrophic lateral sclerosis (ALS) is a neurodegenerative disease with an irregular and asymmetric progression, characterized by a progressive loss of both upper and lower motor neurons that leads to muscular atrophy, paralysis, and death, mainly from respiratory failure. The life expectancy of patients with ALS is between 3 and 5 years from the onset of symptoms. ALS produces muscular weakness and difficulties
of mobility, communication, feeding, and breathing, making the patient heavily dependent on caregivers and relatives and generating significant social costs. Currently, there is no cure for ALS, but early detection can slow the disease progression [1].

The disease is referred to as spinal ALS when the first symptoms appear in the arms and legs (limb or spinal onset; 80% of cases) and bulbar ALS when it begins in cranial nerve nuclei (bulbar onset; 20% of cases). Patients with the latter form tend to have a shorter life span because of the critical nature of the bulbar muscle function that is responsible for speech and swallowing. However, 80% of all patients with ALS experience dysarthria, or unclear, difficult articulation of speech [2]. On average, speech remains adequate for approximately 18 months after the first bulbar symptoms appear [3]. These symptoms usually become noticeable at the beginning of the disease in bulbar ALS or in later stages of spinal ALS. Early identification of bulbar involvement in people with ALS is critical for improving diagnosis and prognosis and may be the key to effectively slowing progression of the disease. However, there are no standardized diagnostic procedures for assessing bulbar dysfunction in ALS.

Speech impairment may begin up to 3 years prior to diagnosis of ALS [3], and as ALS progresses over time there is significant deterioration in speech [4]. Individuals with ALS with severe dysarthria present specific speech production characteristics [5-7]. However, it is possible to detect early, often imperceptible, changes in speech and voice through objective measurements, as suggested in previous works [8-11]. The authors concluded that phonatory features may be well suited to early ALS detection.

Related Work

Previous speech production studies have revealed significant differences in specific acoustic parameters in patients with ALS. Carpenter et al [7] studied the articulatory subsystem of individuals with ALS and found different involvement of articulators—that is, the tongue function was more involved than the jaw function. In a recent study, Shellikeri et al [5] found that the maximum speed of tongue movements and their duration were only significantly different at an advanced stage of bulbar ALS compared with the healthy control group. Connaghan et al [12] used a smartphone app to identify and track speech decline. Lee et al [6] obtained acoustic patterns for vowels in relation to the severity of the dysarthria in patients with ALS.

Other works have demonstrated the efficiency of features obtained from the phonatory subsystem for detecting early deterioration in ALS [8-11,13-15]. Studies have shown significant differences between jitter, shimmer, and the harmonics-to-noise ratio (HNR) in patients with ALS [8,10,11]. More specifically, Silbergleit et al [8] obtained these features from a steady portion of sustained vowels that provided information regarding changes in the vocal signal that are believed to reflect physiologic changes of the vocal folds. Alternative approaches used formant trajectories to classify the ALS condition [13], correlating formants with articulatory patterns [14], fractal jitter [15], Mel Frequency Cepstral Coefficients (MFCCs) [16], or combined acoustic and motion-related features [9] at the expense of introducing more invasive measurements to obtain data. Besides, the findings revealed significant differences in motion-related features only at an advanced stage of bulbar ALS.

Other related studies, such as one by Frid et al [17], used speech formants and their ratios to diagnose neurological disorders. Teixeira et al [18] and Mekyska et al [19] suggested jitter, shimmer, and HNR as good parameters to be used in intelligent diagnosis systems for dysphonia pathologies.

García-Gancedo et al [20] demonstrated the feasibility of a novel digital platform for remote data collection of digital speech characteristics, among other parameters, from patients with ALS.

In the literature, classification models are widely used to test the performance of acoustic parameters in the analysis of pathological voices. Norel et al [21] identified acoustic speech features in naturalistic contexts and machine learning models developed for recognizing the presence and severity of ALS using a variety of frequency, spectral, and voice quality features. Wang et al [9] explored the classification of the ALS condition using the same features with support vector machine (SVM) and neuronal network (NN) classifiers. Rong et al [22] used SVMs with two feature selection techniques (decision tree and gradient boosting) to predict the intelligible speaking rate from speech acoustic and articulatory samples.

Suhas et al [16] implemented SVMs and deep neuronal networks (DNNs) for automatic classification by using MFCCs. An et al [23] used convolutional neuronal networks (CNNs) to compare the intelligible speech produced by patients with ALS to that of healthy individuals. Gutz et al [24] merged SVM and feature filtering techniques (SelectKBest). In addition, Vashkevich et al [25] used linear discriminant analysis (LDA) to verify the suitability of the sustain vowel phonation test for automatic detection of patients with ALS.

Among feature extraction techniques, principal component analysis (PCA) [26] shows good performance in a wide range of domains [27,28]. Although PCA is an unsupervised technique, it can efficiently complement a supervised classifier in order to achieve the objective of the system. In fact, any classifier can be used in conjunction with PCA because it does not make any kind of assumption about the subsequent classification model.

Hypothesis

Based on previous works, our paper suggests that the acoustic parameters obtained through automated signal analysis from a steady portion of sustained vowels may be used efficiently as predictors for the early detection of bulbar involvement in patients with ALS. For that purpose, the main objectives (and contributions) of this research were (1) to design a methodology for diagnosing bulbar involvement efficiently through the acoustic parameters of uttered vowels in Spanish; and (2) to demonstrate that the performance of the automated diagnosis of bulbar involvement is superior to human diagnosis.

To fulfill these objectives, 45 Spanish patients with ALS and 18 control subjects took part in the study. They were recruited by a neurologist, and the five Spanish vowel segments were
elicited from each participant. The study focused on the extraction of features from the phonatory subsystem—jitter, shimmer, HNR, and pitch—from the utterance of each Spanish vowel.

Once the features were obtained, we used various classification algorithms to perform predictions based on supervised classification. In addition to traditional SVMs [9,16,21,22,24], NNS [9,16,23], and LDA [25], we used logistic regression (LR), which is one of the most frequently used models for classification purposes [29,30]; random forest (RF) [31], which is an ensemble method in machine learning that involves the construction of multiple tree predictors that are classic predictive analytic algorithms [22]; and naive Bayes (NaB), which is still a relevant topic [32] and is based on applying Bayes’ theorem.

Prior to feeding the models, PCA was applied to the features obtained due to the good performance observed of this technique in a wide range of domains.

Methods

Participants

The study was approved by the Research Ethics Committee for Biomedical Research Projects (CEIm) at the Bellvitge University Hospital in Barcelona, Spain. A total of 45 participants with ALS (26 males and 19 females) aged from 37 to 84 (mean 57.8, SD 11.8) years and 18 control subjects (9 males and 9 females) aged from 21 to 68 (mean 45.2, SD 12.2) years took part in this transversal study. All participants with ALS were diagnosed by a neurologist.

Bulbar involvement was diagnosed by following subjective clinical approaches [33], and the neurologist made the diagnosis of whether a patient with ALS had bulbar involvement. Of the 45 participants with ALS, 5 reported bulbar onset and 40 reported spinal onset, but at the time of the study 14 of them presented bulbar symptoms.

To summarize, of the 63 participants in the study, 14 were diagnosed with ALS with bulbar involvement (3 males and 11 females; aged from 38 to 84 years, mean 56.8 years, SD 12.3 years); 31 were diagnosed with ALS but did not display this dysfunction (23 males and 8 females, aged from 37 to 81 years, mean 58.3 years, SD 11.7 years); and 18 were control subjects (9 males and 9 females; aged from 21 to 68 years, mean 45.2 years, SD 12.2 years).

The severity of ALS and its bulbar presentation also varied among participants, as assessed by the ALS Functional Rating Scale-Revised (ALSFRS-R). The ALSFRS-R score (0-48) was obtained from 12 survey questions that assess the degree of functional impairment, with the score of each question ranging from 4 (least impaired) to 0 (most impaired). The scores of the 45 participants in this study ranged from 6 to 46 (mean 31.3, SD 8.6; 3 patients’ scores were reported as not available). Within the subgroups, the scores of patients diagnosed with bulbar involvement ranged from 6 to 46 (mean 23.1, SD 9.8), and the scores of participants with ALS who did not present this dysfunction ranged from 17 to 46 (mean 30.2, SD 8.0; 3 patients’ scores reported as not available).

The main clinical records of the participants with ALS are summarized in Multimedia Appendix 1.

Vowel Recording

The Spanish phonological system includes five vowel segments—a, e, i, o, and u. These were obtained and analyzed from each patient with ALS and each control participant, all of whom were Spanish speakers.

Sustained samples of the Spanish vowels a, e, i, o, and u were elicited under medium vocal loudness conditions for 3–4 s. The recordings were made in a regular hospital room using a USB GXT 252 Emita Streaming Microphone (Trust International BV) connected to a laptop. The speech signals were recorded at a sampling rate of 44.100 Hz and 32-bit quantization using Audacity, an open-source application [34].

Feature Extraction

Each individual phonation was cut out and anonymously labeled. The boundaries of the speech segments were determined with an oscillogram and a spectrogram using the Praat manual [35] and were audibly checked. The starting point of the boundaries was established as the onset of the periodic energy in the waveform observed in the oscillogram and checked by the apparition of the formants in the spectrogram. The end point was established as the end of the periodic oscillation when a marked decrease in amplitude in the periodic energy was observed. It was also identified by the disappearance of the waveform in the oscillogram and the formants in the spectrogram.

Acoustic analysis was done by taking into account the following features: jitter, shimmer, HNR, and pitch. Once the phonations of each participant had been segmented, the parameters were obtained from each vowel through the standard methods used in Praat [35]; they are explained in detail in this section and consist of a short-term spectral analysis and an autocorrelation method for periodicity detection.

Jitter and shimmer are acoustic characteristics of voice signals. Jitter is defined as the periodic variation from cycle to cycle of the fundamental period, and shimmer is defined as the fluctuation of the waveform amplitudes of consecutive cycles. Patients with lack of control of the vibration of the vocal folds tend to have higher values of jitter. A reduction of glottal resistance causes a variation in the magnitude of the glottal period correlated with breathiness and noise emission, causing an increase in shimmer [18].

To compute jitter parameters, some optional parameters in Praat were established. Period floor and period ceiling, defined as the minimum and maximum durations of the cycles of the waveform that were considered for the analysis, were set at 0.002 s and 0.025 s, respectively. The maximum period factor—the largest possible difference between two consecutive cycles—was set at 1.3. This means that if the period factor—the ratio of the duration of two consecutive cycles—was greater than 1.3, this pair of cycles was not considered in the computation of jitter.

The methods used to determine shimmer were almost identical to those used to determine jitter, the main difference being that...
jitter considers periods and shimmer takes into account the maximum peak amplitude of the signal.

Once the previous parameters had been established, jitter and shimmer were obtained by the formulas shown below [35].

Jitter(absolute) is the cycle-to-cycle variation of the fundamental period (ie, the average absolute difference between consecutive periods):

\[
\text{Jitter(absolute)} = \frac{1}{N} \sum_{i=1}^{N} |T_i - T_{i-1}|
\]

where \(T_i\) is the duration of the \(i\)th cycle and \(N\) is the total number of cycles. If \(T_i\) or \(T_{i-1}\) is outside the floor and ceiling periods, or if \(T_i\) or \(T_{i-1}\) is greater than the maximum period factor, the term \(T_i - T_{i-1}\) is not counted in the sum, and \(N\) is lowered by 1 (if \(N\) ends up being less than 2, the result of the computation becomes “undefined”).

Jitter(relative) is the average absolute difference between consecutive periods divided by the average period. It is expressed as a percentage:

\[
\text{Jitter(relative)} = \frac{1}{N} \sum_{i=1}^{N} \frac{|T_i - T_{i-1}|}{T_i}
\]

Jitter(rap) is defined as the relative average perturbation—the average absolute difference between a period and the average of this and its two neighbors, divided by the average period:

\[
\text{Jitter(rap)} = \frac{1}{N} \sum_{i=1}^{N} \frac{|T_i - \frac{T_{i-1} + T_{i+1}}{2}|}{T_i}
\]

Jitter(ppq5) is the five-point period perturbation quotient, computed as the average absolute difference between a period and the average of this and its four closest neighbors, divided by the average period:

\[
\text{Jitter(ppq5)} = \frac{1}{N} \sum_{i=1}^{N} \frac{|T_i - \frac{T_{i-2} + T_{i-1} + T_{i+1} + T_{i+2}}{4}|}{T_i}
\]

Shimmer(dB) is expressed as the variability of the peak-to-peak amplitude, defined as the difference between the maximum positive and the maximum negative amplitude of each period in decibels (ie, the average absolute base-10 logarithm of the difference between the amplitudes of consecutive periods, multiplied by 20:

\[
\text{Shimmer(dB)} = \frac{1}{N} \sum_{i=1}^{N} 20 \log_{10} \frac{A_i}{A_{i-1}}
\]

where \(A_i\) is the extracted peak-to-peak amplitude data and \(N\) is the number of extracted fundamental periods.

Shimmer(relative) is defined as the average absolute difference between the amplitudes of consecutive periods, divided by the average amplitude, expressed as a percentage:

\[
\text{Shimmer(relative)} = \frac{1}{N} \sum_{i=1}^{N} \frac{|A_i - A_{i-1}|}{\frac{A_i + A_{i-1}}{2}}
\]

Shimmer(apq3) is the three-point amplitude perturbation quotient. This is the average absolute difference between the amplitude of a period and the average of the amplitudes of its neighbors, divided by the average amplitude:

\[
\text{Shimmer(apq3)} = \frac{1}{N} \sum_{i=1}^{N} \frac{|A_i - \frac{A_{i-1} + A_{i+1}}{2}|}{\frac{A_i + A_{i-1} + A_{i+1}}{3}}
\]

Shimmer(apq5) is defined as the five-point amplitude perturbation quotient, or the average absolute difference between the amplitude of a period and the average of the amplitudes of this and its four closest neighbors, divided by the average amplitude:

\[
\text{Shimmer(apq5)} = \frac{1}{N} \sum_{i=1}^{N} \frac{|A_i - \frac{A_{i-2} + A_{i-1} + A_{i+1} + A_{i+2}}{4}|}{\frac{A_i + A_{i-2} + A_{i-1} + A_{i+1} + A_{i+2}}{5}}
\]

Shimmer(apq11) is expressed as the 11-point amplitude perturbation quotient, the average absolute difference between the amplitude of a period and the average of the amplitudes of this and its ten closest neighbors, divided by the average amplitude:

\[
\text{Shimmer(apq11)} = \frac{1}{N} \sum_{i=1}^{N} \frac{|A_i - \frac{A_{i-5} + A_{i-4} + A_{i-3} + A_{i-2} + A_{i-1} + A_{i+1} + A_{i+2} + A_{i+3} + A_{i+4} + A_{i+5}}{11}|}{\frac{A_i + A_{i-5} + A_{i-4} + A_{i-3} + A_{i-2} + A_{i-1} + A_{i+1} + A_{i+2} + A_{i+3} + A_{i+4} + A_{i+5}}{11}}
\]

The HNR provides an indication of the overall periodicity of the voice signal by quantifying the ratio between the periodic (harmonics) and aperiodic (noise) components. The HNR was computed using Praat [35], based on the second maximum of normalized autocorrelation function detection, which is used in the following equation:

\[
\text{HNR} = \frac{r(t = \tau)}{r(t)}
\]

where \(r(t)\) is the normalized autocorrelation function, \(r(t = \tau)\) is the second local maximum of the normalized autocorrelation and \(\tau\) is the period of the signal.

The time step, defined as the measurement interval, was set at 0.01 s, the pitch floor at 60 Hz, the silence threshold at 0.1 (time steps that did not contain amplitudes above this threshold, relative to the global maximum amplitude, were considered silent), and the number of periods per window at 4.5, as suggested by Boersma and Weenink [35].

For the purpose of this study, the mean and standard deviation of the HNR were used.

To obtain the pitch, the autocorrelation method implemented in Praat [35] was used. The pitch floor for males and females was set at 60 Hz and 100 Hz, respectively, and the pitch ceiling for males and females was set at 300 Hz and 500 Hz, respectively. The time step was set, according to Praat [35], at 0.0075 s and 0.0125 s for females and males, respectively. Pitch above pitch ceiling and below pitch floor were not estimated. The mean and standard deviation of the pitch, as well as the minimum and maximum pitch, were features obtained from the pitch metric.

Textbox 1 shows the procedure, inspired by Praat [35], that was used to obtain the features explained above. The full code is freely available online [36].

https://medinform.jmir.org/2021/3/e21331
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Textbox 1. Algorithm for obtaining the features (jitter, shimmer, harmonics-to-noise ratio [HNR], and pitch) for acoustic analysis.

1. Each individual phonation of each vowel was cut out and anonymously labeled to define the boundaries of the speech segments.

2. The values for the optional parameters for analysis were set:
   - Optional parameters to obtain jitter and shimmer parameters
     - pitch floor: females 100 Hz and males 60 Hz
     - pitch ceiling: females 500 Hz and males 300 Hz
     - period floor: 0.002 s
     - period ceiling: 0.025 s
     - maximum period factor: 1.3
   - Optional parameters to obtain HNR
     - time step: 0.01 s
     - pitch floor: 60 Hz
     - silence threshold: 0.1
     - number of periods per windows: 4.5
   - Optional parameters to obtain pitch
     - pitch floor: females 100 Hz and males 60 Hz
     - pitch ceiling: females 500 Hz and males 300 Hz
     - time step: females 0.0075 s and males 0.0125 s

3. Compute jitter and shimmer features—jitter(absolute), jitter(relative), jitter(rap), jitter(ppq5), shimmer(dB), shimmer(relative), shimmer(apq3), shimmer(apq5), shimmer(apq11)—using the configuration parameters established and then obtain the mean of each of these parameters for each vowel.

4. Compute HNR using the configuration parameters established and then obtain the mean (HNR[mean]) and standard deviation (HNR[SD]) values.

5. Compute pitch using the configuration parameters established and then obtain the mean (pitch[mean]), standard deviation (pitch[SD]), minimum (pitch[min]), and maximum (pitch[max]) values.

6. Obtain a data set with the 15 features computed.

PCA

The PCA technique [37], a ranking feature extraction approach, was implemented in R [38] using the Stats package [38]. PCA was used to decompose the original data set into principal components (PCs) to obtain another data set whose data were linearly independent and therefore uncorrelated. It was performed by means of singular value decomposition (SVD) [39].

Prior to applying PCA, given that the mean age of control subjects was approximately 12 years younger than patients with ALS, we removed the age effects by using the data from the control subjects and applying the correction to all the participants as in the study by Norel et al [21]. We fitted the features extracted for healthy people and their age linearly. Then, the “normal aging” of each single feature of each participant was obtained by multiplying the age of the participants by the slope parameter obtained from the linear fit. Finally, the computed “normal aging” was removed from the features. Afterward, a standardized data set was obtained by subtracting the mean and centering the age-adjusted features at 0.

Then, by applying SVD to the standardized data set, a decomposition was obtained: \( X = USV^T \), where \( X \) is the matrix of the standardized data set, \( U \) is a unitary matrix and \( S \) is the diagonal matrix of singular values \( s_i \). PCs are given by \( US \), and \( V \) contains the directions in this space that capture the maximal variance of the features of the matrix \( X \). The number of PCs obtained was the same as the original number of features, and the total variance of all of the PCs was equal to the total variance among all of the features. Therefore, all of the information contained in the original data was preserved.

From the PCA, a biplot chart was obtained for a visual appraisal of the data [40]. The biplot chart allowed us to visualize the data set structure, identify the data variability and clustering participants, and display the variances and correlations of the analyzed features. Then, the first eight PCs that explained almost 100% of the variance were selected to fit the classification models.

Supervised Models

The participants in this study belonged to three different groups: the control group (n=18), patients with ALS with bulbar involvement (n=14), and patients with ALS without bulbar involvement (n=31). Each participant was properly labeled as...
control (C) if the subject was a control participant, ALS with bulbar (B) if the subject was a participant with ALS diagnosed with bulbar involvement, or ALS without bulbar (NB) if the subject was a participant with ALS without bulbar involvement.

In addition, the ALS (A) label was added to every participant with ALS, with or without bulbar involvement.

Supervised models were built to obtain predictions by comparing the four labeled groups between them. **Textbox 2** summarizes the procedure used to create proper classification models.

**Textbox 2. Algorithm used to create the classification models.**

1. Building the data set: each participant was classified as C (control), B (amyotrophic lateral sclerosis [ALS] with bulbar involvement), or NB (ALS without bulbar involvement) according to the features extracted from the utterance of the five Spanish vowels and the categorical attributes of the bulbar involvement.

2. "Undefined" values were found in few participants when computing the shimmer(apq11) for a specific vowel. They were handled by computing the mean of this parameter for the other vowels uttered by the same participant.

3. The age effects were removed from the data set.

4. The values of the features obtained from the acoustic analysis were zero centered and scaled by using the following equation: \( \frac{x_i - \mu}{\sigma} \) where \( x_i \) is the feature vector, \( \mu \) is the mean, and \( \sigma \) is the standard deviation. Scaling was performed to handle highly variable magnitudes of the features prior to computing primary component analysis (PCA).

5. The PCA was computed and a new data set was created with the first eight primary components (PCs).

6. A random seed was set to generate the same sequence of random numbers. They were used to divide the data set into chunks and randomly permute the data set. The random seed made the experiments reproducible and the classifier models comparable.

7. A 10-fold cross-validation technique was implemented and repeated for 10 trials. The data set was divided into ten contiguous chunks of approximately the same size. Then, 10 training-testing experiments were performed as follows: each chunk was held to test the classifier, and we performed training on the remaining chunks, applying upsampling with replacement by making the group distributions equal; the experiments were repeated for 10 trials, each trial starting with a random permutation of the data set.

8. Two different classification thresholds were established: 50% and 95% (more restrictive). The classification threshold is a value that dichotomizes the result of a quantitative test to a simple binary decision by treating the values above or equal to the threshold as positive and those below as negative.

Several supervised classification models were implemented in R [38] to measure the classification performance. The classification models were fitted with the first eight PCs that explained almost 100% of the data variability. Finally, 10-fold cross-validation was implemented in R using the caret package [41] to draw suitable conclusions. The upsampling technique with replacement was applied to the training data by making the group distributions equal to deal with the unbalanced data set, which could bias the classification models [42].

The first classifier employed was SVM, which is a powerful, kernel-based classification paradigm. SVM was implemented using the e1071 package [43]. We used a C-support vector classification [44] and a linear kernel that was optimized through the tune function, assigning values of 0.0001, 0.0005, 0.001, 0.01, 0.1, and 1 to the C parameter, which controls the trade-off between a low training error and a low testing error. A C parameter value of 1 gave the best performance, and thus this was the SVM model chosen.

Next, a classical NN trained with the back propagation technique with an adaptive learning rate was implemented using the RSNNNS package [45]. After running several trials to decide the NN architecture, a single hidden layer with three neurons was implemented because it showed the best performance. The activation function (transfer function) used was the hyperbolic tangent sigmoid function.

LDA was implemented using the MASS package [46]. It estimated the mean and variance in the training set and computed the covariance matrix to capture the covariance between the groups to make predictions by estimating the probability that the test set belonged to each of the groups.

LR was implemented by using the Gaussian generalized linear model applying the Stats package [38] for binomial distributions. A logit link function was used to model the probability of “success.” The purpose of the logit link was to take a linear combination of the covariate values and convert those values into a probability scale.

Standard NaB based on applying Bayes’ theorem was implemented using the e1071 package [43].

Finally, the RF classifier was implemented using the randomForest package [47] with a forest of 500 decision tree predictors. The optimal mtry—a parameter that indicated the number of PCs that were randomly distributed at each decision tree—was optimized for each classification problem by using the train function included in the caret package [41]. Each decision tree performed the classification independently and RF computed each tree predictor classification as one “vote.” The majority of the votes computed by all of the tree predictors decided the overall RF prediction.

The code of these implementations is freely available online [48].
Performance Metrics

There are several metrics to evaluate classification algorithms [49]. The analysis of such metrics and their significance must be interpreted correctly to evaluate these algorithms.

There are four possible results in the classification task. If the sample is positive and it is classified as positive, it is counted as a true positive (TP), and when it is classified as negative, it is considered a false negative (FN). If the sample is negative and it is classified as negative or positive, it is considered a true negative (TN) or false positive (FP), respectively. Based on that, three performance metrics, presented below, were used to evaluate the performance of the classification models.

- **Accuracy**: ratio between the correctly classified samples.
- **Sensitivity**: proportion of correctly classified positive samples compared with the total number of positive samples.
- **Specificity**: proportion of correctly classified negative samples compared with the total number of negative samples.

Finally, paired Bonferroni-corrected Student t tests [50] were implemented to evaluate the statistical significance of the metrics results. To reject the null hypothesis, which entails considering that there is no difference in the performance of the classifiers, a significance level of $\alpha=.05$ was established for all tests. The $P$ values obtained by performing the tests with values below $\alpha=.05$ rejected the null hypothesis.

Results

First, the distributions of the features obtained were examined. Then, the PCA was performed and the supervised models studied were evaluated.

Data Exploration

A total of 15 features were obtained in this study. These features were: jitter(absolute), jitter(relative), jitter(rap), jitter(ppq5), shimmer(relative), shimmer(dB), shimmer(apq3), shimmer(apq5), shimmer(apq11), pitch(mean), pitch(SD), pitch(min), pitch(max), HNR(mean), and HNR(SD).

**Figure 1** shows the box plot of the features obtained from the control (C) group, patients with ALS with bulbar involvement (B), and patients with ALS without bulbar involvement (NB). The means in the B group were higher than those in the C and NB groups. The means in the NB group were located in the middle of the means of the C and B groups. On the contrary, the B group obtained the lowest values for the mean HNR(mean) and HNR(SD). Differences in the standard deviation between the three groups were also observed. In general, features obtained from the B group presented the highest standard deviations.
PCA

PCA was performed using the data set that contained the 15 features extracted from all of the participants. Figure 2 shows the associated PCA biplot chart. The two axes represent the first (Dim1) and second (Dim2) PCs. The biplot uses the diagonalization method to give a graphical display of its dimensional approximation [51,52]. The interpretation of the biplot involves observing the lengths and directions of the vectors of the features, the data variability, and the clusterization of the participants.
It can be observed that a considerable proportion of variance (70.1%) of the shimmer, jitter, pitch, and HNR was explained. The relative angle between any two vector features represents their pairwise correlation. The closer the vectors are to each other (<90°), the higher their correlation. When vectors are perpendicular (angles of 90° or 270°), the variables have a small or null correlation. Angles approaching 0° or 180° (collinear vectors) indicate a correlation of 1 or –1, respectively. Thus, in this case, shimmer and jitter show a strong positive correlation. Another important observation reflected in Figure 2 is the spatial proximity of the groups in relation both to each other and to the set of features. The projection of the B group onto the vector for shimmer and jitter falls to the left of the vector features. This means that subjects labelled as the B group had higher...
average values for those features than the average values of the other groups. Conversely, the projection of the C group onto those variables falls on the opposite side. In addition, the C and B groups are more distant from each other when projected onto shimmer and jitter. This indicates that shimmer and jitter features are the most important features for the classification of participants in the B and C groups.

The projection of subjects in the NB group requires special attention. Although the projection of these subjects has a spatial proximity with respect to the C group, their variability is higher, overflowing the gray circle corresponding to the B group. This indicates that some features, especially shimmer and jitter, of some subjects in the NB group have similar projections to the features of the B group.

To fit the models, as explained in detail in the next section, the first eight PCs were selected in order to reduce the dimensionality but preserve almost 100% of the variability as shown in Figure 3.

Figure 3. Cumulative percentage of the explained variance using principal component analysis.

Supervised Model Evaluation
The first eight PCs were selected. Then, each classification model was applied to these PCs. Consequently, better results were obtained than when applying the classification models alone. The results of the classification methods alone are not shown because of their limited contribution to the analysis.

Tables 1 and 2 show the classification performance (accuracy, sensitivity, and specificity metrics) of the supervised models tested for the four cases with the classification threshold set at 50% and 95%, respectively.
<table>
<thead>
<tr>
<th>Model and metrics</th>
<th>Classification performance (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C\textsuperscript{a} vs B\textsuperscript{b}</td>
<td>C vs NB\textsuperscript{c}</td>
<td>B vs NB</td>
<td>C vs ALS\textsuperscript{d}</td>
</tr>
<tr>
<td>Random forest</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>93.6</td>
<td>91.1</td>
<td>75.5</td>
<td>90.3</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>91.1</td>
<td>92.1</td>
<td>55.7</td>
<td>92.1</td>
</tr>
<tr>
<td>Specificity</td>
<td>95.5</td>
<td>89.6</td>
<td>88.4</td>
<td>85.7</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>91.0</td>
<td>87.9</td>
<td>75.4</td>
<td>90.3</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>89.2</td>
<td>86.7</td>
<td>62.7</td>
<td>92.1</td>
</tr>
<tr>
<td>Specificity</td>
<td>93.2</td>
<td>90.0</td>
<td>81.2</td>
<td>85.7</td>
</tr>
<tr>
<td>Logistic regression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>93.8</td>
<td>91.4</td>
<td>70.1</td>
<td>91.1</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>92.5</td>
<td>89.1</td>
<td>62.2</td>
<td>89.6</td>
</tr>
<tr>
<td>Specificity</td>
<td>94.8</td>
<td>95.6</td>
<td>73.5</td>
<td>93.3</td>
</tr>
<tr>
<td>Linear discriminant analysis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>94.3</td>
<td>91.6</td>
<td>71.2</td>
<td>91.6</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>95.6</td>
<td>87.4</td>
<td>61.8</td>
<td>88.3</td>
</tr>
<tr>
<td>Specificity</td>
<td>90.0</td>
<td>98.8</td>
<td>75.4</td>
<td>87.8</td>
</tr>
<tr>
<td>Neuronal network</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>94.8</td>
<td>92.5</td>
<td>70.4</td>
<td>92.2</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>91.7</td>
<td>90.3</td>
<td>60.0</td>
<td>90.8</td>
</tr>
<tr>
<td>Specificity</td>
<td>97.2</td>
<td>96.4</td>
<td>75.2</td>
<td>95.6</td>
</tr>
<tr>
<td>Support vector machine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accuracy</td>
<td>95.8</td>
<td>91.5</td>
<td>69.9</td>
<td>91.6</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>91.4</td>
<td>88.4</td>
<td>59.4</td>
<td>88.9</td>
</tr>
<tr>
<td>Specificity</td>
<td>99.3</td>
<td>97.0</td>
<td>74.6</td>
<td>98.2</td>
</tr>
</tbody>
</table>

\textsuperscript{a}C: control group.

\textsuperscript{b}B: patients with amyotrophic lateral sclerosis (ALS) with bulbar involvement.

\textsuperscript{c}NB: patients with ALS without bulbar involvement.

\textsuperscript{d}ALS: all patients with ALS.
Table 2. Classification performance of the supervised models with the classification threshold set at 95%.

<table>
<thead>
<tr>
<th>Model and metrics</th>
<th>Classification performance (%)</th>
<th>C&lt;sup&gt;a&lt;/sup&gt; vs B&lt;sup&gt;b&lt;/sup&gt;</th>
<th>C vs NB&lt;sup&gt;c&lt;/sup&gt;</th>
<th>B vs NB</th>
<th>C vs ALS&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Random forest</strong></td>
<td></td>
<td>58.3</td>
<td>56.1</td>
<td>68.8</td>
<td>75.1</td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td>4.8</td>
<td>30.4</td>
<td>0.0</td>
<td>65.6</td>
</tr>
<tr>
<td>Sensitivity</td>
<td></td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>98.8</td>
</tr>
<tr>
<td><strong>Naïve Bayes</strong></td>
<td></td>
<td>82.3</td>
<td>68.8</td>
<td>72.8</td>
<td>75.1</td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td>64.7</td>
<td>54.6</td>
<td>15.8</td>
<td>65.6</td>
</tr>
<tr>
<td>Sensitivity</td>
<td></td>
<td>96.1</td>
<td>93.3</td>
<td>98.6</td>
<td>98.8</td>
</tr>
<tr>
<td><strong>Logistic regression</strong></td>
<td></td>
<td>92.8</td>
<td>77.7</td>
<td>74.1</td>
<td>76.0</td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td>84.8</td>
<td>65.1</td>
<td>16.7</td>
<td>66.4</td>
</tr>
<tr>
<td>Sensitivity</td>
<td></td>
<td>99.0</td>
<td>99.6</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td><strong>Linear discriminant analysis</strong></td>
<td></td>
<td>88.1</td>
<td>70.6</td>
<td>71.7</td>
<td>71.1</td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td>72.7</td>
<td>53.5</td>
<td>0.9</td>
<td>59.5</td>
</tr>
<tr>
<td>Sensitivity</td>
<td></td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td><strong>Neuronal network</strong></td>
<td></td>
<td>92.6</td>
<td>84.8</td>
<td>73.1</td>
<td>86.8</td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td>83.2</td>
<td>76.1</td>
<td>20.5</td>
<td>81.6</td>
</tr>
<tr>
<td>Sensitivity</td>
<td></td>
<td>100.0</td>
<td>100.0</td>
<td>96.8</td>
<td>99.8</td>
</tr>
<tr>
<td><strong>Support vector machine</strong></td>
<td></td>
<td>86.3</td>
<td>71.1</td>
<td>70.7</td>
<td>71.1</td>
</tr>
<tr>
<td>Accuracy</td>
<td></td>
<td>68.8</td>
<td>54.3</td>
<td>6.1</td>
<td>59.4</td>
</tr>
<tr>
<td>Sensitivity</td>
<td></td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

<sup>a</sup>C: control group.

<sup>b</sup>B: patients with amyotrophic lateral sclerosis (ALS) with bulbar involvement.

<sup>c</sup>NB: patients with ALS without bulbar involvement.

<sup>d</sup>ALS: all patients with ALS.

In the case of the C group versus the B group, with the classification threshold set at 50%, the results indicated that all classifiers had a good classification performance. SVM obtained the best accuracy (95.8%). The tests of significance, which are reported in Multimedia Appendix 2, revealed statistically significant differences between SVM and the other models, with the exception of LDA, which obtained an accuracy (94.3%) that closely approximated that of the SVM model. NN also showed really good results (accuracy 94.8%).

Similar behavior was obtained in the C group versus the NB group and the C group versus all patients with ALS. In these cases, NN was the best model (92.5% for C vs NB and 92.2% for C versus ALS). Meanwhile, generally poor performance was obtained in the B group versus the NB group compared with the other cases. Although RF showed the best accuracy (75.5%), the performance of specificity and especially sensitivity dropped dramatically in comparison with the previous cases. In general, the model performance dropped with a 95% threshold. In the C group versus the B group, the accuracy of the classification models (Table 2) was worse than when the classification threshold was set at 50%. LR shows the best accuracy (92.8%). LDA, SVM, and NaB obtained accuracies of 88.1%, 86.3%, and 82.3%, respectively. RF did not seem to be a good model for this threshold, with an accuracy of 58.3%. Lower results were obtained in the C group versus the NB group and the C group versus the group with ALS. NN showed the best performance, with accuracies of 84.8% and 86.8%, respectively.

With the 95% threshold, the performance of sensitivity dropped in all cases, especially for the B group versus the NB group, where LR obtained the best performance with an accuracy of 74.1% but a sensitivity of 16.7%.
Discussion

Principal Findings

This study was guided by 2 objectives: (1) to design a methodology for diagnosing bulbar involvement efficiently through the acoustic parameters of uttered vowels in Spanish, and (2) to demonstrate the superior performance of automated diagnosis of bulbar involvement compared with human diagnosis. This was based on the accurate acoustic analysis of the five Spanish vowel segments, which were elicited from all participants. A total of 15 acoustic features were extracted: jitter(absolute), jitter(relative), jitter(mppq5), shimmer(relative), shimmer(db), shimmer(apq3), shimmer(apq5), shimmer(apq11), pitch(mean), pitch(SD), pitch(min), pitch(max), HNR(mean), and HNR(SD). Then, the PCs of these features were obtained to fit the most common supervised classification models in clinical diagnosis: SVM, NN, LDA, LR, NaB, and RF. Finally, the performance of the models was compared.

The study demonstrated the feasibility of automatic detection of bulbar involvement in patients with ALS through acoustic features obtained from vowel utterance. It also confirms that speech impairment is one of the most important aspects for diagnosing bulbar involvement, as was suggested by Pattee et al [33]. Furthermore, bulbar involvement can be detected using automatic tools before it becomes perceptible to human hearing.

Voice features extracted from the B group compared with those features extracted from the C group showed the best performance of the classification model for determining bulbar involvement in patients with ALS.

Accuracy for the C group versus the B group revealed values of 95.8% for SVM with the classification threshold established at 50%. However, on increasing the threshold to 95%, the accuracy values for SVM dropped (86.3%) and LR showed the best performance (accuracy 92.8%). NN also showed a good accuracy at 92.6%, This implies that NN and LR are more robust for finding accuracy.

For that case, the results obtained reinforce the idea that it is possible to diagnose bulbar involvement in patients with ALS using supervised models and objective measures. The SVM and LR models provided the best performance for the 50% and 95% thresholds, respectively.

Great uncertainty was found in the analysis regarding bulbar involvement in the NB group. The accuracy values of the C group versus the NB group and the C group versus the group with ALS with the classification threshold at 50% were 92.5% and 92.2%, respectively, for NN. That reveals that the features extracted from the NB group differed significantly from those of the C group. Lower performance should be expected because participants labeled as the C group and NB group should have similar voice performance. This may indicate that some of the participants in the NB group probably had bulbar involvement but were not correctly diagnosed because the perturbation in their voices could not be appreciated by the human ear. Alternatively, it could be simply that a classification threshold of 50% was too optimistic. With a 95% classification threshold, lower results were obtained in the C group versus the NB group and in the C group versus patients with ALS. NN showed the best performance with accuracies of 84.8% and 86.8%, respectively, for the two cases.

The performance between the B group and C group showed better results than between the NB group and C group. Despite this, the unexpectedly high performance of the models for the C group versus the NB group still suggests that some participants in the NB group could have had bulbar involvement. Changing the classification threshold to 95% worsened the results, especially for sensitivity, although this still remained significant.

The case of the B group versus the NB group revealed that the classification models did not distinguish B group and NB group participants as well as they did with the other groups. The accuracy with the 50% threshold showed the highest performance for RF (75.5%), but the models showed difficulties in identifying positive cases. That may be due to the small difference in the variation of the data among participants in the B and NB groups. The same occurred for the 95% threshold: LR obtained the highest accuracy (74.1%) but a sensitivity of only 16.7%. These values remain far from those in the case of the C group versus the B group. These results also reinforce the idea that participants in the NB group were misdiagnosed.

The good model performance obtained in comparing the C and NB groups supports these findings and underscores the importance of using objective measures for assessing bulbar involvement. This corroborated the results obtained in the data exploration and PCA, which were presented in the Results section.

The projection of the NB group in the PCA biplot chart requires special attention. Although the projection of these subjects has a spatial proximity with regard to the C group, their variability is higher, overflowing the circle corresponding to the B group. This indicates that some features, especially shimmer and jitter, of some patients in the NB group have similar projections to those in the B group. This may reveal that these patients in the NB group could have bulbar involvement but were not yet correctly diagnosed because the perturbation in their voices could still not be appreciated by human hearing.

Figure 1 also indicates that the means of the features of the patients in the NB group were between the means of the features of the C and B groups, thus corroborating these assumptions.

Limitations

This study has some limitations. First, using machine learning on small sample sizes makes it difficult to fully evaluate the significance of the findings. The sample size of this study was heavily influenced by the fact that ALS is a rare disease. At the time of the study, 14 of the patients with ALS presented bulbar symptoms. The relatively small size of this group was because ALS is a very heterogeneous disease and not all patients with ALS present the same symptomatology. Additionally, the control subjects were approximately 12 years younger than the patients with ALS. Vocal quality changes with age, and comparing younger control subjects’ vocalic sounds with those of older participants with ALS might introduce additional variations.
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Although upsampling techniques were used in this study to correct the bias and age adjustments have been applied to correct the vocal quality changes due to the age difference, it would be necessary in future studies to increase the number of participants, especially of patients with ALS with bulbar involvement and control participants of older ages, to draw definitive conclusions.

Second, the variability inherent in establishing the boundaries of the speech segments on spectrograms manually makes replicability challenging. Speakers will differ in their production, and even the same speaker in the same context will not produce two completely identical utterances. In this study, the recorded speech was processed manually in the uniform approach detailed in the Methods section. Automatic instruments have been developed, but unfortunately these methods are not yet accurate enough and require manual correction.

**Comparison with Prior Work**

The PCA biplot charts indicated that shimmer and jitter were the most important features for group separation in the 2-PC model for ALS classification; however, they also revealed pitch and HNR parameters as good variables for this purpose. These results are consistent with those of Vashkevich et al [25], who demonstrated significant differences in jitter and shimmer in patients with ALS. They are also consistent with Mekyska et al [19] and Teixeira et al [18], who mentioned pitch, jitter, shimmer, and HNR values as the most popular features describing pathological voices. Finally, Silbergleit et al [8] suggested that the shimmer, jitter, and HNR parameters are sensitive indicators of early laryngeal deterioration in ALS.

Concerning the classification models, Norel et al [21] recently implemented SVM classifiers to recognize the presence of speech impairment in patients with ALS. They identified acoustic speech features in naturalistic contexts, achieving 79% accuracy (sensitivity 78%, specificity 76%) for classification of males and 83% accuracy (sensitivity 86%, specificity 78%) for classification of females. The data used did not originate from a clinical trial or contrived study nor was it collected under laboratory conditions. Wang et al [9] implemented SVM and NN using acoustic features and adding articulatory motion information (from tongue and lips). When only acoustic data were used to fit the SVM, the overall accuracy was slightly higher than the level of chance (50%). Adding articulatory motion information further increased the accuracy to 80.9%. The results using NN were more promising, with accuracies of 91.7% being obtained using only acoustic features and increasing to 96.5% with the addition of both lip and tongue data. Adding motion measures increased the classifier accuracy significantly at the expense of including more invasive measurements to obtain the data. We investigated the means of optimizing accuracy in detecting ALS bulbar involvement by only analyzing the voices of patients. An et al [23] implemented CNNs to classify the intelligible speech produced by patients with ALS and healthy individuals. The experimental results indicated a sensitivity of 76.9% and a specificity of 92.3%. Vashkevich et al [25] performed LDA with an accuracy of 90.7% and Suhas et al [16] used DNNs based on MFCCs with an accuracy of 92.2% for automatic detection of patients with ALS.

Starting with the most widely used features suggested in the literature, the classification models used in this paper to detect bulbar involvement automatically (C group versus B group) performed better than the ones used by other authors, specifically the ones obtained using NN (Wang et al [9]) and DNNs based on MCCFs (Suhas et al [16]). We obtained the best-ever performance metrics. This suggests that decomposing the original data set of features into PCs to obtain another data set whose data (ie, PCs) were linearly independent and therefore uncorrelated improves the performance of the models.

**Conclusions**

This paper suggests that machine learning may be an appropriate tool to help in the diagnosis of ALS by multidisciplinary clinical teams. In particular, it could help in the diagnosis of bulbar involvement. This work demonstrates that an accurate analysis of the features extracted from an acoustic analysis of the vowels elicited from patients with ALS may be used for early detection of bulbar involvement. This could be done automatically using supervised classification models. Better performance was achieved by applying PCA previously to the obtained features. It is important to note that when classifying participants with ALS with bulbar involvement and control subjects, the SVM with a 50% classification threshold exceeded the performance obtained by other authors, specifically Wang et al [9] and Suhas et al [16].

Furthermore, bulbar involvement can be detected using automatic tools before it becomes perceptible to human hearing. The results point to the importance of obtaining objective measures to allow an early and more accurate diagnosis, given that humans may often misdiagnose this deficiency. This directly addresses a recent statement released by the Northeast ALS Consortium’s bulbar subcommittee regarding the need for objective-based approaches [53].

**Future Work**

Future work is directed toward the identification of incorrectly undiagnosed bulbar-involvement in patients with ALS. A time-frequency representation will be used to detect possible deviations in the voice performance of patients in the time-frequency domain. The voice distributions of patients with ALS diagnosed with bulbar involvement and patients with ALS without that diagnosis will be compared in order to detect pattern differences between these two groups. That could provide indications to distinguish undiagnosed participants with ALS who could be misdiagnosed. Also, an improvement in the voice database by increasing the sample size is envisaged.
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Abstract

Background: The clinical mitigation of intracranial hypertension due to traumatic brain injury requires timely knowledge of intracranial pressure to avoid secondary injury or death. Noninvasive intracranial pressure (nICP) estimation that operates sufficiently fast at multihour timescales and requires only common patient measurements is a desirable tool for clinical decision support and improving traumatic brain injury patient outcomes. However, existing model-based nICP estimation methods may be too slow or require data that are not easily obtained.

Objective: This work considers short- and real-time nICP estimation at multihour timescales based on arterial blood pressure (ABP) to better inform the ongoing development of practical models with commonly available data.

Methods: We assess and analyze the effects of two distinct pathways of model development, either by increasing physiological integration using a simple pressure estimation model, or by increasing physiological fidelity using a more complex model. Comparison of the model approaches is performed using a set of quantitative model validation criteria over hour-scale times applied to model nICP estimates in relation to observed ICP.

Results: The simple fully coupled estimation scheme based on windowed regression outperforms a more complex nICP model with prescribed intracranial inflow when pulsatile ABP inflow conditions are provided. We also show that the simple estimation data requirements can be reduced to 1-minute averaged ABP summary data under generic waveform representation.

Conclusions: Stronger performance of the simple bidirectional model indicates that feedback between the systemic vascular network and nICP estimation scheme is crucial for modeling over long intervals. However, simple model reduction to ABP-only dependence limits its utility in cases involving other brain injuries such as ischemic stroke and subarachnoid hemorrhage. Additional methodologies and considerations needed to overcome these limitations are illustrated and discussed.

(JMIR Med Inform 2021;9(3):e23215) doi:10.2196/23215
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Introduction

Background

Traumatic brain injury (TBI) is a major public health problem. Intracranial hypertension (ICH) is common after TBI and can cause secondary injury by decreasing local or global cerebral perfusion [1,2]. Cerebral autoregulation governs cerebral blood flow (CBF) by changing local artery diameter [3-5] and usually provides autonomic control of intracranial pressure (ICP). The capacity of this mechanism to adapt to pressure changes may be exhausted by sufficiently acute or prolonged hypertension, which can lead to insufficient perfusion following TBI. Impaired autoregulation also affects a patient’s response to drug therapies
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to reduce ICP [6]. Therefore, clinical management of ICH after brain injury is crucial for improving patient outcomes.

TBI is often accompanied by elevated systemic arterial blood pressure (ABP) and loss of cranial volume due to cerebral edema. The Monro-Kellie doctrine [7] postulates a constant volume of intracranial (IC) parenchyma (functional brain tissue) and fluids (blood and cerebrospinal fluid [CSF]), so changes in net fluid yield changes in ICP. Consequently, ABP is the primary external ICP driver under this hypothesis, together with changes in volume and fluid [8]. Therefore, clinical protocols seek to control ICP while maintaining cerebral perfusion pressure (CPP, the difference between ABP and ICP) [9] or risk cerebral hypoxia, which may result in death or permanent brain injury.

Important changes in patient ICP occur at minute-to-hour timescales, and clinicians need to know about them quickly. Decisions regarding the escalation of care and intervention for TBI patients are often driven by elevated ICP, typically defined as exceeding 20 mm Hg (1 mm Hg=133.3 Pa approximately) [10]. This underscores the need to monitor the ICP and identify critical changes. An ideal form of clinical decision support would predict ICP many minutes to a few hours in advance, as seconds or minutes might not provide adequate warning for timely intervention.

The Need for ICP Estimation

ICP is measured in situ via an external ventricular drain (gold standard) or a fiberoptic intraparenchymal catheter. Both modalities are invasive and may adversely affect patient outcomes through the risks of infection and hemorrhage [11]. In some patients, the risks associated with monitoring are outweighed by the benefits of ICP- and CPP-guided therapy, but patient selection is critical. Alternatively, noninvasive intracranial pressure (nICP) estimation is less risky and could both inform patient selection and timing for monitor placement (eg, early for those who are predicted to benefit). It may also be paired with invasive ICP monitoring as a powerful clinical decision support tool. Methods of nICP estimation generally involve identifying relationships between ICP and proxies that may be more easily observable in real time. These relationships may be explored empirically or on the basis of explicit models representing underlying physiology; a recent comprehensive survey of nICP estimation modalities is available [12].

Data and Clinical Availability

Estimation of ICP using models and/or proxy data is highly dependent on the availability of specific data, which limits its use. For example, nICP may be statistically estimated from ABP and concurrent measurements of CBF velocity or cerebral oxygenation via empirical relationships [13,14] or physiological models [15,16]. The collection of such data requires advanced techniques such as transcranial Doppler sonography or near-infrared spectroscopy, which are limited by the availability of instruments and trained technicians. These data must also typically undergo quality control, delaying their availability for nICP estimation. Although nICP may be estimated using various modalities, practical considerations such as clinical logistics and data timeliness render their applications difficult.

TBI Modeling for Decision Support

An ideal model for clinical decision support of TBI management is one that quickly provides nICP forecasts at multihour timescales from commonly available data and includes IC (as an adjective) process resolution. Such a model does not currently exist. Fast methods based on machine learning and signal processing [17-21] provide empirical nICP forecasts but rely on an abundance of training and/or patient history data that may not be widely available. Real-time models that empirically approximate physiological relationships [15,16] are also fast, but they still require uncommon data and do not provide IC mechanism resolution useful for diagnosis or patient-specific tuning. Mechanistic modeling approaches [22-24] emphasize either broad systemic dynamics or short-time resolution of IC processes and may be too coarse or slow for the purpose of clinical nICP estimation.

Two recent models [15,16,23,24] have been cited extensively in this document. The more anatomically representative model of Ryu et al [23] estimates nICP from ABP without additional data but emphasizes pulse-scale pressure signals rather than hour-scale dynamics. The fast nICP estimation schemes of Kashif et al [15] track ICP at suitable multihour timescales but have stringent requirements for uncommon data, which limits their applicability. Although contrapuntal to one another, both models are foundational to this study, which focuses on the limits and extension of these methodologies for long-time nICP estimation from ABP.

Objectives of This Paper

The different methodologies of Kashif et al [15] and Ryu et al [23] present two feasible options for nICP estimation: full systemic integration of the former’s simple model with a systemic hemodynamics model or unintegrated use of the more complex model of the latter. This investigation considers which model development strategy is a better initial step toward an ideal nICP estimation tool in a clinical setting. We present the advantages and disadvantages of each approach: to better inform the development of a tool representative of the ideal model, and to identify the input requirements for each model in relation to clinically available data.

This study has three primary objectives. The first is to extend the simplified nICP estimation framework [15,16] by using a coupled arterial vasculature model to eliminate its dependence on jointly measured CBF. The second is to evaluate the ABP-only simulation of this model and the one developed by Ryu et al [23] for nICP estimation over a duration of hours. The third goal is to clarify the additional model machinery, such as case-specific parameter estimation and inference, needed to implement nICP estimation for complex, clinically important situations. These goals aim to inform the development of a practical tool capable of providing timely support in the clinical decision-making process for TBI patients on a broader timescale than those considered in the literature.

The remainder of this paper is organized as follows: the Methods section presents the models and methods of investigation, describes the model experiments, and establishes the model assessment criterion; the Results section presents the results of
the experiments and model comparison and discusses the simulations of cases involving other brain injuries such as ischemic stroke, which are poorly simulated without optimization; and the Discussion section summarizes the analysis and motivates ongoing work toward modeling nICP estimation in a particular direction on the basis of the results and implications.

**Methods**

**Overview**

The comparison of nICP estimation schemes involves three essential parts: model configurations, aortic inflow data that drive the system, and metrics used to compare models on the basis of various aspects of performance, which are presented in the following subsections.

**Numerical nICP Estimation Frameworks**

**Model Components**

The models considered here are algorithms that transform aortic ABP data into nICP estimates using two components that may be coupled or independent. The first component is a vascular hemodynamics model that distributes ABP forcing through the systemic arterial network (AN) to the anatomical Circle of Willis (CoW), and is referred to as AN-CoW. The second component, referred to as the intracranial model (ICM), estimates nICP estimates using the outflow of the AN-CoW at the cranial arteries. We evaluated ICMs that either considered the cerebral perfusion system as a single compartment or as 6 interacting compartments defined by flow distributions of the anterior, middle, and posterior cerebral arteries. These compartments correspond to unresolved cerebrovascular territories perfused by the cerebral arteries [23], and these ICMs therefore differ in anatomical fidelity. The considered model formulations are differentiated by whether they interact unidirectionally or bidirectionally with the AN and by the complexity of the ICM component. The possible configurations are shown in Figure 1. In the unidirectional configurations, the AN-CoW boundary outflow at the middle cerebral artery (MCA) was prescribed to the ICM as an inflow boundary condition. The AN-CoW calculates this pressure and flow for the entire simulation, which is then applied to the ICM. Bidirectional coupling of the AN-CoW and ICM enforces interactive agreement of flow volumes and pressures at the interface of the components (enforced as conservation of current and voltage).

**Figure 1.** Conceptual overview of the relation among 4 models. The single-compartment model forced by prescribed hemodynamic time series (model #1) is the baseline model for comparison. Model #2 bidirectionally integrates the lower arterial network with the single-component intracranial model. In contrast, model #3 uses a more complex 6-compartment intracranial model with prescribed hemodynamic forcing. Model #4 represents a multicompartment intracranial model fully integrated with the systemic arteries.

Two directions for refining the base model are proposed as possible steps toward achieving a preferred but demanding model. Figure 1 shows the relationships of the models using model #1 as the most basic form and models #2 and #3 as parallel steps toward ideal model #4. Models #2 and #3 extend model #1 either by a bidirectionally coupled interface between the AN-CoW and ICM or by increasing the physiological complexity of the ICM component, respectively. This perspective also tests which choice yields the highest gain in improvement over model #1 and the cost of implementing it.

Model #4 reflects the ultimate goal of a fully integrated bidirectional model featuring an anatomically accurate ICM. However, such a model is not presented here because of its difficult implementation and impractical computational cost for the simulation timescales considered. Bidirectional coupling is difficult for multicompartment models because of the codependency of the ICM state and the common pressure at each CoW terminal interface. Solving the ICM state equations at each time step requires several iterations, and each iterate requires recalculation of the entire upstream AN-CoW system.
constrained by pressure equality among the interfaces. The modeling framework used in this study is shown in **Figure 2**.

**Figure 2.** Diagram of model configurations 1–4. Schematic view of the various model configurations where green and pink boxes identify the AN and Circle of Willis vascular components, respectively, and intracranial models at right. Purple and orange boxes in the AN identify represented anatomy for reference. The vascular component is structured as in the source studies but uses 3-element electrical representations of each vessel, shown in the dashed white box. The single-compartment intracranial model is shown in the upper tan box; below it is a conceptual illustration of the 6-compartment model where red arrows indicate variable state components related to autoregulation and adaptive capacity. Unidirectional and bidirectional green arrows indicate the type of coupling between vascular and intracranial model components to distinguish configurations #1–4. ACA: anterior cerebral artery; ICP: intracranial pressure; MCA: middle cerebral artery; PCA: posterior cerebral artery.

Each model comprises two separate model components, which are described below. The AN-CoW for resolving hemodynamics outside the cerebral territories is presented in the **Hemodynamical Modeling of Subcranial Arteries** subsection, whereas the ICMs for estimating ICP are presented in the **ICP Model Components** subsection.

**Hemodynamical Modeling of Subcranial Arteries**

**Figure 2** depicts the AN-CoW model component, which comprises a subcranial AN (green box) and CoW vessels (pink box), as part of the modeling framework. As the spatial resolution of vessels is unnecessary, AN-CoW is modeled by a zero-dimensional framework of electrical analogs [25,26]. Each of the constituent 33 vessels was represented using a 3-element electrical analog (white inset box). This so-called lumped parameter approach has several advantages, including a relatively small number of patient-specific parameters. Furthermore, conservation laws at vessel interfaces reduce at each time step to algebraic systems rather than high-dimensional nonlinear functional representations [27] when spatially resolved.

Vascular network parameters total more than 100 but may be approximated by physically consistent functions of vessel length \( l \) and radius \( r \) [28]. A simple assumption of uniform dimensional scaling among the AN vessels is also applied to 3-element Windkessel boundaries and to the terminal resistances at CoW outflows. As CoW and adjacent vessel radii are approximately adult-sized by approximately 5 years of age [29], we did not scale vessels within the CoW model component. This reduces the large number of model parameters to only five effective parameters describing the scaling factors (proportions) of the base model values, which were adopted from a previous study [23] and references therein. This nonlinear reparametrization simplifies the AN-CoW component identification and is effective within realistic ranges of parameter values, as shown in **Figure 3**. Further details of the component definition, parametrization, boundaries, and sensitivity analysis are provided in **Multimedia Appendix 1**.
Figure 3. Ranked sensitivities of arterial network scaling parameters. Normalized empirical estimates of sensitivity ranking, shown here for key signal features (mean, variance, and maximum) of pressure (top row) and flow (bottom row) in the middle cerebral artery, summarize Monte Carlo experiments using global structured random uniform variations of scaling parameters (vertical axis of each panel). Parameter variations in vessel length ($\theta_l$) and radius ($\theta_r$) are most influential, whereas resistance scale ($R_{term}$) and Windkessel scales ($\omega_l$, $\omega_r$) had relatively little impact on the solutions. The vessel dimension parameters have considerable influence on intracranial model inflow signals and provide global control while reducing the number of parameters needed to specify the hemodynamic model. MCA: middle cerebral artery.

ICP Model Components

The ICM component is responsible for estimating nICP from the AN-CoW outflow to the cerebral arteries. The two ICM configurations considered are a 6-compartment model [23,30] and a single-compartment model [15,16], where each compartment represents a vascular perfusion territory. In addition to the number of represented cerebral perfusion territories, the models differ in their estimation approaches. The multicompartment model is more anatomically accurate and explicitly resolves IC hemodynamics with communicating arteries and autonomic pressure regulatory processes. In contrast, the single-compartment approach computes ICP using window-based statistical estimates of IC compliance and pressure determined through regression of the ICM inflow waveform properties. An overview of the multi- and single-compartment ICMs is presented in the following subsections.

Overview of the 6-Compartment Model

The complex model of Hu et al [30] and Ryu et al [23] presents an anatomical layout of the main cerebral pathways and their dependent mechanisms. Using six interacting territories, the model includes IC pressure and perfusion dynamics coupled by communicating arteries, dynamic autoregulation, and CSF balance. The autoregulatory processes are modeled as internal feedback mechanisms that regulate compartmental flow toward target values by controlling vessel radii [31]. This autonomic control influences the local pressure and flow balances between compartments, leading to intercompartmental blood flow via the communicating arteries. IC pressure and compliance are nonlinearly codetermined by volume changes resulting from autoregulation and net fluid change. The high degree of physiological fidelity resolves the IC dynamics at timescales inherited from ABP forcing. Furthermore, the 6-compartment nonlinear nICP component calculated numerous potentially clinically relevant diagnostic variables during the simulation. Unlike the source model, our implementation (model #3) is informed by the arterial inflow pressure and flow rate but does not provide feedback on systemic hemodynamics. A mathematical description, including a table of physiological and model parameters, is provided in Multimedia Appendix 2.

Overview of the Single-Compartment Model

The single-compartment ICM of Kashif et al [15] is a simple model that estimates ICP physiologically rather than anatomically modeling it. Here, nICP is constructed from linear regression estimates of bulk IC compliance ($C$) and resistance ($R$) over a temporal window containing several cardiac cycles. The algorithm estimates compliance $C$ and resistance $R$ by identifying the statistical relationships within a lumped parameter model representing IC physiology (details in Multimedia Appendix 3). These estimates and local ICP are related to MCA inflow and its applied pressure signal, from which nICP is deduced algebraically under the assumption of stationary parameter values.
The estimation process of this ICM requires no physiological parameters but requires algorithmic parameters that influence model behavior. Two required model hyper-parameters control the length of the temporal window over which each estimation occurs and the time step of the parameter updates. The first is limited by the stationarity assumption and determines the sample size for the regressions, whereas the second controls the output temporal resolution and coupling strength. Under bidirectional coupling, our implementation defines nICP as the simulated forecast based on the previous values of nICP and resistance $R$. These latter quantities were fixed in unidirectional coupling setups. Therefore, the length of the update time step affects the temporal coarseness of the nICP estimate in each model and defines the timescale of feedback between the ICM and upstream vascular model in the bidirectional model. Single-compartment model simulations use 1-minute windows and 1-minute updates, unless otherwise specified.

**Observational Data and Patient Selection**

The CHARIS v1.0.0 collection (Charis hereafter [32]), publicly available from PhysioNet [33], comprises 50 Hz joint radial ABP and ICP time series of 13 patients. These data satisfy the model requirements, including documentation of diagnosed IC injuries, and suffice for model input and evaluation. Using radial ABP data as aortic introduces biases against systolic pressure more than diastolic [34,35], and these errors are consistent among our experiments. Sophisticated transformations exist [36] for reconstructing aortic pressure from radial ABP, but the simple approach taken here avoids uncertainties associated with additional algorithmic processing.

For model comparison, this study focuses on Charis patient #6, a 20-year-old male with TBI, based on the simplicity of his injury, cleanliness of joint ABP-ICP signal, and representativeness of base parameters (eg, optimal scaling parameters for the AN-CoW were approximately 1). In addition, large-scale noise or corrupt signals are common in the records of the patients (Multimedia Appendix 4); most of their ABP and/or ICP data could not be used contiguously for 4- to 6-hour periods without extensive and uncertain preprocessing of the available data.

**Figure 4.** Timescales of ABP inflow data. The complex models can run on data from any part of the sampling spectrum. Simple models require pulsatile inflow from the rightmost portion of the scale (above about 10 Hz), which may not be typically available. The central scale is desirable for hour-scale applications, as this resolution both qualitatively minimizes computational overhead and supports parameter stationarity assumed in the regressive single-compartment models. The quaque 1-min data sampling frequency is indicated in red. The left-most scale offers strong smoothing and low noise but fails to resolve pulsatile waveform and violates assumptions of the simple models. ABP: arterial blood pressure.
**Measures of Quality and Efficiency for Models**

Each experiment was evaluated using three scores: rating error, classification accuracy, and speed for simulations over time interval $[0,T]$ in $N$ 1-minute intervals, which quantify the desirable properties of the nICP estimates [37,38] for the purposes of relative comparison. The symbol nICP* herein indicates nICP debiased against the observed ICP during the first hour of the simulation. The justification for this correction is that skill scores evaluate the model’s ability to track variability in recorded ICP data rather than estimate the absolute pressure. It also accounts for some of the bias introduced through the misuse of radial blood pressure as aortic inflow pressure. Each evaluation is applied to an nICP estimate, the score of which is then associated with the model that produces it.

The first score is the time-averaged standard error between the ICP and the debiased model estimate:

$$ r_1 = \frac{1}{N} \sum_{t=0}^{T-1} |ICP(t) - nICP(t)| $$

This rates the ability of the model nICP to track the observed ICP changes and quantifies the general inaccuracy of the model nICP estimate in observed units. Scaling by the simulation length allows comparison over different simulation lengths.

The second evaluation is the mean percentage of time that nICP correctly agrees with the observed criticality (ICP>20 mm Hg) during the total $N$-minute simulation. The measure of model accuracy is defined as:

$$ r_2 = \frac{1}{N} \sum_{t=0}^{T-1} \text{ICP}_{\text{critical}}(t) $$

Although more qualitative than $r_1$, classification accuracy may be more relevant for clinical decision support as it quantifies the coherence between the model and observed critical ICP [39].

Finally, the third quantity is simply the ratio of the simulated time interval to the elapsed clock time:

$$ r_3 = \frac{t_{\text{wall}}}{t_{\text{run}}} $$

with $r_3>1$ indicating a faster-than-real-time forward model integration. The values of $t_{\text{wall}}$ correspond to serial run times using MATLAB R2020a with a 3.7 GHz Intel i5 central processing unit. This final evaluation measures the practicality of a model for providing timely clinical support as well as its utility in other applications, such as nonlinear parameter estimation or data assimilation methods that require extensive, repeated model simulation.

The number of necessary parameters required for realistic initialization and the input data fidelity were assessed in the context of model utility, but they were not evaluated quantitatively. Finally, all model simulations are initialized with zero flow within the AN-CoW system common to the various model configurations. A spin-up adjustment occurs in the first 2 to 3 minutes of simulation, and these errors are included in the skill calculation with negligible impact on comparative assessment.

**Results**

**Comparative Assessment of Model Simulations**

Assessment of nICP and model efficiency for the first hours of patient #6 indicates that model #2 has a lower error than model #1 and is more practical than model #3. Figure 5 shows the observed ICP signal along with the estimates from models #1 to #3. Patient ICP was initially stable near 20 mm Hg for approximately an hour and gradually increased to approximately 24 mm Hg during the final 2.5 hours. Temporary pressure drops near 10, 75, 105, and 142 minutes likely reflect interventions (eg, mannitol or hyperventilation treatments) [32]. The observed ICP signal used in the model evaluation is shown in solid red. This reference ICP is decreased by approximately 2.5 mm Hg after 243.5 minutes to compensate for the sharp 5+ mm Hg record discontinuity, which may be due to transducer recalibration. The original unaltered 1-minute average ICP observations (dashed light red) are shown for reference over the interval 244 to 360 minutes.
Figure 5. Observed and estimated noninvasive ICP for patient #6. Depicted are the observed (red) and estimated noninvasive ICP for Charis patient #6 using models #1-3, with model #2 showing the best accuracy. The noninvasive ICP estimated by model #1 (magenta) requires less than 5 minutes to run but has larger long-term errors. Model #2 (blue) takes approximately 45 minutes but produces a more accurate noninvasive ICP trend. Model #3 (green) estimates 1 hour of noninvasive ICP in approximately 6 hours of clock time; it requires variance inflation to obtain the curve shown. Model biases over the first hour are approximately 6.5 mm Hg, excluding spin-up errors. The black inset illustrates model #3 pulse resolution during a 30-second interval. Bidirectionality in model #2 has better low-frequency resolution and trend tracking than model #1, but makes it susceptible to feedback-driven instability under noisy inflow data (models #1 and #2 near 180 minutes). ICP: intracranial pressure.

Model comparison is organized into three subtopics: qualitative differences, quantitative differences, and observations about resolvable timescales and fidelity.

Qualitative Differences Between nICP Series
Models #1 and #2 produce qualitatively different pressure estimates, with the key difference being that model #2 follows the multihour trend of increasing ICP. Model #1 tracks the observations well for approximately 2 hours but fails to track the subsequent ICP elevation, as its bias falls from $-1.8$ mm Hg to nearly $-3.2$ mm Hg during 220 to 360 minutes. Model #2 tracks this observed pressure rise, although there is a roughly uniform bias of $1.02$ mm Hg during this same period. One concludes that feedback from bidirectional coupling improves the estimation of low-frequency ICP signal components that are crucial in applications spanning several hours. Note that the observed 2 mm Hg pressure event (330-350 minutes) was resolved by neither model. This feature may be the result of a temporary change in patient posture, but no corresponding change occurs in the aortic ABP inflow signal (Multimedia Appendix 4, center left panel). This provides evidence that changes in ICP that do not arise from aortic ABP dynamics may not be resolved by simple ICMs.

The poorly identified parameters and long computation time hindered the simulation of model #3 for longer than 1 hour. The default ICM parameters [23] did not generate realistic ICP and required alteration of venous capillary conductance ($G_{pv}$) and reference pressure ($P_{icn}$) to obtain the reported nICP estimate. Small exploratory changes in parameter values often led to nICP divergence, indicating a strong dynamical dependence on parameters that must be inferred before useful simulation. The reported solution also includes a mean variance inflation of 26.3, which compensates for uncalibrated parameters, although the localized pulse amplitude (Figure 5, inset) is still too weak. This modified nICP estimates the observed trend well, although it lags behind the observations by approximately 4 minutes. This apparent delay, such as the reduced variance at several timescales, likely reflects poor representation by generic ICM parameters in the absence of additional inference. Attempts to
determine more accurate parameter values were limited by model speed, which is approximately 6 times slower than real time.

**Quantitative Differences Between nICP Series**

The qualitative advantages of the bidirectional simple model over the unidirectional complex model are borne out by model skills $r_1 - r_3$, as shown in Table 1. Further classification metrics for this case are given in Multimedia Appendix 6. Scores for the commonly resolved first hour appear in parentheses to account for differences in the simulation period. Bidirectional coupling reduces the simple model error from approximately 5 mm Hg to approximately 3.5 mm Hg (an improvement of nearly 30%), whereas critical ICP is estimated more accurately by 9.3 percentage points (a 10.6% relative improvement). Over the first hour, there was a slight increase in model #2 error due to longer spin-up adjustment and a modest 6 percentage point improvement in critical ICP detection. The complex unidirectionally coupled model #3 shows less than 1% improvement in critical ICP identification over the base model, with mean error increasing to 3.83 mm Hg (a 57% increase relative to model #1) mostly due to the approximately 4-minute lag. Accounting for this delay reduces model #3 error to 2.75 mm Hg but also reduces accuracy to $r_2=0.84$; this affects neither skill ranking of model #2 over model #3. These results support that the feedback mechanism improves low-frequency tracking, which has little advantage over short timescales, and also suggests that model #2 has a practical advantage over model #3 in terms of error and accuracy.

| Table 1. Model scores for principal comparison.\textsuperscript{a} |
|-----------------|----------------|----------------|
| Model           | Error: $r_1$ 6 hour (first hour) | Accuracy: $r_2$ 6 hour (first hour) | Speed: $r_3$ 6 hour (first hour) |
| Model #1        | 5.01 (2.42)    | 0.877 (0.92)    | 116.129 \textsuperscript{b} |
| Model #2        | 3.53 (2.47)    | 0.97 (0.98)     | 7.356 |
| Model #3        | (3.83)         | (0.883)         | (0.145) |

\textsuperscript{a}Scores for simulations of Charis patient #6 during initial hours of data. Scores $r_1$ and $r_2$ rate the nICP errors and accuracy in identifying critical ICP, respectively, whereas score $r_3$ rates the speed of the nICP estimation process. Parenthesized entries are calculated using only the first simulated hour.

\textsuperscript{b}Italic text indicates the best results for each score.

The most significant difference between models #2 and #3 for practical nICP estimation is in the simulation speed (measured by $r_3$). Both models #1 and #2 operate considerably faster than real time and are therefore suitable for an operational clinical support system. Model #3, however, is an order of magnitude slower than wall time under the same forcing and ill-suited for multihour simulation under pulsatile forcing. The speed of model #3 is limited by the calculation of many ($O(10^3)$) iterative solutions to its nonlinear ICM per cardiac cycle, primarily during systolic upswing. A previous study using this ICM \cite{24} reported that each cardiac cycle required 40 seconds within their highly optimized numerical framework. As their implementation used a one-dimensional AN-CoW, the speed of model #4 had a lower bound of $r_3=0.0225$.

**Resolution Versus Speed Considerations**

Models also differ in their ABP data requirements, and one must consider the trade-off between the desired nICP temporal resolution and model efficiency. The complex ICM is defined by differential equations, so fine timescales inherited from pulsatile inflow boundary conditions require extensive, inflexible computation time to resolve the nICP pulse (black inset, Figure 5). The use of q1m mean ABP inflow increases model #3 speed considerably to $r_3=1.15$ (slightly faster than real time), and analysis suggests this should not impair the resolution of autoregulation effects, which manifest at timescales beyond 15 seconds. On the other hand, simple model hyper-parameters (window length and parameter update interval) can be adjusted to resolve higher-frequency nICP components with additional computational time. Figure 6 illustrates a model #2 simulation under raw ABP using a 30-second window and 1-second update period (ie, 29 second overlap). Additional computational overhead reduces speed ($r_3=0.25$ approximately), but there is considerable gain in nICP fidelity at high frequencies as well as strongly reduced error ($r_1$) and increased accuracy ($r_2$). This demonstrates the latent ability of model #2 to estimate higher-frequency components of ICP from ABP without additional ICM parameter inference, as in model #3.
Figure 6. Strong local tracking of the ICP signal in model #2 at the expense of computational time. The mean noninvasive intracranial pressure estimates over 30-second intervals (blue curve) using the output of model #2 (light blue) with raw arterial blood pressure strongly track the observed ICP (red curve). The model simulation accurately reproduces local trends and $O(10^{-2})$ Hz waves of the averaged observed ICP. This simulation calculated resistance and compliance parameters at 1-second intervals using a 30-second moving window (ie, with a 29-second overlap). The corresponding mean ICP estimates are plotted as solid curves for comparison with the observed ICP, with an inset showing the lack of subminute resolution. Although 4 times slower than real time, this simulation is roughly twice as fast as model #3 under pulsatile aortic inflow and requires no additional data or external inference. ICP: intracranial pressure.

Simple Model Experiments With Low-Frequency Inflow Data

Models can use commonly available ABP summary records under appropriate representation without additional waveform data. The use of models #1 and #2 is limited by pulse-resolving ABP inflow, but this requirement may be weakened using waveform transformation of q1m ABP summary time series of phase pressures and heart rate (Multimedia Appendix 5). Figure 7 shows that the original nICP estimate of model #2 (blue dashed) and one using q1m inflow ($\gamma_6$, solid blue) are largely indistinguishable, although smoother inflow data of the latter avoids the instability around 175 minutes. The estimate from q1m ABP has a 3% larger error ($r_1=3.7$ mm Hg), although there is no qualitative difference in clinical accuracy or speed compared with the original estimate. Furthermore, the lack of patient-specific waveform parameters has little effect on simulated nICP in this model: all model scores are roughly preserved in 2 additional runs (cyan and magenta) using waveform parameters of Charis patients #8 and #9 ($\gamma_8$ and $\gamma_9$, respectively), which differ in postsystole shape (inset). However, model #2 nICP estimates based on q1m ABP without heart rate data (not shown) were highly inaccurate due to errors in the numerical calculation of the ICM inflow pressure derivative.
Figure 7. Model #2 performance using quaque 1-min (q1m) summary arterial blood pressure (ABP) data for Charis patient #6. Various simulations using q1m inflow data are compared with observed intracranial pressure (ICP; red curve) and noninvasive intracranial pressure (nICP) estimate based on raw 50 Hz data (dashed blue). Also shown are estimates using minute-wise constant continuous representatives of q1m ABP data generated by correct (blue) and incorrect (magenta and cyan) waveform parameters. The figure inset shows ABP waveform shapes for patients #6 (solid blue), #8 (cyan), and #9 (magenta), respectively, which yield qualitatively indistinguishable nICP estimates in the main plot. This shows that q1m ABP is sufficient for the aortic inflow and that patient-specific parametrization of ABP waveforms has little advantage in the simple model. ICP: intracranial pressure; $P_s$: systolic pressure; $P_d$: diastolic pressure; $t_s$: systolic upswing duration; $t_c$: cardiac cycle time.

Summary of Assessments and Experiments

Strengths and Weaknesses of the Bidirectionally Coupled Simple Model Approach

The model comparison suggests that bidirectional coupling strengthens the resolution of low-frequency nICP trends, which are crucial in multihour simulations, and improves the critical nICP classification accuracy by approximately 10%. Temporal estimation of $O(10^{-2})$ Hz ICP features is possible with no additional ICM parameter inference but requires additional computation time. Bidirectional coupling makes the model more prone to potential instabilities during spin-up and in the presence of noisy ABP inflow data. Using waveform projections of q1m summary ABP data as inflow data neither decreases nICP estimate quality nor requires patient-specific waveform parameterization, which both broadens applicability and decreases inflow noise. The simple model framework is still limited by its lack of internal process resolution and primarily responds to temporal variations in applied aortic inflow, but the fully coupled simple model approach is an order of magnitude faster than the clock time. Therefore, it has sufficient computational headroom to incorporate a more physiologically complex ICM (eg, [40,41]) and is still faster than real time.

Strengths and Weaknesses of the Unidirectionally Coupled Complex Model Approach

Increasing model complexity by resolving multiple interconnected IC compartments and autoregulatory feedback mechanisms offers physiological fidelity at the expense of strong parameter dependence and lengthy calculation time. Poor identifiability of dynamically balanced and representative ICM parameters required ad hoc nICP adjustment to obtain realistic results, but these were insufficient for multihour simulations. Additional inferences and/or data are required for practical applications. The nICP estimates, subject to additional posterior modification, qualitatively matched the observed ICP and still lacked realistic ICP pulse amplitude, as previously noted by Wang et al [24]. Although this type of resolution has a high
Discussion

Summary
This study compared multicomponent modeling approaches to nICP estimation using commonly available data over multihour timescales to produce actionable clinical information. The purpose was to better inform the direction of estimation development by identifying the advantages, limits, and additional requirements of the 2 options. The choices were to integrate a simple ICM into a systemic hemodynamic model or to unidirectionally couple a more complex ICM to the hemodynamic model component. We assessed these methods based on error ($r_1$), clinical accuracy ($r_2$), and speed ($r_3$) of their estimates as well as on their dependence on data and parameter identification. The first key result is that the bidirectional coupling of the simple model is sufficiently fast and potentially accurate and can be implemented using commonly available q1m ABP data without patient-specific waveforms. Specifically, analysis of model performance during a slow ICH event revealed that inclusion of bidirectional coupling improved the low-frequency model resolution of ICP, improving estimation quality while remaining an order of magnitude faster than real time. The second main result is that the complex model approach is too slow for use in the targeted applications. In particular, model #3 required nearly 6 hours to perform a 1-hour simulation along with ad hoc changes to both input parameters and output solution, which can only be eliminated by parameter estimation from additional input data at additional computation time. Limited by publicly available data, the three model approaches considered here represent practical implementations of existing methods; therefore, this study is a comparison of existing models implemented in a typical, sparse data environment.

The stronger-performing simple model approach may use ABP summary data without patient specificity of the inflow waveform and is able to resolve minute-scale nICP variations at additional costs. Its ICM, originally designed to run on high-frequency joint ABP-CBF samples, was coupled to a hemodynamic model of upstream vasculature derived from the complex model to establish ABP-only data dependence. Our experiments show that simple model data dependence can be further reduced to coarse clinical summary data of phase pressures and heart rate, which is independent of the patient-specific postsystole waveform shape. The use of q1m summary data also serves to filter the aortic forcing, which is an important consideration given that the bidirectional setup is more prone to feedback instabilities originating from inflow noise. Furthermore, summary ABPs are less noisy and therefore reduce spurious feedback instabilities in fully coupled simple models (Figure 7 near 175 minutes).

Slow model speed and the need for ICM parameter identification limit the utility of the complex model. The estimation of nICP under model #3 is an order of magnitude slower than the clock time under pulsatile aortic inflow and is only slightly faster than real time under mean ABP. In both cases, strong parameter dependence renders model initialization difficult, and nICP estimates are inaccurate without posterior modification. Some ICM parameters may not be stationary over multihour timescales and may explain the difficulty in maintaining nondivergent behavior beyond the first hour of simulation. The inference necessary to identify these parameters results in additional computational overhead, making near real-time estimation an unrealistic expectation. However, these parameters provide extremely useful diagnostic information and make complex model estimations more suitable for retrospective analysis rather than operational support.

The main results of this work are summarized below:

1. The inclusion of feedback between ICM and AN-CoW components improves the tracking of higher-order trends over multihour timescales. The bidirectionally coupled single-compartment model #2 features a more accurate resolution of low-frequency ICP components than the unidirectionally coupled model at a lower computational cost than model #3.

2. The nICP estimates using q1m ABP data projected onto pulsatile waveforms are qualitatively similar to those obtained using high-frequency ABP data. However, q1m summary data must include the heart rate in addition to diastolic and systolic pressures. This result broadens the applicability of simple models, as summary ABP data are more commonly and promptly available in a clinical setting.

3. Patient-specific waveforms are not required to use q1m ABP as simple model inflow data; the quality of nICP depends neither numerically nor empirically on resolving postsystole components of patient waveforms. Therefore, simple models do not require supplemental waveform-resolving data to use the q1m summary ABP.

4. Model #2 has a stronger potential for multihour applications because it does not require any parameters, can be run using commonly available data, and runs approximately seven times faster than real time. This makes it a suitable base for ongoing development, even if additional inference or control is required for practical use.

5. The large number of parameters within the complex, nonlinear ICM of model #3 experience difficult identifiability, and poorly specified parameters lead to divergent or unrealistic behavior. It cannot be adequately configured from available data for stable, multihour simulations and performs significantly slower than real time. This model requires sophisticated inference because its parameters, some of which may be nonstationary, need to be accurately specified.

6. The temporal resolution of model #3 was inherited from aortic inflow. With pulsatile inflow, nICP waveforms are resolved and data-optimized results can be used to characterize autoregulatory and adaptive capacity in retrospective studies. Quasi-operational nICP estimation is possible with a significant a priori investment of time for...
parameter estimation but only under nonpulsatile forcing where the nICP pulse is not resolved.

**Overcoming Model Limitations**

**Refinement and Assimilation**

The presented models have inherent limitations that are not fully realized, and a combination of parameter inference and/or data assimilation together with model improvements are necessary to meaningfully simulate clinically important scenarios. The need for accurate parameters in model #3 is evident, and the slow model speed retards this process. Although the simple bidirectional model (#2) is a strong candidate to build upon, it fails to accurately track the ICP trend and variability of patients with IC hemorrhage or stroke. The presence of raw ABP noise and large waveform variance may also play a confounding role in this limitation. However, failure likely results from omitting CBF data, which are independent of ABP, as well as the lack of parameters and simplified mechanism in the ICM that may not account for underlying IC physiological changes. For example, models #1 and #2 do not parameterize IC volume or impose upper bounds on IC compliance to reflect the thresholds of cerebral autoregulatory processes or other exhausted adaptability. Further limitations of all models include inability to account for many important aspects crucial to the clinical decision-making process, including patient age and other diagnoses; injury mechanism; imaging findings; or treatments such as sedation, neuromuscular blockade, osmolar therapy, and ventilation strategy.

Overcoming model #2 limitations to estimate nICP for some patients may require a more complex ICM or inclusion of additional dynamically controlled parameters. Many patients of clinical concern, like other Charis patients, have more complicated injuries, and their observed ICP occupies different dynamical regimes than those of patient #6 discussed above. For example, a critical hypertensive period is evident for patient #5, a 21-year-old female with TBI and identified subdural hematoma, whose ICP increased from 21 mm Hg to 29 mm Hg over a 47-minute period (Figure 8, red line) before gradually subsiding. For this patient, the local variability of q1m ICP relative to its 11-minute moving average is about 4 times larger than that of patient #6 (Multimedia Appendix 4). This increased variability is also present in the observed ABP serving as model inflow and may confound both the accuracy and stability of the model. The estimation here benefits from optimized scaling parameters, but additional machinery is necessary to drive model dynamics beyond its inherent ability to predict nICP from ABP. For the example above, the model #2 solution (blue line), using an optimized set of vascular parameters ($\theta_l$, $\theta_r$, $\omega_l$, $\omega_r$, $R_{term}$)=(0.8, 1.0, 0.84, 0.93, 1.0) fails to follow the observed dynamics during the central ICH event and sequence of waves leading up to it. Two possible directions for ongoing research—increased fidelity and external parametric control—to improve the performance within the modeling framework are presented.
Figure 8. The ICP record for Charis patient #5 during hours 30–34 is shown in light red with its minute-to-minute mean traced in dark red. The observed signal includes stronger signal noise and high-frequency variability than that of patient #6. Slow wave pressure dynamics are observed, but they are absent from the model #2 solution (blue curve), which fails to track the rise and peak of the 7 mm Hg intracranial hypertensive event observed over 100–180 min. The solution using external inflow control specified at 10-minute intervals (cyan curve, using 24 independent parameters) features greatly improved trend tracking during these more dynamic regimes than the solution using parameters specified at 30-minute intervals (magenta curve, using 8 independent parameters). ICP: intracranial pressure.

Increased Sophistication
A simple model of increased complexity may account for changes in ICP arising from IC mechanisms, widening the applicability of the framework of model #2. To broaden the scope of potentially modelable cases, other lumped parameter ICMs that offer both increased physiological fidelity and low computational overhead may be considered.

In particular, Ursino and Lodi [41] and Czosnyka and Pickard [43] presented two simple models that offer increased IC process resolution and relevant internal parametrization. Both are directly representable within the electrical analog framework electrical circuit forms [45] and account for elements of autoregulation, varying volumes, and other pressure sources. Either may easily fit bidirectionally within the existing framework as alternate ICM components with sufficiently fast algorithms for the predictive desire discussed above. These models, specifically variations thereof, using the statistical simplification of Kashif et al [15], are part of continuing development within the general purview of this research.

Additional Parametrization
Another method of applying the existing simple model #2 to complex cases involves augmented boundary control as a proxy for unresolved processes within a statistical parameter estimation scheme. Although patient-specific optimization is beyond the scope of this study, additional experiments applying the model to ABP-ICP time series of interest show that model #2 is sufficiently robust to track ICP throughout these complex regimes. This requires the addition of modulation of the relationship between ABP inflow at the aorta and the ICM inflow from the MCA using a low-frequency nonstationary gain parameter $G$ to vary ABP inflow: $ABP(t) \leftarrow ABP(t) \cdot (1 + G(t))$.

Figure 8 illustrates the potential of this approach by including 2 additional model #2 simulations using 8 and 24 equally spaced control parameters that define $G$ piecewise to linearly vary the ABP inflow signal.

The simulation using eight additional parameters (cyan curve) is more dynamic than the base model; it resolves a portion of the central ICH event and decreases the mean error ($r_1$) by more
than 20% (from 8.75 mm Hg to 6.844 mm Hg) but misses its onset and underestimates peak pressure by approximately 1.5 mm Hg. Using 24 additional parameters (magenta curve) further improved this result, improving $r_1$ by 36% (to 5.633 mm Hg) and identifying the rising trend during the ICH onset as well as its maximum pressure. Determining the values of gain $G$ involves placing the current ABP-to-nICP model into a data assimilation system, which provides a meaningful way of automatically constraining uncertainties due to inaccurate parameters and unresolved physiology. Such systems require extensive computational overhead, although some methods such as empirical (ie, ensemble) Kalman-type methods maintain operational estimation of faster-than-real-time models via parallelization. Practical applications require estimation of the parameters defining $G$, although they were specified a priori in this illustration, but underscore the need for simple, fast models to meet the goal of providing timely, relevant nICP estimation over multihour timescales.

Forecast Potential for Clinical Support

Bidirectional model #2 provides a basis for analyzing latent empirical relationships among patient signals and model parameters, including trends and covariances, which may be used to predict patient ICP changes. Such a system would greatly benefit both clinical decision support and care-level logistics by indicating possible changes in patient status with sufficient lead time to adjust room, equipment, and staff. This may also give practitioners advance warning with a timeframe for planning treatments, permitting earlier and lower-risk interventions to combat IC hypertension. Recent works [46-49] include machine learning approaches to ABP prediction and could be used in conjunction with the presented methods for short-term prediction of nICP. The application of these algorithms to low-sample-rate q1m ABP records has not been reported in the literature.

The speed of model #2 indicates that it is a plausible candidate for use within a statistical estimation and forecast scheme that requires many forward model integrations. The accurately identified parameters, together with acceptable simulation speed, add the possibility of practical forecast capabilities based on trends in diagnostically computed model parameters. For the applications discussed in this work, distributional trends and higher-order moments in ICM resistance and compliance may be inferred from robustly optimized model #2 simulations of a patient’s relevant history. This statistical information may then be used to predict possible future ICP outcomes under current ABP measurements or ABP forecasts, potentially providing valuable and timely clinical decision support for caretakers and facility management.

Conclusions and Ongoing Work

This study identified the distinct advantages and disadvantages of the 2 paths within a modeling framework and clarified the applicability of each. Although model #2 was more successfully validated at multihour timescales, it required uninterpretable control parameters ($G$) in more complex cases. In contrast, the ICM of model #3 is highly parameter dependent and difficult to identify from accessible data, even for simple cases. These results ultimately motivate the development of a hybrid approach that strategically combines simplifications of the mechanistically resolved processes of model #3 with the speed advantages of locally stationary parameters in model #2. The desire to have an appropriate number of physiologically interpretable parameters for data-optimized modeling contextualizes the problem as one of mechanistic machine learning [50-52].

Our preliminary hypothesis of this work was that the high degree of anatomical fidelity offered by the complex multicompart model would provide the most diagnostic information from available data. It also had numerous model parameters that could be inferred from patient data in the longer view of the research program, which is to aid in patient-specific clinical support. We pursued an implementation of model #4 using the spatially-resolved vascular system and complex ICM [23], which had recently been used within a data assimilation system [24]. Concern for speed motivated the elimination of the spatial resolution of vessels within the hemodynamic model by adopting the 0D electrical framework, but this approach could not be easily bidirectionally coupled to the analytical ICM. It remained unidirectionally coupled and became model #3. In contrast, the simple model (#1, [15]) was easily integrated bidirectionally into the AN-CoW system, becoming model #2, and this eliminated its dependence on localized CBF data. This fully incorporated model had better tracking of lower-frequency trends in ICP and could resolve higher-frequency ICP waves with additional computational cost, and importantly, it did not require the additional parameter identification of the offline complex ICM for simple cases. However, the lack of sophistication and parametrization in models #1 and #2 is the reason why external parameters for additional control are required for more complex patient cases.

Although the need for additional inference is clear for the application of models #2 and #3, there are substantive differences in methodology and potential benefits. Namely, simple model #2 is easily identified but is limited to applications where a strong correlation between systemic ABP and ICP response is present. This lack of internal parameters necessitates the use of nonstationary external controls for application in complex cases. Although these parameters may plausibly be estimated via ensemble filtering, they are not interpretable, and the necessary mapping between clinical data and the control parameters is unknown and requires further development. In contrast, model #3 has numerous highly interpretable and diagnostically informative parameters that must be properly inferred for meaningful simulations. These are likely estimable from historic patient data using traditional methods (eg, MCMC estimation or optimization), but the value of this investment may be limited if parameters are dynamic and/or only nICP estimation is sought. Given that the estimation of nICP, rather than clinical interpretability, is the primary objective of this project, the continued development of inference machinery for model #2 is the best choice.

The long-term vision of this project remains the development of a bidirectionally coupled model with anatomical fidelity (ie, model #4) fast enough for pre-emptive diagnostic uses such as nICP forecast and the identification of pathophysiology. One path toward this goal is the hybridization of methodologies that integrate an ICM of intermediate complexity under piecewise
stationarity assumptions akin to those of simple models. Possible ICMs include those mentioned previously and a simplified (eg, linearized) counterpart of model #3. This should reduce the computational burden of the complex model and allow it to be more easily coupled interactively with the upstream vascular component. Such a model would further benefit from highly interpretable inference based on data available when administering care, with the additional advantage of supporting summary ABP inflow. A remaining question is whether a model formulated in this way can be made fast enough to provide timely and clinically actionable information.
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Abstract

Background: Limited consideration of clinical decision support (CDS) design best practices, such as a user-centered design, is often cited as a key barrier to CDS adoption and effectiveness. The application of CDS best practices is resource intensive; thus, institutions often rely on commercially available CDS tools that are created to meet the generalized needs of many institutions and are not user centered. Beyond resource availability, insufficient guidance on how to address key aspects of implementation, such as contextual factors, may also limit the application of CDS best practices. An implementation science (IS) framework could provide needed guidance and increase the reproducibility of CDS implementations.

Objective: This study aims to compare the effectiveness of an enhanced CDS tool informed by CDS best practices and an IS framework with a generic, commercially available CDS tool.

Methods: We conducted an explanatory sequential mixed methods study. An IS-enhanced and commercial CDS alert were compared in a cluster randomized trial across 28 primary care clinics. Both alerts aimed to improve beta-blocker prescribing for heart failure. The enhanced alert was informed by CDS best practices and the Practical, Robust, Implementation, and Sustainability
Model (PRISM) IS framework, whereas the commercial alert followed vendor-supplied specifications. Following PRISM, the enhanced alert was informed by iterative, multilevel stakeholder input and the dynamic interactions of the internal and external environment. Outcomes aligned with PRISM’s evaluation measures, including patient reach, clinician adoption, and changes in prescribing behavior. Clinicians exposed to each alert were interviewed to identify design features that might influence adoption. The interviews were analyzed using a thematic approach.

**Results:** Between March 15 and August 23, 2019, the enhanced alert fired for 61 patients (106 alerts, 87 clinicians) and the commercial alert fired for 26 patients (59 alerts, 31 clinicians). The adoption and effectiveness of the enhanced alert were significantly higher than those of the commercial alert (62% vs 29% alerts adopted, \( P<.001 \); 14% vs 0% changed prescribing, \( P=.006 \)). Of the 21 clinicians interviewed, most stated that they preferred the enhanced alert.

**Conclusions:** The results of this study suggest that applying CDS best practices with an IS framework to create CDS tools improves implementation success compared with a commercially available tool.

**Trial Registration:** ClinicalTrials.gov NCT04028557; http://clinicaltrials.gov/ct2/show/NCT04028557

(JMIR Med Inform 2021;9(3):e24359) doi:10.2196/24359

**KEYWORDS**
PRISM; implementation science; clinical decision support systems; RE-AIM; congestive heart failure

**Introduction**

**Background and Significance**
Clinical decision support (CDS) tools within electronic health records (EHRs) hold the promise of improved patient care, but they are not always effective. To optimize effectiveness, developers are encouraged to apply CDS design best practices (eg, user-centered design) [1-4]. However, the comprehensive application of CDS best practices is resource intensive, and health care institutions are faced with an ever-growing list of CDS development projects. With limited resources, institutions often rely on commercially available CDS tools, which generally require fewer resources for deployment. Commercial CDS tools are created to meet the generalized needs of many institutions and thus may not integrate well into institution-specific workflows. Designing for the generalized needs of many institutions is not user centered. Thus, it violates a key CDS design best practice principle. Some have also asserted that commercial CDS tools may be based on content knowledge systems that are uninformative and not clinically relevant [1,5]; thus, they are less likely to be adopted [5,6]. However, these assertions have not been tested.

Although retrospective studies suggest that CDS best practices may improve CDS effectiveness [2-4,7,8], they are often minimally applied. Beyond resource availability, reasons for their minimal application may include skepticism about the evidence and insufficient guidance on how to apply them. Although CDS best practices acknowledge the importance of thoughtful implementation, they do not provide clear guidance regarding implementation considerations. Therefore, integration with evidence-based implementation science (IS) frameworks such as the Practical, Robust, Implementation, and Sustainability Model (PRISM) [9] can provide the direction needed to comprehensively apply CDS design best practices [10]. Such an integrated approach accounts for the many contextual factors that influence implementation success and makes CDS implementation more replicable. To maximize the quality of patient care, institutions need to understand the return on investment from allocating resources to apply CDS design best practices compared with relying on commercially available CDS tools.

**Objective**
The objective of this study is to compare the effectiveness of an enhanced CDS tool informed by CDS design best practices and the PRISM IS framework with a prepackaged, commercially available CDS tool. The use case for this evaluation was an evidence-based beta-blocker (BB; bisoprolol, carvedilol, and metoprolol succinate) prescribed for patients with heart failure with reduced ejection fraction (HFrEF) in primary care. This use case was selected because it represents a national guideline recommendation with suboptimal adherence and both clear and compelling patient care implications [11-15]. Our hypothesis was that the enhanced CDS tool would result in greater clinician adoption and be more effective in changing prescribing than the commercial CDS tool.

**Methods**

**Study Design**
We conducted an explanatory sequential mixed methods study [16] at UCHealth, a large regional health system representing more than 5 million unique patients across diverse clinical settings. Since 2011, UCHealth has used the Epic EHR software program (Epic Systems). The first study phase was a cluster randomized controlled trial (RCT; NCT04028557), and the second phase consisted of a series of qualitative interviews with clinicians. Both phases were guided by the PRISM framework. Figure 1 provides an overview of the study design. The study design and reporting were guided by the CONSORT (Consolidated Standards of Reporting Trials) and best practices in complex trial interventions [17-19]. The study was approved by the Colorado Multiple Institutional Review Board.
Description of the CDS Interventions
We evaluated 2 CDS tools within the EHR: a commercial alert and an enhanced alert. The automated alerts interrupted primary care providers (PCPs) when they opened a patient’s chart during an office visit if the patient had a diagnosis of HFrEF and had not been prescribed evidence-based BB therapy. The CDS referred to the most recent ejection fraction (EF) value from an echocardiogram and/or a diagnosis of interest. Table 1 describes the build specifications and compares the way in which each CDS tool identifies an HFrEF diagnosis. Figures 2 and 3 depict the user interface for the enhanced and commercial CDS tools, respectively.Both alerts used the EHR-native CDS software BestPractice Advisory and underwent technical testing in EHR test environments. A 1-page educational handout on each alert was shared with clinician end users at the discretion of their respective clinic leaders or managers. There were some distinct differences in the design and implementation activities of each alert.
Table 1. Summary of build specifications for the enhanced and commercial alerts\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Enhanced CDS\textsuperscript{b}</th>
<th>Commercial CDS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Inclusion criteria</strong></td>
<td></td>
</tr>
<tr>
<td>• ≥18 years old</td>
<td>• ≥18 years old</td>
</tr>
<tr>
<td>• A diagnosis that explicitly states an EF\textsuperscript{c} ≤40% or an echocardiogram result indicating EF≤40%</td>
<td>• Any HF\textsuperscript{d} diagnosis and an echocardiogram result indicating EF≤40%</td>
</tr>
<tr>
<td><strong>Exclusion criteria</strong></td>
<td></td>
</tr>
<tr>
<td>• Prescribed or pended order for metoprolol succinate, carvedilol, or bisoprolol. Relied on knowledge management customized to the institution</td>
<td>• Prescribed some versions of metoprolol tartrate, metoprolol succinate, carvedilol, or bisoprolol. Relied on vendor-supplied knowledge management, which did not comprehensively represent these BBs</td>
</tr>
<tr>
<td>• BB\textsuperscript{e} allergy using knowledge management customized to the institution</td>
<td>• BB or beta-agonist allergy using vendor-supplied knowledge management</td>
</tr>
<tr>
<td><strong>Recommended action</strong></td>
<td></td>
</tr>
<tr>
<td>• Can pend evidence-based medication orders at starting doses without leaving the UI\textsuperscript{f}</td>
<td>• Can open order set from UI, which opens a new screen and provides option to order any dose of BB, other drugs, labs, echo, and schedule follow-up visits</td>
</tr>
<tr>
<td><strong>Response options (acknowledge reasons)</strong></td>
<td></td>
</tr>
<tr>
<td>• Options: Never appropriate, remind me later (1 month), provide comment</td>
<td>• Options: Contraindicated, cost concern, patient declines</td>
</tr>
<tr>
<td>• When a user selects a response option other than “never appropriate,” it will not alert again for that user and patient for 28 days. If a user selects “never appropriate,” it will not alert for that user and patient for &gt;20 years</td>
<td>• When a user selects a response option, it will not alert again for any user for that patient visit for 90 days</td>
</tr>
<tr>
<td>• No dismiss button</td>
<td>• Dismiss button option</td>
</tr>
<tr>
<td><strong>How to close</strong></td>
<td></td>
</tr>
<tr>
<td>• Easiest way to dismiss is to hit accept, which pends order for metoprolol succinate</td>
<td>• Must select “dismiss,” open order set, or select 1 of 3 acknowledge reasons in the UI</td>
</tr>
<tr>
<td>• Must select 1 of 3 acknowledge reasons or pend order for 1 of the BB options in the UI</td>
<td></td>
</tr>
<tr>
<td><strong>Pertinent information displayed</strong></td>
<td></td>
</tr>
<tr>
<td>• Patient has HF and reduced EF</td>
<td>• Patient has HF and reduced EF</td>
</tr>
<tr>
<td>• BB indicated</td>
<td>• BB indicated</td>
</tr>
<tr>
<td>• Values: most recent EF, last 3 BP\textsuperscript{g} and HR\textsuperscript{h} measurements</td>
<td>• Values: most recent EF</td>
</tr>
<tr>
<td>• Benefit of starting BB—longevity</td>
<td></td>
</tr>
<tr>
<td>• Parameters for caution: HR&lt;50 and BP&lt;90/60</td>
<td></td>
</tr>
<tr>
<td>• Asthma and chronic obstructive pulmonary disease are not contraindicated</td>
<td></td>
</tr>
<tr>
<td>• Metoprolol tartrate is not evidence-based</td>
<td></td>
</tr>
<tr>
<td>• Reminder to discontinue other BBs</td>
<td></td>
</tr>
<tr>
<td>• Link to supporting reference</td>
<td></td>
</tr>
<tr>
<td><strong>Trigger</strong></td>
<td></td>
</tr>
<tr>
<td>• Open patient visit or encounter</td>
<td>• Open patient visit or encounter</td>
</tr>
<tr>
<td><strong>Other features</strong></td>
<td></td>
</tr>
<tr>
<td>• Abnormal values of BP, HR, and EF are emphasized in red font</td>
<td>• None to note</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Key differences are italicized.
\textsuperscript{b}CDS: clinical decision support.
\textsuperscript{c}EF: ejection fraction.
\textsuperscript{d}HF: heart failure.
\textsuperscript{e}BB: beta-blocker.
\textsuperscript{f}UI: user interface.
\textsuperscript{g}BP: blood pressure.
Enhanced CDS Alert

We designed and implemented the enhanced alert by applying the PRISM/CDS best practices approach, as previously described [10]. Briefly, PRISM is an expanded version of the widely used Reach, Effectiveness, Adoption, Implementation, and Maintenance (RE-AIM) measures [20,21] that includes additional contextual factors that influence implementation success [9]. The integrated PRISM/CDS best practices approach incorporates an iterative, user-centered design process with 5 phases: (1) multilevel stakeholder engagement, (2) designing the CDS tool, (3) design and usability testing, (4) thoughtful deployment, and (5) performance evaluation and maintenance [10]. Following PRISM, this approach considers the dynamic interactions between the internal and external environments [9]. We solicited extensive stakeholder input from clinicians [22] and patients to understand their needs, preferences, and values for the CDS design and treatment recommendations. Stakeholder input informed the enhanced alert design, which then underwent design and usability testing with clinicians. During usability testing, clinician end users refined the educational handout for the enhanced CDS alert.

Commercial CDS Alert

The commercial alert served as the active control. The EHR vendor provided the build specifications that are available for
use by all vendors’ institutions. To be consistent with the way in which commercial alerts are commonly used, the build specifications were not informed by the PRISM/CDS best practices approach and did not change based on stakeholder input. However, we modified the build specifications to align with evidence-based and institution-specific practices. No modifications were made that would bias the results against the commercial alert. Multimedia Appendix 1 outlines the changes made to the commercial build specifications and the rationale for the changes. An educational handout on the commercial CDS was created following standard institutional procedures, including a review by the institution’s dedicated training team.

**Phase 1: Cluster RCT**

**Study Design and Randomization**

Both alerts were deployed across 28 UCHealth primary care clinics (2 geriatrics, 17 family medicine, and 9 internal medicine) using a modified randomized parallel group design. Each alert was piloted in 1 clinic for 2 weeks before widespread implementation to facilitate clinic buy-in (Figure 1). Our initial plan was to implement the alerts in parallel at mutually exclusive clinics for 6 months. However, an a priori planned interim analysis revealed no instances of the commercial alert changing prescribing. Therefore, we determined that there was no added benefit of the commercial alert and stopped the trial early.

We performed cluster randomization, in which the cluster was defined as the clinic. Block randomization was used to allocate 1 of the 2 alerts (commercial or enhanced) to each clinic, with 6 blocks or strata, defined by geographical location (ie, North, South, or Metro) and volume of HFrEF patients (ie, small or large) [23-25]. Small-volume clinics had fewer than 25 patients with HFrEF. We used a random sampling scheme (function `sample_n` in R statistical software) to randomly assign half of the clinics in each block to the commercial alert. Only the study investigators knew to which group each clinic had been assigned.

**Study Population**

All 28 clinics that agreed to participate were included in the study. Clinicians in the participating clinics were evaluated if they were ever exposed to 1 of the alerts. A patient’s EHR record was evaluated if 1 of the alerts was triggered.

**Data Collection**

Data were collected from the EHR via a CDS reporting analytic utility, chart review, and a secondary EHR virtual data warehouse. The EHR analytic utility allows postimplementation surveillance of CDS activity that includes when an alert is triggered, the identity of the patient and clinician, and the clinician’s response to the alert (buttons clicked). Chart reviews were used to verify clinician-stated responses to the alert. Data collected from the data warehouse included patient and clinician characteristics. Comorbidities of interest were collected starting on the first day the alerts were deployed and are described in Multimedia Appendix 2. Concurrent medications included those prescribed within 12 months before the first day of deployment.

**Primary RE-AIM Outcome: Effectiveness**

Effectiveness was measured as the proportion of alerts that resulted in an evidence-based BB prescription when indicated.

**Secondary RE-AIM Outcomes: Safety, Reach, Adoption, Implementation, and Maintenance**

Effectiveness was also balanced by a safety evaluation that identified instances of bradycardia (heart rate<50 bpm), hypotension (blood pressure [BP]<90/60 mmHg), acute heart failure exacerbation requiring hospitalization or an emergency department visit, and unintended consequences, such as duplicate therapy. We evaluated the safety outcomes during the 1-month period after each alert was triggered. Reach was measured as the number of alerts for unique patient visits, unique patients, and unique clinicians. We also measured reach as the proportion of unique alerts relative to the number of patients with HFrEF. We selected this denominator based on data availability to allow for comparisons of representativeness between the 2 alerts. Adoption was measured as the proportion of times a clinician responded to an alert and was stratified by unique patients and clinicians. Overall, an alert was classified as adopted when the clinician paid attention to the information presented and did something other than dismiss it outright. Multimedia Appendix 3 provides details of how we defined adoption. Implementation was assessed by documenting the types and number of changes to the alert design or workflow integration [21]. Maintenance was assessed based on whether the intervention continued after the trial ended.

**Data Analysis**

Differences in overall effectiveness and adoption rates based on the number of alerts were tested using the chi-square test of independence. We compared the baseline characteristics of patients using a 2-sample t test for continuous variables and a chi-square test for independence for categorical characteristics. For chi-square tests in which any cell count was less than 5, a chi-square test for independence was used, and P<.05 was considered statistically significant.

**Phase 2: Qualitative Interviews**

**Measures and Procedures**

We invited clinicians exposed to 1 of the 2 alerts to participate in brief semistructured interviews. We used purposeful sampling to maximize the representativeness of exposure, practice setting, and clinician type. To capture the breadth of end user perspectives, interviews were conducted until saturation of ideas was reached. The participants provided informed consent. An investigator (KT) with domain expertise in primary care and CDS led each 30-min interview. The interviews followed a semistructured moderator guide, which was adapted as important concepts arose. Interviews were conducted in person or via a video conference. Audio recordings were transcribed and validated by independent investigators (JS and JK). Multiple strategies have been employed to maximize the rigor and quality of the methods and analysis [26], including triangulation, audit trails, and bracketing.
The interviews consisted of 3 consecutive components: (1) recall of the alert to which participants were exposed, (2) completion of the modified System Usability Scale (SUS) for that alert, and (3) introduction to the alert they had not been exposed, followed by a discussion comparing positive and negative features that influence the adoption of each alert. The validated SUS [27] terminology was modified to fit the HFrEF alert situation, and 2 questions were added to address ease of workflow integration and perceived impact on patient care.

Data Analysis

We used a thematic approach [28] and ATLAS.ti software (version 7, Scientific Software Development GmbH) to analyze the transcripts. A codebook was created a priori, which involved discussion among the 3 investigators (KT, JS, and DM). The changes to the codebook were documented. One investigator (JS) iteratively categorized the transcriptions into major themes that differentiated the 2 alerts using topic coding and analytical coding [29]. A second independent investigator (KT) reviewed the coding for the validation. Implementation measures of usability from the modified SUS survey were summarized according to the validated weighting system [27,30], and responses to the 2 additional questions were summarized descriptively.

Results

Patient Reach, Clinician Adoption, and Prescribing Effectiveness

The 2 alerts were deployed across 28 primary care clinics between March 15 and August 23, 2019. The mean age of patients exposed to an alert was 75.3 (SD 13.2) years, 70% (58/83) were male, and most were non-Hispanic and had Medicare insurance. Table 2 summarizes the characteristics of the patients who triggered the alerts.

The enhanced alert was triggered 106 times for 61 unique patients and 87 unique clinicians. The commercial alert was triggered 59 times for 26 unique patients and 31 unique clinicians. Patient visits were not always performed by the same clinician. Clinics allocated to the enhanced alert had 397 patients with HFrEF, compared with 307 patients in clinics allocated to the commercial alert; thus, reach was 26.7% (106/397) and 19.2% (59/307) for the 2 groups, respectively.

The overall adoption rate was significantly higher with the enhanced alert than with the commercial alert (62.3% vs 28.8%; \(P<.001\)). A total of 4 patients and 1 clinician were exposed to both commercial and enhanced alerts. None of these alerts led to a BB prescription, but adoption was higher with the enhanced alert. The 4 patients had a total of 7 visits with the enhanced alert, and 86% (6/7) resulted in adoption. The same 4 patients had a total of 12 visits with a commercial alert, and 2% (5/12) resulted in adoption. The single clinician who was exposed to both alerts adopted (did not outright dismiss) the enhanced alert each of the 2 times it was triggered (100%) and adopted the commercial alert 3 of the 6 times it was triggered (50%).

The enhanced alert was effective in changing prescribing for 15 of 61 unique patients (25%), whereas the commercial alert did not change prescribing at all. The overall rate of BB prescription was significantly higher when clinicians received the enhanced alert compared with the commercial alert (14.2% vs 0%; \(P=.006\)). Table 3 summarizes the results of the number of alerts, adoption, and effectiveness.

No adverse drug events were observed among patients who were prescribed a BB. When considering possible unintended consequences, a chart review revealed that 2 clinicians unintentionally ordered a BB from the customized alert, and the pharmacy processed the prescriptions, but neither patient picked up their prescription. These unintentional prescriptions were excluded from the effectiveness outcome. The enhanced alert was also triggered for 2 patients with a documented allergy to beta-adrenergic blocking agts, and neither led to a BB prescription. On the basis of clinician feedback, we identified and corrected an error in the build specification for the commercial alert during the first month of deployment; however, this error did not impact measures of reach, adoption, or effectiveness. Furthermore, upon completion of the study, the health system decided to continue the enhanced alert across all 28 clinics for operational and nonstudy purposes.
Table 2. Baseline characteristics of patients exposed to the alerts (N=83).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Enhanced alert (n=61)</th>
<th>Commercial alert (n=26)</th>
<th>Total(^a) (N=83)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>74.8 (12.8)</td>
<td>76.6 (15)</td>
<td>75.3 (13.2)</td>
<td>.16</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>40 (66)</td>
<td>19 (73)</td>
<td>58 (70)</td>
<td>.66</td>
</tr>
<tr>
<td>White, n (%)</td>
<td>57 (93)</td>
<td>22 (85)</td>
<td>75 (90)</td>
<td>.23</td>
</tr>
<tr>
<td>Hispanic, n (%)</td>
<td>5 (8)</td>
<td>2 (7)</td>
<td>7 (8)</td>
<td>.99</td>
</tr>
<tr>
<td>Medicare, n (%)</td>
<td>50 (82)</td>
<td>22 (85)</td>
<td>69 (83)</td>
<td>.99</td>
</tr>
<tr>
<td>Primary care provider type: attending physician, n (%)</td>
<td>39 (64)</td>
<td>25 (96)</td>
<td>63 (76)</td>
<td>.01</td>
</tr>
<tr>
<td>Left ventricular ejection fraction, mean (SD)</td>
<td>31.7 (11)</td>
<td>34.7 (6)</td>
<td>32.7 (9)</td>
<td>.11</td>
</tr>
<tr>
<td>Heart rate, mean (SD)</td>
<td>78.7 (17)</td>
<td>73.4 (15)</td>
<td>76.9 (17)</td>
<td>.16</td>
</tr>
<tr>
<td>Heart rate&lt;50, n (%)</td>
<td>1 (2)</td>
<td>1 (4)</td>
<td>2 (2)</td>
<td>.99</td>
</tr>
<tr>
<td>Systolic blood pressure, mean (SD)</td>
<td>123.7 (18)</td>
<td>121.0 (18)</td>
<td>123.3 (18)</td>
<td>.51</td>
</tr>
<tr>
<td>Diastolic blood pressure, mean (SD)</td>
<td>70.0 (12)</td>
<td>71.3 (9)</td>
<td>70.5 (12)</td>
<td>.59</td>
</tr>
<tr>
<td>Blood pressure &lt;90/60, n (%)</td>
<td>1 (2)</td>
<td>1 (4)</td>
<td>2 (2)</td>
<td>.99</td>
</tr>
<tr>
<td>≥1 visit with cards(^b) in past 1 year, n (%)</td>
<td>32 (53)</td>
<td>18 (69)</td>
<td>47 (57)</td>
<td>.23</td>
</tr>
<tr>
<td>≥1 visit with cards in past 2 years, n (%)</td>
<td>39 (64)</td>
<td>20 (77)</td>
<td>56 (68)</td>
<td>.35</td>
</tr>
<tr>
<td>Past BB(^c), ever, n (%)</td>
<td>49 (80)</td>
<td>18 (69)</td>
<td>64 (77)</td>
<td>.40</td>
</tr>
<tr>
<td>BB allergy per chart review(^d), n (%)</td>
<td>2 (3)</td>
<td>0 (0)</td>
<td>2 (2)</td>
<td>.59</td>
</tr>
<tr>
<td>BB intolerance or contraindication per chart review, n (%)</td>
<td>10 (16)</td>
<td>4 (15)</td>
<td>14 (17)</td>
<td>.99</td>
</tr>
<tr>
<td>Prescribed nonevidence-based BB(^e), n (%)</td>
<td>29 (48)</td>
<td>12 (46)</td>
<td>38 (46)</td>
<td>.99</td>
</tr>
<tr>
<td>Prescribed metoprolol tartrate, n (%)</td>
<td>22 (36)</td>
<td>8 (31)</td>
<td>28 (34)</td>
<td>.82</td>
</tr>
<tr>
<td>Prescribed angiotensin converting enzyme inhibitor or angiotensin receptor blocker or ARNI(^f), n (%)</td>
<td>37 (61)</td>
<td>18 (69)</td>
<td>55 (67)</td>
<td>.61</td>
</tr>
<tr>
<td>Prescribed ARNI, n (%)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td>.99</td>
</tr>
<tr>
<td>Prescribed mineralocorticoid receptor antagonist, n (%)</td>
<td>11 (18)</td>
<td>6 (23)</td>
<td>17 (20)</td>
<td>.80</td>
</tr>
<tr>
<td>Prescribed nondihydropyridine calcium channel blocker, n (%)</td>
<td>1 (2)</td>
<td>1 (4)</td>
<td>1 (1)</td>
<td>.99</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease, n (%)</td>
<td>9 (15)</td>
<td>6 (23)</td>
<td>15 (18)</td>
<td>.53</td>
</tr>
<tr>
<td>Asthma, n (%)</td>
<td>7 (12)</td>
<td>3 (12)</td>
<td>10 (12)</td>
<td>.99</td>
</tr>
<tr>
<td>CAD(^g)(myocardial infarction, percutaneous coronary intervention, bypass, CAD, angioplasty), n (%)</td>
<td>34 (56)</td>
<td>14 (54)</td>
<td>48 (58)</td>
<td>.99</td>
</tr>
<tr>
<td>Nonischemic cardiomyopathy, n (%)</td>
<td>19 (31.1)</td>
<td>10 (38.5)</td>
<td>29 (34.9)</td>
<td>.68</td>
</tr>
<tr>
<td>Atrial fibrillation, n (%)</td>
<td>25 (41.0)</td>
<td>15 (57.7)</td>
<td>40 (48.2)</td>
<td>.23</td>
</tr>
</tbody>
</table>

\(^a\)Four patients were exposed to both the enhanced and commercial CDS.
\(^b\)cards: outpatient cardiology provider.
\(^c\)BB: beta-blocker.
\(^d\)These patients were inadvertently not excluded from the alert.
\(^e\)Other nonevidence-based beta blockers included atenolol, nebivolol, and sotalol.
\(^f\)ARNI: angiotensin receptor-neprilysin inhibitor.
\(^g\)CAD: coronary artery disease.
Table 3. Description of clinical decision support alerts, adoption, and effectiveness.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Enhanced</th>
<th>Commercial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alerts for patients who had a visit with primary care during the evaluation period, n&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total number of alerts</td>
<td>106</td>
<td>59</td>
</tr>
<tr>
<td>Unique visits or encounters</td>
<td>104</td>
<td>59</td>
</tr>
<tr>
<td>Unique patients with alert</td>
<td>61</td>
<td>26</td>
</tr>
<tr>
<td>Unique clinicians alerted</td>
<td>87</td>
<td>31</td>
</tr>
<tr>
<td>Adoption (did not outright dismiss clinical decision support alert), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alerts adopted</td>
<td>66 (62.3)</td>
<td>17 (28)</td>
</tr>
<tr>
<td>Unique patients</td>
<td>44 (72)</td>
<td>13 (1)</td>
</tr>
<tr>
<td>Unique clinicians exposed to the alert</td>
<td>60 (69)</td>
<td>13 (41)</td>
</tr>
<tr>
<td>Clinicians who adopted with the first alert</td>
<td>55 (63)</td>
<td>11 (35)</td>
</tr>
<tr>
<td>Effectiveness, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alerts where BB&lt;sup&gt;b&lt;/sup&gt; was prescribed</td>
<td>15 (14.2)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unique patients where BB was prescribed</td>
<td>15 (25)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unique patients prescribed with first alert</td>
<td>13 (87)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unique patients prescribed BB by assigned primary care provider</td>
<td>7 (47)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Unique clinicians who ever prescribed BB</td>
<td>14 (16)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Clinicians who were attending physicians</td>
<td>9 (60)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Clinicians who were advanced practice clinicians</td>
<td>3 (21)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Clinicians who were a medical resident or fellow</td>
<td>2 (14)</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Four patients were exposed to both alerts, and 1 clinician was exposed to both alerts. One clinician prescribed a BB to 2 different patients.

<sup>b</sup>BB: beta-blocker.

Clinician Interviews: Usability, Satisfaction, and Design Features Influencing Adoption

The saturation of ideas was achieved after 21 interviews that included 15 clinicians exposed to the enhanced alert and 6 exposed to the commercial alert. One clinician was exposed to both alerts and did not recall either of the exposures. A total of 40% (6/15) of clinicians exposed to the enhanced alert and none exposed to the commercial alert stated that they recalled it, either before or after being prompted with a visual reminder. In total, 24% (5/21) of clinicians preferred the commercial alert, 2 because of brevity, 2 because of the dismiss option, and 1 because of the many options available within the order set. Most clinicians (19/21; 90%) stated that they felt an alert for BBs and HFrEF should be continued. Mean SUS scores were 65.7 (SD 14.2) and 53.4 (SD 14) for the enhanced and commercial alerts, respectively. The enhanced alert had higher median Likert scale scores for the survey questions related to workflow integration (3 vs 2.5) and perceived impact on patient care (4 vs 3.5).

Multimedia Appendix 4 summarizes the SUS scores and survey questions with indices commonly used to interpret SUS scores. During the open-ended discussions, the participants identified salient design features that influenced their alert preference. In general, clinicians preferred the enhanced alert because it was easier to digest the information presented and quickly determine its purpose. Clinicians liked the use of emphasis with different font sizes, bolding, and colors to draw their attention to key aspects of the enhanced alert. Furthermore, clinicians were unfamiliar with the express lane terminology of the commercial alert and stated that uncertainty about the consequences of selecting this option would deter adoption. Most clinicians felt that the commercial alert needed more information, so they could evaluate the appropriateness of the recommendation for a given patient. Although it was denser, most clinicians felt that the clinical information (e.g., vital signs) in the enhanced alert was necessary and preferred. With one exception, the ability to **pend** a medication order within the enhanced alert was preferred over the order set in the commercial alert. The medication order option was preferred because it required fewer **clicks**, was specific to the recommendation, and provided information regarding which medications and doses were appropriate. Table 4 summarizes the representative quotes from clinicians that distinguish between the alerts.
Table 4. Representative clinician quotes distinguishing between the enhanced and commercial alerts.

<table>
<thead>
<tr>
<th>Description of design features referred to</th>
<th>Quotes referring to the enhanced alert</th>
<th>Quotes referring to the commercial alert</th>
</tr>
</thead>
<tbody>
<tr>
<td>Catching attention and use of emphasis</td>
<td>“The color...different colors, catch our attention.”&lt;br&gt;“The little heart icon gets your attention.”</td>
<td>&lt;del&gt;a&lt;/del&gt;</td>
</tr>
<tr>
<td>Inclusion of a dismiss option</td>
<td>—</td>
<td>“It encourages dismissal. It seems like the acknowledgment is also a form of dismissal.”</td>
</tr>
<tr>
<td>Clarity and uncertainty</td>
<td>“It's much clearer in terms of what you're asking me is to order a bleeping [sic] beta-blocker, right? And you make it easy because you're clicking the most common starting doses.”</td>
<td>“Clicking on something where it goes to a black hole, or I don't know where it's going, especially if there is no training. I'm less likely to click on an unknown. Like this could end up 20 different ways that ends up with 10 different screens.”&lt;br&gt;“I don't like this one as much, and I think it's because when I'm reading it, immediately, I have questions popping up, and while I think, I'm kind of in a hurry. And I don't know if I want to be clicking all these things to see what this is about. So express lane that makes me think of going to a gas station for an oil change.”</td>
</tr>
<tr>
<td>Brevity and completeness of supporting information</td>
<td>“It gives me the pieces of information that I would want to know to make a clinical decision and then it allows me to actually make that decision. You know, to pend up an order quickly.”</td>
<td>“I think this is more concise so I'm more prone to read it because this one [enhanced] vomited on me.”&lt;br&gt;“This is nice and simple, but perhaps it's a little too simple.”</td>
</tr>
<tr>
<td>Make it easy to do the right thing; ease of use</td>
<td>“Yeah, I love that you picked the 3 medicines that I should be thinking about and kind of a typical starting dose, that's great.”&lt;br&gt;“Easier to use. I don't have to leave the screen.”</td>
<td>“A little overwhelming for like labs now, labs in 3 months, labs in 6 months, echo now, 3, 6 months. And then medications, like every medication known to mankind.”</td>
</tr>
</tbody>
</table>

<del>a</del>No relevant quote available

Discussion

Principal Findings

This study suggests that an enhanced CDS alert informed by CDS design best practices and an IS framework results in improved CDS adoption and effectiveness compared with a generic commercial alert. This conclusion is further supported by other findings related to the enhanced alert, including greater patient reach, higher usability scores, clinician-stated preference during the interviews, and the perceived impact on patient care and workflow integration. The commercial alert did not change prescribing, whereas the enhanced alert was associated with a 24% increase in BB prescriptions. Although 24% (5/21) of the interviewed clinicians preferred the commercial alert, their preference was driven by design features that were not prioritized by the majority of interview participants. Taken together, the results of this study suggest that applying the PRISM/CDS best practices approach [10] may improve the quality of care and, potentially, patient outcomes.

We achieved higher rates of adoption and effectiveness with our enhanced CDS tool than have previously been reported with other CDS tools designed to improve the prescription of similar medications for HFrEF. An RCT comparing a CDS tool with no CDS tool found no difference in effectiveness in changing HFrEF prescribing (23% vs 22%) [31], whereas another study found that a CDS tool improved prescribing by only 3.6% compared with 0.9% without a CDS (P=.01) [32]. These studies evaluating the effectiveness of changing HFrEF prescribing demonstrated minimal or no difference, whereas we found a 24% improvement in prescribing compared with an active control.

We identified aspects of the enhanced alert that need improvement, which developers should consider. For example, standardized drug vocabularies such as RxNorm should be used when possible and may have prevented the enhanced CDS from firing for patients with a beta-adrenergic blocking agts allergy. To mitigate the future risk of unintended prescriptions with the enhanced alert, we can reconsider the fundamental hard stop design. However, setting the default action of the enhanced alert to the desired change (ordering a BB) is aligned with CDS design best practices [3] and was done intentionally. Changing this design would likely minimize future instances of erroneous prescribing but might also deter effectiveness.

The reach (number of alerts, number of patients, and clinicians alerted) of the commercial alert was lower than that of the enhanced alert, which is likely because the build specifications were more constricting. Notably, the commercial alert had the following properties: (1) it required patients to have both a diagnosis of heart failure and a reduced EF, (2) it did not alert for some patients prescribed a nonevidence-based BB (ie, metoprolol tartrate), and (3) it excluded patients with an allergy to a beta-agonist, including albuterol inhalers. These 3 build specifications do not align with evidence-based clinical recommendations and limit the ability of the alert to reach the
intended patients. In our instance, inaccuracies in vendor-supplied knowledge content led to poor sensitivity and false negatives. However, such inaccuracies in knowledge management could also lead to poor specificity and worsen alert fatigue, as hypothesized by others [1,5,6].

The adoption of the commercial alert was also lower. On the basis of the interview findings, the adoption of the commercial alert could be improved by applying generalizable CDS design best practices that do not require input from the local setting. For example, any clinician considering BB initiation for HFrEF needs to know the patient’s BP and heart rate. We estimate that 80% of the design decisions do not require input from the local context. Multimedia Appendix 5 describes examples of design features that do and do not require user-centered input from the local context.

Not all commercial CDS tools have the same limitations. The results of this study may have been different if the active control was a different commercial CDS tool. However, when relying on commercial CDS tools, this research highlights the need for institutions to carefully review the knowledge content and design features to ensure that they are accurate and appropriate for the local context. At a minimum, when resources are limited, institutions should review commercial CDS tools to evaluate unanticipated harm. There are advantages to relying on commercially available CDS, notably the need for fewer resources, but this may come at the cost of reduced implementation success. Similarly, there are advantages to customizing CDS for the institutional context, notably greater local ownership and implementation success, but this may come at the cost of greater resource burden. Our study demonstrates the difference accounting for the local context via an IS framework can have on implementation outcomes. By using an IS framework, CDS can be pragmatically customized to institution-specific contexts in a manner that is reproducible by other institutions and thereby generalizable.

Although adaptations to the local context may be inevitable to maximize implementation outcomes, additional efforts to share successful CDS tools across institutions are needed. Greater collaboration across institutions and repositories, such as Agency for Health care Research and Quality’s CDS Authoring Tool and Connect Repository [33], can facilitate wider dissemination of well-designed CDS tools. Furthermore, given their influence over many health systems, EHR vendors could commit to increased surveillance and updates to the knowledge and design of CDS tools. Although external vendors may be unable to customize CDS tools to the local context, they should use CDS design best practices that are generalizable (Multimedia Appendix 5) and ideally consult with content experts to optimize the accuracy of knowledge content. External vendors should be transparent in the construction of their knowledge content and technologies and, where possible, apply CDS design best practices and IS frameworks such as PRISM.

Limitations

This study has several limitations. First, our measure of adoption aimed to identify clinicians who considered the information presented and relied on clinician responses to the alert, which can be imprecise. Similarly, our measure of effectiveness sought to capture clinicians who prescribed an evidence-based BB in response to the alert. We cannot say with certainty that the alert led to a prescribing change. It is possible that the clinician intended to prescribe the BB, and their actions were independent of the alert. However, a strength of this study is that we validated instances of BB prescriptions with chart review. Reliance on clinician-stated responses to alerts would have significantly overestimated the effectiveness of the enhanced alert. Although there are inherent limitations in our measures of adoption and effectiveness, our qualitative findings substantiate the validity of the quantitative methods.

In the initial design of this study, we planned to target 784 subjects and use generalized estimating equations to account for the within-clinic correlation in the analyses. However, due to a smaller-than-anticipated sample size and zero changes in prescribing behavior associated with the commercial alert, we needed to alter our plans. Although we were able to detect statistically meaningful differences, our small sample size warrants further research in larger populations and for different patient care scenarios. Similarly, the 21 clinicians we interviewed were not representative of all clinicians, but we did take measures to maximize credibility, transferability, dependability, and confirmability of the qualitative methods [26,34]. Although the investigator (KT) who led the interviews also led the design of the enhanced CDS tool, biases were minimized by using a semistructured interview guide and documenting a priori preconceived ideas and biases. We also used a multidisciplinary approach for the thematic analysis in which an independent investigator (JS) led the coding with iterative input from 3 other investigators (JS, DM, and JK).

Finally, because much of our data were collected from the EHR, limitations inherent to secondary data sources and EHR data apply. One notable limitation is the inaccuracy and incompleteness of assigning PCPs to specific clinics within the EHR. Difficulty in accurately identifying PCP—and patient—clinic assignments prevented us from controlling for all potential cross-contamination of alert exposure. As we found, some clinicians practice at and some patients are seen at more than 1 clinic. Inaccuracy in the patient-clinic assignment also precluded us from defining the ideal denominator for reach. Furthermore, data limitations prevented us from characterizing clinician- and clinic-level characteristics that may have influenced implementation success and reporting a complete CONSORT or expanded CONSORT figure [18,35].

Conclusions

This study suggests that applying CDS design best practices with an IS framework to CDS tools leads to meaningful improvements in patient reach, clinician adoption, and effectiveness of behavior change, as compared with some commercially available CDS tools. Future research should assess the generalization of these results and consider how this IS-based approach to CDS implementation can be adapted to rapid prototyping of CDS to expedite the creation of widely adopted, effective, and sustainable CDS.
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Abstract

Background: Existing readmission reduction solutions tend to focus on complementing inpatient care with enhanced care transition and postdischarge interventions. These solutions are initiated near or after discharge, when clinicians' impact on inpatient care is ending. Preventive intervention during hospitalization is an underexplored area that holds potential for reducing readmission risk. However, it is challenging to predict readmission risk at the early stage of hospitalization because few data are available.

Objective: The objective of this study was to build an early prediction model of unplanned 30-day hospital readmission using a large and diverse sample. We were also interested in identifying novel readmission risk factors and protective factors.

Methods: We extracted the medical records of 96,550 patients in 205 participating Cerner client hospitals across four US census regions in 2016 from the Health Facts database. The model was built with index admission data that can become available within 24 hours and data from previous encounters up to 1 year before the index admission. The candidate models were evaluated for performance, timeliness, and generalizability. Multivariate logistic regression analysis was used to identify readmission risk factors and protective factors.

Results: We developed six candidate readmission models with different machine learning algorithms. The best performing model of extreme gradient boosting (XGBoost) achieved an area under the receiver operating characteristic curve of 0.753 on the development data set and 0.742 on the validation data set. By multivariate logistic regression analysis, we identified 14 risk factors and 2 protective factors of readmission that have never been reported.

Conclusions: The performance of our model is better than that of the most widely used models in US health care settings. This model can help clinicians identify readmission risk at the early stage of hospitalization so that they can pay extra attention during the care process of high-risk patients. The 14 novel risk factors and 2 novel protective factors can aid understanding of the factors associated with readmission.

(JMIR Med Inform 2021;9(3):e16306) doi:10.2196/16306
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Introduction

Unplanned hospital readmission continues to attract much attention due to its negative influence on patients’ quality of life and substantial contribution to health care costs. During July 2015 to June 2016, 15.2% of Medicare beneficiaries experienced unplanned readmission within 30 days after discharge [1]. It has been estimated that unplanned readmission accounts for US $17.4 billion in Medicare expenditures annually [2]. In an effort to improve health care quality and decrease unplanned hospital readmission rates, the Affordable Care Act [3] implemented the Hospital Readmission Reduction Program (HRRP) [4] in 2012 to use unplanned 30-day hospital readmission as a metric to financially penalize hospitals with excessive readmission rates. The high associated cost and penalties from the HRRP have intensified the efforts of the entire health care industry to reduce unplanned hospital readmissions.

Existing readmission reduction interventions, especially transition interventions and postdischarge interventions, focus on complementing inpatient care with enhanced services; however, the planning, implementation, and monitoring of these interventions can be resource-intensive [5]. In addition, no single intervention or bundle of interventions were found to be reliable in reducing readmissions, according to the review by Hansen et al [6]. Another disadvantage is that these interventions do not greatly impact the quality improvement of inpatient care because they are mostly initiated near or after discharge, when clinicians’ impact on inpatient care is ending. Preventive intervention during hospitalization is an underexplored area that holds potential for reducing readmission risk. It has been shown that early interventions during inpatient hospitalization, such as early discharge planning [7], can reduce readmissions. However, it is impractical to deliver readmission-preventive interventions to all patients because health care resources are restricted. Predictive modeling is an efficient method to optimize the allocation of valuable clinical resources by stratifying patients’ readmission risk and targeting the delivery of preventive interventions to patients at high risk [8]. Evidence has shown that focusing interventions on high-risk patients can reduce 30-day hospital readmission risk by 11%-28% [9-11]. However, the majority of reported hospital readmission predictive models have limited value in real-world health care settings because they require variables whose values only become completely available at discharge [12]. For example, the HOSPITAL score [13] and the LACE index [14] are the most widely used readmission risk calculators in US healthcare settings. They only work at the end of inpatient care because they require variables that are not available in a timely fashion, such as the length of stay and the results of some laboratory tests before discharge. It is essential to perform early risk assessments of high-risk patients to enable clinicians to deliver timely preventive interventions at the early stage of hospitalization [15].

Several 30-day hospital readmission early detection models have been reported; however, their performance and design are unsatisfactory. Wang et al [16] developed a real-time readmission model using a time series of vital signs and discrete features such as laboratory tests. However, this model was a black box, and it was unclear how the clinical factors led to the predictions. In health care applications, the interpretability of a model is as important as its performance because the attributes and the decision path must be medically rational. Horne et al [17] developed a laboratory-based model specific to heart failure patients. It can be used within 24 hours of admission; however, the performance was poor, with areas under the receiver operating characteristic curve (AUCs) [18] of 0.571 and 0.596 in female and male validation data sets. Cronin et al [19] reported an early detection model based on the information available at admission and medications used in index admission; it showed a moderate performance in the validation data set, with an AUC of 0.671. El Morr et al [20] created a modified LACE index (LACE-rt) to support real-time prediction by replacing the length of stay during the current admission in the original LACE index with that of the previous admission within the last 30 days. However, this model only showed fair performance (AUC 0.632) [20]. Shadmi et al [21] developed an early prediction model for emergency readmissions based on data available before the index admission, and they achieved an AUC of 0.69 in the validation data set. The same team further modified the model by adding risk factors accrued during index admissions; however, they obtained a similarly moderate AUC (0.68) in the validation data set [22]. Amarasingham et al [23] reported a real-time readmission model (AUC of 0.69 in the validation data set) for patients with heart failure using clinical and social factors available within 24 hours of admission. However, their cohort size was too small, with only 1372 index admissions.

The objective of this work was to build a predictive model for early detection of unplanned 30-day hospital readmission using a large and diverse sample. We were also interested in identifying novel risk factors and protective factors of readmission. We used machine learning methods to develop a predictive model that can monitor readmission risk at the early stage of hospitalization. Unlike most models, which focus only on characteristics of index admissions, we included the detailed medical history of previous encounters up to 1 year before index admissions to construct a better readmission prediction model.

Methods

Study Design

This study was a retrospective analysis of electronic health record (EHR) data. To ensure the readmission prediction model can be accurate at the early stage of hospitalization, we only used index admission attributes whose values can become available in the EHR within 24 hours, including patient demographics, laboratory test results, vital signs, and medication orders. The patients’ data were enriched by the detailed history of previous hospital encounters within one year before the current inpatient stay, including the information of diagnoses, procedures, laboratory test results, vital signs, medication orders, and health care utilization. Figure 1 shows the types of variables used for modeling.
The data were extracted from Health Facts [24], an EHR database curated by Cerner Corporation. This Health Insurance Portability and Accountability Act (HIPAA)–compliant database was collected from participating Cerner client hospitals and from clinics with de-identified longitudinal records of diagnoses, laboratory test results, surgeries, microbiology test results, medications, medical events, and medical histories. The version accessed by researchers at the University of Missouri contained 3.15 TB of encounter-level medical records extracted from 782 hospitals and clinics in the United States between 2000 and 2016.

This retrospective data analysis study was not required to obtain approval from the University of Missouri Institutional Review Board because the data used in the study were already fully deidentified by the data owner (Cerner Corporation).

The data inclusion and exclusion criteria were based on the criteria used by the Centers for Medicare & Medicaid Services (CMS) [25] with minor modifications. (1) We captured inpatient encounters between January 1 and December 31, 2016, in acute care hospitals with a length of stay longer than 24 hours. (2) The gap between index admission discharge and readmission was between 1 and 30 days (inclusive). (3) If a patient had more than one inpatient visit within 30 days of discharge, only the first visit was considered as readmission. (4) Patients were aged older than 18 years at admission. (5) Patients were not transferred to other acute care facilities and were alive at discharge. (6) Patients were not readmitted for newborn status, labor, accident, trauma, rehabilitation services, or other scheduled care according to the CMS planned readmission identification algorithm [25]. (7) In this work, we adopted the concept of “hospital-wide all-cause readmission” used by CMS [26] to study readmissions due to medical and health care–related reasons. (8) Patients without readmissions had the same requirements for their index admissions. (9) Each patient had only one record.

According to our previous literature review of readmission risk factors [27], patients’ demographic and social factors as well as their previous health care utilization were strong predictors for readmission. In this work, we incorporated the patients’ age at admission, sex, race, insurance payer, hospital census region, census division, rurality, and health care utilization in the previous year, including the number of inpatient visits, outpatient visits, emergency department visits, and times the patient left the hospital against medical advice. We only retained records without any missing demographic information. We also investigated the impact of the patients’ medical history within the year before the index admission. We used counts to condense longitudinal medical histories into structured data so that patients with different medical histories could be represented in the same feature space. Patients with a medical history had higher counts, and patients without any medical history had counts of zero. In this way, we were able to handle the missing value problem for new patients. For example, if a patient had the same diagnosis of heart failure in two separate encounters in the previous year, this diagnosis would have a count of two. For laboratory tests and vital signs, the latest results were checked and recorded if they were abnormal. Suppose a patient’s systolic blood pressure was taken twice in one encounter, and the result of the second test was abnormal. In another encounter, it was taken three times, and the latest result was normal. This patient would be determined to have had one abnormal systolic blood pressure result during the two encounters in the last year. For the index admission, we only checked the medication record and the latest results of laboratory tests and vital signs. Diagnosis codes were mapped from the International Classification of Disease, Tenth Revision, Clinical Modification (ICD-10-CM) [28] into the Clinical Classifications Software (CCS) categories [29] because the ICD codes were too granular for data mining purposes. For the same reason, procedure codes were mapped from the International Classification of Disease, Tenth Revision, Procedure Coding System (ICD-10-PCS) [28], current procedural terminology (CPT) [30], and Healthcare Common Procedure Coding System (HCPCS) [31] codes into CCS categories. Laboratory tests and vital signs were represented by...
their original names. We used generic names to represent medication orders. Table 1 shows an explanation of these features. After data transformation and feature engineering, the final data set contained 432 variables.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Representation</th>
<th>Data type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical history in last year</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diagnosis</td>
<td>CCS</td>
<td>Count</td>
</tr>
<tr>
<td>Procedure</td>
<td>CCS</td>
<td>Count</td>
</tr>
<tr>
<td>Laboratory test</td>
<td>Name</td>
<td>Count</td>
</tr>
<tr>
<td>Vital sign</td>
<td>Name</td>
<td>Count</td>
</tr>
<tr>
<td>Medication</td>
<td>Generic name</td>
<td>Count</td>
</tr>
<tr>
<td>Utilization</td>
<td>Name</td>
<td>Count</td>
</tr>
<tr>
<td>Index admission</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demographic</td>
<td>Name</td>
<td>Discretized age, race, sex, payer, region, or rurality</td>
</tr>
<tr>
<td>Medication</td>
<td>Generic name</td>
<td>Ordered or not</td>
</tr>
<tr>
<td>Laboratory test</td>
<td>Name</td>
<td>Latest result is abnormal or not</td>
</tr>
<tr>
<td>Vital sign</td>
<td>Name</td>
<td>Latest result is abnormal or not</td>
</tr>
</tbody>
</table>

aCCS: Clinical Classifications Software.

Candidate Algorithms and Baseline Models

Interpretability is an important consideration for clinical predictive models because it is crucial to ensure medical rationality in the classification process. We selected six candidate machine learning algorithms that can generate probabilistic outputs, including logistic regression, naïve Bayes, decision tree, random forest, gradient boosting tree, and artificial neural networks. Logistic regression belongs to the family of generalized linear models [32], and it predicts the log odds of the positive class as a linear combination of variables weighted by coefficients [33]. The association of a variable (factor) with the response target can be measured by the odds ratio [34], which is equal to the exponential of the coefficient of the variable. An odds ratio >1 indicates that the presence of the factor increases the odds of the outcome (eg, readmission). Naïve Bayes is a probabilistic classification algorithm based on the Bayes theorem [35] with the assumption that variables are independent [36]. Classifications are achieved by assigning the class label that can maximize the posterior probability given the features of an instance. A naïve Bayes model can be interpreted by taking the conditional probability of a variable given a class, and a higher probability indicates a stronger relationship with the class. Decision trees are a family of tree-structured predictive algorithms that iteratively split the data into disjoint subsets in a greedy manner [37]. Classifications are made by walking the tree splits until arriving at a leaf node (the class). Decision trees are self-explainable because each leaf node is represented as an if-then rule, and the decision process can be visualized. The contribution of a variable to the classification can be measured using various methods, such as information gain based on information theory and Gini importance [38]. Random forests are ensemble learning algorithms generated by bootstrap aggregation; the algorithm repeatedly selects a random sample from the training data set (with replacement) and builds a decision tree for the sample [39]. When making predictions, the outputs from different decision trees will be ensembled. Gradient boosting trees are another type of tree ensemble algorithm; they build the model in a stagewise fashion by iteratively generating new trees to improve the previous weaker trees [40]. Predictions are made by the weighted average of tree outcomes, with stronger trees having higher weights. Random forests and gradient tree boosting algorithms can be interpreted by measuring the Gini importance of the variables. Artificial neural networks are an interconnected group of computing units called artificial neurons [41]. The artificial neurons are aggregated into layers and connected by edges that have different weights to control the signals transmitted between neurons. The signals in the final output layer are used for prediction. The importance of each feature can be measured by the increase in prediction error after permuting the values of the feature.

We implemented the HOSPITAL score, LACE index, and LACE-rt index to compare their performance with that of our models. The HOSPITAL score has seven variables, including hemoglobin level at discharge, discharge from an oncology service, sodium level at discharge, any ICD procedures during the hospital stay, the type of index admission, the number of admissions 1 year before the index admission, and the length of stay [13]. Each factor level has a weighted point, and the maximum total score is 13 points. The LACE index has four variables, including length of stay, acuity of admission, the Charlson comorbidity index, and the number of emergency department visits 6 months before the index admission [14]. Its score ranges from 0 to 19 points. The LACE-rt index has the same variable weights and the same maximum score as the original LACE index [20]. The only difference is that it requires the length of stay during the previous admission within last 30 days instead of the current admission.
Model Training and Benchmark

Based on the inclusion and exclusion criteria, we identified 96,550 eligible patients. We randomly split the 96,550 records into a development data set (91,550 records) and a validation data set (5000 records). The readmission rate (11.7%) was preserved in these two data sets. The development set was used to derive and test the five candidate models in 10-fold cross-validation. The validation set was used to assess if the models can be generalized to unseen data. For the three baseline models, we extracted the required variables from the encounters in the validation set so that we could perform a fair comparison of our candidate models and the baseline models.

Because accuracy is sensitive to class imbalance, it cannot be used to evaluate readmission models (readmission rate <50%). To measure the performance of the models, we used the AUC, precision, recall, specificity, and F1 measure, which are less sensitive to data imbalance. The AUC is the probability that a model will rank a randomly chosen positive instance higher than a randomly chosen negative instance. The AUC ranges from 0.5 to 1.0, with 1.0 indicating that the model has perfect discrimination ability and 0.5 indicating that it performs no better than random guessing. Precision is the fraction of true positives among all instances predicted to be positive. Recall is the fraction of correctly identified positives in all positive instances. Specificity is the fraction of correctly identified negatives in all negative instances. The F1 measure is the harmonic mean of precision and recall. The values of the precision, recall, specificity, and F1 measure range from 0 to 1.0. A higher value indicates better performance.

Multivariate Logistic Regression Analysis

We performed multivariate logistic regression analysis [32] to evaluate associations between the independent variables and the patients' readmission status. Features were selected by backward elimination. We chose the significance level of .05 for the statistical tests.

Software

We used Weka [42] to build and evaluate the logistic regression, naïve Bayes, decision tree, random forest, and gradient boosting tree models. The extreme gradient boosting (XGBoost) model and neural network models were developed in Python. The hyperparameters of these models were optimized. We implemented the HOSPITAL score, LACE index, and LACE-rt index in Python. The multivariate logistic regression analysis used the GLM package in R (R Project).

Results

Patient Demographics

From the 96,550 included patients, 11,294 experienced unplanned 30-day hospital readmission. The readmission rate (11.7%) is lower than the Medicare readmission rate (15.2% [1]). One possible reason was that in contrast to Medicare patients, who are normally older than 65 years, our study population included younger and less vulnerable adult patients (aged 18 to 64 years) as well as older adults (aged 65 years and above). Table 2 shows the demographic information of patients with and without readmissions. Most patients were White, female, and between 65 and 79 years of age.

Table 2. Demographic information of the 96,550 patients included in the data set. The characteristics with the highest frequencies are indicated with italic text.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>18-34</td>
<td>930 (8.2)</td>
</tr>
<tr>
<td>35-49</td>
<td>1525 (13.5)</td>
</tr>
<tr>
<td>50-64</td>
<td>3116 (27.6)</td>
</tr>
<tr>
<td>65-79*</td>
<td>3380 (29.9)</td>
</tr>
<tr>
<td>≥80</td>
<td>2343 (20.7)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>5966 (52.8)</td>
</tr>
<tr>
<td>Male</td>
<td>5328 (47.2)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
</tr>
<tr>
<td>African American</td>
<td>2612 (23.1)</td>
</tr>
<tr>
<td>White</td>
<td>7750 (68.6)</td>
</tr>
<tr>
<td>Other</td>
<td>932 (8.3)</td>
</tr>
</tbody>
</table>

*Italicized text represents majority in the group.
Model Development and Selection

Table 3 shows the 10-fold cross-validation AUCs (mean and standard deviation) of the six candidate models on the development data set. Especially, the alternating decision tree (ADTree) algorithm [43], the XGBoost [44] algorithm, and the feedforward neural networks with three hidden layers (256 neurons, 512 neurons, and 256 neurons) had the best AUCs within the decision tree, gradient boosting tree, and artificial neural network families, respectively.

Table 3. 10-fold cross-validation AUCs of the candidate models on the development set.

<table>
<thead>
<tr>
<th>Model</th>
<th>10-fold cross-validation AUCa, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.750 (0.005)</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.730 (0.006)</td>
</tr>
<tr>
<td>Alternating decision tree</td>
<td>0.730 (0.010)</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.734 (0.006)</td>
</tr>
<tr>
<td>XGBoostb</td>
<td>0.753 (0.007)</td>
</tr>
<tr>
<td>Neural network</td>
<td>0.746 (0.004)</td>
</tr>
</tbody>
</table>

aAUC: area under the receiver operating characteristic curve.
bXGBoost: extreme gradient boosting.

We further compared the performance of the six candidate models and the three baseline models (HOSPITAL score, LACE index, and LACE-rt index) on the validation data set by measuring the precision, recall, specificity, F1 measure, and AUC (Table 4). Because of the imbalanced prevalence of readmissions (eg, 11.7% in this study), it was infeasible to use 0.5 as the cutoff probability to dichotomize probabilistic outputs. We chose cutoffs that could maximize the Youden index of each model [45]. The optimal cutoffs of the three baseline models are integers because they do not generate probabilities. It can be seen that the random forest model has the best specificity and precision, while the XGBoost model has the best recall, F1 measure, and AUC. In the medical domain, recall is a more important metric because false negatives are considered more risky than false positives. Therefore, although the XGBoost and logistic regression models had similar AUC on development set (Table 3) and validation set, we chose XGBoost as the final model. It can be seen that the XGBoost model is better than the three baseline models in all performance metrics. Features of the XGBoost model and their importance ranking are shown in Multimedia Appendix 1. The optimized XGBoost model has “gbtree” as the booster, “binary:logistic” as the objective, a gamma of 0.4, a learning rate of 0.1, a maximum depth of 3, a maximum delta step of 0, a minimum child weight of 8, a reg_alpha parameter of 5, a reg_lambda parameter of 1, a subsample of 0.7, and 240 estimators.

Table 4. Performance of the candidate models and baseline models on the validation set. The best-performing parameters are indicated in italic text.

<table>
<thead>
<tr>
<th>Model</th>
<th>Optimal cutoff</th>
<th>Specificity</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 measure</th>
<th>AUCa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.157</td>
<td>0.642</td>
<td>0.857</td>
<td>0.729</td>
<td>0.773</td>
<td>0.741</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>0.220</td>
<td>0.666</td>
<td>0.855</td>
<td>0.685</td>
<td>0.740</td>
<td>0.720</td>
</tr>
<tr>
<td>Alternating decision tree</td>
<td>0.298</td>
<td>0.662</td>
<td>0.857</td>
<td>0.705</td>
<td>0.755</td>
<td>0.732</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.122</td>
<td>0.747</td>
<td>0.862</td>
<td>0.611</td>
<td>0.680</td>
<td>0.726</td>
</tr>
<tr>
<td>XGBoostb</td>
<td>0.175</td>
<td>0.611</td>
<td>0.856</td>
<td>0.759</td>
<td>0.794</td>
<td>0.743</td>
</tr>
<tr>
<td>Neural network</td>
<td>0.125</td>
<td>0.686</td>
<td>0.858</td>
<td>0.681</td>
<td>0.737</td>
<td>0.735</td>
</tr>
<tr>
<td>HOSPITAL score</td>
<td>4</td>
<td>0.564</td>
<td>0.838</td>
<td>0.694</td>
<td>0.745</td>
<td>0.688</td>
</tr>
<tr>
<td>LACE index</td>
<td>11</td>
<td>0.469</td>
<td>0.830</td>
<td>0.745</td>
<td>0.779</td>
<td>0.675</td>
</tr>
<tr>
<td>LACE-rt index</td>
<td>7</td>
<td>0.542</td>
<td>0.833</td>
<td>0.688</td>
<td>0.740</td>
<td>0.668</td>
</tr>
</tbody>
</table>

aAUC: area under the curve.
bXGBoost: extreme gradient boosting.

Risk Factors and Protective Factors of Readmission

To understand the statistical significance of the factors, we performed multivariate logistic regression analysis on all the data (96,550 records and 432 variables). By backward elimination, we reduced the feature space to 83, as shown in Multimedia Appendix 2. We reidentified 40 risk factors and significant predictors reported in previous studies. In addition, we discovered 14 risk factors and 2 protective factors that have never been reported in the literature. These 16 novel factors belong to 13 variables, and they are displayed in Table 5.
Table 5. The 14 novel risk factors and 2 novel protective factors of readmission identified in the study.

<table>
<thead>
<tr>
<th>Risks or protective factors</th>
<th>Coefficient</th>
<th>P value</th>
<th>Odds ratio (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Medical history in last year</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diagnosis</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 maintenance chemotherapy visit in the last year</td>
<td>0.390</td>
<td>&lt;.001</td>
<td>1.476 (1.218-1.790)</td>
</tr>
<tr>
<td><strong>Laboratory test result</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 abnormal lymphocyte count test in the last year</td>
<td>0.221</td>
<td>&lt;.001</td>
<td>1.247 (1.144-1.359)</td>
</tr>
<tr>
<td>≥2 abnormal lymphocyte count tests in the last year</td>
<td>0.228</td>
<td>.001</td>
<td>1.257 (1.091-1.447)</td>
</tr>
<tr>
<td>1 abnormal monocyte count test in the last year</td>
<td>0.182</td>
<td>.005</td>
<td>1.199 (1.056-1.362)</td>
</tr>
<tr>
<td>≥2 abnormal monocyte percent tests in the last year</td>
<td>0.316</td>
<td>&lt;.001</td>
<td>1.371 (1.178-1.596)</td>
</tr>
<tr>
<td>1 abnormal serum calcium quantitative test in the last year</td>
<td>0.226</td>
<td>&lt;.001</td>
<td>1.254 (1.107-1.420)</td>
</tr>
<tr>
<td>≥2 abnormal serum calcium quantitative tests in the last year</td>
<td>0.297</td>
<td>.001</td>
<td>1.345 (1.122-1.612)</td>
</tr>
<tr>
<td><strong>Medication</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 albuterol ipratropium order in the last year</td>
<td>0.071</td>
<td>.02</td>
<td>1.073 (1.010-1.141)</td>
</tr>
<tr>
<td>≥2 albuterol ipratropium orders in the last year</td>
<td>0.145</td>
<td>.003</td>
<td>1.157 (1.052-1.272)</td>
</tr>
<tr>
<td>1 cefazolin order in the last year</td>
<td>-0.123</td>
<td>.001</td>
<td>0.884 (0.822-0.950)</td>
</tr>
<tr>
<td><strong>Index admission</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Demographic information</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Index admission to hospital in Northeast census region</td>
<td>0.365</td>
<td>&lt;.001</td>
<td>1.441 (1.345-1.543)</td>
</tr>
<tr>
<td><strong>Medication</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gabapentin ordered at index admission</td>
<td>0.162</td>
<td>&lt;.001</td>
<td>1.176 (1.113-1.243)</td>
</tr>
<tr>
<td>Ondansetron ordered at index admission</td>
<td>0.105</td>
<td>&lt;.001</td>
<td>1.111 (1.057-1.168)</td>
</tr>
<tr>
<td>Polyethylene glycol 3350 ordered at index admission</td>
<td>0.073</td>
<td>.01</td>
<td>1.076 (1.017-1.139)</td>
</tr>
<tr>
<td>Cefazolin ordered at index admission</td>
<td>-0.147</td>
<td>&lt;.001</td>
<td>0.863 (0.798-0.934)</td>
</tr>
<tr>
<td><strong>Laboratory test result</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥16 abnormal laboratory test results at index admission</td>
<td>0.140</td>
<td>.005</td>
<td>1.151 (1.043-1.269)</td>
</tr>
</tbody>
</table>

**Discussion**

**Novel Risk Factors and Protective Factors of Readmission**

The 14 novel risk factors and 2 novel protective factors of readmission are related to medical history and index admission. They belong to four categories: diagnosis, laboratory test results, medications, and demographic information.

Patients with one CCS-level diagnosis of maintenance chemotherapy in the previous year were found to be more likely to be readmitted than patients without this diagnosis. This can be explained by the linkage between chemotherapy and cancer, which has been reported as a predictor of readmission [46,47].

A blood disorder or an abnormal amount of substance in the blood can indicate certain diseases or side effects. Having an increased number of abnormal test results indicates that the patient is frailer and can be more prone to readmission.

Four medications were found to be positively linked to readmission. These medications may have side effects that are associated with readmission. Another interpretation is that conditions treated by these medications may be related to readmission. For example, albuterol ipratropium is a combination of two bronchodilators, which are used in the treatment of chronic obstructive pulmonary disease (COPD). COPD has been reported as a risk factor of readmission [47]. It is interesting that the prescriptions of cefazolin in previous encounters and at index admission were both negatively associated with readmission. One possible explanation is that cefazolin is an antibiotic that is used to treat infections caused by bacteria. The use of cefazolin may reduce patients’ chance of infection and reduce their readmission risk.

The Northeast census region was found to be more positively associated with readmission than the Midwest census region. One possible reason is that geolocation is associated with socioeconomic status, which has been reported to be linked to readmission [48].

**Timeliness of Prediction**

Most readmission predictive models are based on index admission data. Many highly predictive variables of the index admission, such as the length of stay, diagnosis codes, procedure codes, and laboratory test results before discharge, are only available near or after discharge. To achieve good predictive performance, most studies include these variables in their
models. As a result, these models can only be used near or after discharge. They are useful for public reporting but not for clinical decision support because they are not timely.

In this work, we used the data from index admission and patients’ medical history up to 1 year before the index admission. To ensure that the model could work at any time during hospitalization, we only used index admissions data that become available in the EHR within 24 hours during hospitalization, such as medication orders and laboratory test results. We used the detailed medical history from patients’ previous encounters. Although some studies include medical histories in their models, they only use high-level information from previous encounters (eg, the number of inpatient stays in the previous year) instead of detailed information such as previous laboratory test results. By using the patients’ detailed medical history, we were able to add more variables to the model without sacrificing its timeliness. As a result, our model enables point-of-care prediction and can be used to continuously monitor the readmission risk during the entire episode of hospitalization.

**Generalizability**

In addition to the performance of the model, we considered its generalizability. From the modeling point of view, generalizability indicates if a model can achieve similar performance on new data. In other words, the model should be trained and built using a large and diverse training sample to represent the whole population. Most existing readmission prediction models were based on relatively homogenous (eg, single-center studies) and small (eg, less than 20,000 patients) samples. For example, the LACE index and the HOSPITAL score were derived from only 4812 Canadian and 9212 American patients, respectively [13,14]. To ensure good generalizability, we captured all eligible inpatient encounters in 2016 from the Health Facts database, with 96,550 patients discharged from 205 hospitals across the four US Census regions. The best performing model (XGBoost) has a validation AUC close to the mean 10-fold cross-validation AUC on the development set (0.742 vs 0.753). This indicates that the model has good generalizability.

Another consideration of generalizability is whether the model can work on various types of patients. There is no consensus on data inclusion criteria for readmission studies, and the study outcomes span condition- or procedure-specific to all-cause readmission predictive models [27]. The choice between these two types of models has long been under debate. In two systematic reviews [8,12] of 99 readmission predictive models reported between 1985 and 2015, 77% of the models were specialized for one patient subpopulation. The condition-specific design limits the adaptability of the models to other patient subpopulations and may overlook patients in some at-risk minority groups if specific models are not available [49,50]. In practice, it can be challenging for a hospital to maintain separate readmission prediction models for different patient subpopulations, and this situation will be further exacerbated if patients have comorbidities [50]. All-cause models are designed for broad patient populations without limiting diagnoses or procedures. In this work, we were interested in hospital-wide readmissions caused by medical and health care–related reasons. Our model is not specific to any conditions or procedures because we wanted to use it as an early screening tool to assess all patients’ risk.

**Limitations**

Although our model was designed to be nonspecific to patient populations, it does not work for patients under 18 years of age. This is because infant and pediatric readmissions were reported to have different patterns from adult readmissions [12,51] and could be influenced by parental factors [51,52]. The Health Facts database is deidentified, and there is no information about the patients’ families. Therefore, we removed patients aged younger than 18 years from the data. In addition, the Health Facts database only contains data collected from US health care settings. For readmissions in other countries, where patient demographics (eg, race) and medical interventions (eg, medications) are different from those in the United States, our model may not work well.

Another limitation was that the 14 novel risk factors and 2 protective factors were identified based on associations. Because this work was a retrospective study on deidentified data, we were not able to further investigate the relationship between our findings and factors reported in other studies.

**Conclusions**

In this work, we developed an early prediction model for unplanned 30-day hospital readmission. The model has better performance (AUC of 0.753 on the development data set and 0.742 on the validation data set) and timeliness than established readmission models such as the HOSPITAL score, LACE index, and LACE-rt index. The model was derived and validated from a large and diverse patient population (96,550 patients discharged from 205 hospitals across four US census regions), and it can be generalized in use for adult patients in the United States. We identified 14 novel risk factors and 2 novel protective factors of readmission that may shed light on the understanding of the complex readmission problem. More studies or trials are necessary to verify the relationship of these factors with readmission in the future.
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Abstract

Background: Monitoring critically ill patients in intensive care units (ICUs) in real time is vitally important. Although scoring systems are most often used in risk prediction of mortality, they are usually not highly precise, and the clinical data are often simply weighted. This method is inefficient and time-consuming in the clinical setting.

Objective: The objective of this study was to integrate all medical data and noninvasively predict the real-time mortality of ICU patients using a gradient boosting method. Specifically, our goal was to predict mortality using a noninvasive method to minimize the discomfort to patients.

Methods: In this study, we established five models to predict mortality in real time based on different features. According to the monitoring, laboratory, and scoring data, we constructed the feature engineering. The five real-time mortality prediction models were RMM (based on monitoring features), RMA (based on monitoring features and the Acute Physiology and Chronic Health Evaluation [APACHE]), RMS (based on monitoring features and Sequential Organ Failure Assessment [SOFA]), RMML (based on monitoring and laboratory features), and RM (based on all monitoring, laboratory, and scoring features). All models were built using LightGBM and tested with XGBoost. We then compared the performance of all models, with particular focus on the noninvasive method, the RMM model.

Results: After extensive experiments, the area under the curve of the RMM model was 0.8264, which was superior to that of the RMA and RMS models. Therefore, predicting mortality using the noninvasive method was both efficient and practical, as it eliminated the need for extra physical interventions on patients, such as the drawing of blood. In addition, we explored the top nine features relevant to real-time mortality prediction: invasive mean blood pressure, heart rate, invasive systolic blood pressure, oxygen concentration, oxygen saturation, balance of input and output, total input, invasive diastolic blood pressure, and noninvasive mean blood pressure. These nine features should be given more focus in routine clinical practice.

Conclusions: The results of this study may be helpful in real-time mortality prediction in patients in the ICU, especially the noninvasive method. It is efficient and favorable to patients, which offers a strong practical significance.

(JMIR Med Inform 2021;9(3):e23888) doi:10.2196/23888
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**Introduction**

Patients in intensive care units (ICUs) are usually suffering from the most severe and complicated diseases. Thus, they require more intensive care and hospital resources [1]. Research shows that the cost of ICUs accounts for 22% of total hospital costs [2]. The cost of doctors and nurses in the ICU is also a massive burden. Therefore, hospitals usually use scoring systems to help assess patients’ risks and then place more efforts on improving the patient care and management. Scoring systems such as the Acute Physiology and Chronic Health Evaluation (APACHE) [3] systems II, III, and IV; the Simplified Acute Physiology Score II (SAPS II) [4]; and the Sequential Organ Failure Assessment (SOFA) score [5] are commonly used to estimate the illness severity of patients in the ICU [6,7]. However, the scoring systems cannot reflect the condition of patients in real time, and clinical staff must spend plenty of time calculating the scores to make decisions. Further, the scores alone are insufficient for the needs of the clinical staff. Johnson and Mark [8] found that the gradient boosting method outperformed the scoring systems on predicting mortality, which provided inspiration for our study.

Meanwhile, the severity and mortality of ICU patients can be specifically assessed in real time using machine learning methods. This would allow doctors and nurses to prepare lifesaving interventions ahead of time and provide families with more time to make decisions [9]. Hence, precisely predicting the mortality of ICU patients is significant. Machine learning technology has significantly changed lives in many aspects in recent years, even in the health care field [10,11]. Usually, the shortest time period for predicting mortality is 24 h [12,13], which is not sufficient for the ICU staff to obtain the real-time condition of patients. Kim et al [14] presented a deep learning method to predict the mortality of patients 6 h to 60 h prior to death, where the time period was a little longer than the real time. With regard to machine learning techniques, the ensemble and neural network models demonstrate better performance in predicting mortality [2]. Brand et al [15] proposed a deep learning method to predict mortality based only on heart rate, respiratory rate, and blood pressure, which had an accuracy of 76.3%, but its performance was not as good as that of other methods. Besides, the neural network model cannot interpret the gap between the input and the output. Further, it is vulnerable to attack when the training set is inadvertently being modified [16].

In this study, we established a real-time mortality prediction model based on clinical data where we explored a noninvasive method to predict mortality by only monitoring features. Because frequent laboratory examination can cause physical trauma to patients whose bodies are already weak, using a model that can show general performance and is noninvasive is clinically meaningful.

**Methods**

**Data Sources**

We used the ICU data from Peking Union Medical College Hospital from 2013 to 2018. A total of 13,649 patients were investigated in our experiments with the privacy information filtered out. We mined features from three types of data: real-time monitoring, laboratory, and scoring data. The main features from the monitoring data are listed in Multimedia Appendix 1.

**Prediction Model**

In this study, we constructed the real-time mortality prediction model based on the clinical data. The data of the patients in the ICU were updated all the time, and the model could predict each patient’s mortality once the data were updated; the model could predict the mortality after 2 h at any time if the data were not updated during the 2 h period. Therefore, it is a real-time prediction model. The modeling process involved three steps, which are shown in Figure 1. First, we constructed and cleaned the sample data according to the clinical data. Second, after dividing the data into training and test sets, we normalized all types of data as features. Third, we used the LightGBM method to train the data and optimized the model by adjusting the parameters. LightGBM and XGBoost are both gradient boosting decision tree methods, and LightGBM has good performance and high training efficiency [17]. In this paper, we also compared the performance of the LightGBM and XGBoost methods.
Figure 1. Modeling process, including sample construction and cleaning, feature engineering, model training, and optimization. AUC: area under the curve; ICU: intensive care unit.

Sample Construction

Usually, patients in ICUs are weak and at high risk. Therefore, focusing on the real-time condition of an ICU patient by the clinical staff is meaningful. In this research, we predicted the mortality of a patient after 2 h based on the clinical data.

**Figure 2** shows how we constructed the data by the hour. One record of a patient was captured in each hour, and each patient may have a sample sequence based on the timeline. As a result, there might be several samples for one patient. For example, patient A had been admitted to the ICU twice, and patients B and C had each been admitted to the ICU once. There were 2 samples for patient A. During patient A’s second stay in the ICU, the third box contained a cross, representing a status of “died after 2 h,” so he/she died 2 h after he/she was admitted into the ICU because one box meant one sample in 1 h. The data of patients A and B were the training data, and the data of patients C and D were the validation data. Samples of patients E, F, G, and H were the test data set. Then, the samples were constructed according to the process shown in **Figure 2**. For the 13,649 patients, we constructed 1,172,652 samples in all.

**Figure 2.** Feature engineering process. Each square represents a 1 h record in the intensive care unit (ie, one sample). The symbols in the squares indicate the status of the patient.
Feature Engineering

Feature engineering is the key process in machine learning. The modeling performance depends on the feature engineering quality to a large extent.

In this study, two data types existed: numerical and categorical data from the monitoring, laboratory, and scoring data. For the numerical data, we directly considered the numerical value as the feature, such as the heart rate and temperature. The categorical data included gender and positive or negative status. We used the LabelEncoder method [18] to normalize these categorical data. LabelEncoder is a method that converts text data into multinumeric values. It can convert two-class and multiclass features. For example, the positive and negative states were represented by 0 and 1, respectively. We left the missing value blank to ensure the authenticity of the data.

Model Training

In this research, we needed to predict the real-time condition of a patient 2 h after each moment. Actually, this process was a binary classification problem (ie, life or death). LightGBM is a gradient boosting method that is superior in dealing with the binary classification problem and has high efficiency and performance, especially in dealing with structured data. The 1,172,652 samples were randomly divided into three parts. One-third of the samples was set as the training set, one-third was set as the validation set, and the rest was set as the test set.

The area under the curve (AUC) was used to evaluate the model’s performance.

Based on different features, we constructed five real-time mortality prediction models:

- **RMM**: based on monitoring features;
- **RMA**: based on monitoring features and APACHE;
- **RMS**: based on monitoring features and SOFA;
- **RMML**: based on monitoring and laboratory features; and
- **RM**: based on all monitoring, laboratory, and scoring features.

Results

In presenting the results of our study, we will focus on the results of the models in the test set. Figure 3 shows the distributions and proportions of patients in the ICU in the data set. Figure 3A shows that male patients in the ICU outnumbered female patients irrespective of whether they were transferred out or died. Figure 3B shows that more than 12,510 patients were transferred into the ICU only once, and 898 patients stayed in the ICU twice. Patients between the ages of 50 and 80 years accounted for 8700 of the total number of patients, as shown in Figure 3C. In addition, patients between the ages of 60 and 70 years represented the largest group, accounting for one-quarter of the total number of patients. Figure 3D shows the length of stay of patients in the ICU in a single visit; we can observe that most patients stayed in the ICU for fewer than 5 days.

First, we evaluated the influence of the scoring systems through extensive experiments; the results are shown in Figures 4 and 5. Figure 4 shows that the RMM model outperformed the RMA and RMS models. Overall, all three models showed an upward trend with the increase in tree number and became stable after the tree number reached 200. The RMS model demonstrated better performance than the RMA model. Therefore, the SOFA scoring system was more valuable than the APACHE scoring.

Figure 3. Distribution of the data set. (A) Proportion of patients that were transferred out of the intensive care unit (ICU) or died, according to gender. (B) Distribution of the number of times patients transferred into the ICU. (C) Age group distribution of ICU patients. (D) Length of stay of patients in the ICU.
system in predicting mortality. Compared with the RMA and RMS models, the RMM model was superior and demonstrated the best performance (AUC 0.8264) when the tree number was 299.

**Figure 4.** Performance of the RMM, RMA, and RMS models with parameter variation. Each point on the line represents one experiment. AUC: area under the curve.

![Graph showing the performance of RMM, RMA, and RMS models](image)

**Figure 5.** Performance of the RMML, RMM, and RM models with parameter variation. Each point on the line represents one experiment. AUC: area under the curve.

![Graph showing the performance of RMML, RMM, and RM models](image)

In addition, we repeated the experiments above using XGBoost. The AUCs of XGBoost were relatively lower than those of LightGBM, as shown in Table 1. The best performance with XGBoost was 0.8452 on the RMML model and 0.8154 on the RMM model. As well, we showed the RMML and RMM models using LightGBM and XGBoost on the validation set, and the results are shown in Table 1. Therefore, LightGBM outperformed XGBoost in these experiments.
Table 1. Performance of the RMML and RMM models using LightGBM and XGBoost.

<table>
<thead>
<tr>
<th>Model and method</th>
<th>Test set</th>
<th>Validation set</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMML LightGBM</td>
<td>0.8476</td>
<td>0.8483</td>
</tr>
<tr>
<td>RMML XGBoost</td>
<td>0.8452</td>
<td>0.8466</td>
</tr>
<tr>
<td>RMM LightGBM</td>
<td>0.8264</td>
<td>0.8269</td>
</tr>
<tr>
<td>RMM XGBoost</td>
<td>0.8154</td>
<td>0.8167</td>
</tr>
</tbody>
</table>

Because the RMML model demonstrated the best performance, we analyzed the relevant features that predicted mortality in that model. Figure 6 shows the top nine features relevant to the mortality prediction. The “gain” of the feature splitting implies the importance of the feature in the model, which was computed during the model training. Thus, the bigger the gains of the feature, the more important the feature was in the model. It was shown that invasive mean blood pressure was the most important feature related to mortality prediction. Among the top nine features, heart rate, invasive systolic blood pressure, oxygen concentration, oxygen saturation, balance of input and output, total input, invasive diastolic blood pressure, and noninvasive mean blood pressure were all vital sign features in the monitoring. “Balance of input and output” was the difference between input and output data, while “total input” was the input data only. They all demonstrated a relatively strong correlation with the mortality prediction.

Figure 6. Top nine features relevant to mortality prediction. The horizontal bar represents the gain of each feature in the model; a bigger gain means more relevance and importance in the mortality prediction.

In addition, we exploited the variation in each of the top nine features with time during the last 64 h before a patient died. Figure 7 shows that all nine features showed an obvious trend with the time variation. “Oxygen concentration” and “balance of input and output” exhibited an upward trend during the final 64 h before the patient died. The other seven features all decreased with time during the final 64 h before the patient died. For example, invasive diastolic blood pressure exhibited a downward trend and sharply declined in the last 5 h. Similarly, the top eight features all rapidly changed in the last 5 h. The “noninvasive mean blood pressure” exhibited dithering but an overall decreasing trend.
Figure 7. Variation in the top nine features relevant to mortality prediction with time. The abscissa represents 64 h before the patients died, and the ordinate represents the value of the feature.

Discussion

In this paper, we used clinical data to predict the real-time mortality of ICU patients. Several models were established based on different features. Extensive experiments showed that the models that used the machine learning method were superior to the scoring systems. More importantly, they can be employed to predict real-time mortality in a noninvasive manner.

Constant care of ICU patients is necessary against their life-threatening conditions. Intensive care is based on more financial support and more professional hospital staff [19,20]. The US health care spending was approximately 17% of the gross domestic product (GDP) in 2011 and may reach 26% of the GDP by 2035 [21]. In addition to the cost, the mortality rate in ICUs cannot be ignored. Studies show that ICUs have the highest mortality rate of all hospital units (16.2% [22] and 22.4% [23]). Therefore, helping predict patient mortality in ICUs is significant, as it could save time for nurses and doctors by more efficiently measuring the risk of ICU patients. It would be better if there was less trauma to patients in the clinical process.

Commonly, hospital staff use scoring systems to help predict the severity status of ICU patients. Most of these scoring systems calculate the scores based on the worst values during the first 24 h after ICU admission [24]. The SAPS score only uses the data in the first hour after ICU admission, which are more robust because the missing data have a lesser effect on specificity [25]. Saleh et al [24] compared APACHE II and III, SAPS II, and SOFA and showed that APACHE II and III demonstrated better performance than the others. However, Yap et al [26] verified that the National Early Warning Score demonstrated the best performance for predicting the severity status of patients with emphysematous pyelonephritis patients. Tan et al [27] explored the ability of the scoring systems to predict sepsis mortality in the short term (less than 30 days in the hospital) and long term (more than 30 days). They discovered that the sensitivity and specificity were similar in both factors, whereas geographical region had a significant effect on the short-term mortality prediction. Therefore, the scoring systems can show different performance on different diseases and under different situations [28,29]. In addition, Nielsen et al [30] compared the APACHE II and SAPS II with the aggregation of the APACHE II and SAPS II, and the aggregation of APACHE II and SAPS II outperformed each single model. Similarly, Fei et al [31] presented the use of the fibrin degradation product level and APACHE II scores in parallel to improve the prediction performance.

Machine learning technologies have been increasingly used in the health care field because of their excellent performance [20,32]. Further, machine learning models have been confirmed to perform better in predicting the severity status of ICU patients than the scoring systems. Henry et al [33] proposed a supervised learning model to predict the risk of patients getting septic shock, and machine learning was found to have higher sensitivity and specificity than the scoring systems. An ensemble machine learning model was investigated by Pirracchio et al
and the results showed better performance for the machine learning model than for the common scoring systems. In recent years, many studies have focused on using the neural network model to predict mortality \[34,35\]. Most of the experiments demonstrated that the neural network model outperformed the other models. Norrie \[36\] innovatively proposed a prespecified library of models and established an optimum model. However, the neural network model is difficult to explain in terms of the black box principle \[32,37\], which is not clear for high recursion \[38\]. Using the inherently interpretable models is vital and important in health care because decisions in health care involve high stakes \[39\]. Awad et al \[20\] demonstrated that the decision tree model is interpretable and better than the neural network model in predicting mortality. Similarly, Blanco-Justicia et al \[40\] used a depth-limited decision tree model to avoid the black box problem. In reality, the gradient boosting methods usually perform better than the deep learning method on structured data, especially on a small data set.

The limitation of this study is that the data were obtained from one hospital only. The structure and quality of data may vary in different hospitals. In the future, we would try to improve our model based on multicenter data.

In the present study, we constructed the real-time mortality prediction model based on the monitoring, laboratory, and scoring data. Compared with the RMM, RMA, RMS, and RM models, the RMML model demonstrated the best performance. Moreover, we found that the invasive mean blood pressure, heart rate, and invasive systolic blood pressure were the top three features relevant to the mortality prediction. In addition, the RMM model performed better than the RMA and RMS models. Therefore, noninvasively predicting real-time mortality would be meaningful. Not only can the results of our research provide support for decision making by clinical staff, but our method is also better for patients because the real-time mortality prediction is noninvasive.

Acknowledgments
This study was supported by the National Key Research & Development Program of China (project 2018YFC0116905) and the CAMS Innovation Fund for Medical Sciences (CIFMS; project 2016-12 M-2-004).

Authors' Contributions
HJ, LS, YL, and WZ contributed to the study concept and design. DL, HW, and CZ contributed to the acquisition of the data set, and HJ created the figures. LS, HJ, and NH consulted on the analyses. All authors interpreted the results, contributed to the manuscript, and approved the final draft.

Conflicts of Interest
None declared.

Multimedia Appendix 1
The main monitoring features.

References


Abbreviations

**APACHE:** Acute Physiology and Chronic Health Evaluation

**AUC:** area under the curve

**GDP:** gross domestic product

**ICU:** intensive care unit

**SAPS II:** Simplified Acute Physiology Score II

**SOFA:** Sequential Organ Failure Assessment
cited. The complete bibliographic information, a link to the original publication on http://medinform.jmir.org/, as well as this copyright and license information must be included.
Accuracy of an Artificial Intelligence System for Cancer Clinical Trial Eligibility Screening: Retrospective Pilot Study

Tufia Haddad¹, MD; Jane M Helgeson¹, BSc; Katharine E Pomerleau¹, MBA; Anita M Preininger², PhD; M Christopher Roebuck³, PhD, MBA; Irene Dankwa-Mullan², MD, MPH; Gretchen Purcell Jackson²,4, MD, PhD, FACS; Matthew P Goetz¹, MD

¹Mayo Clinic, Rochester, MN, United States
²IBM Watson Health, Cambridge, ME, United States
³RxEconomics LLC, Hunt Valley, MD, United States
⁴Vanderbilt University Medical Center, Nashville, TN, United States

Abstract

Background: Screening patients for eligibility for clinical trials is labor intensive. It requires abstraction of data elements from multiple components of the longitudinal health record and matching them to inclusion and exclusion criteria for each trial. Artificial intelligence (AI) systems have been developed to improve the efficiency and accuracy of this process.

Objective: This study aims to evaluate the ability of an AI clinical decision support system (CDSS) to identify eligible patients for a set of clinical trials.

Methods: This study included the deidentified data from a cohort of patients with breast cancer seen at the medical oncology clinic of an academic medical center between May and July 2017 and assessed patient eligibility for 4 breast cancer clinical trials. CDSS eligibility screening performance was validated against manual screening. Accuracy, sensitivity, specificity, positive predictive value, and negative predictive value for eligibility determinations were calculated. Disagreements between manual screeners and the CDSS were examined to identify sources of discrepancies. Interrater reliability between manual reviewers was analyzed using Cohen (pairwise) and Fleiss (three-way) κ, and the significance of differences was determined by Wilcoxon signed-rank test.

Results: In total, 318 patients with breast cancer were included. Interrater reliability for manual screening ranged from 0.60-0.77, indicating substantial agreement. The overall accuracy of breast cancer trial eligibility determinations by the CDSS was 87.6%. CDSS sensitivity was 81.1% and specificity was 89%.

Conclusions: The AI CDSS in this study demonstrated accuracy, sensitivity, and specificity of greater than 80% in determining the eligibility of patients for breast cancer clinical trials. CDSSs can accurately exclude ineligible patients for clinical trials and offer the potential to increase screening efficiency and accuracy. Additional research is needed to explore whether increased efficiency in screening and trial matching translates to improvements in trial enrollment, accruals, feasibility assessments, and cost.

(JMIR Med Inform 2021;9(3):e27767) doi:10.2196/27767
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Introduction

Patients with cancer treated in multispecialty clinical settings with access to clinical trials may experience better survival and quality of life [1-5]. Cancer research involving clinical trials is essential to bring new drugs, combination therapies, devices, and procedures into clinical practice, with the ultimate goal of decreasing cancer morbidity and mortality. Implementing a program to systematically screen patients for clinical trials can improve accruals but requires dedicated and skilled staff to complete a demanding and often tedious task [6]. Identifying patients who fit complex protocol eligibility criteria is key to successful trial recruitment and enrollment [7]; however, most clinics are not optimally staffed for the time-intensive nature of manual patient screening. Emerging health information technologies leveraging artificial intelligence (AI) techniques, such as natural language processing (NLP) and machine learning (ML), can play important roles in the clinical trial-matching and enrollment processes. Matching of eligible patients to relevant trials requires retrieval of patient information buried in the electronic health record (EHR) and extensive knowledge of complex exclusion and inclusion criteria for each trial protocol. Therefore, an automated technology that enhances efficiencies of eligibility screening for diverse cohorts of patients and large portfolios of clinical trials holds great promise for advancing cancer translational and research activities.

In oncology practices, clinical decision support systems (CDSSs) designed for cancer clinical trial matching have the potential to assist research program managers, trial coordinators, principal investigators, and cancer care providers with the eligibility screening process [8]. This assistance is needed, as the time and effort required to identify trials for individual patients increases the burden on already overstretched research and clinical care teams, but also poses a potential barrier to trials being offered to eligible patients with cancer. Protocols often include numerous complex inclusion and exclusion criteria that must be evaluated for each patient, and depending on the number of active clinical trials, research teams may need to screen and evaluate patients against a long list of possible trials. Automation of the screening process with trial-matching tools can reduce screening time and research team fatigue, thereby increasing coordinator availability to address other patient and provider barriers to clinical trial enrollment [9-12].

Sponsors of clinical trials typically seek to open new clinical trials at sites based on the expertise of the principal investigator, his or her track record of trial enrollments, as well as results of site feasibility questionnaires that may or may not accurately reflect the potential for enrollment of patients who meet eligibility criteria for the trial. An automated trial-matching system can help identify factors associated with accrual rates, including common reasons for patient exclusion, and inform discussions regarding eligibility criteria.

Watson for Clinical Trial Matching is a CDSS designed to interpret clinical trial protocols written in natural language and patient information from EHRs and provide just-in-time information to determine patient eligibility for clinical trials. The CDSS integration with an EHR facilitates intake of structured data (eg, laboratory values, demographics) and processing of unstructured information (eg, pathology reports, clinical notes) with NLP. This enables an assessment of patient eligibility across studies that have been ingested into its trial corpus (ie, ClinicalTrials.gov trials, sponsor- or investigator-initiated trials).

There are two types of approaches for the CDSS to screen and match patients to clinical trials. The first approach involves identifying the cohort of potentially eligible patients for a trial, referred to as trial-centered matching; specifically, for an individual trial, which patients among a cohort match to the trial inclusion and exclusion criteria. Trial-centered analysis by the CDSS can provide feedback to a study team on trial feasibility, including recognition of criteria that commonly lead to patient exclusion. This information can help estimate the projected site enrollment or generate protocol modifications to eligibility to optimize patient inclusion. The second approach involves identifying appropriate clinical trials for a patient, or patient-centered matching; specifically, for an individual patient, which trials among a portfolio of options match to the patient and his/her tumor characteristics. Patient-centered analysis by the CDSS can provide a ranked list of trials to clinicians or research teams at point-of-care or be used for just-in-time screening when patients contact cancer centers with interest for clinical trial opportunities.

The CDSS used in this study was initially designed to support patient-centered matching. In the current study, however, we report the evaluation of a trial-centered matching approach by the CDSS to identify eligible patients for each of 4 different clinical trials from a pool of patients with breast cancer treated at Mayo Clinic (Rochester, MN), a National Cancer Institute–designated comprehensive cancer center. The purpose of this pilot study was to determine the accuracy, efficiency, feasibility, clinical validity, and performance of the CDSS using a trial-centered matching approach.

Methods

Institutional Review Board Review

This study was conducted under an exemption from the Western Institutional Review Board (WIRB) as a technology pilot for epidemiologic research (Protocol 20152322). The WIRB determined that this research met requirements for waiver of consent. This pilot study was also approved by the Mayo Clinic Institutional Review Board. This pilot was not intended to direct patient care or recruitment of patients into trials. All evaluations on patient data were performed in a retrospective manner. For actual trial participation, patients were evaluated via the standard manual screening process at Mayo Clinic.

CDSS Description and Training

This study evaluated a trial-centered approach by the Watson for Clinical Trial Matching CDSS system in a research setting. The core NLP and ML technologies designed for patient-centered matching within the system have been described elsewhere and will not be detailed in this manuscript focused on performance evaluation [13-15]. The CDSS uses NLP to determine cancer-specific attribute values from structured and
unstructured deidentified data sources. In developing the CDSS, specific attributes for cancers, such as cancer stage, cancer subtype, genetic markers, prior cancer therapy, surgical status, and pathology, as well as attributes needed for trial consideration, such as therapy-related characteristics, were defined by subject matter experts (SMEs), including clinical specialists and PhD-level nurses. The NLP was trained through iterative teaching cycles with clinical information obtained from patient cases [16,17]. During these training cycles, SMEs reviewed partially trained outputs from the CDSS to identify initial attributes and values, as well as correct system outputs by providing supporting information and evidence as needed. Corrected outputs were given to developers for additional system training. This process was used to iteratively create a ground truth and allowed for greater scalability and agility during the system development process. Medical logic algorithms allowed the CDSS to prioritize clinical information when determining attribute values when two values for the same attribute were available (eg, mastectomy was prioritized over lumpectomy) [18,19]. The CDSS’s learning was continual as patient cases were processed and as medical knowledge advanced.

For the NLP process of trial ingestion, the CDSS used protocol inclusion and exclusion criteria from analysis of several thousand trials available from ClinicalTrials.gov. In this study, the Novartis protocol library was made available to Mayo Clinic, and the full inclusion and exclusion criteria from 4 breast cancer trials (ie, NCT02069093, NCT01633060, NCT2437318, and NCT01923168) were ingested into the CDSS. NLP training at the protocol level was conducted by processing PDFs of the final readable trial protocols, including amendments approved by the WIRB. The CDSS applied NLP against the full protocol criteria and an evaluation file was provided to Novartis for protocol disambiguation. The disambiguation file indicated which criteria required clarification; clarification was provided with input from Novartis. Therefore, trial ingestion errors were corrected and not evaluated as part of this study.

Study Population and Analytic Methods

Based on binomial distribution to detect accuracy of at least 80% with a power of 90% and a probability of error at the α=.05 level, a minimum sample of 172 individuals was required. We identified patient records suitable for inclusion in this retrospective pilot study from a population of patients with breast cancer treated in the medical oncology clinic at Mayo Clinic in Rochester, Minnesota, between May and June of 2017 with at least one unstructured health record note for processing by the CDSS.

The CDSS processes structured and unstructured patient data contained in the EHR (including medical oncology progress notes, pathology records, surgical reports, and laboratory values) to derive patient- and tumor-specific attributes. In this study, two groups of patient records were evaluated. Group 1 was comprised of a subset of patients that had been previously processed by the CDSS with a patient-centered approach, during which time any missing or conflicting attributes were resolved through human intervention. Group 2 patient records were processed solely by CDSS without additional human verification; any missing or conflicting attributes were marked as “unknown” by the system.

Gold Standard

To establish a gold standard for eligibility determinations, attribute filters for the 4 preselected clinical trials were established according to tumor stage (metastatic or nonmetastatic breast cancer), patient setting (neoadjuvant/preoperative or adjuvant/postoperative setting), tumor HER2 status (positive or negative), and tumor hormone receptor status (positive or negative). One or more qualified staff (nurse abstractors) then manually reviewed patient EHRs, screened trial eligibility based on the attribute filters, and made determinations to “include” or “exclude” patients if their data attributes matched those of each individual trial.

To measure the reproducibility of manual review, a random subset of 38 breast cancer cases from Group 2 (those whose attributes were determined solely by the CDSS) were rereviewed by two additional reviewers, and interrater reliability between these additional reviewers and the gold standard manual review was calculated. The additional reviews were performed by trained breast oncology clinical research coordinators from the Mayo Clinic. For all 38 cases, the two additional reviewers repeated the same sequence of steps performed by the initial reviewer, using the same set of relevant data from filter parameters described above. Interrater reliability was assessed using Cohen κ for each of the additional reviewers compared to manual review (ie, two pairs). A single Fleiss κ coefficient was also calculated for three raters (ie, the two additional reviewers and the gold standard manual). Significance of differences was analyzed using the Wilcoxon signed-rank test.

CDSS Performance Evaluation

The CDSS abstracted the same attributes from the EHR and determined patient eligibility by matching them with those attribute filters assigned to each trial, including tumor stage, patient setting, and tumor HER2 and hormone receptor status. The CDSS eligibility determinations were next compared to manual classifications using confusion matrices constructed by cross tabulation of inclusion and exclusion determinations from the CDSS versus manual reviewers. The CDSS clinical performance was assessed for its predictive accuracy, sensitivity, specificity, positive predictive value, and negative predictive value using manual review as the gold standard. Discrepancies in clinical trial matches (inclusion/exclusion determinations) between the CDSS and the manual review were identified and evaluated by independent SMEs with breast cancer clinical expertise and knowledge of the CDSS’s trial-matching processes. All discrepant determinations were resolved by SMEs, categorized by type, and recorded. Types of discrepancies include the following: manual screening errors (human error), incorrectly derived by the CDSS (machine error), unsupported CDSS functionality (CDSS untrained for all breast cancer clinical scenarios, such as multiple primary tumors), filter parameters (differences in patient setting or tumor attribute without error, such as when the CDSS system’s medical logic did not include all variations of reasoning used in practice for estrogen receptor/progesterone
receptor interpretation), limited records provided (insufficient data available), and project design errors (due to patient tumor attributes or setting changing over the time frame for which the patient EHR was used for the study).

**Results**

**Study Population**

The study sample included 327 patients with breast cancer. From the original sample, 4 patients were removed due to an unsupported disease type (noninvasive breast cancer) and 5 patients were removed as duplicates, resulting in a total of 318 patients with breast cancer.

**Reproducibility of Manual Screening**

Manual review of breast cancer cases was employed to create the gold standard for this evaluation. Interrater reliability for manual assignment was substantial as Cohen $\kappa$ between the gold standard and each of the two additional reviewers was 0.60 and 0.77, respectively. Fleiss $\kappa$ coefficient across all three reviewers was 0.64. No statistically significant differences in assignment were detected ($P=.16$).

**CDSS Accuracy in Eligibility Determination**

**Group 1**

Group 1, with attributes verified by humans as described in the Methods section, included 117 breast cancer cases. The CDSS accuracy of trial eligibility determinations for Group 1 (included/excluded) was 90.6% overall. Sensitivity (true positive rate) was 82.1%, and specificity (true negative rate) was 93.3%. The mean accuracy for this group was determined for the following filters: metastatic stage (95.4%), neoadjuvant setting (100%), HER2 status (88.9%), and hormone receptor status (93.5%; all results shown in Table 1). Discrepancies (Table 2) included 5 false positive values (originating from 4 filter parameter errors and 1 manual screening error) and 6 false negative values (3 from filter parameters, 1 due to manual screening error, 1 incorrectly derived by the CDSS, and 1 error from an unsupported CDSS functionality).

**Table 1.** Clinical decision support system accuracy by cohort.

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Overall eligibility (%)</th>
<th>Metastatic breast cancer (%)</th>
<th>Neoadjuvant setting (%)</th>
<th>HER2 status (%)</th>
<th>Hormone receptor status (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1</td>
<td>90.6</td>
<td>95.4</td>
<td>100</td>
<td>88.9</td>
<td>93.5</td>
</tr>
<tr>
<td>Group 2</td>
<td>87.6</td>
<td>90.4</td>
<td>87.2</td>
<td>93</td>
<td>88.6</td>
</tr>
</tbody>
</table>

**Table 2.** False positive, false negative, and discrepancy type by cohort.

<table>
<thead>
<tr>
<th>Cohort and discrepancy type(s)</th>
<th>Counts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group 1, false positive (n=5)</strong></td>
<td></td>
</tr>
<tr>
<td>Project design errors</td>
<td>4</td>
</tr>
<tr>
<td>Manual screening errors</td>
<td>1</td>
</tr>
<tr>
<td><strong>Group 1, false negative (n=6)</strong></td>
<td></td>
</tr>
<tr>
<td>Filter parameters</td>
<td>3</td>
</tr>
<tr>
<td>Manual screening errors</td>
<td>1</td>
</tr>
<tr>
<td>Incorrectly derived by the CDSS$^a$</td>
<td>1</td>
</tr>
<tr>
<td>Unsupported CDSS functionality</td>
<td>1</td>
</tr>
<tr>
<td><strong>Group 2, false positive (n=7)</strong></td>
<td></td>
</tr>
<tr>
<td>Manual screening errors</td>
<td>5</td>
</tr>
<tr>
<td>Incorrectly derived by the CDSS</td>
<td>2</td>
</tr>
<tr>
<td><strong>Group 2, false negative (n=18)</strong></td>
<td></td>
</tr>
<tr>
<td>Incorrectly derived by the CDSS</td>
<td>9</td>
</tr>
<tr>
<td>Limited records provided</td>
<td>3</td>
</tr>
<tr>
<td>Unsupported CDSS functionality</td>
<td>3</td>
</tr>
<tr>
<td>Manual screening errors</td>
<td>2</td>
</tr>
<tr>
<td>Filter parameters</td>
<td>1</td>
</tr>
</tbody>
</table>

$^a$CDSS: clinical decision support system.

**Group 2**

In Group 2, a total of 201 cases were processed without human reconciliation of attributes. Inclusion/exclusion determinations were based solely on attribute abstraction and trial matching by the CDSS. The mean system accuracy of trial eligibility determinations of Group 2 (included/excluded) was 87.6%. Sensitivity (true positive rate) was 81.1%, and specificity (true
negative rate) was 89%. The mean accuracy was determined for the following filters: metastatic stage (90.4%), neoadjuvant setting (87.2%), HER2 status (93%), and hormone receptor status (88.6%; all results shown in Table 1). Since the system processed information without human verification of attributes, unresolved attribute conflicts that led to discrepancies in trial inclusion/exclusion determinations were classified as filter parameter errors. Discrepancies (Table 2) included 7 false positive values (originating from 5 manual screening errors and 2 incorrectly derived by the CDSS) and 18 false negative values (9 values incorrectly derived by the CDSS, 3 with limited records provided, 3 related to an unsupported system functionality, 2 manual screening errors, and 1 value related to filter parameters).

Discussion

Principal Results

Screening for clinical trials is a complex and laborious process. This study demonstrated that an AI CDSS can automate eligibility screening accurately and identify potentially eligible patients with breast cancer with a wide variety of clinical characteristics for clinical trials. The clinical trial eligibility screening tool had a mean accuracy of 90.6% after attribute validation by research staff, which is part of the normal clinical workflow when this CDSS is used as a patient-centered solution in the practice. CDSSs such as the one used in this study can aid humans in the process of finding clinical trial matches for patients and replace the slower manual process of screening by search of EHR and eligibility criteria for each of many trial protocols with automation. The system facilitates and engages clinical staff in the completion of tasks that require human intervention, such as attribute verification and resolution of conflicting attributes. Such conflicts can arise from abstraction of attribute values from different sources within the EHR that lack consistency. This CDSS was not intended to make eligibility determinations without human interaction, but it nonetheless exhibited an accuracy of 87.6% without attribute validation by humans.

 Interrater reliability of manual eligibility determination demonstrated substantial but not perfect agreement, illustrating a gap that might be filled by a combination of human and machine. Some of the manual screening errors identified in this study included marking a tumor HER2 status as unknown when the information was available in the EHR, recording incorrect hormone receptor status (estrogen receptor and/or progesterone receptor values), or failing to include attributes that changed with subsequent testing. These errors would most likely have been corrected by the combination of CDSS attribute ingestion and human verification. Errors in attribute abstraction by the system included labeling a patient as metastatic based only on disease in regional lymph nodes or annotating T3 as bone metastases when T3 referred to another clinical test or reference. In a few cases, the actual content of the unstructured notes was insufficient for the system to determine trial eligibility. In addition, the system’s medical logic did not include all variations of reasoning used in practice. For example, weakly positive hormone receptor values scored as positive may be interpreted as negative in clinical practice based on the tumor biology or behavior.

Several sources of discrepancies in trial eligibility determinations were artifacts of the study design that are unlikely to be seen in practice. For example, manual reviewers were instructed to rely solely on information explicitly documented in the medical record, without data that might be obtained from clinical inference. For patients in Group 1 with human verification of attributes, the CDSS required the end user to select a correct value when two different values for the same attribute were found within the same source document with the same date. Any attributes that might have conflicting values in Group 2 (lacking human verification) were marked as unknown by the CDSS. Overall accuracy of the system as typically used in the clinic would be expected to be closer to that obtained for Group 1 than Group 2, as verification by humans is recommended for use of the CDSS in practice.

Limitations

There were several limitations of this study. First, the study included a relatively small number of patients with cancer from a single academic medical center and a small number of trials for breast cancer. The findings may not generalize to other settings or cancer types. Patients with multiple primary cancers, including patients with bilateral breast cancer, were not supported by the CDSS at the time of the study. Conflicting values in the CDSS were not used by the system to determine eligibility, although all data were available to manual reviewers in the EHR. The relatively fewer patients in the cohort processed by the system in Group 1 (with human verification) lacked the statistical power of the cohort of patients in Group 2 (without human verification).

Future Work

Research is underway to evaluate system performance related to other cancer types, and this is anticipated to be successful given patient-centered matching across multiple cancers has been demonstrated [14,15]. Additionally, research to evaluate trial-centered matching scalability toward a larger volume of trials is in progress. There are also opportunities to expand patient and tumor attribute training to reflect other common and more nuanced eligibility criteria, such as prior therapies and medical comorbidities. Additional studies will be necessary to evaluate the effectiveness in translating enhanced screening into increased enrollment in clinical trials. Although this work provides evidence of the ability of technologies to expedite the trial-matching process, and automation of this process can facilitate unbiased patient screening for clinical trials, multifactorial barriers to trial recruitment remain, including racial and ethnic disparities. Further innovation and research are needed to identify strategies to address such inequities.

Conclusions

In this study, we demonstrated the ability of an AI CDSS to screen a cohort of patients with breast cancer and determine eligibility for 4 clinical trials with very good accuracy. AI-based CDSSs have the potential to optimize the efficiency and accuracy of the trial-matching process, with the overall goal of increasing clinical trial enrollment and completion of trial...
objectives. This may ultimately expedite the approval of lifesaving drugs to improve cancer outcomes.
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Abstract

Background: Computerized physician order entry (CPOE) systems in health care settings have many benefits for prescribing medication, such as improved quality of patient care and patient safety. However, to achieve their full potential, the factors influencing the usage of CPOE systems by physicians must be identified and understood.

Objective: The aim of this study is to identify the factors influencing the usage of CPOE systems by physicians for medication prescribing in their clinical practice.

Methods: We conducted a systematic search of the literature on this topic using four databases: PubMed, CINAHL, Ovid MEDLINE, and Embase. Searches were performed from September 2019 to December 2019. The retrieved papers were screened by examining the titles and abstracts of relevant studies; two reviewers screened the full text of potentially relevant papers for inclusion in the review. Qualitative, quantitative, and mixed methods studies with the aim of conducting assessments or investigations of factors influencing the use of CPOE for medication prescribing among physicians were included. The identified factors were grouped based on constructs from two models: the unified theory of acceptance and use of technology model and the Delone and McLean Information System Success Model. We used the Mixed Method Appraisal Tool to assess the quality of the included studies and narrative synthesis to report the results.

Results: A total of 11 articles were included in the review, and 37 factors related to the usage of CPOE systems were identified as the factors influencing how physicians used CPOE for medication prescribing. These factors represented three main themes: individual, technological, and organizational.

Conclusions: This study identified the common factors that influenced the usage of CPOE systems by physicians for medication prescribing regardless of the type of setting or the duration of the use of a system by participants. Our findings can be used to inform implementation and support the usage of the CPOE system by physicians.

(JMIR Med Inform 2021;9(3):e22923) doi:10.2196/22923
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**Introduction**

**Background**

Computerized physician order entry (CPOE) systems for medication prescribing allow health care professionals to enter accurate and complete medication orders electronically [1]. The CPOE system has clinical decision support (CDS) features that help reduce medication errors and increase safety, such as an alert system, to warn a physician of drug allergies and drug-drug interactions and a feature offering advice regarding medication dosages and frequencies [1]. CPOE for prescribing medication has been reported to be helpful to clinicians by providing them with easy access to patient data, a faster prescribing process [2], and guidelines to enhance compliance with best practices; it also reduces medical costs and improves organizational efficiency [3].

In addition to being beneficial for clinicians, CPOE for medication prescribing also has drawbacks that affect its usage by clinicians. Issues such as excessive alerting can lead physicians to ignore these safety warnings, which might be harmful for patients [4]. In addition, owing to the expense associated with continuous training required for such a system, physicians may lack adequate skills to use CPOE, which leads to underutilization [5].

The adoption and use of CPOE usually starts at the organizational level, where health organizations decide to implement such a system. Studies have shown that the adoption of CPOE for medication prescribing by health care organizations is associated with the high cost of installing a CPOE system. This may hinder many health care organizations from having a system within their practice. However, the benefits offered by the system in the long run can compensate for these costs [6].

For example, in 2013, a CPOE was implemented in 2 groups of 4 community hospitals in the United States at a cost of US $7,130,894 and US $19,293,379, respectively. After adopting the CPOE, the avoided financial cost of adverse drug events alone saves the hospital about US $7,937,651 and US $16,557,056 [7]. The organization makes the decision to implement the CPOE system; however, to achieve benefits and reach its full potential, CPOE depends on effective use by individual clinicians. There is a need to understand the factors influencing the usage of this system by physicians after it has been implemented. The aim of this review is to identify the factors that influence actual use of CPOE by physicians for medication prescribing.

The rationale for this systematic review was based on the results of previous studies, which suggested that the use of CPOE at the international level appears to be low [8-10]. The adoption of CPOE as a computerized ordering system for all types of medical orders (not only medication prescriptions) has international relevance [8,9]; however, evidence from studies conducted in several countries has shown a low rate of acceptance and adoption of these systems by health care providers [8,9]. For example, in some developing countries, despite the availability of several types of computerized health systems, such as electronic medical records, CDS systems, CPOE, and telemedicine, these systems are not properly used [9]. Although little has been reported in recent years about the proportion of CPOE users, in 2009 [8], the proportion of hospitals that implemented and adopted CPOE as an ordering system, including medication prescribing, in 7 western countries was reported. The study indicated that 15% of the hospitals in the United States, 2% in the United Kingdom, and 20% in the Netherlands had CPOE, with very few in Germany, France, and Australia. This shows a significantly low adoption rate [8], which was related to financial, organizational, and technological factors and attitudes of users [8].

In the United Kingdom, for example, vendors of CPOE systems for electronic prescribing have challenges related to implementation because of the factors related to policies [10]. In other countries with different health care systems and policies, the factors affecting the adoption and use of CPOE might vary.

**Objectives**

The first rationale for conducting this study was to identify the factors influencing the underutilization of CPOE by physicians for medication prescribing and understand their reasons.

Second, we identified only 4 reviews with a main focus on CPOE as a medication-prescribing system [11-14]. The evidence from these reviews focused on the factors affecting health care providers during the implementation and adoption phases, rather than their actual use of CPOE postimplementation. The implementation phase refers to the time between deciding to introduce a new system and the activities involved in this decision by the hospital, up to the point the system is ready to be used [11]. In this study, we aim to identify the factors affecting the actual use of CPOE.

The actual usage of a system follows the implementation process [15]: actual usage is defined as a behavior that can be measured through indicators, such as an individual’s frequency or duration of usage [16]. The term system usage consists of 3 fundamental components: the subject using the system (user), the system itself, and the task to be accomplished through the system [17]. Although one of the reviews [14] focused on medication-related CDS after it was fully implemented, it included evidence only from qualitative studies, and there was no indication that the actual usage, as defined here, was the main focus of that review.

Two of the reviews [11,12] identified factors influencing different types of health care providers as users (eg, physicians, nurses, pharmacists), whereas the other 2 reviews [13,14] identified their targeted users. This study focused entirely on physicians as users and the factors that were likely to affect their usage, as professionals from different disciplines might be influenced by different factors in their decisions to use CPOE for prescribing medication. Hence, the second rationale for conducting this study was to fill the gap in the evidence found in prior reviews.

Third, most of the studies included in these reviews were conducted in industrialized western countries (the United States, the United Kingdom, Sweden, the Netherlands, Australia, and Canada); only 1 study was conducted in a developing country. There is a huge gap in the literature on the factors affecting the
usage of CPOE for prescribing medication among developing countries [9]. This study was part of a research project conducted in Saudi Arabia (a developing country) to investigate the factors that influence the actual usage of CPOE by physicians for medication prescribing.

In summary, the aforementioned gap in the literature regarding the factors influencing the actual use of CPOE for medication prescribing by physicians is the reason for carrying out this systematic review. In this study, we used the unified theory of acceptance and use of technology (UTAUT) model [18] and the Delone and McLean Information System Success Model [19] as frameworks to classify the evidence on the actual use of CPOE by physicians for medication prescribing. To the best of our knowledge, there is no published analysis of the factors affecting the actual use of CPOE in particular by physicians for medication prescribing using this theoretical approach.

Methods

Search Strategy

This study was based on the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-analyses) guidelines [20]. The following databases were searched from September 2019 to December 2019: PubMed, Embase, Ovid MEDLINE, and CINAHL. The search was performed without any restrictions on dates; however, it was limited to English language papers. Reference lists in the identified reviews and included studies were checked to retrieve relevant papers. We combined medical subject headings (MeSH terms) related to CPOE retrieved from PubMed and keywords from the relevant research literature (Textbox 1).

Textbox 1. Medical subject headings (MeSH) terms and keywords used in the searches of PubMed, Embase, Ovid MEDLINE, and CINAHL. The final search strategy (A10, B8, and C3) was applied to all 4 databases.

<table>
<thead>
<tr>
<th>Group A: type of system</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Medication alert systems</td>
</tr>
<tr>
<td>2. Computerized provider order entry</td>
</tr>
<tr>
<td>3. Computerized physician order entry</td>
</tr>
<tr>
<td>4. CPOE</td>
</tr>
<tr>
<td>5. Electronic prescription</td>
</tr>
<tr>
<td>6. Prescription decision support system</td>
</tr>
<tr>
<td>7. Computerized prescriber order entry</td>
</tr>
<tr>
<td>8. Pharmaceutical decision-support systems</td>
</tr>
<tr>
<td>9. Pharmacy information system</td>
</tr>
<tr>
<td>10. 1 or 2 or 3 or 4 or 5 or 6 or 7 or 8 or 9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group B: usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Use</td>
</tr>
<tr>
<td>2. Actual usage</td>
</tr>
<tr>
<td>3. System use</td>
</tr>
<tr>
<td>4. Utilization</td>
</tr>
<tr>
<td>5. Acceptance</td>
</tr>
<tr>
<td>6. Adoption</td>
</tr>
<tr>
<td>7. Usage</td>
</tr>
<tr>
<td>8. 1 or 2 or 3 or 4 or 5 or 6 or 7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Group C: factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Factors</td>
</tr>
<tr>
<td>2. Determinants</td>
</tr>
<tr>
<td>3. 1 or 2</td>
</tr>
</tbody>
</table>

A draft of the search strategies used in three of the databases is presented in Multimedia Appendix 1.

Eligibility Criteria

The included studies were peer-reviewed research reports written in English, with the stated aim of exploring, investigating, or assessing factors that influence the use of medication-related CPOE systems as our target intervention. The population of
interest was physicians, with the included studies reporting the results of physicians only or papers in which physicians’ responses were reported separately. The included studies also had to be conducted in clinical settings, that is, inpatient and outpatient departments of hospitals, health care centers, primary care centers, and polyclinics. Quantitative, qualitative, and mixed methods designs were considered eligible for inclusion. Studies were excluded if the CPOE system had not been implemented at the time of this study or if the study assessed the influence of factors on intentions to use the CPOE system rather than on its actual use. Papers with a population of nurses, pharmacists, information technology (IT) personnel, managers, or patients and those with interventions that were not strictly CPOE, as defined earlier, were excluded from the review. Studies that were conducted in nonclinical settings (eg, retail pharmacies, community pharmacies, nursing homes) were excluded from this review.

Selection Process
The primary researcher (AM) independently screened the titles and abstracts of all papers retrieved from the search using the inclusion criteria. The full-text articles of all potentially relevant studies were assessed independently by all 3 authors for eligibility. A calibration exercise was conducted to cross-check the results obtained by the authors. All disagreements were resolved through discussion. The details of the exclusion criteria are shown in Figure 1.

Figure 1. Flow diagram of the selection process for the included papers. CPOE: computerized physician order entry; HIT: health information technology.
Data Collection Process and Data Items
The primary researcher performed the data extraction. The data included names of the authors, publication year, country, objective, study design, data collection method, type of intervention, setting, population and sample, factors associated with CPOE use, how actual use was assessed, and the duration of the system’s use before the data were collected.

Risk of Bias of the Included Studies (Quality Assessment)
The Mixed Methods Appraisal Tool (MMAT) was used to assess the quality of the included studies [21]. The MMAT is a comprehensive tool designed to evaluate reviews, including quantitative, qualitative, and mixed methods studies [21]. All the 3 authors independently appraised the included studies. The primary researcher (AM) reviewed all of the studies, and each of the other 2 researchers (JA and DD) reviewed half of the studies. Any disagreements were resolved through discussion. MMAT does not recommend assigning a single score based on the assessment [21]. However, in this review, we used a specific metric derived from a previous study [22]. To rate the quality of each of the studies to justify the reasons for the final inclusions and exclusions. Studies were classified as high, medium, or low quality, depending on the number of criteria that were met. A study was considered high quality if all 5 MMAT criteria were met, medium if 3 or 4 criteria were met, and low when a study met 1 or 2 criteria [22].

Data Synthesis
Narrative synthesis was used to summarize the evidence from the included studies. Narrative synthesis is appropriate when a review includes both qualitative and quantitative findings [23].

Results

Study Selection
The electronic database search retrieved 67 records from PubMed, 84 from CINAHL, 208 from Embase, 113 from Ovid MEDLINE, and 9 from the reference lists of the included studies. After duplicates were removed, the titles and abstracts of the remaining 479 studies were assessed for eligibility. Of these, 460 studies were excluded because they were ineligible and 19 articles were selected for in-depth analyses. A total of 11 studies were included in the final review. The study selection process and reasons for exclusion are shown in Figure 1.

Characteristics of the Included Studies
Multimedia Appendix 2 [24-34] summarizes the characteristics of the included studies. The 11 studies included in the review were from different regions of the world: 4 are from the United States [24-27], 3 are from Sweden [28-30], 1 is from the Netherlands [31], 1 from Saudi Arabia [32], 1 from Australia [33], and 1 from Singapore [34]. Of the total number of studies, 4 used qualitative methods (interviews) [24,25,29,33], 6 used quantitative methods (surveys or questionnaires) [26-28,30,32,34], and 1 used a mixed methods approach [31]. Among the 11 included studies, the factors associated with the use of CPOE for medication prescribing were mainly related to technical, organizational, or individual characteristics. All the included studies were conducted in either a hospital or a primary care center. Of the total number of studies, 7 were conducted in a hospital setting [24-27,29,32,33], 2 in a hospital and a primary care center [28,30], 1 in a primary care center [31], and another in a group of polyclinics [34].

Quality of the Included Studies
Multimedia Appendix 3 [24-34] summarizes the results of the quality assessment of the included studies. Of the total number of studies, 3 (all qualitative) were rated as high quality because they met all 5 MMAT criteria [24,25,29]. Of the total number of studies, 5 (all quantitative) were rated as medium quality, as they met 3 or 4 of the MMAT criteria [26,28,30,32,34] and 3 studies were evaluated as having low quality because they met either 1 or none of the MMAT criteria. Of these, 1 was a qualitative study [27], 1 study used a mixed methods design [31], and 1 was a qualitative study [33]. We chose not to exclude these studies from the final synthesis based on their quality because of the exploratory nature of the review.

Synthesis of the Results
The factors that influenced physicians’ usage of CPOE for medication prescribing are presented in Table 1. On the basis of the perceived commonality among the reported factors, we organized them according to the definitions of the constructs from the UTAUT [18] and the Delone and McLean Information System Success Model [19].
Table 1. Factors influencing the frequency of use of the computerized physician order entry system by physicians.

<table>
<thead>
<tr>
<th>Theme, construct, and factor</th>
<th>Studies, n</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Performance expectancy: perception that using CPOE will improve the physician’s job performance [18]</td>
<td>1</td>
<td>[29]</td>
</tr>
<tr>
<td>Perceived usefulness</td>
<td>1</td>
<td>[29]</td>
</tr>
<tr>
<td>Relative advantage</td>
<td>1</td>
<td>[30]</td>
</tr>
<tr>
<td>Effect on quality of care and/or patient outcomes</td>
<td>3</td>
<td>[25,26,32]</td>
</tr>
<tr>
<td>Effects on productivity</td>
<td>2</td>
<td>[25,34]</td>
</tr>
<tr>
<td>Effects on safety</td>
<td>1</td>
<td>[24]</td>
</tr>
<tr>
<td>Performance outcomes</td>
<td>1</td>
<td>[25]</td>
</tr>
<tr>
<td>Effort expectancy: belief that the CPOE is easy to use [18]</td>
<td>3</td>
<td>[28,29,32]</td>
</tr>
<tr>
<td>Ease of use</td>
<td>3</td>
<td>[28,29,32]</td>
</tr>
<tr>
<td>User-friendliness</td>
<td>1</td>
<td>[31]</td>
</tr>
<tr>
<td>Difficult to use</td>
<td>2</td>
<td>[24,25]</td>
</tr>
<tr>
<td>Complexity</td>
<td>1</td>
<td>[30]</td>
</tr>
<tr>
<td>Social influence: perceived importance of others’ (eg, leaders, colleagues) opinions that the physician should or should not use the system [18]</td>
<td>1</td>
<td>[25]</td>
</tr>
<tr>
<td>External normative beliefs</td>
<td>1</td>
<td>[25]</td>
</tr>
<tr>
<td><strong>Organizational factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facilitating conditions: available resources, facilities, and infrastructure that facilitate using CPOE [18]</td>
<td>4</td>
<td>[24,25,33,34]</td>
</tr>
<tr>
<td>Training</td>
<td>4</td>
<td>[24,25,33,34]</td>
</tr>
<tr>
<td>Availability of technical support</td>
<td>4</td>
<td>[25,27,31,32]</td>
</tr>
<tr>
<td>Compatibility</td>
<td>1</td>
<td>[30]</td>
</tr>
<tr>
<td>Computer skills</td>
<td>1</td>
<td>[34]</td>
</tr>
<tr>
<td>Time constraints</td>
<td>3</td>
<td>[24,25,27]</td>
</tr>
<tr>
<td>Availability of hardware</td>
<td>2</td>
<td>[25,27]</td>
</tr>
<tr>
<td>Lack of awareness of the availability of certain features</td>
<td>1</td>
<td>[33]</td>
</tr>
<tr>
<td>Management support</td>
<td>1</td>
<td>[25]</td>
</tr>
<tr>
<td>User involvement</td>
<td>1</td>
<td>[25]</td>
</tr>
<tr>
<td><strong>Technological factors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Information quality: relevance, accuracy, comprehensiveness, understandability, prevalence, timeliness, and usability of the outputs or content [19]</td>
<td>1</td>
<td>[32]</td>
</tr>
<tr>
<td>Usefulness of error messages</td>
<td>1</td>
<td>[32]</td>
</tr>
<tr>
<td>Clarity and brevity of the reminders</td>
<td>1</td>
<td>[31]</td>
</tr>
<tr>
<td>Confidentiality, privacy, and security of patients’ records</td>
<td>1</td>
<td>[25]</td>
</tr>
<tr>
<td>System quality: reliability, functionality, flexibility, ease of use, integration, and response time of the system [19]</td>
<td>2</td>
<td>[28,32]</td>
</tr>
<tr>
<td>Clarity</td>
<td>2</td>
<td>[28,32]</td>
</tr>
<tr>
<td>Layout</td>
<td>1</td>
<td>[31]</td>
</tr>
<tr>
<td>Technical problems causing delays during prescribing</td>
<td>1</td>
<td>[31]</td>
</tr>
<tr>
<td>System’s speed</td>
<td>3</td>
<td>[31,32,34]</td>
</tr>
<tr>
<td>Software barriers</td>
<td>1</td>
<td>[25]</td>
</tr>
<tr>
<td>Reliability</td>
<td>1</td>
<td>[32]</td>
</tr>
</tbody>
</table>
perceptions were identified. The most cited factors were the prescribing [35]. A total of 11 factors related to physicians' conditions, and technological factors are related to the constructs of facilitation conditions refer to the existence of resources, facilities, and infrastructure that are helpful to physicians when using CPOE [18].

The results of the included studies were synthesized under 3 themes: individual, organizational, and technological factors. Individual factors are related to the constructs of performance expectancy, effort expectancy, and social influence. Organizational factors are related to the construct of facilitating conditions, and technological factors are related to the constructs of information quality and system quality (Table 1).

Individual Factors
Individual factors refer to issues related to physicians' perceptions of the possible effects of using CPOE for medication prescribing [35]. A total of 11 factors related to physicians' perceptions were identified. The most cited factors were the effect on the quality of patient care [25,26,32] and ease of use [28,29,32]. Physicians perceived that using CPOE enhanced patient care. In one study [26], the features of the CPOE system were associated with better quality of patient care by providing easy and direct access to patient records and reminders and alerts for physicians, which led to a reduction in duplicate tests and expediting the ordering process. Ease of use refers to physicians' belief that using the system is easy and effortless [18,28,29]. In another study [32], physicians agreed that their satisfaction with the system was greater because it was easy to use, which led to their usage of the system. Three studies reported limited use of CPOE by physicians because they found it difficult to use and complex in terms of navigating, accessing, and finding information [24,29,30].

Organizational Factors
Organizational factors include resources (eg, materials, humans, circumstances) provided by the organization that facilitate usage of the CPOE system by physicians [12]. In total, 8 studies identified 9 organizational factors that affected the use of CPOE. Training [24,25,33,34], availability of technical support (such as a help desk) [25,27,31,32], and time constraints [24,25,27] were the most cited factors. Training issues reported by physicians included either the need for retraining because of new features [24] or lack of training [33]. The availability of technical support means the physicians need to have IT staff accessible to help them in case of any technical issues while using the CPOE system [25,27,32] or the extent of the physician's awareness that there is a designated help desk to assist them [31].

The timing of the reporting of these factors in the included studies suggests that the factors related to the organization were critical for the usage of the CPOE system by physicians, regardless of whether the physicians recently began using the system or have been using it for a longer time. For example, studies that reported training [24,25,33,34] were conducted at different time points after the implementation of CPOE. One study conducted its assessment after 2 years of CPOE usage [24], while 3 other studies investigated the factors affecting usage after only months of use [25,33,34]. Technical support availability was reported in studies after weeks [25,31,32] and after 1 year of usage [27].

Time constraints were the second most cited factor influencing physicians' CPOE usage [24,25,27]. The complexity of CPOE

<table>
<thead>
<tr>
<th>Theme, construct, and factor</th>
<th>Studies, n</th>
<th>Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Customization to individual departments</td>
<td>2</td>
<td>[25,33]</td>
</tr>
<tr>
<td>Functionality of the tools in the system</td>
<td>1</td>
<td>[34]</td>
</tr>
<tr>
<td>Locating items on the system</td>
<td>1</td>
<td>[32]</td>
</tr>
<tr>
<td>Retrieval of radiology data</td>
<td>1</td>
<td>[32]</td>
</tr>
<tr>
<td>Usability</td>
<td>1</td>
<td>[24]</td>
</tr>
<tr>
<td>System's efficiency</td>
<td>2</td>
<td>[24,26]</td>
</tr>
<tr>
<td>Availability of reference materials</td>
<td>1</td>
<td>[32]</td>
</tr>
<tr>
<td>Alert fatigue</td>
<td>2</td>
<td>[24,33]</td>
</tr>
</tbody>
</table>

CPOE: computerized physician order entry.

UTAUT is a theoretical model that can explain about 70% of the variance in a user’s behavior in relation to technology acceptance and use [18]. It consists of 4 main constructs: performance expectancy, effort expectancy, social influence, and facilitating conditions [18]. Performance expectancy refers to physicians’ perceptions that using CPOE will improve their job performance [18]. Effort expectancy refers to physicians’ beliefs that using CPOE is effortless and easy [18]. Social influence pertains to physicians’ perceptions of the importance of others’ (eg, leaders’ and colleagues’) opinions about whether physicians should or should not use the system [18]. Facilitating conditions refers to the organizational factors, resources, and infrastructure that are helpful to physicians when using CPOE [18].

The Delone and McLean Information System Success Model is used to assess and understand the success of any information system and its impact on the individual and the organization [19]. It consists of 6 components: system quality, information quality, use, user satisfaction, individual impact, and organizational impact [19]. However, we assessed only system quality and information quality. Information quality refers to the system’s outputs or content in terms of relevance, accuracy, comprehensiveness, understandability, prevalence, timeliness, and usability [19]. System quality refers to the quality of the system, in particular, the system’s reliability, functionality, flexibility, ease of use, integration, and response time [19]. We assessed these 2 constructs because the identified factors that are mainly related to the technological aspects of the CPOE system are also related to the quality of the information and the system. The other 4 constructs were addressed in the UTAUT model.

The Delone and McLean Information System Success Model is used to assess and understand the success of any information system and its impact on the individual and the organization [19]. It consists of 6 components: system quality, information quality, use, user satisfaction, individual impact, and organizational impact [19]. However, we assessed only system quality and information quality. Information quality refers to the system’s outputs or content in terms of relevance, accuracy, comprehensiveness, understandability, prevalence, timeliness, and usability [19]. System quality refers to the quality of the system, in particular, the system’s reliability, functionality, flexibility, ease of use, integration, and response time [19]. We assessed these 2 constructs because the identified factors that are mainly related to the technological aspects of the CPOE system are also related to the quality of the information and the system. The other 4 constructs were addressed in the UTAUT model.

The results of the included studies were synthesized under 3 themes: individual, organizational, and technological factors. Individual factors are related to the constructs of performance expectancy, effort expectancy, and social influence. Organizational factors are related to the construct of facilitating conditions, and technological factors are related to the constructs of information quality and system quality (Table 1).
[24], its slowness [25], and physicians’ unfamiliarity with its features [27] were reasons why it was so time-consuming for physicians to use it.

**Technological Factors**

Technological factors included the technical and design aspects of CPOE in terms of the system’s quality; information quality; and its reliability, functionality, flexibility, ease of use, integration, and response time [19]. Evidence from 8 of the included studies [24-26,28,31-34] indicated that the factors related to CPOE were the most relevant for affecting its use by physicians. A total of 17 factors were reported (Table 1). The system’s efficiency was the most cited factor [31,32,34], specifically the quick prescribing process [31], fast data retrieval, response time [32], and the system’s speed, in terms of entering patient data [34]. Furthermore, studies that reported the system’s speed as an influential factor in its use by physicians were conducted shortly after the implementation phase, that is, halfway through the intervention year (about 6 months later), shortly after implementation (not clear), and 3 months after implementation. This finding suggests that because the system was newly implemented, the processing speed was significant for physicians’ performance of tasks.

The findings indicate that ease of use, the effect of using CPOE on quality of care, training, availability of technical support, time, and the system’s speed were the factors with the strongest influence on the use of CPOE for medication prescribing among all the studies.

**Discussion**

**Principal Findings and Comparisons With Other Works**

CPOE for medication prescribing can serve physicians as a tool to enhance patient quality of care. However, this has not led to a rapid uptake of the system by health organizations and clinicians to use it [6,14]. A key factor in the slow adoption of CPOE by health care organizations is attributed to the costs associated with installing the system and the costs of sustaining it [6]. The first CPOE was installed in the United States in 1971 [36]. Although that was long ago, the adoption rate in health organizations is still rare to moderate, with a percentage of 15.7% [13]. This low adoption rate has been reported in other countries [8,9].

Despite many years of implementation of CPOE for medication prescription, development, and research, the issue of low adoption postimplementation remains. This study focuses on the usage of the user—the physician—after the system has been implemented. We identified factors that were related to the users (physicians), organization, and technological aspects of CPOE that influence the actual use of CPOE by physicians for medication prescribing, rather than intention to use a CPOE system.

The findings of this study are consistent with those of Van Dort et al [14] and Gagnon et al [12]. Nevertheless, these reviews identified other factors that were not found in this study. Resistance to use was reported in both reviews [12,14], as a factor that negatively affected the usage of the system by physicians for medication prescribing. CDS systems embedded in the CPOE system for medication prescribing were examined in Van Dort et al [14]. As CDS systems are known to offer suggestions and recommendations, user resistance was present as the physicians reported concerns that the information presented might not be reliable [14].

In addition to resistance to using CPOE, Gagnon et al [12] described how the system could negatively affect the patient-clinician relationship and identified financial issues as another influential factor, neither of which was detected in this study. This inconsistency might be because of the focus of this study on the actual use of CPOE after the system had been installed and used and resistance is no longer an issue.

This study showed that technological factors related to the system were the most frequently reported factors that influenced how a physician used the CPOE system for medication prescribing. This finding is consistent with the results reported by Gagnon et al [12]. As their findings suggest, technical and design concerns were the most frequently identified factors limiting the system’s use [12].

One of the principal findings of this study is that among the 3 main themes, 5 factors were cited most frequently (any factor cited 3 or more times was considered frequently cited), indicating that it was significant in the physicians’ decisions about using the CPOE system. Quality of care, ease of use, training, availability of technical support, time constraints, and system speed were key factors in the use of CPOE by physicians. A similar pattern of results has been reported in an extensive body of literature [12,14,37,38]. One unexpected finding was that the effect of alert fatigue, as a factor in the use of CPOE, was identified in only 2 studies [24,33]. Alert fatigue is the receipt of a massive amount of reminders or warnings that cost time and effort and is eventually ignored [39].

This finding contradicts the observation that alert fatigue has previously been found to be associated with the usage of CPOE for medication prescribing. In their review, Gagnon et al [12] showed that alert fatigue was associated with the use of an electronic prescription system in 5 studies. In addition, Van Dort et al [14] showed that too many irrelevant alerts were related to the uptake of medication-related CDS systems in 10 studies.

In these 2 studies [24,33], alert fatigue affected physicians’ use. In the first study [24], physicians’ perception of the alerts was that after transitioning to a more advanced new system, the alerts were more sensitive than those of the older system. In the second study [33], the ratings of the alerts were higher when the study’s setting was an intensive care unit (ICU), compared with their ratings by other departments in the hospital.

All factors identified in this study are similar to those of other reviews related to the implementation [12], adoption [37], or acceptance [38] of CPOE.

However, a factor not discussed in previous CPOE for e-prescription studies and detected in this study was customization of the CPOE system’s features for medication prescribing to each department. Customization refers to tailoring
the features of a CPOE system to the preferences and needs of a specific department. For example, ICU physicians reported that some alerts were irrelevant to ICU patients and more suitable for other departments in the hospital [33]. This finding is in line with that reported in the review by Li et al [40], who suggested the importance of customization of the system's features according to different specialties and emphasized its significance for the provider's workflow.

We have used constructs from the UTAUT [18] and Delone and McLean Information System Success Models [19] to organize the identified factors to provide a better understanding of what each factor means to the user and how it may influence physicians’ attitudes toward the actual use of the CPOE for medication prescribing. The UTAUT model is a combination of 8 technology acceptance models, which covers almost all the factors identified in the literature [18]. All the factors reported in the included literature in this study were aligned with the constructs of the UTAUT and Delone and McLean Information System Success Models. The examination of factors using these 2 models provides a useful framework for this systematic review.

Two of the constructs (system quality and information quality) from the Delone and McLean Information System Success Model were found to be highly relevant, as the most frequently reported factors were the technological ones [19]. These factors were mainly related to the quality of the system or information. Both models have been extensively used in research related to health care technology assessment [41,42].

Limitations and Strengths

The limitations of this study should be acknowledged. First, we searched only 4 databases. Although these databases are the most relevant for health care publications, there is a possibility that relevant studies could have been missed. Second, the first step of the database search—checking every single title and abstract—was performed by a single author. However, we believe that this does not affect the quality of this paper as the results of the selection and screening were revised in regular meetings with the other reviewers who are experts in the field and no issues were raised by them during the review process. In addition, all the assessment steps for article eligibility were conducted by all 3 authors in parallel. We systematically discussed any disputes between all the reviewers to ensure consistency.

Third, we acknowledge the fact that our search resulted in only 11 articles that could be viewed as a small sample for a system that has been in use for a number of years. However, this study focused on the medication ordering aspect of the CPOE and did not evaluate the CPOE as a whole system. In addition, we also focused on physicians as our target population and studies that indicated that the system is being actually used and not the intention to use (installation phase or implementation phase). The strength of this study lies in the presentation of 4 elements that are absent from previous attempts to synthesize primary research on this topic: (1) it evaluated research that used major study designs (quantitative, qualitative, and mixed methods); (2) it drew on the perspectives of physicians only; and (3) it included research on the period of actual usage of CPOE for e-prescribing in particular (while the physicians were using the system) and not the intention to use. (4) Factors that are unique to the physician’s actual usage were explained using a framework that consists of a combination of 2 theoretical approaches. To the best of our knowledge, no previous systematic reviews have explored specific factors influencing physicians’ actual usage of CPOE or e-prescriptions according to the presented framework.

Conclusions

This study suggests that an individual’s perceptions, technical factors, and organizational factors are all significant influences on the usage of CPOE by physicians for medication prescribing. Although most of the identified factors are similar to those reported in previous reviews related to CPOE, the results of our work have allowed us to identify an additional factor that was not discussed in earlier reviews, namely, the preference of physicians to customize the CPOE system to the needs of the medical department. Finally, as much as there are issues at the organizational level during the implementation process, it is important to focus on the individual physicians after the implementation is completed. The outcomes of this study provide a source of knowledge for health care decision makers, managers, and staff and a clear understanding of the factors influencing the usage of CPOE by physicians for medication prescribing, which can inform future system designs and implementation.
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Abstract

Background: Breast cancer remains the most common neoplasm diagnosed among women in China and globally. Health-related questionnaire assessments in research and clinical oncology settings have gained prominence. The National Comprehensive Cancer Network–Functional Assessment of Cancer Therapy–Breast Cancer Symptom Index (NFBSI-16) is a rapid and powerful tool to help evaluate disease- or treatment-related symptoms, both physical and emotional, in patients with breast cancer for clinical and research purposes. Prevalence of individual smartphones provides a potential web-based approach to administrating the questionnaire; however, the reliability of the NFBSI-16 in electronic format has not been assessed.

Objective: This study aimed to assess the reliability of a web-based NFBSI-16 questionnaire in breast cancer patients undergoing systematic treatment with a prospective open-label randomized crossover study design.

Methods: We recruited random patients with breast cancer under systematic treatment from the central hospital registry to complete both paper- and web-based versions of the questionnaires. Both versions of the questionnaires were self-assessed. Patients were randomly assigned to group A (paper-based first and web-based second) or group B (web-based first and paper-based second). A total of 354 patients were included in the analysis (group A: n=177, group B: n=177). Descriptive sociodemographic characteristics, reliability and agreement rates for single items, subscales, and total score were analyzed using the Wilcoxon test. The Lin concordance correlation coefficient (CCC) and Spearman and Kendall τ rank correlations were used to assess test-retest reliability.

Results: Test-retest reliability measured with CCCs was 0.94 for the total NFBSI-16 score. Significant correlations (Spearman ρ) were documented for all 4 subscales—Disease-Related Symptoms Subscale–Physical (ρ=0.93), Disease-Related Symptoms Subscale–Emotional (ρ=0.85), Treatment Side Effects Subscale (ρ=0.95), and Function and Well-Being Subscale (ρ=0.91)—and total NFBSI-16 score (ρ=0.94). Mean differences of the test and retest were all close to zero (≤0.06). The parallel test-retest reliability of subscales with the Wilcoxon test comparing individual items found GP3 (item 5) to be significantly different (P=.02). A majority of the participants in this study (255/354, 72.0%) preferred the web-based over the paper-based version.

Conclusions: The web-based version of the NFBSI-16 questionnaire is an excellent tool for monitoring individual breast cancer patients under treatment, with the majority of participants preferring it over the paper-based version.
Introduction

Breast cancer accounts for the highest proportion of malignant tumors among women (excluding skin cancers) globally. According to an International Agency for Research on Cancer report [1], the worldwide burden for breast cancer was 2.1 million cases in the year 2018, accounting for 1 in 4 cancer cases among women. Advancements in breast cancer screening, detection, and treatment over the last few decades have produced an increased chance of cure for early-stage breast cancer patients, while advanced (metastatic) disease patients now have prolonged survival and varying degrees of controlled symptoms [2,3]. However, full-aspect and long-term treatment can impact patients’ and survivors’ quality of life and therefore require continual health management during and after the process of recovery [4].

Breast cancer and its treatment have been documented to significantly disrupt patients’ health-related quality of life, which has been found to predict survival time and additionally showed more significance for noncurative patients [5-10]. To assess treatment benefits, patient-reported outcome measures (PROMs) provide unique perspectives on cancer symptoms from patients’ experience, some of which can be neglected by clinicians and laboratory tests [11-13]. The National Comprehensive Cancer Network–Functional Assessment of Cancer Therapy–Breast Cancer Symptom Index (NFBSI-16) PROMs were regulated on the foundation of the Functional Assessment of Chronic Illness Therapy (FACT) measurement system to assess high-priority symptoms of breast cancer, emphasizing patients’ input, which can be applied to help evaluate the effectiveness of treatments for breast cancer in clinical practice and research [14-16].

The migration from paper-based to web-based versions does not guarantee preservation of psychometric properties of the scale since various factors have the potential to impact the performance of the questionnaire scale when adapted for web-based administration, such as layout, instructions, or restructuring of item and response. Researchers have investigated methods of validation, routes of administration, practical considerations, and reliability of electronic PROMs [17-27]. Gwaltney et al’s meta-analysis on assessing the equivalence of computer versus paper versions of PROMs showed “a high overall level of agreement between paper and computerized measures” [28]. The review encompassed the fields of rheumatology, cardiology, psychiatry, asthma, alcoholism, pain assessment, gastrointestinal disease, diabetes, and allergies. In contrast, a study of the European Organization for Research and Treatment of Cancer Quality of Life Questionnaire-Core 30 found small but statistically significant differences in scale mean scores (3 to 7 points on a 100-point scale) associated with mode of administration [29]. Various validated web-based questionnaires in oncology have been demonstrated to be reliable and effective tools for assessing PROMs in therapeutic clinical and research settings [30-33]. Currently in China, web-based versions of clinical research questionnaires using WeChat are rapidly growing in number, and various studies have validated the WeChat-based administration of health-related questionnaires [34-36]. To cover the large growing patient base in China, we expected web-based administration of the NFBSI-16 to be a reliable methodology to assess the impact of disease, treatment, and well-being status among patients with breast cancer. Additionally, it could be a more cost-effective and efficient method to apply in the growing number of patients in certain demographics.

The aim of this study was to analyze the reliability of a web-based NFBSI-16 questionnaire (Chinese language) for measuring disease- and treatment-related symptoms and concerns in breast cancer patients, comparing it with the validated paper-based version.

Methods

Study Design and Patient Enrolment

Patients were recruited from the Department of Breast Surgery of the First Affiliated Hospital of China Medical University, Shenyang, China, between October 2019 and January 2020. The inclusion criteria were female gender, full legal age, proven diagnosis of breast cancer, being under systemic anticancer treatment, ability to follow study instructions, sufficient literacy and fluency in Chinese to comprehend the questionnaires, ability and willingness to complete the study protocol, and signed declaration of consent. Potential participants were excluded if they could not provide informed consent or participated in other studies (burden of participation). Participants had an initial clinic visit at which eligibility was assessed. All eligible participants were randomly chosen from the hospital’s central registry and invited to volunteer for the study via face-to-face interview with a trained research clinician. Written informed consents were obtained. The study protocol was approved by the First Affiliated Hospital of China Medical University ethics committee.

The study was a randomized crossover design in which all participants completed both a standard paper questionnaire and a web-based version of the NFBSI-16 (Multimedia Appendix 1). Patients in group A were assigned to start with the paper-based version followed by the web-based version on their smartphone in the same session. Patients in group B completed the web-based version followed by the paper-based version. Participants were randomized immediately after enrolment to group A or B in a 1:1 ratio using a computer-generated randomization list with a specified seed and block size of 6, based on the mode of administration to be completed first. Between each session from paper-based to web-based and web-based to paper-based, participants were given a break of 15 minutes during which they were invited into a quick patient education seminar, which was also a routine activity in our
department as a distractor task to lower the potential carryover effect. All participants were provided with written instructions for completion of the paper- or web-based questionnaires prior to their questionnaires being administered. After completing both versions of the NFBSI-16 questionnaire, participants were invited to state their preference for either the paper- or web-based NFBSI-16 questionnaire.

**Questionnaire**

The NFBSI-16 contains items from the original FBSI and FACIT measures selected by patients and clinicians according to their priority concern [15], which presented as a more direct tool to reflect the effectiveness of treatments for advanced breast cancer. The NFBSI-16 comprises 16 items with 4 dimensions for ease of use and scoring: Disease-Related Symptoms Subscale—Physical (DRS-P), Disease-Related Symptoms Subscale—Emotional (DRS-E), Treatment Side Effects Subscale (TSE), and Function and Well-Being Subscale (FWB). Therefore, clinicians and researchers can individually view and assess subscale scores when concerned about a particular class of symptoms. The questionnaires were self-completed, and careful attention was paid to the design and layout of the web-based version. In order to reduce the risk of errors in posing, interpretation, recording, and coding responses and potential interrater variability, the theory-based guidelines for self-administered questionnaire design were followed by the authors (Multimedia Appendix 1) [37]. The web-based user interface and paper for the paper-based questionnaires were free from all other information such as logos, slogans, advertisement, etc. The instructions for completing the web-based and paper-based questionnaires were included at the beginning of the web-based interface and header of the paper, respectively. In brief, while participating in the web-based assessment, patients had to scan a redesignated Quick Response code using their smartphone. This action automatically took them to a web-based test, and the user had to select the intensity or severity of the 16 items. After completing the 16th question, the interface turned into a blank screen indicating the test was over. On the other hand, the paper-based questionnaire test was conducted using white paper and pencil. The text was printed using clear 12-point font.

**Testing of the Instrument**

During pretesting and pilot testing, 3 colleagues specializing in oncology and 3 nonexperts evaluated the web-based questionnaire’s usability, accessibility, and clarity of the user interface. This testing was only conducted on the functionality of the web-based questionnaire since the format, structure, and sequence of items in the web-based questionnaire were the same as in the validated paper-based questionnaire.

**Computation of Subscale Scores**

Data from the paper questionnaires were entered manually into an electronic patient management system by the authors, and data from the web-based questionnaires were automatically captured after the participant completed the online questionnaire and downloaded to the electronic patient management system. All data was anonymized. We assessed the completeness of the data on a per-item basis and questionnaire basis. The total scores were obtained by taking the mean score across completed items and multiplying by 16, the number of items (following official guidelines) [15]. All subscale totals ranged from 0 to 4, with a score of 0 representing that the patient agrees with the item “not at all” and 4 representing “very much”. Subscale scores and total scores were computed for each participant and each mode of administration separately. Comparative analyses of individual items, subscales, and total score were the primary goal of the study.

**Statistical Analysis**

All statistical analyses were conducted using SPSS Statistics, version 25 (IBM Corp). Frequency analysis was performed to determine the descriptive sociodemographic characteristics of patients. Referring to ISPOR ePRO Good Research Practices Task Force recommendations [21], we conducted the evaluation of measurement equivalence. Reliability, internal consistency, disparity of responses, and the rate of consistency between paper- and web-based responses were assessed. Reliability was calculated for the 16 individual items as well as for scores of the 4 subscales (DRS-P, DRS-E, TSE, and FWB) and the NFBSI-16 total score in accordance with the NFBSI-16 guidelines [15]. The primary study outcome was to assess the reliability of single items and total score of the web-based questionnaire. The Wilcoxon test was used to identify possible statistically significant differences in the test of parallel forms reliability, both between the single items and the scores due to the ordinal nature of the data. The secondary outcome measure was to assess the consistency and agreement of the web-based questionnaire with the paper-based questionnaire. The mean values of the paper- and web-based measures were calculated, consistency analyses were performed by calculation of the Spearman rank correlation coefficient (Spearman ρ), and agreement rates for each item were assessed using rank correlation (Kendall τ) for each scale. As a second measure of test-retest reliability, we calculated the Lin concordance correlation coefficient (CCC) [38]. Finally, all answers to the “preference” questionnaire were compared between the web-based and the paper version of the NFBSI-16 using χ² tests. In all analyses, P < .05 (2-tailed) was considered indicative of statistically significant differences (α=.05). As such an analysis is considered an explorative study, all reported P values can be taken as purely descriptive. All figures (box plot and correlation diagram) were generated in SPSS Statistics.

**Results**

**Enrolment of Patients**

The final analysis included 354 patients with breast cancer receiving systematic treatment who completed both the paper- and web-based versions of NFBSI-16 questionnaire. Initially, 380 patients were assessed for eligibility. 26 patients were excluded, as shown in the study flow diagram (Figure 1). Since there was no internal difference between group A and group B, demographically, two groups were combined in the final analysis. The mean age was 49.5 years (SD 10.44). Other basic characteristics of patients are shown in Table 1.
Figure 1. Study flow diagram.

Table 1. Basic characteristics of study participants.

<table>
<thead>
<tr>
<th>Patient characteristics</th>
<th>n (%):</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Menstrual status</strong></td>
<td></td>
</tr>
<tr>
<td>Premenopause</td>
<td>133 (37.6)</td>
</tr>
<tr>
<td>Perimenopause</td>
<td>107 (30.2)</td>
</tr>
<tr>
<td>Postmenopause</td>
<td>114 (32.2)</td>
</tr>
<tr>
<td><strong>Level of education completed</strong></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>59 (16.7)</td>
</tr>
<tr>
<td>Secondary</td>
<td>161 (45.5)</td>
</tr>
<tr>
<td>Tertiary</td>
<td>134 (37.9)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>16 (4.5)</td>
</tr>
<tr>
<td>Married</td>
<td>338 (95.5)</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>165 (46.6)</td>
</tr>
<tr>
<td>Urban</td>
<td>189 (53.4)</td>
</tr>
<tr>
<td><strong>Treatment</strong></td>
<td></td>
</tr>
<tr>
<td>Neoadjuvant therapy</td>
<td>244 (68.9)</td>
</tr>
<tr>
<td>Adjuvant therapy</td>
<td>110 (31.1)</td>
</tr>
</tbody>
</table>
Parallel Forms Reliability

The Wilcoxon signed rank test analyzed parallel reliability in the single items of the NFBSI-16, shown in Table 2. No systematic location difference between the two versions of questionnaires (paper- and web-based versions) was observed for continuous variables except for item 5 (GP3 question). A very large proportion of the items answered by the patients had the same response (ties) in both versions of the questionnaire, suggesting high parallel reliability as only one significant difference (out of 16 in total) could be found in the single-item comparison. A statistically significant difference could only be identified in question GP3, “Because of my physical condition, I have trouble meeting the needs of my family.” GP3 was reported slightly higher in the paper-based questionnaire (mean 2.07, SD 0.98), while in the web-based version the same participants scored it at a mean of 2.00 (SD 0.91). Additionally, the medians of the item GP3 for the paper- and web-based questionnaires were the same (median 2; IQR 1-3). While the web-based total mean score was slightly higher than the paper-based score by 0.08 points, they had no statistically significant difference between them. Figure 2 illustrates the distribution of the paper-based and web-based total scores in a box plot. The slightly higher total web-based total score can be attributed to a few outliers shown in the box plot. The web-based whisler of the box plot IQR was within the broader IQR of the paper-based version. In addition, slight differences of less than 0.50 points were found between the paper-based and web-based questionnaires when the item scores of the 4 dimensions (DRS-P, DRS-E, TSE, and FWB) were calculated and compared. However, all 4 dimensions’ scores showed no statistically significant differences when compared (Table 3).

Table 2. Parallel test-retest reliability of single items and total score (Wilcoxon test).

<table>
<thead>
<tr>
<th>NFBSI-16a items</th>
<th>Paper-based patient score</th>
<th>Web-based patient score</th>
<th>P value</th>
<th>Δ [Mean–Mean']</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
<td>Mean' (SD)</td>
<td>Median (IQR)</td>
</tr>
<tr>
<td>Disease-Related Symptoms Subscale – Physical (DRS-P)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP1 (item 1)</td>
<td>2.31 (0.92)</td>
<td>2 (2-3)</td>
<td>2.32 (0.90)</td>
<td>2 (2-3)</td>
</tr>
<tr>
<td>GP4 (item 2)</td>
<td>2.19 (0.90)</td>
<td>2 (2-3)</td>
<td>2.17 (0.88)</td>
<td>2 (2-3)</td>
</tr>
<tr>
<td>GP6 (item 3)</td>
<td>2.29 (1.13)</td>
<td>2 (1-3)</td>
<td>2.30 (1.15)</td>
<td>2 (1-3)</td>
</tr>
<tr>
<td>B1 (item 4)</td>
<td>2.01 (0.89)</td>
<td>2 (1-3)</td>
<td>2.00 (0.88)</td>
<td>2 (1-3)</td>
</tr>
<tr>
<td>GP3 (item 5)</td>
<td>2.07 (0.98)</td>
<td>2 (1-3)</td>
<td>2.00 (0.91)</td>
<td>2 (1-3)</td>
</tr>
<tr>
<td>HI7 (item 6)</td>
<td>2.59 (1.02)</td>
<td>2 (2-3)</td>
<td>2.59 (1.06)</td>
<td>2 (2-3)</td>
</tr>
<tr>
<td>BP1 (item 7)</td>
<td>1.88 (0.93)</td>
<td>2 (1-2)</td>
<td>1.90 (0.93)</td>
<td>2 (1-2)</td>
</tr>
<tr>
<td>GF5 (item 8)</td>
<td>2.59 (1.18)</td>
<td>2 (2-3)</td>
<td>2.55 (1.17)</td>
<td>2 (2-3)</td>
</tr>
<tr>
<td>Disease-Related Symptoms Subscale – Emotional (DRS-E)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE6 (item 9)</td>
<td>2.00 (1.04)</td>
<td>2 (1-2)</td>
<td>2.01 (1.05)</td>
<td>2 (1-2)</td>
</tr>
<tr>
<td>Treatment Side Effects Subscale (TSE)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP2 (item 10)</td>
<td>2.20 (1.15)</td>
<td>2 (1-3)</td>
<td>2.25 (1.10)</td>
<td>2 (1-3)</td>
</tr>
<tr>
<td>N6 (item 11)</td>
<td>1.87 (0.98)</td>
<td>2 (1-2)</td>
<td>1.85 (0.93)</td>
<td>2 (1-2)</td>
</tr>
<tr>
<td>GP5 (item 12)</td>
<td>2.77 (1.01)</td>
<td>3 (2-3)</td>
<td>2.75 (1.00)</td>
<td>3 (2-3)</td>
</tr>
<tr>
<td>B5 (item 13)</td>
<td>2.98 (1.35)</td>
<td>3 (2-4)</td>
<td>2.98 (1.33)</td>
<td>3 (2-4)</td>
</tr>
<tr>
<td>Function and Well-Being Subscale (FWB)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GF1 (item 14)</td>
<td>2.52 (1.04)</td>
<td>2 (2-3)</td>
<td>2.55 (1.01)</td>
<td>2.5 (2-3)</td>
</tr>
<tr>
<td>GF3 (item 15)</td>
<td>2.82 (1.12)</td>
<td>3 (2-4)</td>
<td>2.81 (1.08)</td>
<td>3 (2-4)</td>
</tr>
<tr>
<td>GF7 (item 16)</td>
<td>2.82 (1.19)</td>
<td>3 (2-4)</td>
<td>2.85 (1.21)</td>
<td>3 (2-4)</td>
</tr>
<tr>
<td>Total score</td>
<td>37.92 (7.79)</td>
<td>38 (32-42.5)</td>
<td>37.88 (7.71)</td>
<td>38 (32.75-42)</td>
</tr>
</tbody>
</table>

bStatistically significant difference.
Figure 2. Box plot comparison of paper-based and web-based distribution of total scores.

Table 3. Parallel test-retest reliability of subscales (Wilcoxon test).

<table>
<thead>
<tr>
<th>NFBSI-16a subscale</th>
<th>Paper-based patient outcome</th>
<th>Web-based patient outcome</th>
<th>P value</th>
<th>Δ [Mean–Mean]</th>
</tr>
</thead>
<tbody>
<tr>
<td>NFBSI-16 subscale</td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
<td>Mean (SD)</td>
<td>Median (IQR)</td>
</tr>
<tr>
<td>Disease-Related Symptoms Subscale–Physical</td>
<td>35.90 (9.59)</td>
<td>36 (30-42)</td>
<td>35.64 (9.58)</td>
<td>34 (10-42)</td>
</tr>
<tr>
<td>Disease-Related Symptoms Subscale–Emotional</td>
<td>32.00 (16.54)</td>
<td>32 (16-32)</td>
<td>32.05 (16.84)</td>
<td>32 (16-32)</td>
</tr>
<tr>
<td>Treatment Side Effects Subscale</td>
<td>39.20 (13.39)</td>
<td>40 (28-48)</td>
<td>39.20 (12.86)</td>
<td>36 (32-48)</td>
</tr>
<tr>
<td>Function and Well-Being Subscale</td>
<td>43.37 (13.37)</td>
<td>42.67 (32-53.33)</td>
<td>43.62 (13.72)</td>
<td>42.67 (32-53.33)</td>
</tr>
</tbody>
</table>


Test of Internal Consistency

Table 4 shows the Spearman ρ correlation values between the individual items from the paper- and web-based questionnaires. All 16 items demonstrated a high correlation (>0.8) between paper- and web-based items. Individual item internal consistency test was performed by Kendall τ analysis between the two versions. In all items, the rank correlation was high as the Kendall τ coefficients ranged between 0.787 and 0.877 and were all statistically significant. With each data point reflecting an individual patient’s total NFBSI-16 score, Figure 3 depicts a positive correlation between total paper-based and web-based scores. Overall, CCC agreement between paper-based and web-based questionnaires’ item scores were all comparably high at 0.94 (fair: 0.21-0.40; moderate: 0.41-0.60; substantial: 0.61-0.80; almost perfect: 0.81-1.00), as represented in Table 5.
Table 4. Correlation between test-retest in individual items and subscale (Spearman $\rho$ and Kendall $\tau$ analysis).

<table>
<thead>
<tr>
<th>Items</th>
<th>Spearman $\rho$</th>
<th>$P$ value</th>
<th>Kendall $\tau$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Disease-Related Symptoms Subscale – Physical (DRS-P)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP1 (item 1)</td>
<td>0.89</td>
<td>&lt;.001</td>
<td>0.877</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GP4 (item 2)</td>
<td>0.84</td>
<td>&lt;.001</td>
<td>0.810</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GP6 (item 3)</td>
<td>0.86</td>
<td>&lt;.001</td>
<td>0.804</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>B1 (item 4)</td>
<td>0.90</td>
<td>&lt;.001</td>
<td>0.87</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GP3 (item 5)</td>
<td>0.85</td>
<td>&lt;.001</td>
<td>0.825</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HI7 (item 6)</td>
<td>0.85</td>
<td>&lt;.001</td>
<td>0.813</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BP1 (item 7)</td>
<td>0.89</td>
<td>&lt;.001</td>
<td>0.856</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GF5 (item 8)</td>
<td>0.84</td>
<td>&lt;.001</td>
<td>0.796</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subscale total</td>
<td>0.93</td>
<td>&lt;.001</td>
<td>0.827</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Disease-Related Symptoms Subscale – Emotional (DRS-E)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE6 (item 9)</td>
<td>0.85</td>
<td>&lt;.001</td>
<td>0.826</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subscale total</td>
<td>0.85</td>
<td>&lt;.001</td>
<td>0.882</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Treatment Side Effects Subscale (TSE)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP2 (item 10)</td>
<td>0.88</td>
<td>&lt;.001</td>
<td>0.830</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>N6 (item 11)</td>
<td>0.89</td>
<td>&lt;.001</td>
<td>0.857</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GP5 (item 12)</td>
<td>0.83</td>
<td>&lt;.001</td>
<td>0.795</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>B5 (item 13)</td>
<td>0.84</td>
<td>&lt;.001</td>
<td>0.788</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subscale total</td>
<td>0.95</td>
<td>&lt;.001</td>
<td>0.882</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Function and Well-Being Subscale (FWB)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GF1 (item 14)</td>
<td>0.82</td>
<td>&lt;.001</td>
<td>0.787</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GF3 (item 15)</td>
<td>0.86</td>
<td>&lt;.001</td>
<td>0.821</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GF7 (item 16)</td>
<td>0.83</td>
<td>&lt;.001</td>
<td>0.79</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subscale total</td>
<td>0.91</td>
<td>&lt;.001</td>
<td>0.825</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Total score</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score</td>
<td>0.94</td>
<td>&lt;.001</td>
<td>0.823</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
Figure 3. Correlation between total paper-based and web-based scores.
Table 5. Agreement between paper-based and web-based questionnaires scores (Lin concordance correlation coefficient analysis).

<table>
<thead>
<tr>
<th>Items</th>
<th>$R_c^a$</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Disease-Related Symptoms Subscale – Physical (DRS-P)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP1 (item 1)</td>
<td>0.92</td>
<td>0.90-0.94</td>
</tr>
<tr>
<td>GP4 (item 2)</td>
<td>0.85</td>
<td>0.82-0.88</td>
</tr>
<tr>
<td>GP6 (item 3)</td>
<td>0.86</td>
<td>0.83-0.88</td>
</tr>
<tr>
<td>B1 (item 4)</td>
<td>0.9</td>
<td>0.88-0.71</td>
</tr>
<tr>
<td>GP3 (item 5)</td>
<td>0.86</td>
<td>0.83-0.89</td>
</tr>
<tr>
<td>HI7 (item 6)</td>
<td>0.86</td>
<td>0.83-0.89</td>
</tr>
<tr>
<td>BP1 (item 7)</td>
<td>0.88</td>
<td>0.87-0.91</td>
</tr>
<tr>
<td>GF5 (item 8)</td>
<td>0.85</td>
<td>0.82-0.88</td>
</tr>
<tr>
<td>Subscale total</td>
<td>0.94</td>
<td>0.93-0.95</td>
</tr>
<tr>
<td><strong>Disease-Related Symptoms Subscale – Emotional (DRS-E)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GE6 (item 9)</td>
<td>0.84</td>
<td>0.81-0.87</td>
</tr>
<tr>
<td>Subscale total</td>
<td>0.84</td>
<td>0.81-0.87</td>
</tr>
<tr>
<td><strong>Treatment Side Effects Subscale (TSE)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GP2 (item 10)</td>
<td>0.87</td>
<td>0.85-0.90</td>
</tr>
<tr>
<td>N6 (item 11)</td>
<td>0.88</td>
<td>0.86-0.91</td>
</tr>
<tr>
<td>GP5 (item 12)</td>
<td>0.86</td>
<td>0.83-0.89</td>
</tr>
<tr>
<td>B5 (item 13)</td>
<td>0.83</td>
<td>0.80-0.86</td>
</tr>
<tr>
<td>Subscale total</td>
<td>0.96</td>
<td>0.95-0.97</td>
</tr>
<tr>
<td><strong>Function and Well-Being Subscale (FWB)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GF1 (item 14)</td>
<td>0.85</td>
<td>0.82-0.88</td>
</tr>
<tr>
<td>GF3 (item 15)</td>
<td>0.86</td>
<td>0.83-0.89</td>
</tr>
<tr>
<td>GF7 (item 16)</td>
<td>0.84</td>
<td>0.81-0.87</td>
</tr>
<tr>
<td>Subscale total</td>
<td>0.91</td>
<td>0.89-0.93</td>
</tr>
<tr>
<td><strong>Total score</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Score</td>
<td>0.94</td>
<td>0.93-0.95</td>
</tr>
</tbody>
</table>

$R_c$: concordance correlation coefficient.

**Patient Preference**

Table 6 shows a majority of the participants preferred answering the same questions in a web-based format rather than paper-based format. The difference in preference was statistically different.

Table 6. Analysis of participant preference.

<table>
<thead>
<tr>
<th>Patient preference</th>
<th>Observed, n</th>
<th>Expected, n</th>
<th>Residual</th>
<th>Chi-square ($df$)</th>
<th>Asymptotic significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preferred paper-based questionnaire</td>
<td>98</td>
<td>177</td>
<td>−79</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Preferred web-based questionnaire</td>
<td>256</td>
<td>177</td>
<td>79</td>
<td>70.5$^a$ (1)</td>
<td>.001$^b$</td>
</tr>
<tr>
<td>Total</td>
<td>354</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$0 cells (0.0%) have expected frequencies less than 5. The minimum expected cell frequency is 177.0.

$^b$Statistically significant difference.

**Estimation of the Carryover Effect**

To assess the carryover effect, we let $s_A$ denote the sum (total scores from web-based items plus the total scores from paper-based items for each respondent) from group A and let $s_B$ denote the sum from group B. We estimate the carryover effect in both groups (A and B) using the Wilcoxon test on the sum values $s_A$ and $s_B$, and at a level of significance of 5%, the
possible carryover effect is not significantly different between the different sequences ($P=0.84$).

**Discussion**

**Principal Results**

Overall, reliability was considered to be excellent for the web-based version as measured with the Wilcoxon signed rank test and CCC. Additionally, Spearman $\rho$ correlation and Kendall $\tau$ analysis showed that mean differences were all close to zero, supporting good reliability of the web-based version of the NFBSI-16 self-administered questionnaire. In this study, we used the Wilcoxon signed rank test and CCC to assess test reliability. However, different methods can be used to assess test-retest reliability, and there is much discussion in the literature on the best possible methodology [39]. Intraclass correlation coefficient (ICC) was first introduced in 1954 and is a modification of the Pearson correlation coefficient. However, modern ICC is calculated by mean squares (ie, estimates of the population variances based on the variability among a given set of measures) obtained through analysis of variance (ANOVA). The disadvantage of ICC in patient group analysis is that if the groups are mainly homogeneous, the ICC tends to be low, because the ICC compares variance among patients to total variance. If patient groups are mainly heterogeneous, the ICC tends to be high. Thus, ICC would only generalize to similar populations. Additionally, the 1-way ICC does not consider the order in which observations were made [40]. Therefore, the CCC is a useful measure as it not only covers mean differences between the first and second measurements, such as ICCs calculated by a 1-way ANOVA, but also takes the variance differences between the first (paper-based) and second (web-based) measurements into consideration by reducing the magnitude of the resulting test-retest reliability estimate. In conclusion, CCC is a better tool that distinguishes bias between imprecision [39,40].

**Limitations**

This study may also have some limitations. First, the significant difference in item 5 (GP3) between paper- and web-based measurement of the NFBSI-16 (Table 3) was an unexpected finding. We think this significant difference might be due to an outlier. This assumption was supported by the fact that even though 293 out of 354 (total) patients had the same answer for the paper- and web-based for item 5 (high number of similarities), a significant difference in the mean was detected. Second, according to the nature of this study, it is difficult to generalize some of our findings as its limited by demographic settings.

**Comparison With Prior Work**

NFBSI-16 includes all 8 items from the original FBSI and 8 additional items from FACTT measures, which cover most essential breast cancer–related symptoms and concerns endorsed by both oncology patients and clinicians [15]. Compared to the previous version (FBSI), it emphasizes patient input following Food and Drug Administration guidance for PROMs [41] and has been validated as a comprehensive and powerful tool to evaluate the effectiveness of treatments for breast cancer in clinical practice and research. In addition, the layout of 4 clear separated subscales benefits any clinicians, patients, or researchers by allowing them to view particular domains they are concerned about. However, the reliability of an electronic version in Chinese language has not been tested. This paper describes the evaluation of the test-retest reliability of the web-based version of the NFBSI-16 self-administered questionnaire. When designing a web-based version of a validated paper-based questionnaire, one has to take into consideration variables such as text size, column formatting, contrast, layout, use of corrective lenses, etc. We created the web-based NFBSI-16 to be consistent with the original as far as possible. In addition, technology skills required to complete a web-based questionnaire can differ from those needed to complete a paper-based questionnaire. However, our study found no clinically significant differences between scores obtained from the paper-and web-based versions. Gwaltney et al’s [28] meta-analysis reported the average correlation between paper-based and electronic assessment was 0.90 (95% CI 0.87-0.92; $n=32$). Our findings suggest that the NFBSI-16 questionnaire achieved a good test-retest reliability, with the total NFBSI-16 score correlation equal to 0.94.

**Conclusions**

In summary, the web-based version of the NFBSI-16 clearly showed comparable reliability and is thus a promising measure in evaluating studies in patients undergoing treatment for breast cancer and in monitoring individuals. The test-retest reliability supports the value of the web-based version of the NFBSI-16 for clinical studies with relatively moderate sample sizes. Furthermore, the majority of participants in our study preferred it over the paper-based version; we recommend using the web-based version of the NFBSI-16 in clinical studies. Currently, the longitudinal validity of the web-based version of the NFBSI-16 and the validity of several other demographic groups in China are being investigated, giving clinicians more choice when evaluating health-related symptoms and quality of life in patients with breast cancer and other malignant tumors.
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Abstract

Background: Direct-to-consumer telemedicine is an increasingly used modality to access primary care. Previous research on assessment using synchronous virtual visits showed mixed results regarding antibiotic prescription rates, and research on assessment using asynchronous chat-based eVisits is lacking.

Objective: The goal of the research was to investigate if eVisit management of sore throat, other respiratory symptoms, or dysuria leads to higher rates of antibiotic prescription compared with usual management using physical office visits.

Methods: Data from 3847 eVisits and 759 office visits for sore throat, dysuria, or respiratory symptoms were acquired from a large private health care provider in Sweden. Data were analyzed to compare antibiotic prescription rates within 3 days, antibiotic type, and diagnoses made. For a subset of sore throat visits (n=160 eVisits, n=125 office visits), Centor criteria data were manually extracted and validated.

Results: Antibiotic prescription rates were lower following eVisits compared with office visits for sore throat (169/798, 21.2%, vs 124/312, 39.7%; P<.001) and respiratory symptoms (27/1724, 1.6%, vs 50/251, 19.9%; P<.001), while no significant differences were noted comparing eVisits to office visits for dysuria (1016/1325, 76.7%, vs 143/196, 73.0%; P=.25). Guideline-recommended antibiotics were prescribed similarly following sore throat eVisits and office visits (163/169, 96.4%, vs 117/124, 94.4%; P=.39). eVisits for respiratory symptoms and dysuria were more often prescribed guideline-recommended antibiotics (26/27, 96.3%, vs 37/50, 74.0%; P=.02 and 1009/1016, 99.3%, vs 135/143, 94.4%; P<.001, respectively). Odds ratios of antibiotic prescription following office visits compared with eVisits after adjusting for age and differences in set diagnoses were 2.94 (95% CI 1.99-4.33), 11.57 (95% CI 5.50-24.32), 1.01 (95% CI 0.66-1.53), for sore throat, respiratory symptoms, and dysuria, respectively.

Conclusions: The use of asynchronous eVisits for the management of sore throat, dysuria, and respiratory symptoms is not associated with an inherent overprescription of antibiotics compared with office visits.

Trial Registration: ClinicalTrials.gov NCT03474887; https://clinicaltrials.gov/ct2/show/NCT03474887

(JMIR Med Inform 2021;9(3):e25473) doi:10.2196/25473
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Introduction

Direct-to-consumer telemedicine is an increasingly used modality to access primary care in Sweden [1]. Such visits can take the form of asynchronous chat-based visits (eVisits) or synchronous video-based visits (virtual visits). While telemedicine has the potential to address many challenges facing primary care [2] and provide an appropriate alternative for minimizing risk of COVID-19 during the current pandemic [3], concerns have been raised regarding overprescription of antibiotics [4] and potential ramifications to increasing widespread antibiotic resistance. Antibiotic resistance is already predicted to cause more deaths than cancer by the year 2050 [5].

Most research has been conducted on data derived from synchronous virtual visits in American health care settings, where antibiotic prescription is historically higher [6], possibly due to a more market-controlled health care system with incentives for high patient satisfaction [7]. Consequently, there have been mixed results regarding antibiotic prescribing following virtual visits in various contexts [4,8-18], with most studies focusing on urinary tract infections (UTIs) and upper respiratory infections. For example, depending on the health care provider, virtual visits for sinusitis have been associated with both higher [14] and lower [10,13] prescriptions rates compared with office visits. Comparisons to urgent care settings often demonstrate lower prescription rates for virtual visits [8,9].

In Sweden, primary care accounts for 61% of medical antibiotic consumption [19], with 30% of consultations concerning infections [20], most commonly upper respiratory tract infections, tonsillitis, and UTIs [20,21]. Guideline adherence in management of these conditions is poor [22-24]. A study on virtual visits reported that 50% to 60% of cases diagnosed with viral pharyngitis had rapid streptococcal antigen testing (RST) performed or no antibiotics prescribed, while 90% of those diagnosed with streptococcal pharyngitis had RST performed or antibiotics prescribed [25]. However, no comparison was made with office visits. There is thus a paucity of literature concerning eVisit investigations, particularly in terms of head-to-head comparisons to office visits, as highlighted by systematic reviews [26,27].

The aim of this study was to investigate if management of sore throat using a specific eVisit platform led to significantly higher rates of antibiotic prescription compared with usual management using office visits. Secondary outcomes include prescription rate following dysuria and other respiratory symptoms, type of antibiotics prescribed, documentation of Centor criteria (used to identify the likelihood of a bacterial infection in adult patients complaining of a sore throat), and set diagnoses.

Methods

eVisit Platform

This retrospective cohort study specifically evaluates an eVisit platform (referred to as “the platform” in this paper) used by a major private health care provider. The platform combines automated patient interviewing software with an asynchronous 2-way text-based chat between patient and health care provider. Patients access the platform using their smartphone, tablet, or computer device and choose their chief complaint from a prespecified symptom list. A digital patient history is then taken, allowing the patient to formulate ideas, concerns, and expectations [28] in free-text with the addition of symptom-specific multiple-choice questions based on algorithms. Questions may address UTI symptoms and patient-assessed Centor criteria [29], such as “Do you have any of the following symptoms together with your sore throat?” with choices of “fever,” “swollen lymph nodes on the neck,” “severe pain when swallowing,” “cough,” “white exudates on your tonsils or in the back of your throat” (image not mandatory but recommended). If a patient reports fever, the question “Have you measured your body temperature?” may be asked with choices “no” or “yes” with an option to specify the highest value in degrees Celsius. Photos can be attached when relevant; this is recommended for the management of sore throat. Answers are summarized and presented to a physician for review, and further doctor-patient communication occurs through a text-based conversation, similar to text messaging, with patients and providers messaging each other at their convenience.

Physicians can prescribe medications, order laboratory samples, provide patient information, or stay available for up to 72 hours for conservative management. If deemed necessary, the physician can schedule an office visit at a primary health care center of the same health care provider. At the time of the study, the platform used no machine learning technology.

Setting and Population

As the private health care provider offers both office visits and eVisits using the platform since July 31, 2017, data could be acquired for both visit types. A total of 16 primary health care centers in the county provided office visit data, while national eVisit data was acquired from the online platform. Inclusion criteria were physician visits with a chief complaint of sore throat, cough, cold/flu symptoms, or dysuria as specified by free-form text in the electronic medical record (EMR) as identified by data extraction software (Multimedia Appendix 1). We also included visits with a recorded diagnosis code J030 (streptococcal tonsillitis), J069 (acute upper respiratory infection), or N300 (cystitis). Visits were included if they occurred between March 30, 2016, and March 29, 2017 (office visits only) or March 30, 2018, and March 29, 2019 (eVisits and office visits). Exclusion criteria were patients aged younger than 18 years, male patients with dysuria, and identifiable visits for similar chief complaints in the past 21 days.

Power Calculation and Recruitment

Previous data from Sweden suggested an antibiotic prescription rate of 59% for patients with sore throat–related diagnoses [20]. Using a binary outcome power calculation with a noninferiority limit of 10%, an alpha level of .05, for 80% power, we estimated needing 300 sore throat visits per group.

Digital consent was acquired from eVisit patients at the beginning of the visits and recorded in the EMR. Written consent was acquired from office visit patients, with sore throat patients receiving letters including 2 reminders if no reply was received. Recruitment was completed after consent was acquired from at

least 300 sore throat patients in each group. After recruitment, remaining exclusion criteria were applied before analysis commenced (Figure 1).

The health care provider identified 14,742 potential office visits eligible for participation. Letters were then sent to a random selection of 2000 patients with suspected sore throat, 1000 patients with suspected dysuria, and 1000 patients with suspected symptoms of cough, common cold, and influenza, comprising 4162 visits. For office visits with a chief complaint of sore throat (PHYSI-T), 87 patients were recruited after 1 month. An additional 117 patients were recruited after a second letter was sent 2 months later, and an additional 96 patients were recruited 1 month after the third recruitment letter was sent out. A total of 8856 relevant eVisits were identified, from which patients were also invited to participate. In total, we recruited patients from 832 office visits and 3994 eVisits. After exclusion of dysuria visits with male patients and visits within the 21-day washout period, 759 office visits and 3847 eVisits remained for analysis (Figure 1). Office visits were in 99.1% of cases identified via keywords in the free-form text the EMR, while 0.1% (2 sore throat visits, 22 respiratory visits, and 18 dysuria visits) were identified through set diagnoses.

Figure 1. Flowchart of patient recruitment. PHYSI: primary care office visits; DIGI: eVisits; PHYSI-T: office visits with a chief complaint of sore throat; PHYSI-R: office visits with a chief complaint of common cold/influenza or cough; PHYSI-U: office visits with a chief complaint of dysuria; DIGI-T: eVisits with a chief complaint of sore throat; DIGI-R: eVisits with a chief complaint of common cold/influenza or cough; DIGI-U: eVisits with a chief complaint of dysuria.

Diagnostic Criteria and Guideline Adherence

Swedish national guidelines recommend identifying at least 3 Centor criteria (tonsillar exudates, swollen tender anterior cervical nodes, lack of cough, and presence of fever over 38.5°C) prior to ordering an RST [29]. Guidelines recommend that RST should only be performed if the advantages of antibiotic treatment are deemed to outweigh the disadvantages for the individual patient and subsequently recommend penicillin V as first-line treatment [30]. All cases of ordered RST in the presence of Centor criteria were assumed to be due to primary health care physicians deeming the advantages of antibiotic therapy outweighing the disadvantages. In the office visit group, Centor criteria are documented after a physical examination by a physician. For the eVisit group, patients self-assess and report Centor criteria in the automated patient interviewing software [25]. Answers are evaluated by a physician who then chooses which criteria to document in a specified template by, for example, being required to check a box specifying that temperature was above 38.5°C Celsius. The physician may choose to document Centor criteria differently from how patients report the criteria depending on what information is acquired during the 2-way patient-provider chat.

Data Collection

Baseline variables included chief complaint, visiting date, age, and gender. The primary outcome was antibiotic prescription within 3 days following sore throat as the chief complaint, which is similar to previous studies [11,31,32]. Secondary outcomes included antibiotic prescription within 3 days of visits for dysuria and cough/common cold/influenza, type of antibiotic prescribed, documentation of Centor criteria, laboratory tests ordered within 3 days (c-reactive protein [CRP] and RST). Guideline adherence for sore throat patients was also assessed in terms of following indications for antibiotic prescription. Data extraction software was used to automatically extract data [33,34] with subsets manually validated by reading all free-form text in the EMR and evaluating deviations from automatically extracted data. Variables that were manually evaluated included chief complaint (n=783), Centor criteria (n=285), CRP ordered (n=294), RST ordered (n=284), antibiotic prescription (n=782), and antibiotic type (n=183).
As automatic extraction of free-form text was not possible, Centor criteria for PHYSI-T were manually extracted from a randomly selected subset of the cohort (n=125) while automatically extracted Centor criteria were manually validated for a subset of DIGI-T visits (n=160), resulting in a total of 285 visits with manually validated Centor criteria. Protocols were used for all interpretation of free-form text (Multimedia Appendix 1). For example, free-text documentation stating “fever” was deemed a Centor criterion since only a minority of cases specified temperature in this context.

Statistical Analyses

Analysis was conducted using SPSS Statistics version 26 (IBM Corporation). A 21-day washout period was applied, excluding past eVisits or office visits for similar chief complaints, similar to previous methods [4]. For this washout, sore throat, cough, and common cold or influenza were all deemed similar chief complaints as they are all respiratory symptoms.

Visits for cough and common cold or influenza, each a separate chief complaint for eVisits, were grouped together for analysis as these chief complaints often result in similar diagnoses, resulting in a total of 6 groups for analysis: sore throat office visit (PHYSI-T) and eVisit (DIGI-T), cough/common cold/influenza office visit (PHYSI-R) and eVisit (DIGI-R), and dysuria office visit (PHYSI-U) and eVisit (DIGI-U). Variables on type of antibiotics prescribed were recategorized to separate antibiotics not commonly recommended by guidelines (Multimedia Appendix 2). For analyses of guideline adherence, manually collected Centor criterion data were dichotomized so that undocumented symptoms were assumed to be absent.

The first diagnosis recorded at each visit was recategorized as UTI, viral upper and lower respiratory tract infection, tonsillitis, and 3 common diagnoses seen as more severe conditions following each of our chosen chief complaints: pneumonia, peritonsillar abscess, and pyelonephritis. Symptom-based codes and nondiagnostic codes were grouped as nonspecific or symptom-based diagnosis and remaining diagnoses were grouped as other (Multimedia Appendix 3). Continuous data were presented with mean and standard deviation and analyzed with Student t test, while categorical data were presented with percentage and analyzed with chi-square test.

We hypothesized that there would be no clinically relevant difference in antibiotic prescribing. Hypothesis testing was conducted by comparing office visits to eVisits for each chief complaint. As age and set diagnoses are potent confounding factors for the tendency to prescribe antibiotics, multiple binary logistic regressions were conducted for each chief complaint with antibiotic prescription as the dependent variable and visit type as the independent variable in an enter regression model. The models were then adjusted for age and diagnoses of tonsillitis, viral upper and lower respiratory tract infection, pneumonia, and other diagnoses. eVisits were used as the reference group.

No data were missing for the primary outcome analyses. For secondary outcomes, visits with missing data were compared with visits with valid data for patient age, prescription of antibiotics, and antibiotic choice to test whether data was missing at random. Visits with data missing at random were excluded from the analyses.

Exploratory analyses were conducted for sore throat patients from one county (n=289 for DIGI-T and n=312 for PHYSI-T) where data on Centor criteria and related variables were available for random subsets of the data. Two measures of guideline adherence for sore throat management were explored:

• Proportion of RST performed on properly documented indications (ie, 3 or more documented Centor criteria)
• Proportion of visits diagnosed with tonsillitis that were prescribed antibiotics with a positive RST performed on properly documented indications
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The study was approved by the Swedish Ethical Review Authority (reference number: 2019-00463). Permission to use regional medical record data was also granted (reference number: 062-18). The study was registered at ClinicalTrials.gov [NCT03474887] and reported using a Strengthening the Reporting of Observational Studies in Epidemiology (STROBE) checklist.
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Data are available to the Department of Clinical Sciences in Malmö at Lund University and can be accessed for a prespecified purpose after approval upon reasonable request.

Results

Manual Validation of Data

Manual validation showed high accuracy of extracted data, with 98.7% (773/783) accuracy for antibiotic prescription within 3 days and chief complaint for office visits correctly classified in 98.5% (133/135) for PHYSI-T but less often so for PHYSI-R (212/234, 90.6%) and PHYSI-U (95/103, 92.2%). For PHYSI-U patients, many cases of misclassified patients had lower abdominal pain rather than dysuria.

Baseline Demographics

For all chief complaints, baseline demographics revealed a significantly higher patient age among office visits compared with eVisits. For both sore throat and respiratory symptoms, around one-third (343/1110, 30.9%, and 721/1975, 36.5%, for sore throat and respiratory symptoms, respectively) of the visits involved male patients, with slightly more men in DIGI-T compared with PHYSI-T (Table 1).
Table 1. Baseline demographics.

<table>
<thead>
<tr>
<th>Chief complaint</th>
<th>Age in years, mean (SD)</th>
<th>$P$ value for difference</th>
<th>Sex, male, n (%)</th>
<th>$P$ value for difference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sore throat</strong> (n=1110)</td>
<td></td>
<td>$&lt;.001$</td>
<td></td>
<td>$.03$</td>
</tr>
<tr>
<td>DIGI-Tb (n=798)</td>
<td>35.1 (11.5)</td>
<td>—</td>
<td>262 (32.8)</td>
<td>—</td>
</tr>
<tr>
<td>PHYSI-Tc (n=312)</td>
<td>44.5 (17.5)</td>
<td>—</td>
<td>81 (26.0)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Respiratory</strong> (n=1975)</td>
<td></td>
<td>$&lt;.001$</td>
<td></td>
<td>$.28$</td>
</tr>
<tr>
<td>DIGI-Rd (n=1724)</td>
<td>42.8 (14.5)</td>
<td>—</td>
<td>637 (36.9)</td>
<td>—</td>
</tr>
<tr>
<td>PHYSI-Rd (n=251)</td>
<td>60.0 (16.2)</td>
<td>—</td>
<td>84 (33.5)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Dysuria</strong> (n=1521)</td>
<td></td>
<td>$&lt;.001$</td>
<td></td>
<td>—</td>
</tr>
<tr>
<td>DIGI-Uf (n=1325)</td>
<td>42.1 (15.4)</td>
<td>—</td>
<td>0 (0.0)</td>
<td>—</td>
</tr>
<tr>
<td>PHYSI-Uf (n=196)</td>
<td>60.0 (18.9)</td>
<td>—</td>
<td>0 (0.0)</td>
<td>—</td>
</tr>
</tbody>
</table>

aNot applicable.
bDIGI-T: eVisits with a chief complaint of sore throat.
cPHYSI-T: Office visits with a chief complaint of sore throat.
dDIGI-R: eVisits with a chief complaint of common cold/influenza or cough.
ePHYSI-R: Office visits with a chief complaint of common cold/influenza or cough.
fDIGI-U: eVisits with a chief complaint of dysuria.
gPHYSI-U: Office visits with a chief complaint of dysuria.

Diagnoses

Based on the first diagnosis recorded by the physician, a total of 185 different diagnosis codes were recorded across the entire cohort, with 107 different diagnosis codes for office visits and 98 different diagnosis codes for eVisits.

Nonspecific or symptom-based diagnoses were recorded among 25.3% (973/3847) of eVisits compared with 14.2% (108/759) of office visits, while other diagnoses were recorded for 1.8% (70/3847) of eVisits compared with 19.1% (145/759) of office visits.

Tonsillitis was recorded among 25.8% (206/798) of DIGI-T compared with 33.3% (104/312) of PHYSI-T. Viral upper and lower respiratory diagnoses were recorded among 61.3% (1057/1724) of DIGI-R compared with 48.6% (122/251) of PHYSI-R.

A total of 0.7% (19/2522) recorded diagnoses were for pneumonia across DIGI-T and DIGI-R compared with 2.3% (13/563) across PHYSI-T and PHYSI-R. Peritonsillar abscess was recorded in 0.8% (6/798) of DIGI-T compared with 0.6% (2/312) of PHYSI-T. There was one recorded diagnosis of pyelonephritis among PHYSI-U and none among DIGI-U.

Antibiotic Prescription

Compared with eVisits, antibiotic prescription within 3 days of the visit was significantly higher for office visits for sore throat and respiratory symptoms. No significant difference in prescription rate was observed for dysuria visits (Table 2).

For respiratory symptoms and dysuria, office visits more often led to the prescription of antibiotics outside of guideline recommendations for tonsillitis and pneumonia, respectively (Table 2).

Odds ratio of antibiotic prescription as the dependent variable following a PHYSI-T visit compared with DIGI-T was 2.46 (95% CI 1.86-3.26; $P<.001$). Adjustment for age and differences in recorded diagnoses had a marginal impact on odds ratios (Table 3).
Table 2. Antibiotic-related outcomes. No data were missing among presented variables. See Multimedia Appendix 2 for guideline-recommended antibiotics.

<table>
<thead>
<tr>
<th>Chief complaint</th>
<th>Antibiotic prescription within 3 days of visit, n (%)</th>
<th>P value for difference</th>
<th>Guideline-recommended antibiotics, n (%)</th>
<th>P value for difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sore throat (n=1110)</td>
<td>169 (21.2)</td>
<td>&lt;.001</td>
<td>163 (96.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>DIGI-T(^b) (n=798)</td>
<td>124 (39.7)</td>
<td>—</td>
<td>117 (94.4)</td>
<td>—</td>
</tr>
<tr>
<td>Respiratory (n=1975)</td>
<td>27 (1.6)</td>
<td>&lt;.001</td>
<td>26 (96.3)</td>
<td>—</td>
</tr>
<tr>
<td>Dysuria (n=1521)</td>
<td>1016 (76.7)</td>
<td>—</td>
<td>1009 (99.3)</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)Not applicable.
\(^b\)DIGI-T: eVisits with a chief complaint of sore throat.
\(^c\)PHYSI-T: Office visits with a chief complaint of sore throat.
\(^d\)DIGI-R: eVisits with a chief complaint of common cold/influenza or cough.
\(^e\)PHYSI-R: Office visits with a chief complaint of common cold/influenza or cough.
\(^f\)DIGI-U: eVisits with a chief complaint of dysuria.
\(^g\)PHYSI-U: Office visits with a chief complaint of dysuria.

Table 3. Regression models for antibiotic prescription for office visits compared with eVisits.

<table>
<thead>
<tr>
<th>Chief complaint</th>
<th>Antibiotic prescription within 3 days of office visits vs eVisits, UOR(^a) (95% CI)</th>
<th>P value</th>
<th>Antibiotic prescription within 3 days of office visits vs eVisits, AOR(^b,c) (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sore throat (n=1110)</td>
<td>2.46 (1.85-3.26)</td>
<td>&lt;.001</td>
<td>2.94 (1.99-4.33)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Respiratory (n=1975)</td>
<td>15.63 (9.58-25.53)</td>
<td>&lt;.001</td>
<td>11.57 (5.50-24.32)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Dysuria (n=1521)</td>
<td>0.82 (0.58-1.15)</td>
<td>.25</td>
<td>1.01 (0.66-1.53)</td>
<td>.98</td>
</tr>
</tbody>
</table>

\(^a\)UOR: unadjusted odds ratio.
\(^b\)AOR: adjusted odds ratio.
\(^c\)Each regression model was adjusted for age and diagnoses, tonsillitis, viral upper and lower respiratory tract infection, pneumonia, and other.

Antibiotic Choice

Antibiotic choice was similar for DIGI-T versus PHYSI-T as well as DIGI-U versus PHYSI-U (Figures 2 and 3, respectively). Antibiotic prescriptions following DIGI-R most often led to prescriptions of penicillin V, while PHYSI-R most often led to prescriptions of doxycycline (Figure 4). Penicillin V accounted for 89.3% (151/169) of all prescribed antibiotics among DIGI-T and 77.4% (96/124) of all prescribed antibiotics in PHYSI-T.

Among the 13 sore throat visits included in “Other” (6 DIGI-T, 7 PHYSI-T visits), there was one DIGI-T and one PHYSI-T visit each with UTI diagnoses receiving pivmecillinam, and one PHYSI-T visit with a diagnosis of acute bronchitis receiving doxycycline. Remaining visits had only sore throat–related diagnoses and were followed by prescriptions of doxycycline, erythromycin, and amoxicillin with and without clavulanic acid.
Among the 15 dysuria visits included in “Other” (7 DIGI-U, 8 PHYSI-U visits), 7 PHYSI-U visits led to prescriptions of trimethoprim sulfamethoxazole, methenamine, or ciprofloxacin without a relevant diagnosis to support the prescription given current guidelines, while one PHYSI-U visit led to a diagnosis with pyelonephritis and prescription of ciprofloxacin accordingly. A total of 5 DIGI-U visits had non-specified UTI diagnoses; 3 of these patients were prescribed ciprofloxacin, 1 trimethoprim sulfamethoxazole, and 1 lymecycline. The
remaining 2 DIGI-U patients were diagnosed with acute cystitis and prescribed ciprofloxacin.

Among the 14 respiratory visits included in “Other” (1 DIGI-R, 13 PHYSI-R visits), 4 PHYSI-R patients were prescribed amoxicillin, erythromycin, or cefadroxil without a diagnosis supported by guidelines, and 2 PHYSI-R visit patients were prescribed amoxicillin with the diagnosis of pneumonia. A total of 3 PHYSI-R visit patients were diagnosed with concurrent UTIs, 2 of whom were prescribed pivmecillinam and 1 trimethoprim sulfamethoxazole. The remaining PHYSI-R visit patients were diagnosed with chronic obstructive pulmonary disease or acute exacerbation and were prescribed amoxicillin.

### Documentation of Centor Criteria

All 4 Centor criteria were documented for 100% (798/798) of DIGI-T visits and 28% (35/125) of PHYSI-T visits. Documentation did not differ among PHYSI-T visits prescribed antibiotics versus cases not prescribed antibiotics (13/45, 28.9%, versus 22/80, 27.5%, complete documentation, respectively). Specifically, presence or absence of tonsillar exudates, fever, lymphadenopathy, and cough were not documented in 4.8% (6/125), 21.6% (27/125), 26.4% (33/125), and 57.6% (72/125) of PHYSI-T visits, respectively.

Among the subset of sore throat patients from a specific county, there was no significant difference in documented fever between DIGI-T and PHYSI-T (116/289, 40.1%, vs 46/125, 36.8%; \(P=.52\)). PHYSI-T more often had absence of cough (96/125, 76.8%, vs 151/289, 52.2%; \(P<.001\)). DIGI-T had significantly more documented swollen tender anterior cervical nodes (182/289, 63.0%, vs 39/125, 31.2%; \(P<.001\)) and tonsillar exudates (136/289, 47.1%, vs 37/125, 29.6%; \(P=.001\); [Multimedia Appendix 4](#)).

Among manually reviewed cases with documented tonsillar exudates among DIGI-T, 86.6% (116/134) had a photo attached of varying quality in terms of visualizing tonsillar exudates.

### Guideline Adherence for Sore Throat

Exploratory analyses of sore throat visits with Centor criteria data ([Multimedia Appendix 5](#)) showed that RST testing was more often performed on properly documented indications in terms of Centor criteria among DIGI-T compared with PHYSI-T (105/132, 79.5%, vs 23/70, 32.9%; \(P<.001\)).

Among visits that were diagnosed with tonsillitis and prescribed antibiotics, there were more cases of positive RSTs performed on properly documented indications among DIGI-T compared with PHYSI-T (42/43, 97.7%, vs 8/20, 40.0%; \(P<.001\)).

## Discussion

### Principal Findings

Rates of antibiotic prescription following eVisits for sore throat, cough, common cold, and influenza were significantly lower than for office visits, while no differences in prescription rates were noted for dysuria. This difference persisted after adjusting for age and set diagnoses.

### Limitations

Results should be interpreted with consideration for several limitations. First, as the groups were not randomized, we were unable to establish causality between visit type and antibiotic prescription rate. However, randomization in this context was not feasible as risk of spillover was high with patients free to seek other forms of care.

We cannot exclude that the lower prescription rate among eVisits reflects a self-selected group with different symptom severity, comorbidity frequency, patient expectations, and time constraints compared with those seeking office care. Differences between physicians working in the digital platform versus in the office setting may be another factor influencing differences in prescription rates.

Differences in recruitment strategy may have impacted the results. During eVisits, patients self-selected their chief complaint, which was then documented and used for recruitment, while office visit physicians chose which symptom to document as the chief complaint. eVisit physicians were not blinded for participation to the study, which may have influenced the outcome.

Regarding sore throat, the results of this study may not apply to countries preferentially using other scoring systems such as the McIsaac score to determine whether to perform an RST [35].

Finally, while we used a 21-day washout period, we cannot exclude that some visits may have been preceded by a visit from another health care provider within the washout period. Across the entire cohort, there were 12 patients who had both an eVisit and an office visit, with the eVisit preceding the office visit in 8 cases. However, visits were always separated by at least 21 days, making conversions clinically unlikely and warranting a novel assessment regarding indications for antibiotic prescription. Our sample size was relatively small but adequate to address the research question.

### Strengths

Despite the above, this study has several strengths. As far as the authors know, this is the first study specifically comparing antibiotic prescription following asynchronous eVisits to office visits outside of the American health care setting. The dataset comes from one of the few health care providers of both eVisits and office visits, thus making the groups more comparable. Using chief complaint as opposed to diagnosis as inclusion criteria means prescription rates may better reflect clinical practice as many clinicians tend to choose diagnoses based on their choice to prescribe antibiotics, regardless of guideline adherence. Using data extraction software ensured reliability of data, and manually reviewing subsets of the data added validity regarding physician assessment and documentation. Findings were robust through logistic regression and several subgroup analyses.

### Interpretation

Beyond potential unidentified confounding factors, the lower antibiotic prescription rate in DIGI-T may reflect the health care providers’ use of a structured documentation platform requiring...
physicians to actively mark each Centor criterion prior to ordering an RST. It has previously been hypothesized that availability of guidelines may be the driving factor behind improved guideline adherence in virtual visits [8], and decision support systems have previously been shown to improve guideline adherence [16,36].

One must also consider the risk of misdiagnosis with eVisits. There is a risk that the system would lead the physician into a logical conclusion and apparently guideline-coherent decision, increasing the risk of cognitive biases such as confirmation bias, which may not have occurred face-to-face in an office setting.

eVisits may also facilitate physicians to better manage emotionally demanding patients [37], possibly reducing the risk of prescribing antibiotics without proper indications. In addition, eVisits provide a convenient way for physicians to use watchful waiting prior to antibiotic prescription as patients easily can access the chat within 72 hours of a consultation.

DIGI-T patients are required to visit their nearest primary health care center to take the RST prior to receiving antibiotics, which may create an additional barrier to antibiotic prescription not present in PHYSI-T. These barriers are absent for antibiotic prescription following UTIs, which may explain the similar rates between DIGI-U and PHYSI-U.

As previously mentioned, eVisits involve physician interpretation of patient reported Centor criteria prior to documentation, while office visits involve interpretation of Centor criteria through physical examination prior to documentation. For example, cough may be more correctly reported following eVisits as it is reported much more categorically than when asked in an office setting and interpreted by the physician with a working diagnosis. Conversely, lymphadenopathy may be overreported among eVisits due to self-palpating of cervical myalgia because of a sore throat. The use of patient-reported Centor criteria remains to be validated, prompting some organizations to dissuade management of sore throat patients using eVisits [38]. As future studies are required to validate specific criteria for eVisit diagnosis of streptococcal tonsillitis, this study’s objective was to evaluate adherence to local health care provider protocols.

The seemingly higher proportion of nonspecific or symptom-based diagnoses recorded after eVisits may represent physicians’ reluctance or inability to make diagnoses through the platform.

A majority of DIGI-T but a minority of PHYSI-T visits with ordered RST had sufficiently documented Centor criteria. Furthermore, a larger proportion of prescribed antibiotics in DIGI-T had a positive RST ordered on correctly documented indications. These findings should be interpreted with caution and warrant replication given their basis in a small random sample of PHYSI-T visits. EMR notes after office visits are often short, and all symptoms may not have been documented in PHYSI-T visits. Thus, PHYSI-T physicians may still adhere to guidelines similarly to DIGI-T, even though this adherence is not documented. It is, however, worth considering that more complete documentation may be a strength of eVisits compared with office visits, regardless of guideline adherence. Antibiotic prescriptions without positive RST following office visits may also be a consequence of general practitioners relying on clinical gaze over laboratory test results [24].

Comparison With Other Studies
As most studies investigating antibiotic prescribing for visits were selected based on recorded diagnoses such as streptococcal tonsillitis, our findings are not directly comparable as each group in this study contains a range of set diagnoses. However, certain patterns can be noted when the current findings are placed in context.

The finding that antibiotic prescriptions are lower following eVisits for sore throat contrasts with most previous research finding higher prescription rates for virtual visits compared with office visits following diagnosis of pharyngitis [4,15,32], with the exception of one study finding lower prescription rates following diagnosis of nasopharyngitis [32]. Differences in antibiotic prescription in this study persisted after adjusting for age and differences in set diagnoses. However, a retrospective cohort study with a large, matched sample noted no differences in prescription rates for pharyngitis [15]. Given this disparity, the findings in this study warrant replication in a different population.

The finding that DIGI-T more often were prescribed antibiotics per guideline recommendations contrasts with previous studies suggesting overprescription of broad-spectrum antibiotics after virtual visits compared with office visits [15,32]. This may demonstrate that the platform specifically improves guideline adherence through a framework encouraging physicians to reflect on guidelines prior to prescription. This is partially reflected by 100% documentation of Centor criteria, higher than reported from other eVisit platforms [25]. Indeed, previous interventions involving the use of symptom templates demonstrate improved documentation [39].

Regarding respiratory symptoms, the lower prescription rate noted in this study is in line with most research on virtual visits finding similar or lower prescription rates for bronchitis and acute respiratory infections compared with office visits [4,15,18,32,40], although some studies found higher broad-spectrum prescription rates for bronchitis [18,32].

For dysuria, previous research noted higher prescription rates following virtual visits [4] as well as eVisits [11] compared with office visits. However, a recent study on management of UTIs using asynchronous eVisits found no differences in antibiotic prescription rates. Our findings support this latter finding and the use of telemedicine for the management of uncomplicated UTIs [12]. This also suggests that eVisits and virtual visits may differently impact antibiotic prescribing.

Conclusions
The use of asynchronous eVisits for the management of sore throat, dysuria, or respiratory symptoms does not appear to lead to an inherent overprescription of antibiotics compared with office visits, even after considering differences in age and recorded diagnoses. Antibiotic prescriptions do not seem to deviate from guidelines more often than usual management using office visits. Findings support the use of structured eVisits
in the context of a platform with an infrastructure encouraging guideline adherence. Future research is needed to confirm the findings of this study and validate the use of Centor criteria or another set of criteria to use for differential diagnosis and treatment of conditions related to sore throat in the eVisit setting.
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Abstract

Background: Social question-and-answer communities play an increasingly important role in the dissemination of health information. It is important to identify influencing factors of user willingness to share health information to improve public health literacy.

Objective: This study explored influencing factors of social question-and-answer community users who share health information to provide reference for the construction of a high-quality health information sharing community.

Methods: A cross-sectional study was conducted through snowball sampling of 185 participants who are Zhihu users in China. A structural equation analysis was used to verify the interaction and influence of the strength between variables in the model. Hierarchical regression was also used to test the mediating effect in the model.

Results: Altruism (β=0.264, P<.001), intrinsic reward (β=0.260, P=.03), self-efficacy (β=0.468, P<.001), and community influence (β=0.277, P=.003) had a positive effect on users’ willingness to share health information (WSHI). By contrast, extrinsic reward (β=-0.351, P<.001) had a negative effect. Self-efficacy also had a mediating effect (β=.147, 29.15%, 0.147/0.505) between community influence and WSHI.

Conclusions: The findings suggest that users’ WSHI is influenced by many factors including altruism, self-efficacy, community influence, and intrinsic reward. Improving the social atmosphere of the platform is an effective method of encouraging users to share health information.

(JMIR Med Inform 2021;9(3):e26265) doi:10.2196/26265
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Introduction

Background

Social question-and-answer (Q&A) communities collect a large amount of high-quality health information based on the informal and collaborative method of information generation. Therefore, they have become an important means for the public to obtain health information. They also play an increasingly important role in promoting public health literacy. Zhihu is one of the most representative Q&A communities in China. In 2019, Zhihu had over 220 million registered users, over 28 million questions, and 130 million answers. On this platform, 750,000 questions were health-related, and nearly 21 million people followed the topic of health. In the Healthy China 2030 plan, the Chinese government requires news media to strengthen the publicity of
health science knowledge. Moreover, news media is required to actively use social networks for health education. Therefore, exploring the influencing factors of users' willingness to share health information (WSHI) based on the Q&A community is necessary and meaningful.

Users in a social Q&A community gather considerable amounts of high-quality health information through the sharing mechanism of question-answer-feedback. This topic has become one of the hot spots in medical informatics research to encourage more users to participate in producing health information. Empirically, Zhao et al [1] found that the interaction of intrinsic and extrinsic motivations has a considerable effect on users' knowledge sharing willingness in a social Q&A community. He et al [2] updated the Open Access and Collaborative Consumer Health Vocabulary by mining user-generated health texts in such a social Q&A community to bridge the vocabulary gap between lay consumers and health care professionals. Exploration of the WSHI in a social Q&A community is the key to provision of appropriate services to users and an important guarantee for promotion of public health knowledge.

As public platforms, social Q&A communities were established on social networking sites (SNSs) for internet users to seek and share knowledge, experiences, and other information [3]. In a social Q&A community, users can ask or answer questions, comment on relevant content, agree or disagree with related views, and follow other users [4]. These features allow user information retrieval behavior not only by using keywords but also through the most direct form of asking questions about users' complex information needs [5,6]. In terms of structure and function, the earliest social Q&A community is Quora. In this platform, users can ask their own questions and invite other users in corresponding fields to answer [5,7]. Zhihu is one of the most popular social Q&A platforms in China. It is often called the Chinese Quora. There are many similarities in the two platforms, such as user information exchange, content recommendation, and UI design. However, Zhihu and Quora have different development directions and operational concepts because they originate from different countries and social cultures. At present, Zhihu is China’s mainstream social Q&A community.

Thus far, the concept of WSHI has no unified definition. According to the self-determination theory proposed by Ryan et al [8], willingness is a psychological activity generated by an individual desire to perform a certain behavior based on various motivations. Health information sharing is one of the most important aspects in the research area of information sharing. Zhu et al [9] established an influencing factor model of patients’ willingness to share health information. The model includes variables of privacy concerns, online information support, information sensitivity, and disease severity. Abdelhamid et al [10] found that privacy concerns have the most influence on individuals’ intentions to share personal health information. Hah [11] analyzed health consumers’ health information–sharing behaviors from the perspective of the habit of using internet banking. On these bases, we define the WSHI as an individual psychological behavior driven by internal or external motivation. In the social Q&A community, such psychological behavior is often manifested as the willingness to ask health questions based on consumer experience or knowledge and provide health knowledge answers and express their views based on the content of the responses.

Study Goal
The aim of this study is to establish a user WSHI model based on the social Q&A community environment. The study also seeks to explore factors that influence the sharing of health information among such users. There are many classical models in the area of research on health information sharing such as the social cognition theory [12], the theory of reasoned action [13], and the theory of planned behavior [14]. However, these classical theoretical models can only analyze users' information-sharing behaviors from the perspective of psychological or social relations. The social Q&A community is an emerging online social platform, and the more complex information flow in such an environment warrants our more comprehensive consideration of this area. Furthermore, in consideration of the influence of community characteristics on users’ WSHI, it is necessary for one to establish a model suitable for the social Q&A community environment. This may be done by integrating various classical models. However, only a few studies put community influence into their models. Based on a structural equation, we attempted to bring the influences of community characteristics into this study. Meanwhile, we established a model of users’ WSHI in the social Q&A community environment and analyzed the influencing factors of the WSHI by verifying the proposed hypotheses in the model.

Research Hypotheses

Altruism
Altruism is usually understood as an individual’s behavior of offering help to others at the expense of their own interests [15]. According to social exchange theory, we believe that altruism is a very complex psychological activity, and there are few behaviors that only consider others. From the perspective of social norms, altruism is a self-moral requirement based on individual ability and social influence [16]. Typically, the pleasant psychological feelings such as self-value perception and self-satisfaction are the pursuits of altruists [16]. Health information sharing is one of the behaviors that could help others solve their health problems and promote their health literacy. Therefore, altruists are more likely to identify with health information–sharing behaviors. Andrews et al [17] found that altruism is an effective factor for parents with children with genetic conditions so that these parents would share their child’s electronic health record. Obrenovic et al [14] separated tacit knowledge sharing from the scope of information sharing and found that altruism has a direct impact on tacit knowledge sharing. Lin et al [18] also suggested that altruism positively affects doctors’ attitudes toward knowledge sharing. On these bases, we propose hypothesis 1:

- **H1**: Altruism positively affects WSHI.

Intrinsic and Extrinsic Rewards
Intrinsic and extrinsic rewards are two of the most important concepts in social exchange theory [19,20]. In the study of WSHI, health information with social exchange value and the
time and labor paid by individuals in these activities can be understood as a kind of commodity. Intrinsic and extrinsic rewards are the benefits that the users can expect to obtain after completing the commodity exchange. Health information can be regarded as a bargaining chip in a social exchange. Individuals can estimate how much they will be paid based on the health information they have shared. Social recognition such as respect and reputation are intrinsic rewards, whereas economic reward is an extrinsic reward. Researchers propose that intrinsic [21,22] and extrinsic rewards [23] are two of the main influencing factors in knowledge sharing. On these bases, we propose hypotheses 2 and 3:

- H2: Intrinsic reward positively affects WSHI.
- H3: Extrinsic reward positively affects WSHI.

Self-Efficacy

Self-efficacy refers to the subjective judgment of whether an individual can successfully implement a certain behavior and achieve the expected results in a specific environment and state [24]. This concept is derived from social cognition theory, which emphasizes the interaction among individual, behavior, and environment [12]. Self-efficacy is one of the most important individual factors in social cognition theory [12]. Kankanhalli et al [25] regarded self-efficacy as a factor for individuals to gain intrinsic benefits and believed that self-efficacy has a significant positive impact on users’ knowledge-sharing behavior. Kye et al [26] proposed in their empirical research that internet-related self-efficacy is positively related to information sharing. On this basis, we propose hypothesis 4:

- H4: Self-efficacy positively affects WSHI.

Community Influence

The characteristics of the community platform, such as design (Q&A format, agree/disagree mechanism, the like form, and comments), user stereotypes about the platform, impact of platform in this field, and protection of information sharers and their information can influence users’ WSHI in the social Q&A community. In this study, the features of the platform mentioned earlier are summarized as the variable community influence belonging to the category of objective variables of the influencing factors of user health information–sharing behavior. The improvement of community influence can reduce users’ perceptions of the difficulty of sharing health information, improve users’ self-efficacy, and promote actual sharing. On this basis, we propose the following hypotheses:

- H5a: Community influence positively affects user self-efficacy.
- H5b: Community influence positively affects WSHI.

Methods

Participant Selection

In this study, Zhihu users with a history of health information sharing were selected as the research objects. The sampling started with students at a medical university and extended by snowball sampling of an online questionnaire using WeChat and other message tools. This was done to maximize the population representation.

Zhihu users are mainly concentrated in the high knowledge-level population or people with a higher level educational background. Additionally, medical university students have high health literacy and will be the main health information disseminators in the future. Therefore, selecting medical university students as the starting point of snowball sampling is meaningful and necessary.

Modeling

This study explores the influencing factors of WSHI within the environment of a social Q&A community based on the interpretation of the above variables and related assumptions. Figure 1 illustrates the path model established from subjective and objective dimensions.

Figure 1. Willingness to share health information path model of the social question and answer community users.

Questionnaire

The observation indexes of the 6 variables in the model were screened according to the literature. A small-scale presurvey was conducted. Based on the results, the observation indexes of variables increased or decreased. Experts were asked to determine the questionnaire content in the form of a 5-point Likert scale. Table 1 lists the indexes and relevant explanations. The questionnaire is shown in Multimedia Appendix 1.
Table 1. Variables, indexes, and index descriptions in the model.

<table>
<thead>
<tr>
<th>Variable, reference, and index description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Altruism—Lin [27]; Kankanhalli et al [25]</strong></td>
</tr>
<tr>
<td>AL1: I like to share my health information with other users on Zhihu.</td>
</tr>
<tr>
<td>AL2: I think sharing health information on Zhihu can help others.</td>
</tr>
<tr>
<td>AL3: I enjoy the process of helping others by sharing health knowledge on Zhihu.</td>
</tr>
<tr>
<td>AL4: In my opinion, sharing health information on Zhihu is a manifestation of one’s social value.</td>
</tr>
<tr>
<td><strong>Intrinsic reward—Cho et al [28]; self-design</strong></td>
</tr>
<tr>
<td>IR1: I think by sharing health information on Zhihu, we can gain others’ respect.</td>
</tr>
<tr>
<td>IR2: I think by sharing health information on Zhihu, I can gain praise and recognition from others.</td>
</tr>
<tr>
<td>IR3: In my opinion, sharing health information on Zhihu can help me gain a more positive and confident attitude toward life.</td>
</tr>
<tr>
<td><strong>Extrinsic reward—Kankanhalli et al [25]; Cho et al [28]</strong></td>
</tr>
<tr>
<td>ER1: I think sharing health information can result in more followers.</td>
</tr>
<tr>
<td>ER2: I think sharing health information on Zhihu can bring money or other material benefits.</td>
</tr>
<tr>
<td><strong>Community influence—self-design</strong></td>
</tr>
<tr>
<td>CI1: I think the Zhihu platform has high credibility in solving health problems.</td>
</tr>
<tr>
<td>CI2: I think Zhihu is an important platform for me to obtain health information.</td>
</tr>
<tr>
<td>CI3: I think the public image of Zhihu can promote users to share health information.</td>
</tr>
<tr>
<td>CI4: I think Zhihu has certain security measures for sharers and the information they share.</td>
</tr>
<tr>
<td>CI5: In my opinion, the platform design of Zhihu (question-and-answer format, agree/disagree mechanism, the like form, and comments) can promote one’s willingness to share health information.</td>
</tr>
<tr>
<td><strong>Self-efficacy—Lin [27]; Hsu et al [29]; Chen et al [30]</strong></td>
</tr>
<tr>
<td>SE1: I believe that the health information I have released on Zhihu is scientific and accurate.</td>
</tr>
<tr>
<td>SE2: I can express my opinions on a topic on Zhihu with confidence.</td>
</tr>
<tr>
<td>SE3: I can share new ideas and concepts about health information with others on Zhihu.</td>
</tr>
<tr>
<td>SE4: I can provide rich content in other aspects for a certain health problem on Zhihu.</td>
</tr>
<tr>
<td>SE5: I can accurately address the relevant issues and discuss them on Zhihu.</td>
</tr>
<tr>
<td><strong>Willingness to share health information—Schwarzer et al [31]; Bock et al [32]</strong></td>
</tr>
<tr>
<td>WSHI1: I am willing to share the health information I know on Zhihu.</td>
</tr>
<tr>
<td>WSHI2: I would like to continue the practice of sharing health information.</td>
</tr>
<tr>
<td>WSHI3: I will find more effective ways to share health information on Zhihu.</td>
</tr>
<tr>
<td>WSHI4: I would like to participate in the discussion of health information content and express my views.</td>
</tr>
<tr>
<td>WSHI5: I am willing to spend time to improve my knowledge system to provide others with better health information content.</td>
</tr>
</tbody>
</table>

**Data Collection and Exclusion**

Zhihu users with a history of health information sharing were selected as the research objects. In this study, a history of health information–sharing behavior (screening criteria) was defined as follows:

- Publishing health-related information (including asking questions, answering questions, posting articles or ideas)
- Commenting on health-related information (20 words or more)
- Sharing or forwarding health-related information (eg, to WeChat, microblog, and other platforms)

The online questionnaire was issued from June 5 to June 19, 2020 (14 days). At the end of the period, 921 Zhihu user responses were collected. Among them, 210 users had previously shared health information. After eliminating responses with missing values, 185 valid responses were obtained. This number accounts for an effective rate of 88.10% (185/210).

**Statistical Analysis**

Preprocessing, such as data filtering, was completed using Excel (Microsoft Corp) before importing information to the database. SPSS Statistics version 24.0 (IBM Corp) with AMOS version 24.0 and PROCESS [33] macro version 3.3 were used for data analysis. The continuous variables of demographic...
characteristics were classified. Subsequently, the frequency and percentage of each indicator were calculated. A structural equation analysis was used to verify the hypotheses and calculate the coefficients of each path in the model. PROCESS was used to verify whether the mediating effect between variables is significant. A P value not more than the test level set at .05 was considered to be statistically significant.

Quality Control

The Cronbach alpha coefficient of the questionnaire was .961. It was well above .60 for each variable [34]. The composite reliability value was greater than 0.7 [35]. Table 2 presents details of the variables. All dimensions and the questionnaire as a whole have good internal consistency and reliability.

Table 2. Factor load, Cronbach alpha, average variance extracted, and composite reliability values of each variable.

<table>
<thead>
<tr>
<th>Variable and index</th>
<th>Factor load</th>
<th>Cronbach alpha</th>
<th>AVEa</th>
<th>CRb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altruism</td>
<td>—</td>
<td>.875</td>
<td>.650</td>
<td>.881</td>
</tr>
<tr>
<td>AL1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AL2</td>
<td>.754</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>AL3</td>
<td>.792</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>AL4</td>
<td>.906</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Community influence</td>
<td>—</td>
<td>.894</td>
<td>.622</td>
<td>.892</td>
</tr>
<tr>
<td>CI1</td>
<td>.806</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>CI2</td>
<td>.776</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>CI3</td>
<td>.797</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>CI4</td>
<td>.772</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>CI5</td>
<td>.792</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Extrinsic reward</td>
<td>—</td>
<td>.688</td>
<td>.638</td>
<td>.727</td>
</tr>
<tr>
<td>ER1</td>
<td>.842</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>ER2</td>
<td>.672</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Intrinsic reward</td>
<td>—</td>
<td>.785</td>
<td>.755</td>
<td>.902</td>
</tr>
<tr>
<td>IR1</td>
<td>.918</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>IR2</td>
<td>.922</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>IR3</td>
<td>.756</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>—</td>
<td>.892</td>
<td>.628</td>
<td>.893</td>
</tr>
<tr>
<td>SE1</td>
<td>.648</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>SE2</td>
<td>.848</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>SE3</td>
<td>.853</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>SE4</td>
<td>.776</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>SE5</td>
<td>.819</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>Willingness to share health information</td>
<td>—</td>
<td>.928</td>
<td>.724</td>
<td>.929</td>
</tr>
<tr>
<td>WS1</td>
<td>.787</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>WS2</td>
<td>.877</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>WS3</td>
<td>.850</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>WS4</td>
<td>.910</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td>WS5</td>
<td>.824</td>
<td>—</td>
<td>—</td>
<td></td>
</tr>
</tbody>
</table>

aAVE: Average variance extracted.
bCR: Critical ratio.
cNot applicable.

Content validity reflects the degree to which the description of measurement items affects the survey results. The measurement items in the questionnaire were mainly taken from the published literature. The self-designed indexes are obtained through expert discussion. They were then combined with the characteristics of the research object. Therefore, we believe that the scale has a good content validity. Structural validity includes both convergent and discriminant validities. The main measurement
indexes are the factor load and average variance extracted (AVE) [35]. Table 2 presents the specific analysis results and index values. The factor loads and AVE values of all variables are greater than 0.5, indicating that the model has good convergent validity [35]. Discriminant validity requires the lowest possible correlation among all variables. Moreover, the standard is that such value should be less than the square root of the AVE value of the variable itself [36]. Table 3 indicates that the data on the diagonal are the square roots of the AVEs of each variable, indicating that the model has acceptable discriminant validity.

Table 3. Discriminant validity matrix.

<table>
<thead>
<tr>
<th>Variable</th>
<th>ALa</th>
<th>Clb</th>
<th>Ec</th>
<th>Ird</th>
<th>See</th>
<th>WSHIf</th>
</tr>
</thead>
<tbody>
<tr>
<td>AL</td>
<td>0.650</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>CI</td>
<td>0.420</td>
<td>0.623</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>ER</td>
<td>0.619</td>
<td>0.628</td>
<td>0.638</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>IR</td>
<td>0.637</td>
<td>0.454</td>
<td>0.655</td>
<td>0.754</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SE</td>
<td>0.562</td>
<td>0.261</td>
<td>0.505</td>
<td>0.721</td>
<td>0.628</td>
<td>—</td>
</tr>
<tr>
<td>WSHI</td>
<td>0.688</td>
<td>0.324</td>
<td>0.654</td>
<td>0.735</td>
<td>0.628</td>
<td>0.724</td>
</tr>
<tr>
<td>AVEb</td>
<td>0.806</td>
<td>0.789</td>
<td>0.799</td>
<td>0.868</td>
<td>0.793</td>
<td>0.851</td>
</tr>
</tbody>
</table>

aAL: Altruism.
bCI: Community influence.
cER: Extrinsic reward.
dIR: Intrinsic reward.
eSE: Self-efficacy.
fWSHI: Willingness to share health information.
gNot applicable.
hAVE: Average variance extracted.

Results

Demographic Characteristics

Table 4 lists demographic characteristics of the participants. The data indicate that, among the participants, 70.8% (131/185) were female and 90.8% (168/185) were aged between 19 and 38 years. Additionally, 96.8% (179/185) had an undergraduate degree or higher education level. This survey considers medical students as the starting point of the snowball sampling considering the good educational background of Zhihu users and the fact that medical students will be the main producers and disseminators of health information in the future.
Table 4. Demographic characteristics of participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>54 (29.2)</td>
</tr>
<tr>
<td>Female</td>
<td>131 (70.8)</td>
</tr>
<tr>
<td>Age in years</td>
<td></td>
</tr>
<tr>
<td>≤18</td>
<td>9 (4.9)</td>
</tr>
<tr>
<td>19-38</td>
<td>168 (90.8)</td>
</tr>
<tr>
<td>39-58</td>
<td>8 (4.3)</td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Senior high school and below</td>
<td>3 (1.6)</td>
</tr>
<tr>
<td>Junior college</td>
<td>3 (1.6)</td>
</tr>
<tr>
<td>Undergraduate</td>
<td>143 (77.3)</td>
</tr>
<tr>
<td>Master and above</td>
<td>36 (19.5)</td>
</tr>
<tr>
<td>Background of majors</td>
<td></td>
</tr>
<tr>
<td>Medical science or related</td>
<td>139 (75.1)</td>
</tr>
<tr>
<td>Nonmedical-related</td>
<td>46 (24.9)</td>
</tr>
<tr>
<td>Profession</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>150 (81.1)</td>
</tr>
<tr>
<td>Government personnel</td>
<td>11 (5.9)</td>
</tr>
<tr>
<td>Professional technical personnel</td>
<td>11 (5.9)</td>
</tr>
<tr>
<td>Business and service personnel</td>
<td>4 (2.2)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (4.9)</td>
</tr>
</tbody>
</table>

Model Test

Table 5 presents the path and model fitting using the SPSS Statistics 24.0 and AMOS 24.0 software. We selected the chi-square/degree of freedom ($\chi^2$/df), root mean square error of approximation (RMSEA), incremental fit index (IFI), and cumulative fit index (CFI) as reference indexes of the model fitting. When $\chi^2$/df < 3, RMSEA < 0.08 and IFI/TLI/CFI > 0.9, the model is considered to have a good fit [37-39]. Table 5 indicates that $\chi^2$/df = 1.95 < 3 and RMSEA = 0.072 < 0.08. Other fitting indexes are all above 0.9. Therefore, the model fit is acceptable.

Table 5. Model fitting test index values.

<table>
<thead>
<tr>
<th>Index</th>
<th>Value</th>
<th>Standard</th>
<th>Fitting</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\chi^2$/df$^a$</td>
<td>1.959</td>
<td>&lt;5</td>
<td>acceptable</td>
</tr>
<tr>
<td>RMSEA$^b$</td>
<td>0.072</td>
<td>&lt;0.08</td>
<td>acceptable</td>
</tr>
<tr>
<td>IFI$^c$</td>
<td>0.934</td>
<td>&gt;0.9</td>
<td>ideal</td>
</tr>
<tr>
<td>CFI$^d$</td>
<td>0.933</td>
<td>&gt;0.9</td>
<td>ideal</td>
</tr>
</tbody>
</table>

$^a$Chi-square/degree of freedom.
$^b$RMSEA: Root mean square error of approximation.
$^c$IFI: Incremental fit index.
$^d$CFI: Cumulative fit index.

Figure 2 is the path diagram of the structural equation model (SEM). By contrast, Table 6 lists the path coefficients. The influence path of each variable on health information–sharing intention is significant. Altruism, community influence, intrinsic reward, and self-efficacy all positively affect WSHI. According to the absolute value of the influence of independent variables...
on dependent variables, the ranking is as follows: self-efficacy ($\beta=.468; \ P<.001$), extrinsic reward ($\beta=-.351; \ P<.001$), community influence ($\beta=.277; \ P=.003$), altruism ($\beta=.264; \ P<.001$), and intrinsic reward ($\beta=.260; \ P=.03$). All of the hypotheses (H1, H2, H4, H5a, and H5b) are true except for H3.

**Figure 2.** Structural equation model path diagram. AL: altruism; CI: community influence; IR intrinsic reward; ER: extrinsic reward; SE: self-efficacy; WS: willingness to share.

<table>
<thead>
<tr>
<th>Path</th>
<th>Unstandardized coefficient</th>
<th>Standardized coefficient</th>
<th>Standard error</th>
<th>CR$^a$</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>CI$^b$→SE$^c$</td>
<td>0.814</td>
<td>.764</td>
<td>0.092</td>
<td>8.818</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SE→WSHI$^d$</td>
<td>0.520</td>
<td>.468</td>
<td>0.095</td>
<td>5.313</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>AL$^e$→WSHI</td>
<td>0.285</td>
<td>.264</td>
<td>0.087</td>
<td>3.446</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CI→WSHI</td>
<td>0.328</td>
<td>.277</td>
<td>0.125</td>
<td>2.963</td>
<td>.003</td>
</tr>
<tr>
<td>IR$^f$→WSHI</td>
<td>0.291</td>
<td>.260</td>
<td>0.153</td>
<td>2.157</td>
<td>.03</td>
</tr>
<tr>
<td>ER$^g$→WSHI</td>
<td>−0.347</td>
<td>−.351</td>
<td>0.101</td>
<td>−3.433</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^a$CR: Critical ratio.

$^b$CI: Community influence.

$^c$SE: Self-efficacy.

$^d$WSHI: Willingness to share health information.

$^e$AL: Altruism.

$^f$IR: Intrinsic reward.

$^g$ER: Extrinsic reward.

**Mediating Effect Test**

Based on the PROCESS [33] macro, we tested the mediating effect of self-efficacy through hierarchical regression. The study selected a bootstrap to sample 2000 times and set altruism, extrinsic reward, and intrinsic reward as control variables to test the mediating effect of self-efficacy in the influence of community influence on WSHI. Table 7 indicates that the SEM is significant ($\Delta r^2=0.063$, $\Delta F=5.305$, $P<.001$). The first line in Figure 7 corresponds to the dependent variables of model 1, model 2, and model 3, respectively. The difference between model 2 and model 3 is whether the mediating effect of...
self-efficacy is introduced. The $r^2$ and F score values for these three models were as follows: model 1 ($r^2=0.521$, $F=49.019$), model 2 ($r^2=0.651$, $F=83.874$), and model 3 ($r^2=0.714$, $F=89.179$). As shown in Table 8, in the path community influence $\rightarrow$ self-efficacy $\rightarrow$ willingness to share, the mediating effect value of self-efficacy was 0.147. Moreover, the effect accounted for 29.15%. The bootstrap test indicated that the 95% confidence interval did not contain 0. Therefore, the mediating effect was significant.

Table 7. Model for testing the mediating effect of self-efficacy.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$SE$</th>
<th>t score</th>
<th>P value</th>
<th>WSHI $b,c$</th>
<th>$t$ score</th>
<th>P value</th>
<th>WSHI $d$</th>
<th>$t$ score</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AL $e$</td>
<td>2.387</td>
<td>.02</td>
<td>5.169</td>
<td>&lt;.001</td>
<td>4.506</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ER $f$</td>
<td>0.609</td>
<td>.54</td>
<td>-2.298</td>
<td>.02</td>
<td>-2.811</td>
<td>.006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IR $g$</td>
<td>3.102</td>
<td>.002</td>
<td>3.883</td>
<td>&lt;.001</td>
<td>2.754</td>
<td>.007</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CI $h$</td>
<td>4.680</td>
<td>&lt;.001</td>
<td>6.804</td>
<td>&lt;.001</td>
<td>5.012</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SE $i$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.261</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$a$: Self-efficacy.
$b$: WSHI: Willingness to share health information.
$c$: No Moderating variables.
$d$: Self-efficacy was introduced as a moderating variable.
$e$: AL: Altruism.
$f$: ER: Extrinsic reward.
$g$: IR: Intrinsic reward.
$h$: CI: Community influence.
$i$: Not applicable.

Table 8. Proportion of the mediating effect.

<table>
<thead>
<tr>
<th>Mediating effect</th>
<th>$\beta$</th>
<th>Boot SE</th>
<th>Boot upper</th>
<th>Boot lower</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>.505</td>
<td>0.088</td>
<td>0.327</td>
<td>0.670</td>
<td>—</td>
</tr>
<tr>
<td>Direction</td>
<td>.358</td>
<td>0.082</td>
<td>0.198</td>
<td>0.517</td>
<td>70.83</td>
</tr>
<tr>
<td>Mediation</td>
<td>.147</td>
<td>0.047</td>
<td>0.063</td>
<td>0.245</td>
<td>29.15</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

**Influence of Altruism on Willingness to Share Health Information**

Altruism has a positive effect on the user’s WSHI. From the perspective of social norms, altruism is a moral requirement and standard for individual social values based on one’s ability and social influence. In other words, this is the self-perception of “with great power comes great responsibility.” In a social Q&A community, users tend to exert certain moral requirements and restrictions on themselves based on their own cognitive ability and knowledge. These include the sharing of the health information they know and grasping to help other community users. Raj et al [40] suggested that altruism is one of the important factors that promote the moral obligation of individuals to share health information for research. In a social Q&A community, a good social atmosphere can help users achieve more in-depth communication with others and maximize user exposure to health information needs. This finding, that optimizing the social atmosphere is an effective measure, is of considerable significance for generating altruistic psychology among users. To a certain extent, the discussion atmosphere in the community can be optimized through filtering of users and strict auditing of users’ content publishing.

**Influence of Intrinsic and Extrinsic Rewards on Willingness to Share Health Information**

In the context of a social Q&A community, intrinsic reward has a positive effect on WSHI, but extrinsic reward has a negative impact. Users typically respect, praise, and thank the information sharers when users improve their health with the help of information shared by others. Intrinsic reward, such as respect and reputation, can promote a sense of satisfaction, pleasure, and fulfillment among health information sharers. In turn, this state of mind can continue to generate their WSHI. Thus, intrinsic reward (ie, reputation) can positively affect users’ willingness in health information sharing [18,23]. To further improve users’ perceptions of intrinsic reward, the community should, on the premise of ensuring that spam information is effectively filtered, magnify the exposure of other users to the effective feedback content of relevant health information. This may be done by means of group chat and push. Similarly, increasing intrinsic reward entails ensuring that the
magnification of this exposure is known to the health information sharer in the social Q&A community. Another necessity is an effective 2-way mutual evaluation function in which health information recipients can rate or express opinions on the sharers and their shared information. Moreover, the health information sharers should also be able to rate the opinions of recipients. At the same time, rewards (ie, membership points, experience value, and level promotion) are given based on the mutual recognition of both parties.

The conclusion that extrinsic reward negatively affects users’ willingness in health information sharing differs from that of existing research. This finding may be caused by the demographic distribution characteristics of the study’s current sample. The participants are mainly college students with their family or parents as their main sources of income. After the lower economic pressure is mapped to these users and their WSHI, it was found that intrinsic reward (ie, reputation and respect) can have a greater influence than extrinsic reward. Conversely, inappropriate extrinsic reward may cause user aversion or resistance. The users may feel that their sharing behavior is controlled by the organization if extrinsic reward is the intention of sharing health information. Just like the imposition of punishment from the organization, material reward is another mechanism of controlling individual behavior. This can cause an individual to lose interest and enthusiasm in sharing health information [41]. Tamir et al [42] found that individuals are willing to forgo money to share their experiences and knowledge. However, given the demographic distribution characteristics of the current samples, we do not deny that some professional web writers, who spend more time online and have more followers, will benefit from the flow economy by sharing health information. Therefore, it is necessary to further subdivide health information–sharing users to obtain more realistic and objective results. Meanwhile, the specific mechanism through which extrinsic reward influences WSHI also needs further study.

Effect of Community Influence and Self-Efficacy on Willingness in Health Information Sharing

Community influence and self-efficacy have a positive effect on users’ WSHI. Moreover, self-efficacy has a mediating effect similar to the way that community influence, an objective variable in the environment, affects WSHI. This objective fact includes various aspects such as community development philosophy, platform design, information protection, and user group influence. These factors interact with each other, and they not only have a direct impact on the WSHI but also exert further influence by positively affecting users’ sense of self-efficacy. The perception and evaluation of factors such as self-ability and environmental conditions are necessary steps before users share health information. Users tend to be satisfied with their information-sharing behavior in perceiving that their own knowledge can help other users [43]. Improving the design of the community platform and strengthening the information protection mechanism and publicity efforts of the community can attract more high-quality users to participate in sharing health information. This will in turn improve the overall influence of the community. At the same time, we should also pay attention to the effect of community influence on user self-efficacy. After realizing the accurate identification and tagging of social Q&A community users, it can push the needs of health information demanders to health information providers more efficiently through a reasonable information push mechanism. This shall stimulate the generation of user self-efficacy. Thus, the virtuous cycle of health information diffusion is effectively promoted.

Strengths and Limitations

Many scholars have conducted in-depth research in the field of knowledge sharing. They proposed different knowledge sharing models for different types of information or communication environments [44,45]. However, most of the relevant studies did not consider the impact of the characteristics of these information dissemination environments on users’ willingness to share knowledge. This study attempted to bring influences of community characteristics into the model of users’ WSHI. As a result, we found that the variable community influence has a positive impact on users’ WSHI. Meanwhile, the variable self-efficacy has a mediating effect between community influence and users’ WSHI. This study provides new ideas and directions in the research area of users’ WSHI and proposes suggestions on promoting users to share health information. These suggestions can be used as a reference for health information service providers to formulate health intervention strategies.

This study also has certain limitations. First, only Zhihu users were taken as the objects of this research. Thus, not all social Q&A community users are covered. Follow-up research should further improve the coverage of social Q&A community users. Second, the samples mainly comprised ordinary Zhihu users, and key users with a large number of followers are underrepresented. Third, although the sample population, mainly comprising medical college students, can better represent the information-sharing behavior of the general population, the snowball sampling method used in this study still has systematic errors. Fourth, the method of using an online questionnaire may introduce bias of demographic characteristics. Finally, the data obtained were formed by subjective reports provided by participants. Overly conservative or exaggerated choices can lead to a certain degree of bias in the statistical results. More scientific experimental designs can be adopted to avoid the biases caused by these deficiencies in follow-up studies. Despite these shortcomings, this study presents novel ideas, and the results provide new insights into the promotion of WSHI.

Conclusions

Promoting the dissemination of high-quality health information is important for guiding users of a social Q&A community to actively participate in health information sharing. Compared with relevant research, this study introduces the variable community influence into the model based on the characteristics of a social Q&A community. Additionally, combining the variables intrinsic reward, extrinsic reward, altruism, and self-efficacy, WSHI’s SEM in a social Q&A community is constructed. The results indicate that intrinsic reward, altruism, and self-efficacy have a positive effect on WSHI. By contrast, extrinsic reward has a negative effect. Self-efficacy has a mediating effect on the relationship between community
influence and WSHI. The generation of WSHI may be promoted by paying more attention to the social atmosphere of the community, optimizing the gratitude feedback mechanism, and striving to build good social relations among users. The results can provide a theoretical and practical reference for social Q&A community operators, health education and promotion, and other aspects.
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Abstract

Background: Generative adversarial network (GAN)–based synthetic images can be viable solutions to current supervised deep learning challenges. However, generating highly realistic images is a prerequisite for these approaches.

Objective: The aim of this study was to investigate and validate the unsupervised synthesis of highly realistic body computed tomography (CT) images by using a progressive growing GAN (PGGAN) trained to learn the probability distribution of normal data.

Methods: We trained the PGGAN by using 11,755 body CT scans. Ten radiologists (4 radiologists with <5 years of experience [Group I], 4 radiologists with 5-10 years of experience [Group II], and 2 radiologists with >10 years of experience [Group III]) evaluated the results in a binary approach by using an independent validation set of 300 images (150 real and 150 synthetic) to judge the authenticity of each image.

Results: The mean accuracy of the 10 readers in the entire image set was higher than random guessing (1781/3000, 59.4% vs 1500/3000, 50.0%, respectively; P<.001). However, in terms of identifying synthetic images as fake, there was no significant difference in the specificity between the visual Turing test and random guessing (779/1500, 51.9% vs 750/1500, 50.0%, respectively; P=.29). The accuracy between the 3 reader groups with different experience levels was not significantly different (Group I, 696/1200, 58.0%; Group II, 726/1200, 60.5%; and Group III, 359/600, 59.8%; P=.36). Interreader agreements were poor (κ=0.11) for the entire image set. In subgroup analysis, the discrepancies between real and synthetic CT images occurred mainly in the thoracoabdominal junction and in the anatomical details.

Conclusions: The GAN can synthesize highly realistic high-resolution body CT images that are indistinguishable from real images; however, it has limitations in generating body images of the thoracoabdominal junction and lacks accuracy in the anatomical details.

(JMIR Med Inform 2021;9(3):e23328) doi:10.2196/23328
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Introduction

Generative adversarial networks (GANs) is a recent innovative technology that generates artificial but realistic-looking images. Despite the negative views regarding the use of synthetic images in the medical field, GANs have been spotlighted in radiological research because of their undeniable advantages [1]. The use of diagnostic radiological images in the public domain always raises the problem of protecting patients’ privacy [2-5]. This has been a great challenge to researchers in the field of deep learning. GANs may provide a solution to these privacy concerns. Moreover, GANs are powerful nonsupervised training methods. The traditional supervised learning methods have been challenged by a lack of high-quality training data labelled by experts. Building these data requires considerable time input from experts and leads to correspondingly high costs [6]. This problem has not yet been resolved despite several collaborative efforts to build large open access data sets [7]. Most radiological tasks using GANs include the generation of synthetic images for augmenting training images [8-11], translation between different radiological modalities [12-16], image reconstruction and denoising [17-20], and data segmentation [21-24].

The more recent noteworthy task using GANs is anomaly detection. Unlike other tasks using GANs, detecting abnormalities is based on learning the probability distribution of normal training data. Image data outside this distribution are considered as abnormal. Schlegl et al [25] demonstrated GAN-based anomaly detection in optical coherence tomography images. They trained GAN with normal data in an unsupervised approach and proposed an anomaly scoring scheme. Alex et al [26] showed that GAN can detect brain lesions on magnetic resonance images. This approach has attracted many radiologists for several reasons; the most critical is that this approach can achieve a broader clinical application than the current supervised deep learning–based diagnostic models. In daily clinical practice, diagnostic images are clinically acquired for patients with a variety of diseases. Therefore, before applying the supervised deep learning model, it is necessary to select suspected disease cases with disease categories similar to those of a training data set. For example, in the emergency department, a deep learning model trained by data from patients with acute appendicitis could hardly be applied to patients with different abdominal pathologies.

For this approach, we think that generating highly realistic images is a prerequisite. Previous studies [25,26] trained a GAN model with small patches (64x64 pixels), which are randomly extracted from original images. The trained model could only generate small patches and did not learn the semantics of the whole images. Hence, the GAN model may generate artificial features, which can lead to large errors in anomaly detection tasks. In addition, there are various kinds of small and subtle lesions in the actual clinical setting. Therefore, the previous low-resolution GAN approaches could not be used for this application. In this study, we trained GAN with whole-body computed tomography (CT) images (512x512 pixels); therefore, the model learned the semantics of the images. This may lead to robust performances in anomaly detection in CT images. Due to the aforementioned reasons, we have attempted to build large data sets of normal medical images to develop GAN-based diagnostic models for clinical application. As a preliminary study, we investigated and validated the unsupervised synthesis of highly realistic body CT images by using GAN by learning the probability distribution of normal training data.

Methods

Ethical Approval

This retrospective study was conducted according to the principles of the Declaration of Helsinki and was performed in accordance with current scientific guidelines. This study protocol was approved by the Institutional Review Board Committee of the Asan Medical Center (No. 2019-0486). The requirement for informed patient consent was waived.

Data Collection for Training

We retrospectively reviewed electronic medical records of patients who underwent chest CT or abdominopelvic CT (AP-CT) in the Health Screening and Promotion Center of Asan Medical Center between January 2013 and December 2017. We identified 139,390 patients. Their radiologic reports were then reviewed using the radiologic diagnostic codes “Code 0” or “Code B0,” which indicated normal CT in our institution’s disease classification system, and 17,854 patients with normal chest CT or normal AP-CT were identified. One board-certified radiologist (GSH) reviewed the radiological reports of the 17,854 patients and excluded 3650 cases with incidental benign lesions (eg, hepatic cysts, renal cysts, thyroid nodules) detected on body CT images. Benign lesions were defined as positive incidental findings on CT images, which did not require medical or surgical intervention. Our final study group included CT images showing anatomical variations (eg, right aortic arch, double inferior vena cava) and senile changes (eg, atherosclerotic calcification without clinical significance). Of the potentially suitable 14,204 cases, 2449 CT data sets were not available for automatic download using the inhouse system of our institution. Finally, this study included 11,755 body CT scans (473,833 axial slices) for training the GAN, comprising 5000 contrast-enhanced chest CT scans (172,249 axial slices) and 6755 AP-CT scans (301,584 axial slices, comprising 132,880 slices of contrast-enhanced AP-CT and 168,704 slices of contrast-enhanced low-dose AP-CT images).

Training PGGAN to Generate Body CT Images

A progressive growing GAN (PGGAN) was used to generate high-resolution (512x512 pixels) synthetic body CT images. Unlike PGGAN, previous GAN models such as deep convolutional GANs were able to generate relatively low-resolution (256x256 pixels) synthetic images [27]. However, PGGANs have demonstrated that high-resolution images (1024x1024 pixels) can be generated by applying progressive growing techniques [28]. Because CT images are acquired in high resolutions (512x512 pixels), PGGAN could be the GAN model that can train with whole CT images in full resolution. Consequently, the GAN model can preserve their semantics in the original resolution of CT images. While StyleGAN also demonstrates realistic synthetic images with the style feature [29], we chose the PGGAN model for training...
because of its simple yet powerful performance. In addition, we did not consider BigGAN because it is a conditional model [30]. To train the PGGAN with body CT images, the original 12-bit grayscale CT images were converted into 8-bit grayscale potable network graphics images with 3 different windowing settings: (1) a lung setting (window width 1500, window level 600), (2) a mediastinal setting (window width 450, window level 50) for chest CT images, and (3) a multiorgan setting (window width 350, window level 40) for AP-CT images. Images from each group with different windowing settings were used to train a PGGAN separately.

A publicly available official implementation of PGGAN using Tensorflow in Python was used [31]. While the sizes of the training images progressively grew from $4 \times 4$ to $512 \times 512$ (ie, $2^n \times 2^n$, where the integer $n$ increases from 2 to 8), the batch sizes decreased from 512 to 16, respectively. The learning rate was fixed at 0.001 while training. We carefully monitored the training process (ie, training losses and generated images) with TensorBoard and intermediated image generation to determine whether the PGGAN was properly trained. The PGGAN training was completed after the network had evaluated around 20 million body CT images. The training took ~12.5 days with 2 NVIDIA Titan RTX graphic processing units for each group with different windowing settings (ie, total training for ~37.5 days).

**Visual Turing Test to Assess the Realistic Nature of Synthetic CT Images**

Figure 1 summarizes the study design for the visual assessment performed using an image Turing test. The validation set consisted of 300 axial body CT images (150 synthetic images and 150 real images). The 150 synthetic images comprised 50 chest CT-lung window (chest-L), 50 chest CT-mediastinal window (chest-M), and 50 AP-CT images. The validation set consisted of 7 subgroups based on the anatomical structure: 50 chest-L images were divided into upper lung, middle lung, and lower lung groups; and 50 chest-M and 50 AP-CT images were divided into thorax, thoracoabdominal junction, abdomen, and pelvis groups. To avoid any selection bias, all synthetic images in the validation set were automatically generated by the PGGAN model and were not individually selected by the researchers. For the real images, 50 CT images of each anatomical subgroup (ie, chest-L, chest-M, and AP-CT) were randomly selected from 50 normal whole-body CT scans (performed at the emergency department of Asan Medical Center) by 1 co-researcher (JHY) who did not otherwise participate in the realism assessment study. A website (validct.esy.es) was created to upload the validation set with 300 axial images posted and displayed in a random manner. Ten radiologists (4 radiologists with <5 years of experience [Group I], 4 radiologists with 5-10 years of experience [Group II], and 2 radiologists with >10 years of experience [Group III]) independently evaluated each of the 300 images slice-by-slice and decided whether each CT image was real or artificial by visual analysis with no time limit. To investigate the features of the images with obviously artificial appearance, we defined obviously artificial images as synthetic images that were identified as artificial by a majority of readers. Two radiologists (HYP and GSH) then visually reviewed these obviously artificial images. To determine whether the radiologists could learn to distinguish real from synthetic images, we performed an additional Turing test (postlearning visual Turing test). First, 2 board-certified radiologists (Group III) were educated in the obviously artificial findings in the synthetic images (not included in the test set). Then, 2 readers independently decided whether each of the 300 CT images were real or artificial by visual analysis. For accurate comparison of the results, the same test set as the index visual Turing test was used.
Figure 1. Graphical illustration of the method used to estimate the realism of the synthetic body computed tomography images. The validation set consisted of 150 synthetic and 150 real images. Synthetic images generated by the progressive growing generative adversarial network model and real images were randomly mixed and displayed on the website. Ten readers independently determined whether each image was real or artificial.

Statistical Analyses

The mean accuracy, sensitivity, and specificity of the 10 readers were calculated. The generalized estimating equations method was used to test whether the ratio of mean accuracy and random guessing was 1. The generalized estimating equations were used to compare the accuracy, sensitivity, and specificity across the reader groups with different experience levels (Group I, Group II, and Group III) and across the anatomical subgroups. To compare the diagnostic performance among subgroups, chest-L was classified into 3 image subgroups (upper, middle, and lower lung), and chest-M and AP-CT images were grouped into 4 image subgroups (thorax, thoracoabdominal junction, abdomen, and pelvis) on the basis of anatomical structures by visual inspection. The anatomical landmarks used in subgrouping of CT-L were as follows: (1) upper lung: apex to upper border of tracheal bifurcation; (2) middle lung: upper border of tracheal bifurcation to upper border of diaphragm; and (3) lower lung: upper border of diaphragm to lower border of diaphragm. The anatomical landmarks used in the subgroups of CT-M and AP-CT were as follows: (1) thorax: apex to upper border of diaphragm; (2) thoracoabdominal junction: upper border of diaphragm to lower border of diaphragm; (3) abdomen: lower border of diaphragm to upper border of iliac crest; and (4) pelvis: below the upper border of iliac crest. Chest-M and AP-CT images were combined for the subgroup classification because these images included the “soft tissue setting” used for the whole body. Figure 1 shows the subgroup classification according to the anatomical level. The significance level was corrected for multiple comparisons using the Bonferroni correction.

Interreader agreement was evaluated using Fleiss kappa. To identify obviously artificial images, a histogram analysis was used to display the distribution of the number of correct answers from the 10 readers (ie, identification of synthetic images as artificial) and the number of artificial images. The cut-off values (ie, percentage of readers with correct answers) were set where dramatic changes in the histogram distribution was observed. When a cut-off ≥70% was used for chest-L and ≥80% for chest-M and AP-CT images, 1 subgroup (ie, upper lung for chest-L and thoracoabdominal junction for chest-M and AP-CT images) had the highest number of readers with correct answers. In the postlearning visual Turing test, the mean accuracy, sensitivity, and specificity of the 2 readers were calculated.

Results

Results of the Visual Turing Test

Table 1 summarizes the results of the realism assessment of all images by the 10 readers. The mean accuracy of the 10 readers in the entire image set was higher than the random guessing (1781/3000, 59.4% vs 1500/3000, 50.0%, respectively; P<.001). However, in terms of identifying synthetic images as fake, there was no significant difference in the specificity between the visual Turing test and random guessing (779/1500, 51.9% vs 750/1500, 50.0%, respectively; P=.29). There was no significant difference in the accuracy between the 3 reader groups with
different experience levels (Group I, 696/1200, 58.0%; Group II, 726/1200, 60.5%; and Group III, 359/600, 59.8%; \( P = .36 \)). In the detection of synthetic images, Group III showed a significantly lower specificity than Group II (\( P = .01 \)) but did not show a significant difference from Group I (\( P = .30 \)). Multimedia Appendix 4 summarizes the results of the subgroup analysis of the realism assessment according to the anatomical region. There were no significant differences in the accuracy between the 3 CT groups (chest-L, 595/1000, 59.5%; chest-M, 615/1000, 61.5%; and AP-CT, 571/1000, 57.1%; \( P = .33 \)). In addition, there was no significant difference in the accuracy between the upper, middle, and lower lung groups of the chest-L images (upper lung, 227/370, 61.4%; middle lung, 190/290, 65.5%; and lower lung, 136/240, 56.7%; \( P = .36 \)). The thoracoabdominal junction showed a significantly higher accuracy (208/280, 74.3% vs 194/370, 52.4% to 361/600, 60.2%; \( P = .004 \)) and specificity (154/200, 77.0% vs 93/220, 42.3% to 149/250, 59.6%; \( P < .001 \)) compared with the other subgroups. Examples of the multilevel random generation of synthetic chest CT and AP-CT images by the PGGAN are shown in Figure 2 and in Multimedia Appendix 1, Multimedia Appendix 2, and Multimedia Appendix 3.

Table 1. Assessment of the realism of all images by the 10 readers.

<table>
<thead>
<tr>
<th>Groups, readers (R)</th>
<th>Accuracy (%)(^a)</th>
<th>Sensitivity (%)(^b)</th>
<th>Specificity (%)(^c)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Group I</strong>(^d)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R01</td>
<td>56.7</td>
<td>67.3</td>
<td>46.0</td>
</tr>
<tr>
<td>R05</td>
<td>48.3</td>
<td>53.3</td>
<td>43.3</td>
</tr>
<tr>
<td>R09</td>
<td>61.0</td>
<td>70.7</td>
<td>51.3</td>
</tr>
<tr>
<td>R10</td>
<td>66.0</td>
<td>70.7</td>
<td>61.3</td>
</tr>
<tr>
<td><strong>Group II</strong>(^e)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R02</td>
<td>43.7</td>
<td>50.0</td>
<td>37.3</td>
</tr>
<tr>
<td>R06</td>
<td>73.0</td>
<td>68.7</td>
<td>77.3</td>
</tr>
<tr>
<td>R07</td>
<td>61.3</td>
<td>65.3</td>
<td>57.3</td>
</tr>
<tr>
<td>R08</td>
<td>64.0</td>
<td>77.3</td>
<td>50.7</td>
</tr>
<tr>
<td><strong>Group III</strong>(^f)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R03</td>
<td>65.3</td>
<td>86.0</td>
<td>44.7</td>
</tr>
<tr>
<td>R04</td>
<td>54.3</td>
<td>58.7</td>
<td>50.0</td>
</tr>
</tbody>
</table>

\(^a\)Mean (95% CI) accuracy: 59.4 (56.9-61.8), \( P = .36 \). \( P \) value was determined by generalized estimating equations.

\(^b\)Mean (95% CI) sensitivity: 66.8 (63.9-69.5), \( P = .04 \).

\(^c\)Mean (95% CI) specificity: 51.9 (48.4-55.5), \( P = .02 \).

\(^d\)Group I: radiologists with <5 years of experience. Mean (95% CI) accuracy 58.0 (55.0-61.0), sensitivity 65.5 (61.4-69.4), and specificity 50.5 (46.3-54.7).

\(^e\)Group II: radiologists with 5-10 years of experience. Mean (95% CI) accuracy 60.5 (57.6-63.4), sensitivity 65.3 (61.4-69.0), and specificity 55.7 (51.4-59.9).

\(^f\)Group III: radiologists with >10 years of experience. Mean (95% CI) accuracy 59.8 (55.5-64.1), sensitivity 72.3 (67.0-77.1), and specificity 47.3 (41.1-53.7).
In the postlearning visual Turing test, the mean accuracy, sensitivity, and specificity of the 2 radiologists were 67.3%, 72.7%, and 62.0%, respectively. Compared with the results of the index visual Turing test, the accuracy was increased by 7.5% and the specificity was increased by 10.1% in the postlearning visual Turing test.

Interreader Agreement for Synthetic and Real Images Interreader agreement was poor for the entire image set ($\kappa=0.11$) and for the 3 CT subsets (chest-L, chest-M, and AP-CT; $\kappa=0.04-0.13$). Interreader agreement was higher for the thoracoabdominal junction subset than for the other anatomical regions ($\kappa=0.31$ vs 0.03-0.14) (Table 2).
Table 2. Interreader agreement of the 10 readers with respect to the imaging subgroups.

<table>
<thead>
<tr>
<th>Image type, subsets</th>
<th>Kappa values</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entire image set</td>
<td>0.11</td>
<td>0.09 to 0.13</td>
</tr>
<tr>
<td>Image subsets</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chest-L&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.04</td>
<td>0.01 to 0.07</td>
</tr>
<tr>
<td>Chest-M&lt;sup&gt;b&lt;/sup&gt;</td>
<td>0.13</td>
<td>0.10 to 0.15</td>
</tr>
<tr>
<td>AP-CT&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.11</td>
<td>0.08 to 0.14</td>
</tr>
<tr>
<td>Chest-L</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Upper lung</td>
<td>0.04</td>
<td>–0.01 to 0.09</td>
</tr>
<tr>
<td>Middle lung</td>
<td>0.01</td>
<td>–0.04 to 0.07</td>
</tr>
<tr>
<td>Lower lung</td>
<td>0.06</td>
<td>0.00 to 0.12</td>
</tr>
<tr>
<td>Chest-M and AP-CT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thorax</td>
<td>0.03</td>
<td>–0.01 to 0.06</td>
</tr>
<tr>
<td>Thoracoabdominal junction</td>
<td>0.31</td>
<td>0.25 to 0.36</td>
</tr>
<tr>
<td>Abdomen</td>
<td>0.14</td>
<td>0.10 to 0.18</td>
</tr>
<tr>
<td>Pelvis</td>
<td>0.03</td>
<td>–0.02 to 0.08</td>
</tr>
</tbody>
</table>

<sup>a</sup>Chest-L: chest computed tomography images-lung window.
<sup>b</sup>Chest-M: chest computed tomography images-mediastinal window.
<sup>c</sup>AP-CT: abdominopelvic computed tomography images.

Analysis of the Features of Obviously Artificial Images

Figure 3 shows that the majority of readers characterized the synthetic images as artificial predominantly at the thoracoabdominal junction of the chest-M and AP-CT, followed by the upper lung of the chest-L. Using a histogram analysis, 24 of the 150 synthetic images (22 images of the chest-M and AP-CT groups and 2 images of the upper lung) were selected and reviewed by 2 radiologists to identify the features indicating that the images were artificial. Table 3 details the artificial features indicative of synthetic CT images. A total of 34 artificial features were found in the 24 synthetic images, the most common being vascular structures (24/34, 71%), followed by movable organs (ie, stomach, heart, small bowel, and mediastinal fat around the heart, 8/34, 24%). Among the vascular structures, intrahepatic vessels (ie, portal and hepatic veins) most frequently had abnormal configurations, directions, or diameters (Figure 4). In case of the movable organs, an abnormal organ contour was the main feature indicative of an artificially generated image (Figure 4C and Figure 4D).
Figure 3. Histogram analysis of the correct answers for the 150 synthetic images (accurate identification of the artificial images) by the 10 readers. A. When a cut-off for the percentage of readers with correct answers was set at ≥70% for the chest computed tomography-lung window group, only 1 subgroup (upper lung) remained (§). B. When a cut-off level for the percentage of readers with correct answers was set at ≥80% for the chest computed tomography-mediastinal window and abdominopelvic computed tomography groups, the thoracoabdominal (TA) junction group (*) showed dominance over the other subgroups.

Table 3. Details of the obviously artificial body computed tomography images.

<table>
<thead>
<tr>
<th>Configuration, artificial features</th>
<th>Images (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abnormal vascular configuration&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Hepatic vessel (portal vein and hepatic vein)</td>
<td>13</td>
</tr>
<tr>
<td>Gastric vessel</td>
<td>3</td>
</tr>
<tr>
<td>Mesenteric vessel</td>
<td>2</td>
</tr>
<tr>
<td>Pulmonary vessel</td>
<td>2</td>
</tr>
<tr>
<td>Others (peripancreatic, coronary, rectal, axillary vessel)</td>
<td>4</td>
</tr>
<tr>
<td>Abnormal contour or structure&lt;sup&gt;b&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>Stomach</td>
<td>3</td>
</tr>
<tr>
<td>Pancreas</td>
<td>2</td>
</tr>
<tr>
<td>Heart</td>
<td>2</td>
</tr>
<tr>
<td>Mediastinal fat around the heart</td>
<td>2</td>
</tr>
<tr>
<td>Small bowel</td>
<td>1</td>
</tr>
</tbody>
</table>

<sup>a</sup>Ill-defined vascular margin, bizarre vascular course, or abnormal vascular diameter.

<sup>b</sup>Blurred margin of the organ, or bizarre structure of the soft tissue.
Figure 4. Obviously artificial body computed tomography images. A. Ill-defined margins and abnormal courses of intrahepatic vessels (arrows) in the liver. Note curvilinear structures (dotted rectangle) at the liver and stomach. B. Accentuated vascular markings in both upper lung apices (arrows). C. Abnormal infiltration in the pericardial fat (arrows). D. Irregular contours of the stomach body and antrum with blurred margins (arrows).

Discussion

Principal Findings

We showed that the GAN-based synthetic whole-body CT images have comparable image fidelity to real images. For this, our study validated the synthetic images by multiple radiology experts because the visual Turing test could be greatly influenced by the reader’s level of expertise [10,32,33]. There was no significant difference in the accuracy between the reader groups. In addition, the interreader agreement was poor for the distinction between real and synthetic images. These results imply that a validation test was properly performed with mitigation of the impact of the reader’s level of expertise. However, there was quite a significant disparity between sensitivity (66.8%) and specificity (51.9%). We presume that this is mainly due to factors affecting reader performance test. First, all readers had at least some exposure to real body CT images in clinical practice. In addition, the real images in the validation data set consisted of relatively uniform CT images because they were acquired using a similar CT machine with similar acquisition parameters. These factors affect the readers’ confidence and decisions to identify real images, resulting in high sensitivity. This is supported by the fact that the sensitivity proposed here reached 72.3% in Group III (radiologists with long-term exposure to real CT images in our institution). In contrast, some obviously artificial features (eg, the ill-defined margin of the heart) in synthetic images are similar to the motion artifacts or noises in real images. This can cause reader confusion, resulting in lower specificity. In addition, the mean accuracy (59.4%) was higher than random guessing (50%); however, it is believed that the high sensitivity contributed significantly to this result. Therefore, in terms of identifying synthetic images as fake, the readers’ performance was not much better than random guessing. For robust validation, using real CT images from other medical institutions (not experienced by the readers) in the validation set could be needed. Despite this limitation, our data suggest that the synthetic images are highly realistic and indistinguishable from real CT images.

One critical finding of this study was that the discrepancies between real and synthetic CT images occur mainly in the thoracoabdominal junction and in anatomical details. The thoracoabdominal junction is the most prone to motion artifacts due to respiratory movement. In addition, it has a complex anatomical structure due to multiple organs in small spaces [34]. These features of the thoracoabdominal junction might have contributed to the identification of unrealistic synthetic body images. This phenomenon in the areas with complex structures has been shown in other image syntheses using GANs [27,28]. It is worth noting that this study showed that GAN achieved highly realistic images for gross anatomy and not for detailed anatomical structures. The most common obviously artificial features in synthetic images were bizarre configurations and directions of small-to-medium vessels. This is probably due to the lack of the interslice shape continuity caused by the 2D CT image–training and the anatomical diversity of these vessels [10,35]. Therefore, to overcome these limitations, further work would require the generation of 3D CT images with larger and more diverse data sets. The second most obviously artificial feature was an abnormal contour of the movable organs. This could be another limitation in the GAN-based realistic image synthesis. Recently, more powerful GAN models have been introduced into the medical field. We believe that many problems raised here can serve as criteria to test the performance of the newly introduced GAN models.
As expected, learning artificial features in the synthetic images improved the performance of radiologists in identifying artificial images. However, it did not reach our expectations. This is because artificial features occurred mainly in some images of certain anatomical subgroups. In addition, as mentioned before, it is not easy for radiologists to distinguish these artificial features from motion artifacts or noise in real images. Furthermore, our visual Turing tests were based on reviewing 2D synthetic CT slices. However, although 3D data (eg, CT) are presented as 2D images, human perception of an anomaly is based on the imagination of space from 2D images. These factors could make it difficult to determine whether each CT image is real or artificial.

**Comparison With Prior Work**

Bermudez et al [36] reported that GAN can successfully generate realistic brain MR images. However, unlike this study, the previous GAN-based unconditional synthesis of advanced radiological images (CT or magnetic resonance images) has been confined to some specific pathologic lesions (eg, lung and liver lesions) and specific organs (eg, heart and brain) for a variety of purposes [8,36-40]. In contrast, this study shows that realistic high-resolution (512×512 pixels) whole-body CT images can be synthesized by GAN. GAN was trained with whole-body CT images (512×512 pixels) in this study; therefore, the model learned the semantics of the images. It is worth noting that the generated images cover a wide range of 2-dimensional (2D) slice CT images along the z-axis from the thorax to the pelvis and contain multiple organs. To the best of our knowledge, there has been no study that has investigated and validated the unsupervised synthesis of highly realistic body CT images by using a PGGAN.

**Limitations**

Our study had some limitations. First, technical novelty is lacking in this study. However, while state-of-the-art GAN models such as PGGAN and StyleGAN were introduced recently, there are still limited studies in the medical domain and a lack of published studies on anomaly detection tasks. As far as we know, this is the first attempt to generate high-quality medical images (whole-body CT) and to validate the generated medical images by expert radiologists. This study will provide readers a way to follow our approach and to achieve advances in anomaly detection tasks in medical imaging. Second, our training data are not enough to cover the probability distribution of normal data. This preliminary study used normal CT images from our institution. The training data consisted of relatively homogeneous CT images with similar acquisition parameters and CT machines. Therefore, further studies should focus on the collection of multi-center and multi-country diverse CT data to achieve better results. Third, due to limited graphics processing unit memory, our study only validated the realistic nature of separate 2D high-resolution body CT slices that were randomly generated by the GAN. This study did not handle 3D synthetic CT images, although real body CT images are volumetric data. Therefore, inter-slice continuity of pathologic lesions and organs may be a crucial factor for improving the performance of deep learning–based models. Further studies are needed to generate and validate 2.5D or 3D synthetic CT images in terms of detailed anatomical structures. Fourth, the number of synthetic images in the validation set varied between each anatomical region; thus, the statistical power may have been insufficient. However, we tried to avoid any researcher-associated selection bias in this process. Finally, we did not evaluate the correlation between the number of CT images in the training set and the generation of realistic images in the validation set. Our study showed that the PGGAN can successfully produce realistic body CT images by using a much smaller amount of training data in contrast to previous studies on the generation of celebrity face images with 1K pixels by 1K pixels [28,29]. However, we did not provide a cut-off value for the number of CT images required to generate realistic images. Therefore, further studies are needed to clarify the approximate data set size required for the generation of highly realistic normal or disease-state CT images.

**Conclusions**

GAN can synthesize highly realistic high-resolution body CT images indistinguishable from real images; however, it has limitations in generating body images in the thoracoabdominal junction and lacks accuracy in anatomical details.
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Multimedia Appendix 1
Example video of the multi-level random generation of synthetic chest computed tomography-lung window by the progressive growing generative adversarial network.

[MP4 File (MP4 Video), 34971 KB - medinform_v9i3e23328_app1.mp4]

Multimedia Appendix 2
Example video of the multi-level random generation of synthetic chest computed tomography mediastinal window by the progressive growing generative adversarial network.

[MP4 File (MP4 Video), 35117 KB - medinform_v9i3e23328_app2.mp4]

Multimedia Appendix 3
Example video of the multi-level random generation of synthetic abdominopelvic computed tomography images by the progressive growing generative adversarial network.

[MP4 File (MP4 Video), 34476 KB - medinform_v9i3e23328_app3.mp4]

Multimedia Appendix 4
Subgroup analysis of diagnostic performance with respect to the anatomical subgroups. A. Accuracy, B. Sensitivity, C. Specificity. There was a significant difference in accuracy (⁎) and specificity (†) between the thoracoabdominal junction (TA) and other image subgroups. Chest-L: chest computed tomography-lung window; chest-M: chest computed tomography mediastinal window; AP-CT: abdominopelvic computed tomography.
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Abstract

Background: Renal cell carcinoma (RCC) has a high recurrence rate of 20% to 30% after nephrectomy for clinically localized disease, and more than 40% of patients eventually die of the disease, making regular monitoring and constant management of utmost importance.

Objective: The objective of this study was to develop an algorithm that predicts the probability of recurrence of RCC within 5 and 10 years of surgery.

Methods: Data from 6849 Korean patients with RCC were collected from eight tertiary care hospitals listed in the KOrean Renal Cell Carcinoma (KORCC) web-based database. To predict RCC recurrence, analytical data from 2814 patients were extracted from the database. Eight machine learning algorithms were used to predict the probability of RCC recurrence, and the results were compared.

Results: Within 5 years of surgery, the highest area under the receiver operating characteristic curve (AUROC) was obtained from the naïve Bayes (NB) model, with a value of 0.836. Within 10 years of surgery, the highest AUROC was obtained from the NB model, with a value of 0.784.

Conclusions: An algorithm was developed that predicts the probability of RCC recurrence within 5 and 10 years using the KORCC database, a large-scale RCC cohort in Korea. It is expected that the developed algorithm will help clinicians manage prognosis and establish customized treatment strategies for patients with RCC after surgery.

(JMIR Med Inform 2021;9(3):e25635) doi:10.2196/25635
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Introduction

Renal cell carcinoma (RCC) accounts for 90% of malignant tumors in the kidney and is twice as common in men as in women [1]. Kidney cancer, therefore, generally refers to RCC. It is the sixth most frequently diagnosed cancer in men and the 10th most frequently diagnosed cancer in women worldwide [2]. According to the cancer statistics from the National Cancer
Center, the number of new kidney cancer cases in Korea in 2017 was 5299, accounting for approximately 2.3% of the total of 232,255 cancer cases. Further, the incidence of kidney cancer per 100,000 people has been increasing since 1999 [3]. RCC is one of the most lethal types of malignant tumors in urology, with approximately 20% to 30% of patients with RCC suffering from metastatic diseases, and more than 40% of patients eventually die of the disease [4-6]. The main treatment for RCC is radical nephrectomy; for small tumors, partial nephrectomy is performed to preserve kidney function [7].

RCC can be completely cured through full surgical resection if there is no evidence of preoperative metastatic disease. However, it has a high recurrence rate of 20% to 30% [8,9], and approximately 50% of recurrences occur within 2 years [8,10]. RCC recurrence is generally classified as early recurrence or late recurrence based on the 5-year threshold [11]. Most recurrences occur during the early recurrence period (within 5 years) [11,12], whereas approximately 10% occur during the late recurrence period (after 5 years) [11,13].

RCC is generally resistant to radiation and chemotherapy, making treatment of its recurrence difficult [4]. Therefore, it is necessary to predict the probability of RCC recurrence so that risk factors can be managed in advance. The Memorial Sloan Kettering Cancer Center (MSKCC) in the United States developed a nomogram that predicts the probability of recurrence within 5 years using the symptoms and histology of 601 patients with kidney cancer who received surgical treatment in 2001 [14]. Additionally, in 2005, a nomogram was developed to predict the recurrence probability within 5 years using the pathological stage, Fuhrman nuclear grade, tumor size, necrosis, vascular invasion, and clinical presentation variables of 701 patients with kidney cancer [15]. Previous studies have used small-scale RCC cohorts from single institutions, and the data have included censored data, where the values of the observations were only partially known. If censored data are included, they can be applied in the Cox proportional hazards model, a standard statistical technique for modeling censored data, but they are difficult to apply to other machine learning (ML) techniques [16].

In this study, we used a multicenter, large-scale RCC cohort collected from eight tertiary care hospitals in Korea; we removed censored data and used only the fully observed data. ML focuses on building new predictive models by performing extensive searches on multiple models and parameters and then performing validation [17]. The objective of this study was to develop an algorithm that could predict the recurrence probability of RCC after surgery within 5 and 10 years by applying eight representative ML algorithms to a large-scale Korean RCC cohort. Using the developed algorithm, clinicians can manage postoperative patient outcomes and establish personalized treatment strategies.

Methods

Study Population

The data used in this study were obtained from a large-scale cohort of Korean patients with RCC assembled from the KOrean Renal Cell Carcinoma (KORCC) web-based database. It consisted of 206 variables, including demographic information such as age, height, and weight, as well as pathological information, including clinical stage, pathological stage, Fuhrman nuclear grade, and survival period [18]. The study protocol was approved by the institutional review board of the Catholic University of Korea (IRB No. KC20ZIDI0966). The data of 6849 patients who participated in the KORCC study group as of July 1, 2015, were collected from eight tertiary hospitals.

Variable Selection and Data Cleansing

The t test for continuous variables and the chi-square test for categorical variables were used to explore variables that significantly affect recurrence. In both tests, variables with missing values were removed to ensure that the data used were complete and without missing values. At a significance level of $P<.05$, we first extracted 31 variables showing significant differences between the recurring and nonrecurring groups. Of the 31 variables extracted, 10 variables that had significant effects on recurrence in actual clinical trials were finally extracted based on the expert advice of a urologist. The final 10 selected variables were gender, age, BMI, smoking, pathological tumor stage, histological type, necrosis, lymphovascular invasion, capsular invasion, and Fuhrman nuclear grade.

Several studies reported that age $\geq$60 years, Fuhrman nuclear grade $\geq$3, and pathological stage $\geq$pT2 were statistically associated with RCC recurrence [19]. In addition, women had better prognoses after surgery than men [20], and individuals with higher BMIs showed better prognoses than those with normal or lower BMIs [21]. Furthermore, the prognoses of smokers were worse than those of nonsmokers [22], and pathological variables such as histological type [23], necrosis [24], lymphovascular invasion [11], and capsular invasion [25] were all related to the recurrence of RCC.

Next, we cleansed the data to present them in a form suitable for analysis. Of the 6849 patients, only 5281 patients who received surgical treatment were included in the analysis. Of those 5281 patients, 13 patients with recurrence after 10 years, 1079 lost to follow-up, and 1375 with missing values in 10 variables were excluded from the analysis. Finally, a subset of 2814 patients with values for 10 variables was available for analysis (Figure 1).
Dealing with the Imbalanced Data Set

One of the most frequent problems in applying ML classification algorithms is data imbalance [26,27]. In the medical field, data asymmetry occurs between normal and abnormal classes because most patients are concentrated in the “normal” class, whereas relatively few—such as patients with cancer—are in the “abnormal” class. In this case, the ML algorithm attempts to improve the performance by predicting normal classes, in which most patients are concentrated, resulting in lower predictability of abnormal classes with small numbers of patients [27]. However, from a research perspective, it is more important to predict abnormal classes; hence, it is necessary to deal with the imbalanced data.

In this study, the synthetic minority oversampling technique (SMOTE) was applied to the training data set to solve the imbalance problem. SMOTE is an oversampling method that is widely used when ML is applied to data with high imbalance [28,29]. Before applying SMOTE, the ratio of patients in the recurrence group to patients in the nonrecurrence group in the training set was significantly asymmetrical—approximately 1:10; ML was applied after making the ratio of the two groups equal to 1:1 using SMOTE (Table 1). Because the volume of the data set was sufficiently large after SMOTE application, we verified the prediction model using the 20% hold-out validation method with the data partitioning of the training set and test set at 80:20 [30].
Table 1. Distribution of data sets before and after synthetic minority oversampling technique application.

<table>
<thead>
<tr>
<th></th>
<th>Training set (n=2251)</th>
<th>Test set (n=563)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recurrence group, n (%)</td>
<td>Nonrecurrence group, n (%)</td>
</tr>
<tr>
<td>Before</td>
<td>226 (10.04)</td>
<td>2025 (89.96)</td>
</tr>
<tr>
<td>After</td>
<td>2025 (50.00)</td>
<td>2025 (50.00)</td>
</tr>
</tbody>
</table>

**Statistical Analysis and ML Model Development**

In this study, we compared the performance of the following representative ML classification algorithms: kernel support vector machine (SVM) [31], logistic regression [32], decision tree [33], k-nearest neighbor (KNN) [34], naïve Bayes (NB) [35], random forest [36], AdaBoost [36], and gradient boost [37]. For each algorithm, we calculated four values: sensitivity, specificity, accuracy, and area under the receiver operating characteristic curve (AUROC). The algorithm with the highest performance was finally selected based on the AUROC value, which is one of the most important indicators for confirming the performance of a classification model [38]. We used Python (version 3.7.6) for statistical analysis and algorithm development.

**Results**

**Characteristics and Distribution of Patients**

We compared the patient characteristics and distribution of each variable between the recurrence and nonrecurrence groups (Table 2).

The mean age of patients in the recurrence group was higher than that of patients in the nonrecurrence group (58.4 years versus 55.4 years, respectively). The average BMIs of patients in the recurrence and nonrecurrence groups were 23.6 kg/m$^2$ and 24.7 kg/m$^2$, respectively. The results show the same characteristics as those found in studies that have revealed better prognoses for obese patients [21]. The proportion of smokers in the recurrence and nonrecurrence groups was 25.5% and 20.1%, respectively. The pathology stage—an important variable in predicting recurrence—showed that the proportion of patients with a pathological stage $\geq$ pT2 was approximately 60.4% (168/278) in the recurrence group and 15.2% (386/2536) in the nonrecurrence group. Approximately 77.7% (216/278) of the patients in the recurrence group and 44.8% (1135/2536) of those in the nonrecurrence group had Fuhrman nuclear grades $\geq$ 3; thus, the recurrence group had higher Fuhrman nuclear grades. The distribution of each category of pathological variables is shown in Table 2.
### Table 2. Baseline characteristics of patients (N=2814).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Recurrence group (n=278)</th>
<th>Nonrecurrence group (n=2536)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>58.4 (11.9)</td>
<td>55.4 (12.7)</td>
</tr>
<tr>
<td>BMI (kg/m²), mean (SD)</td>
<td>23.6 (3.2)</td>
<td>24.7 (3.3)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>212 (76.3)</td>
<td>1811 (71.4)</td>
</tr>
<tr>
<td>Female</td>
<td>66 (23.7)</td>
<td>725 (28.6)</td>
</tr>
<tr>
<td>Smoking, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>207 (74.5)</td>
<td>2026 (79.9)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>71 (25.5)</td>
<td>510 (20.1)</td>
</tr>
<tr>
<td>Pathological tumor stage, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1a</td>
<td>50 (18.0)</td>
<td>1663 (65.6)</td>
</tr>
<tr>
<td>1b</td>
<td>60 (21.6)</td>
<td>487 (19.2)</td>
</tr>
<tr>
<td>2a</td>
<td>30 (10.8)</td>
<td>106 (4.2)</td>
</tr>
<tr>
<td>2b</td>
<td>12 (4.3)</td>
<td>29 (1.1)</td>
</tr>
<tr>
<td>3a</td>
<td>82 (29.5)</td>
<td>201 (7.9)</td>
</tr>
<tr>
<td>3b</td>
<td>34 (12.2)</td>
<td>36 (1.4)</td>
</tr>
<tr>
<td>3c</td>
<td>1 (0.4)</td>
<td>3 (0.1)</td>
</tr>
<tr>
<td>4</td>
<td>9 (3.2)</td>
<td>11 (0.4)</td>
</tr>
<tr>
<td>Histologic type, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clear cell</td>
<td>242 (87.1)</td>
<td>2243 (88.4)</td>
</tr>
<tr>
<td>Papillary</td>
<td>14 (5.0)</td>
<td>44 (1.7)</td>
</tr>
<tr>
<td>Chromophobe</td>
<td>4 (1.4)</td>
<td>180 (7.1)</td>
</tr>
<tr>
<td>Collecting duct</td>
<td>5 (1.8)</td>
<td>4 (0.2)</td>
</tr>
<tr>
<td>Unclassified</td>
<td>5 (1.8)</td>
<td>15 (0.6)</td>
</tr>
<tr>
<td>Multilocular cystic</td>
<td>0 (0.0)</td>
<td>19 (0.7)</td>
</tr>
<tr>
<td>Mixed</td>
<td>6 (2.2)</td>
<td>24 (0.9)</td>
</tr>
<tr>
<td>Xp11.2 translocation</td>
<td>1 (0.4)</td>
<td>3 (0.1)</td>
</tr>
<tr>
<td>Clear cell papillary</td>
<td>1 (0.4)</td>
<td>4 (0.2)</td>
</tr>
<tr>
<td>Necrosis, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>143 (51.4)</td>
<td>2272 (89.6)</td>
</tr>
<tr>
<td>Microscopic</td>
<td>30 (10.8)</td>
<td>126 (5.0)</td>
</tr>
<tr>
<td>Macroscopic</td>
<td>105 (37.8)</td>
<td>138 (5.4)</td>
</tr>
<tr>
<td>Lymphovascular invasion, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>200 (71.9)</td>
<td>2436 (96.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>78 (28.1)</td>
<td>100 (3.9)</td>
</tr>
<tr>
<td>Capsular invasion, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>148 (53.2)</td>
<td>2114 (83.4)</td>
</tr>
<tr>
<td>Yes</td>
<td>130 (46.8)</td>
<td>422 (16.6)</td>
</tr>
<tr>
<td>Fuhrman nuclear grade, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5 (1.8)</td>
<td>108 (4.3)</td>
</tr>
<tr>
<td>2</td>
<td>57 (20.5)</td>
<td>1293 (51.0)</td>
</tr>
<tr>
<td>3</td>
<td>141 (50.7)</td>
<td>1008 (39.7)</td>
</tr>
<tr>
<td>4</td>
<td>75 (27.0)</td>
<td>127 (5.0)</td>
</tr>
</tbody>
</table>
Prediction Model Performance

We trained eight ML algorithms on the training data set and calculated the sensitivity, specificity, accuracy, and AUROC values using the test data set (Table 3). The NB algorithm showed higher performance than the other algorithms, with an AUROC of 0.836 within 5 years and 0.784 within 10 years. The NB approach calculates the conditional probability, which is the likelihood that a conclusion will be observed based on the evidence given [35]. The NB algorithm is simple and fast [39] and has proven effective in text classification and medical diagnosis [40,41]. However, the NB approach has a limitation in that its prediction probability becomes zero when a new value that is not in the training data set is entered; Laplace smoothing is a means of solving this problem [42]. The predictive model we developed also had a problem in that the probability value became zero when a new type of data that was not in the training data set was entered; hence, the algorithm was optimized by adjusting the $\alpha$ value—a parameter in Laplace smoothing (Table 4).
Tab. 3. Diagnostic performance of machine learning algorithms for the prediction of renal cell carcinoma recurrence.

<table>
<thead>
<tr>
<th>Algorithm (parameter name) and parameter value (in 5 years, in 10 years)</th>
<th>Sensitivity 5-year</th>
<th>Sensitivity 10-year</th>
<th>Specificity 5-year</th>
<th>Specificity 10-year</th>
<th>Accuracy 5-year</th>
<th>Accuracy 10-year</th>
<th>AUROC 5-year</th>
<th>AUROC 10-year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kernel SVM&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>0.733</td>
<td>0.673</td>
<td>0.805</td>
<td>0.853</td>
<td>0.800</td>
<td>0.837</td>
<td>0.769</td>
<td>0.763</td>
</tr>
<tr>
<td>Logistic regression&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.644</td>
<td>0.692</td>
<td>0.839</td>
<td>0.816</td>
<td>0.823</td>
<td>0.805</td>
<td>0.741</td>
<td>0.754</td>
</tr>
<tr>
<td>Decision tree&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.533</td>
<td>0.442</td>
<td>0.866</td>
<td>0.869</td>
<td>0.839</td>
<td>0.829</td>
<td>0.700</td>
<td>0.656</td>
</tr>
<tr>
<td><strong>KNN&lt;sup&gt;d&lt;/sup&gt; (n-neighbors)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(100, 100)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.556</td>
<td>0.519</td>
<td>0.905</td>
<td>0.898</td>
<td>0.877</td>
<td>0.863</td>
<td>0.730</td>
<td>0.709</td>
</tr>
<tr>
<td>(10, 10)</td>
<td>0.467</td>
<td>0.426</td>
<td>0.947</td>
<td>0.928</td>
<td>0.909</td>
<td>0.881</td>
<td>0.707</td>
<td>0.675</td>
</tr>
<tr>
<td>(50, 50)</td>
<td>0.511</td>
<td>0.461</td>
<td>0.931</td>
<td>0.922</td>
<td>0.898</td>
<td>0.879</td>
<td>0.722</td>
<td>0.692</td>
</tr>
<tr>
<td>(200, 200)</td>
<td>0.556</td>
<td>0.481</td>
<td>0.899</td>
<td>0.902</td>
<td>0.871</td>
<td>0.863</td>
<td>0.727</td>
<td>0.691</td>
</tr>
<tr>
<td><strong>NB&lt;sup&gt;e&lt;/sup&gt; (alpha)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(10, 100)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.822</td>
<td>0.731</td>
<td>0.850</td>
<td>0.828</td>
<td>0.848</td>
<td>0.819</td>
<td>0.836</td>
<td>0.784</td>
</tr>
<tr>
<td><strong>Random forest (number of trees)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(5, 5)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.578</td>
<td>0.500</td>
<td>0.858</td>
<td>0.853</td>
<td>0.835</td>
<td>0.821</td>
<td>0.718</td>
<td>0.677</td>
</tr>
<tr>
<td>(10, 10)</td>
<td>0.511</td>
<td>0.423</td>
<td>0.866</td>
<td>0.861</td>
<td>0.837</td>
<td>0.821</td>
<td>0.688</td>
<td>0.642</td>
</tr>
<tr>
<td>(50, 50)</td>
<td>0.511</td>
<td>0.442</td>
<td>0.875</td>
<td>0.861</td>
<td>0.846</td>
<td>0.822</td>
<td>0.693</td>
<td>0.652</td>
</tr>
<tr>
<td>(100, 100)</td>
<td>0.511</td>
<td>0.462</td>
<td>0.864</td>
<td>0.861</td>
<td>0.835</td>
<td>0.824</td>
<td>0.687</td>
<td>0.661</td>
</tr>
<tr>
<td><strong>AdaBoost (number of trees)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(50, 200)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.733</td>
<td>0.692</td>
<td>0.815</td>
<td>0.810</td>
<td>0.809</td>
<td>0.800</td>
<td>0.774</td>
<td>0.751</td>
</tr>
<tr>
<td>(10, 10)</td>
<td>0.600</td>
<td>0.577</td>
<td>0.895</td>
<td>0.845</td>
<td>0.871</td>
<td>0.821</td>
<td>0.747</td>
<td>0.711</td>
</tr>
<tr>
<td>(50, 50)</td>
<td>0.733</td>
<td>0.673</td>
<td>0.815</td>
<td>0.824</td>
<td>0.809</td>
<td>0.810</td>
<td>0.774</td>
<td>0.748</td>
</tr>
<tr>
<td>(100, 100)</td>
<td>0.711</td>
<td>0.692</td>
<td>0.835</td>
<td>0.802</td>
<td>0.825</td>
<td>0.792</td>
<td>0.773</td>
<td>0.747</td>
</tr>
<tr>
<td>(200, 200)</td>
<td>0.711</td>
<td>0.692</td>
<td>0.837</td>
<td>0.810</td>
<td>0.826</td>
<td>0.800</td>
<td>0.774</td>
<td>0.751</td>
</tr>
<tr>
<td><strong>Gradient boost (number of trees)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(50, 100)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.688</td>
<td>0.635</td>
<td>0.819</td>
<td>0.826</td>
<td>0.809</td>
<td>0.808</td>
<td>0.754</td>
<td>0.730</td>
</tr>
<tr>
<td>(10, 10)</td>
<td>0.756</td>
<td>0.596</td>
<td>0.667</td>
<td>0.849</td>
<td>0.674</td>
<td>0.825</td>
<td>0.711</td>
<td>0.723</td>
</tr>
<tr>
<td>(50, 50)</td>
<td>0.688</td>
<td>0.615</td>
<td>0.819</td>
<td>0.826</td>
<td>0.809</td>
<td>0.806</td>
<td>0.754</td>
<td>0.721</td>
</tr>
<tr>
<td>(100, 100)</td>
<td>0.555</td>
<td>0.635</td>
<td>0.823</td>
<td>0.826</td>
<td>0.805</td>
<td>0.808</td>
<td>0.711</td>
<td>0.730</td>
</tr>
<tr>
<td>(200, 200)</td>
<td>0.533</td>
<td>0.558</td>
<td>0.848</td>
<td>0.832</td>
<td>0.823</td>
<td>0.806</td>
<td>0.691</td>
<td>0.695</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUROC: area under the receiver operating characteristic curve.

<sup>b</sup>SVM: support vector machine.

<sup>c</sup>Final algorithms selected by adjusting parameters.

<sup>d</sup>KNN: k-nearest neighbor.

<sup>e</sup>NB: naïve Bayes.
Table 4. Performance according to the α value in the naïve Bayes model.

<table>
<thead>
<tr>
<th>α value</th>
<th>Sensitivity 5-year</th>
<th>Sensitivity 10-year</th>
<th>Specificity 5-year</th>
<th>Specificity 10-year</th>
<th>Accuracy 5-year</th>
<th>Accuracy 10-year</th>
<th>AUROC&lt;sup&gt;a&lt;/sup&gt; 5-year</th>
<th>AUROC&lt;sup&gt;a&lt;/sup&gt; 10-year</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (no smoothing)</td>
<td>0.800</td>
<td>0.731</td>
<td>0.848</td>
<td>0.828</td>
<td>0.844</td>
<td>0.819</td>
<td>0.824</td>
<td>0.779</td>
</tr>
<tr>
<td>1</td>
<td>0.822</td>
<td>0.731</td>
<td>0.848</td>
<td>0.828</td>
<td>0.846</td>
<td>0.819</td>
<td>0.835</td>
<td>0.779</td>
</tr>
<tr>
<td>10</td>
<td>0.822</td>
<td>0.731</td>
<td>0.850</td>
<td>0.834</td>
<td>0.848</td>
<td>0.824</td>
<td>0.836</td>
<td>0.782</td>
</tr>
<tr>
<td>20</td>
<td>0.800</td>
<td>0.731</td>
<td>0.850</td>
<td>0.834</td>
<td>0.846</td>
<td>0.824</td>
<td>0.825</td>
<td>0.782</td>
</tr>
<tr>
<td>30</td>
<td>0.800</td>
<td>0.731</td>
<td>0.852</td>
<td>0.834</td>
<td>0.848</td>
<td>0.824</td>
<td>0.826</td>
<td>0.782</td>
</tr>
<tr>
<td>100</td>
<td>0.800</td>
<td>0.731</td>
<td>0.854</td>
<td>0.840</td>
<td>0.850</td>
<td>0.828</td>
<td>0.827</td>
<td>0.784</td>
</tr>
<tr>
<td>200</td>
<td>0.756</td>
<td>0.692</td>
<td>0.860</td>
<td>0.845</td>
<td>0.852</td>
<td>0.831</td>
<td>0.807</td>
<td>0.769</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUROC: area under the receiver operating characteristic curve.

For predictions within 5 years, the AUROC was found to be 0.836 when α=10, which was the highest performance compared with that before smoothing was applied (α=0, AUROC 0.824). For predictions within 10 years, the AUROC was 0.784 when α=100, which was the highest performance compared with that before smoothing was applied (α=0, AUROC 0.779). When comparing the area by drawing the ROC curve of the prediction algorithm within 5 and 10 years, the NB curve line was close to the upper left corner, which means that the area for that algorithm was the widest (Figures 2 and 3).

Figure 2. Receiver operating characteristic (ROC) curves of recurrence prediction algorithms within 5 years. KNN: k-nearest neighbor; SVM: support vector machine.
Discussion

Principal Findings

In this study, we developed an algorithm to predict the probability of RCC recurrence within 10 years by selecting 10 variables that significantly affect recurrence. The AUROC of the algorithm was 0.84 for models of recurrence within 5 years and 0.79 for models of recurrence within 10 years. Our proposed algorithm achieved better prediction performance than the previously developed 5-year prediction algorithm by MSKCC, which yielded AUROCs of 0.74 [14] and 0.82 [15].

In the previous studies, 66 recurrences in 601 patients [14] and 72 recurrences in 701 patients [15] were used to form the data set for analysis. Because the data were collected from a single institution, the scale was small, and the data included censored data. The methods that can be applied to analyze censored data are limited. Therefore, in previous studies, an algorithm was developed using the Cox proportional hazards model—the most representative survival analysis method—and its performance was presented.

Because the results of previous studies were based on a single institutional analysis, the characteristics of patients in various regions were likely not reflected, meaning biased results may have been obtained. Thus, a data set composed of data from eight institutions in various regions of Korea was used in this study. In our data, 278 out of 2814 patients experienced RCC recurrence, and censored data were not included. We attempted to improve the prediction performance using more diverse and significant variables than those used by the prediction algorithms in previous studies. Finally, we developed a prediction algorithm by applying ML techniques that are typically used in classification tasks. Because we used large-scale data that sufficiently reflect the characteristics of patients with RCC in Korea, the proposed algorithm achieved stable results with high accuracy and low bias.

To the best of our knowledge, this is the first study to predict the recurrence of RCC within 10 years after surgery using ML techniques. The recurrence of most cancers is typically within 5 years. Because RCC has a late recurrence [12], it is vital to predict the late recurrence in advance and establish a personalized treatment strategy for managing the prognosis of patients with RCC. Thus, our study makes an important contribution by accurately predicting the likelihood of late recurrence of RCC.

Limitations

We utilized the data of patients with RCC recurrence after 1 to 10 years in the recurrence prediction model within 10 years. However, in several studies, a difference between variables that affect early recurrence and late recurrence was observed [12,43]. Therefore, the prediction models for 1 to 5 years and 5 to 10 years should be distinct from each other and should be constructed using different combinations of variables. However, despite being a large cohort representing the whole of Korea, it was difficult to create a single model, as only 23 cases occurred after 5 to 10 years. Therefore, in this study, we developed a predictive model by integrating both groups within...
10 years. Hence, the algorithm for within 10 years seems to have lower performance than the model for within 5 years because of the heterogeneity between the 1- to 5-year recurrence group and the 5- to 10-year recurrence group. We plan to develop additional stable and accurate models to predict late recurrence when data are collected after 5 to 10 years.

Furthermore, we used large-scale cohort data showing the characteristics of patients with RCC in Korea. Therefore, the algorithm we developed exhibits stable performance when applied to Korean patients with RCC. However, patients with RCC have different demographic and clinical characteristics; hence, the performance may be reduced when applied to different ethnicities [44,45].

Conclusions
Using the KORCC database, a large-scale cohort of RCC in Korea, we developed an algorithm to predict the probability of RCC recurrence after surgery using a representative ML technique. Among the eight ML algorithms, the NB algorithm showed the best diagnostic performance in both the 5-year model and the 10-year model in terms of the AUROC. The developed algorithm can help clinicians establish postoperative prognosis management and personalized treatment strategies for patients with RCC.
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Abstract

Background: Predictive analytics based on data from remote monitoring of elderly via a personal emergency response system (PERS) in the United States can identify subscribers at high risk for emergency hospital transport. These risk predictions can subsequently be used to proactively target interventions and prevent avoidable, costly health care use. It is, however, unknown if PERS-based risk prediction with targeted interventions could also be applied in the German health care setting.

Objective: The objectives were to develop and validate a predictive model of 30-day emergency hospital transport based on data from a German PERS provider and compare the model with our previously published predictive model developed on data from a US PERS provider.

Methods: Retrospective data of 5805 subscribers to a German PERS service were used to develop and validate an extreme gradient boosting predictive model of 30-day hospital transport, including predictors derived from subscriber demographics, self-reported medical conditions, and a 2-year history of case data. Models were trained on 80% (4644/5805) of the data, and performance was evaluated on an independent test set of 20% (1161/5805). Results were compared with our previously published prediction model developed on a data set of PERS users in the United States.

Results: German PERS subscribers were on average aged 83.6 years, with 64.0% (743/1161) females, with 65.4% (759/1161) reported 3 or more chronic conditions. A total of 1.4% (350/24,847) of subscribers had one or more emergency transports in 30 days in the test set, which was significantly lower compared with the US data set (2455/109,966, 2.2%). Performance of the predictive model of emergency hospital transport, as evaluated by area under the receiver operator characteristic curve (AUC), was 0.749 (95% CI 0.721-0.777), which was similar to the US prediction model (AUC=0.778 [95% CI 0.769-0.788]). The top 1% (12/1161) of predicted high-risk patients were 10.7 times more likely to experience an emergency hospital transport in 30 days than the overall German PERS population. This lift was comparable to a model lift of 11.9 obtained by the US predictive model.

Conclusions: Despite differences in emergency care use, PERS-based collected subscriber data can be used to predict use outcomes in different international settings. These predictive analytic tools can be used by health care organizations to extend population health management into the home by identifying and delivering timelier targeted interventions to high-risk patients. This could lead to overall improved patient experience, higher quality of care, and more efficient resource use.

(JMIR Med Inform 2021;9(3):e25121) doi:10.2196/25121
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Introduction

The German population is one of five super-aged societies, and its population aged 65 years and older is projected to grow to about 24 million in 2050—roughly one-third of the total German population [1]. As a result, increasing demands are placed on the health care system due to chronic diseases that are more common in the elderly [2]. Emergency care in Germany is chronically overloaded: the number of patients seen in the emergency department (ED) doubled between 2005 and 2015 to around 25 million per year [3]. Older multimorbid patients make up an average of 30% of the patients treated in German EDs [4]. The number of hospital admissions by individuals aged 65 years and older is more than 49,000 per 100,000 annually [5]. The country’s health care sector has begun to leverage digital technology and eHealth solutions as part of a broader effort to accommodate a healthier and more engaged older population. Smartification of a person’s home through connected technologies has the potential to alleviate the shortage of nursing staff, support the desire of many elderly people to stay at home longer, and reduce costs for municipalities and health care services [6,7].

Figure 1. Overview of the personal emergency response system process and case data collection. PERS: personal emergency response system.

PERS services collect information while the subscriber is at home, including details such as timestamp, type, situation, and outcome of calls, that have either medical (eg, falls, respiratory issues, chest pain, or general pain) or social (eg, check-in calls) nature [10]. Such events may be indicative of decline in patient status, which may be captured earlier with PERS-based prediction models than with models based on only clinical data [11-14]. Previous efforts to predict health care use include predictive modeling of hospital readmission [11], repeat ED visits [12,13], and the use of specialized discharge services [14]. The LACE index uses 4 variables (length of stay [L], acuity of the admission [A], comorbidity of the patient [C], and emergency department use in the duration of 6 months before admission (E)) and was designed for the prediction of death or unplanned readmissions after hospitalization [15], achieving a predictive performance of AUC=0.68. HOSPITAL, a risk score for predicting 30-day potentially avoidable readmission, achieved a performance of AUC=0.72 as evaluated in 9 hospitals in 4 different countries [16]. Yet another study used 1-year retrospective electronic medical record data to predict 30-day ED revisits achieving AUC=0.70 in a prospective validation cohort [12].

As a next step, we designed and executed a 2-arm randomized control trial, which demonstrated that PERS-based risk prediction with targeted interventions could reduce health care use and costs [17,18]. In this study, a study nurse contacted high-risk subscribers, conducted additional triaging and, if deemed necessary, provided them with interventions including educational support, nurse home visits, or primary care physician referral. Based on the positive findings in the United States, we are investigating if a PERS-based risk prediction system with tailored interventions could also be applied in the German health care setting [19]. Similar to the US study, the German study requires a predictive model of risk of hospital transport in PERS users. Therefore, the objectives of this paper are to (1) develop and validate a predictive model of 30-day emergency hospital transport based on German PERS provider data and (2) compare the German and US models. It should be noted that various structural differences between the German and US PERS data prevented us from applying the US predictive model to the German data directly or using a transfer learning approach. Therefore, we opted to train a new prediction model on the German data.

Methods

Retrospective Data Set

The first study aim was to develop a 30-day predictive model of emergency hospital transport for a German PERS subscriber population. The initial retrospective data set used to develop the predictive model was extracted from the German PERS service provider ServiceCall AG [20]. It contained data from...
8374 former PERS subscribers covering the period March 2006 through November 2018. Subscribers used a variety of PERS devices commercially available in Germany. At the time of study data collection, subscribers in the data set were deceased for at least 1 year to minimize impact on data privacy. This retrospective data study was approved by the Internal Committee for Biomedical Experiments of Philips (ICBE-2-24827).

The extract contained historical data including subscriber demographics such as gender, subscriber age at enrollment, and number of responders the subscriber had listed who could be contacted by the response center. The latter served as an indication of the size of the subscriber’s support network. In addition, the data set included self-reported medical conditions and medications provided by the subscriber at the time of enrollment.

Finally, the data set contained case data, which represent interactions with the response center such as incidents (where the subscriber requires assistance) or nonincidents such as test calls, false alarms, or technical issues. For interactions classified as incidents, a number of different situations were recorded (eg, subscriber has fallen), as well as a number of different follow-up actions, including contacting a friend or family member, having a conversation with the subscriber to jointly resolve the problem, or, in some cases, contact EMS.

Inclusion and Exclusion Criteria

Subscribers were included in the analysis if they were active on the service at any time between January 1, 2012, and January 1, 2018. Subscribers were included in the analysis if they had a listed age between 18 and 100 years at the time of enrollment on the PERS service. Furthermore, subscribers were excluded if their contract end date predated the start date, presumably due to administrative error. Subscribers who did not have a unique identifier in the data set (ie, that shared a pseudonym with another subscriber) were also excluded. After applying inclusion and exclusion criteria, data from 5805 subscribers remained for analysis.

Data Processing

The retrospective data set included a table consisting of subscriber data with a single row for each subscriber and a case data table with each row representing a single case. The tables were processed in the statistical programming software R (R Foundation for Statistical Computing).

The case data were characterized in terms of case types, case reasons, and case outcomes (Table 1). The case data for each subscriber were then aggregated by determining the frequency and recency of each of the case types, reasons, and outcomes. The frequency represents the number of a particular case that the subscriber has experienced, while the recency represents the time that has passed since the subscriber has experienced a particular case. Up to 2 years of historic case data were used to derive these features. The frequency and recency features of case data cases were then combined with subscriber demographics, support network, and self-reported medical conditions and medications from the subscriber data table. Tables were merged based on the pseudonymized subscriber IDs.

Table 1. Case types, reasons, and outcomes for which frequency and recency features are derived for input into the predictive model. Examples are given per category.

<table>
<thead>
<tr>
<th>Classification example</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case type</td>
<td></td>
</tr>
<tr>
<td>Incident</td>
<td>Case where the subscriber is in need of help</td>
</tr>
<tr>
<td>Accidental</td>
<td>Subscriber accidentally pushed the help button</td>
</tr>
<tr>
<td>Test</td>
<td>Test call by subscriber</td>
</tr>
<tr>
<td>Case reason</td>
<td></td>
</tr>
<tr>
<td>Fall</td>
<td>Subscriber fell</td>
</tr>
<tr>
<td>Breathing problems</td>
<td>Subscriber has breathing problems</td>
</tr>
<tr>
<td>Heart problems</td>
<td>Subscriber has heart problems</td>
</tr>
<tr>
<td>Case outcome</td>
<td></td>
</tr>
<tr>
<td>Nurse</td>
<td>Nurse visit</td>
</tr>
<tr>
<td>Ambulance transport</td>
<td>Emergency medical services dispatched to bring subscriber to hospital</td>
</tr>
<tr>
<td>No assistance required</td>
<td>Subscriber did not require further assistance</td>
</tr>
</tbody>
</table>

Predictive Model Development

The 5805 German PERS users were randomized into a training and test set in an 80:20 ratio (Figure 2). Originally, the US predictive model was trained using a 50:50 split of training and test set [9]. To eliminate the difference in training/test set ratio, the US predictive model was retrained on the US data set using an 80:20 split. Because the German data set was much smaller than the US data set, it was decided to create multiple prediction windows for each subscriber in order to use the data to the fullest extent possible. This was achieved by computing frequency and recency features and the dependent variable by splitting the data for each subscriber at multiple 30-day intervals (Figure 3). The dependent variable for the predictive model was determined as whether or not a subscriber had an event with the outcome “ambulance transport” in a 30-day prediction window (ie, the
prediction was treated as a binary classification problem). The frequency and recency features for the predictive model were derived from the entire case data history prior to the 30-day window. It was ensured that training and test sets were independent (ie, data from a single subscriber were either in the training or the test set but not in both).

**Figure 2.** Overview of the study design to develop and evaluate the predictive models of emergency hospital transport. PERS: personal emergency response system.

![Diagram](image)

**Figure 3.** Schematic of using 30-day intervals to train and validate the prediction models.

Based on the processed features, a predictive model for hospital transport was created using extreme gradient boosting, a variation of the boosted regression trees approach. Extreme gradient boosting is an ensemble approach where new models are added over a number of iterations in order to improve upon and correct the errors of the previous set of models. The models themselves take the form of small regression trees. In this study, XGBoost, an extreme gradient boosting algorithm implemented in R, was used since it has proven to perform well on nonlinear problems, including many high-ranking finishes in Kaggle data science competitions [21].

**Predictive Model Evaluation**

Discriminatory accuracy of the predictive models was evaluated using area under the receiver operator characteristic curve (AUC), which indicates the probability of the predictive model ranking a randomly selected subscriber with 30-day emergency transport higher than a randomly selected subscriber without the event. Furthermore, the positive predictive value (PPV) indicates the percentage of subscribers having emergency transport in the group classified as positive (ie, having a 30-day emergency transport). The threshold for classifying subscribers as positive was varied using risk scores >90th, 95th and 99th percentile, such that 10%, 5%, and 1% of subscribers were classified as high risk, respectively. For these thresholds, the...
PPV, sensitivity, specificity, and accuracy were computed. Confidence intervals for performance metrics were derived using a stratified bootstrapping method with 1000 bootstrap replicates. The agreement between the predictions made by the model and the observed outcome was evaluated by plotting the average of the predicted probabilities and the observed percentage of users having 30-day emergency transport in deciles of the prediction score.

**Statistical Analysis**

Differences between subscriber characteristics in the training and test sets of the German data and between both test sets of the German and US data were analyzed using Student t tests for age and chi-square tests for the categorical variables. Differences were considered to be statistically significant if $P < .05$.

**Results**

**Subscriber Characteristics**

Characteristics of subscribers in the training and test set of the Germany model are presented in Table 2 and compared with the test set used for the US predictive model. Data of 5805 unique PERS users were used in the Germany predictive model. A total of 4644 (80%) individuals were randomly selected for the training set and 1161 (20%) for the test set—training and test sets were mutually exclusive with regard to users. The US test set comprised 109,966 PERS users. Since the German data set was smaller, multiple prediction dates were considered by splitting the time range January 1, 2012, through January 1, 2018, into 73 equally spaced 30-day windows. This resulted in a training set containing 96,273 (79.5%) prediction dates and a test set with 24,847 (20.5%) prediction dates.

PERS users were on average aged 84.0 years in the German training set. Average age was slightly, but statistically significantly, younger in the test set (83.6 years). The average age in the US test set was statistically significantly lower at 81.2 years compared with the German test set. About two-thirds (2997/4644, 64.5%) of German PERS users were female, with no statistically significant difference between training and test sets. However, the US test set showed a significantly higher proportion of females (88,433/109,966, 80.4%).

In the German training set, more than half of users (2598/4644, 55.9%) were on the service 2 years or less, 23.2% (1079/4644) of users were 2 to 4 years on the service, and 20.8% (967/4644) of users were more than 4 years on the service. These percentages were not statistically significantly different in the test set. In the US test set, 44.4% (48,922/109,966) of users were less than 2 years on the service, which was significantly lower than in the Germany test set (630/1161, 54.3%). A similar percentage of US PERS users were 2 to 4 years on the service (26,193/109,966, 23.8%, vs 264/1161, 22.7%), while more users were 4 or more years on the service (34,851/109,966, 31.7%, vs 267/1161, 23.0%).

In the training set for the Germany predictive model, 94.3% (4397/4644) of users had at least one self-reported medical condition, with 35.7% (1657/4644) reporting 5 or more conditions. There were no statistically significant differences between the number of self-reported conditions in the training and test set for the Germany predictive model. In contrast, 77.3% (85,056/109,966) of users in the test set for the US predictive model self-reported one or more medical conditions, which was statistically significantly lower than in the test set for the Germany predictive model.

The prevalence of the dependent variable “emergency hospital transport in the next 30 days” was 1.6% (1506/96,273) in the training set and 1.4% (350/24,847) in the test set for the Germany predictive model. The latter was statistically significantly lower than the prevalence of the dependent variable in the test set of the US predictive model (2455/109,966, 2.2%).
Table 2. Subscriber characteristics and prevalence of the dependent variable in the training and test sets for the Germany predictive model compared with the previously published results of the US predictive model in the test set. *P* values are reported for differences between German test and training sets, and between US and German test sets.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Germany predictive model (this study)</th>
<th>US predictive model (from [9])</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training set</td>
<td>Test set</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td></td>
<td></td>
</tr>
<tr>
<td># of unique PERS users, n (%)</td>
<td>4644 (80)</td>
<td>116 (20)</td>
</tr>
<tr>
<td># of prediction windows, n (%)</td>
<td>96,273 (79.5)</td>
<td>24,847 (20.5)</td>
</tr>
<tr>
<td>Age in years, mean (SD)</td>
<td>84.0 (8.2)</td>
<td>83.6 (8.3)</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>2997 (64.5)</td>
<td>743 (64.0)</td>
</tr>
<tr>
<td>Years on PERS service, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-2</td>
<td>2598 (55.9)</td>
<td>630 (54.3)</td>
</tr>
<tr>
<td>2-4</td>
<td>1079 (23.2)</td>
<td>264 (22.7)</td>
</tr>
<tr>
<td>4 or more</td>
<td>967 (20.8)</td>
<td>267 (23.0)</td>
</tr>
<tr>
<td>Number of PERS self-reported medical conditions, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>265 (5.7)</td>
<td>73 (6.3)</td>
</tr>
<tr>
<td>1-2</td>
<td>1325 (28.5)</td>
<td>329 (28.3)</td>
</tr>
<tr>
<td>3-4</td>
<td>1397 (30.1)</td>
<td>370 (31.9)</td>
</tr>
<tr>
<td>5 or more</td>
<td>1657 (35.7)</td>
<td>389 (33.5)</td>
</tr>
<tr>
<td>30-day emergency hospital transport (% of prediction windows)</td>
<td>1506 (1.6)</td>
<td>350 (1.4)</td>
</tr>
</tbody>
</table>

*a*PERS: personal emergency response system.

**Predictive Model Evaluation**

The performance of the Germany predictive model on the test set is detailed in Table 3 for various prediction score thresholds. AUC was 0.749 (95% CI 0.721-0.777) for emergency hospital transport in 30 days. This was slightly but not statistically significantly lower than the AUC for the US predictive model (0.778 [95% CI 0.769-0.788]), as 95% CIs were overlapping.

Positive predictive values for the Germany predictive model were low due to the low prevalence of 30-day emergency hospital transport, which was 1.4% (350/24,847) in the test set (Table 1). By increasing the prediction score threshold, PPV increased but at the expense of decreased sensitivity. At a prediction score threshold corresponding to the 90th percentile, the Germany predictive model identified 40.3% (95% CI 35.1%-45.4%) of the subscribers who had emergency transport in the 30 days following the prediction date (sensitivity); however, only 5.7% (95% CI 4.9%-6.4%) of flagged subscribers had emergency transport in the following 30 days (PPV) at this threshold. At thresholds corresponding to the 95th and 99th percentiles, the sensitivity dropped to 26.9% (95% CI 22.3%-31.1%) and 10.6% (95% CI 7.4%-14.0%), respectively, while the PPV increased to 7.5% (95% CI 6.3%-8.8%) and 15.0% (95% CI 10.7%-19.3%), respectively. When the threshold was set at the 99th percentile, the PPV was 10.7 times higher than the prevalence of 1.4%. This lift of the prediction model was similar for the US prediction model, namely 11.9.

The US predictive model demonstrated similar sensitivity and specificity values for the different thresholds. However, PPV was significantly higher across all thresholds compared with the Germany predictive model due to the higher prevalence of the target variable in the US data set.
Table 3. Performance of the Germany and US predictive models on the corresponding test sets, evaluated by positive predictive value, sensitivity, and specificity using the 90th, 95th, and 99th percentiles as a threshold and area under receiver operator characteristic curve.

<table>
<thead>
<tr>
<th>Performance metric and threshold (percentile)</th>
<th>Germany predictive model (this study), % (95% CI)</th>
<th>US predictive model (adapted from [9]), % (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PPV</strong>&lt;sup&gt;a&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90%</td>
<td>5.7 (4.9-6.4)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>9.4 (8.9-9.8)</td>
</tr>
<tr>
<td>95%</td>
<td>7.5 (6.3-8.8)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>13.6 (12.9-14.3)</td>
</tr>
<tr>
<td>99%</td>
<td>15.0 (10.7-19.3)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>26.2 (23.7-28.5)</td>
</tr>
<tr>
<td><strong>Sensitivity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90%</td>
<td>40.3 (35.1-45.4)</td>
<td>41.9 (40.0-43.9)</td>
</tr>
<tr>
<td>95%</td>
<td>26.9 (22.3-31.1)</td>
<td>30.3 (28.6-32.0)</td>
</tr>
<tr>
<td>99%</td>
<td>10.6 (7.4-14.0)</td>
<td>11.7 (10.5-13.0)</td>
</tr>
<tr>
<td><strong>Specificity</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>90%</td>
<td>90.4 (90.1-90.8)</td>
<td>90.8 (90.6-91.0)</td>
</tr>
<tr>
<td>95%</td>
<td>95.3 (95.1-95.6)</td>
<td>95.6 (95.6-95.7)</td>
</tr>
<tr>
<td>99%</td>
<td>99.1 (99.0-99.2)</td>
<td>99.3 (99.2-99.3)</td>
</tr>
<tr>
<td><strong>AUC</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.749 (0.721-0.777)</td>
<td>0.778 (0.769-0.788)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PPV: positive predictive value.

<sup>b</sup>Nonoverlapping 95% CI between Germany and US predictive models.

<sup>c</sup>AUC: area under the receiver operator characteristic curve.

The predictive model produced for each subscriber a probability from 0% to 100% indicating the risk of having 30-day emergency hospital transport. The actually observed percentage of subscribers with 30-day emergency hospital transport and average predicted probabilities are presented in Figure 4 to indicate calibration across deciles of risk for both models. Each decile consists of 10% of the test set sorted by predicted probability. Probabilities increased from 0.4% in the lowest risk decile to 5.7% in the highest risk decile observed in the Germany test set and from 0.2% to 9.7% for the US test set. Both models were well calibrated with $R^2=0.9935$ and $R^2=0.9992$ for the Germany and US predictive models, respectively.
**Predictor Importance**

The Germany predictive model of 30-day emergency hospital transport included 98 variables with nonzero values for the gain compared with 121 for the US predictive model. For each broad category of predictors, Table 4 provides the number of predictors and the gain. Here, gain is calculated by the XGBoost algorithm and represents a combined statistic of the information gain over all trees for a particular predictor. As such, gain represents a measure of the relative importance of individual predictors. Predictors from the case data form the most important predictor category for both predictive models, although percentage-wise, their contribution to the Germany predictive model was lower compared with the US predictive model (72.9% vs 87.7%, respectively). On the other hand, the relative importance of self-reported medical conditions (9.6% vs 3.7%, respectively) and other predictors (17.5% vs 8.7%, respectively) was higher in the Germany predictive model.

**Table 4.** Number of predictors and total gain per predictor category.

<table>
<thead>
<tr>
<th>Predictor category</th>
<th>Number of predictors</th>
<th>Total gain, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Germany</td>
<td>US</td>
</tr>
<tr>
<td>Case data-based predictors</td>
<td>48</td>
<td>62</td>
</tr>
<tr>
<td>Self-reported medical conditions</td>
<td>43</td>
<td>44</td>
</tr>
<tr>
<td>Other predictors</td>
<td>7</td>
<td>15</td>
</tr>
<tr>
<td>Total</td>
<td>98</td>
<td>121</td>
</tr>
</tbody>
</table>

The 5 most important predictors for each category are shown in Figure 5 for both models. In each category, 3 out of 5 predictors were overlapping between the Germany and US predictive models. For case data–based predictors, these included recency and frequency of ambulance transport and recency of incidents. In the Germany predictive model, features based on the collection of further case information from the user and entering additional information into the electronic record were found among the important predictors. We expect that extracting features from these free text notes in the electronic record could lead to further model improvement; however, text notes were left out of the analysis due the risk of including privacy-sensitive information.
Furthermore, the number of self-reported medical conditions, chronic obstructive pulmonary disease, and oxygen dependency were among the 5 most important predictors in both models in the category self-reported medical conditions. Other important predictors that were shared by both models included time on the PERS service, age, and number of responders. It should be noted that in the Germany predictive model, number of medications and care level (Pflegestufe), a Germany-specific categorization of the level of (financial) support individuals need with activities of daily living, were among the most important other predictors, and this information was not available in the US PERS data.

**Discussion**

**Principal Findings**

In previous work, we have shown that PERS service data from US subscribers can be used to predict risk for emergency hospital transport [9]. This study is an extension of that work to determine the feasibility to develop such a prediction model on data from German PERS subscribers. Comparison of data from the German and US PERS providers shows that PERS users in both countries have, on a high level, similar characteristics—average age over 80 years, predominantly female, and more than half reporting on 3 or more medical conditions. On the other hand, Table 2 shows various subtle differences between the characteristics of the two populations, justifying the effort to develop a Germany-specific predictive model.

In the US and German PERS populations, the prevalence of hospital transport in 30 days among PERS users was significantly lower in the German PERS population (1.4% vs 2.2%, respectively). Health insurance is obligatory in Germany, and the health care systems covers all costs of both inpatient and outpatient treatment [22]. Compared with the United States, where patients often self-refer to the ED out of financial considerations [23], this is therefore less likely to play a role in Germany, which might explain the difference in prevalence of hospital transport. Nevertheless, the increasing number of ED visits that could have been prevented via treatment in the primary care setting is a growing issue in Germany.

Evaluation of the German prediction model of 30-day emergency hospital transport on a test set of data from different
PERS users demonstrated that at-risk subscribers could be identified with discriminatory accuracy similar to the US prediction model (AUC=0.749 vs AUC=0.778). Furthermore, calibration across deciles indicated that the predicted probabilities for both the Germany and US prediction models closely matched with observed outcomes. Calibration refers to the agreement between observed outcomes and predictions (ie, if we predict a 10% risk of 30-day hospital transport, the observed frequency of hospital transport should be approximately 10 out of 100 subscribers with such a prediction [24]). Finally, analysis of variable importance indicated that predictors derived from the medical alert pattern data, including the frequency and recency of prior ambulance transports, were most predictive of future hospital transport in both the German and US prediction models. Similarly, Poole et al [25] found that the timing and frequency of prior ED use are the strongest predictors of future ED visits using a random forest model.

Our previous study on health care use in US PERS users indicates that 21% of hospital admissions are considered potentially avoidable [10]. A recent study on hospitalizations by German nursing home patients classified 27% as potentially avoidable [26]. Therefore, we believe that prediction of emergency transport risk in combination with appropriate interventions could potentially reduce health care use. Case managers and health professionals should integrate risk prediction of patients into their clinical workflows to obtain the clinical and financial benefits from predictive models, which requires a detailed guideline that clarifies how the algorithm will inform care [27]. In a recently completed randomized clinical trial, we developed workflows that integrate daily PERS-based risk of 30-day emergency hospital transport with care pathways [17], resulting in 49% fewer EMS encounters in the intervention group [18]. In a currently running prospective study in Germany [19], the predictive model described herein is used to predict subscribers risk for 30-day emergency transport, followed by a case manager assessment, and tailored interventions for high-risk subscribers. The number of patients who will ultimately benefit from a combination of prediction and intervention will depend on various factors including the population size and prevalence of emergency health care use, performance of the predictive model and risk threshold above which patients are considered to be high risk, and efficacy of the interventions provided to high-risk patients.

In our prospective study in Germany [19], the predicted risk scores drive proactive outreach—if the risk is above a certain threshold, the patient may be contacted by the case manager. Due to the low prevalence of hospital transport in the German PERS population, setting the value of the risk threshold is a trade-off between finding many true positive cases (ie, a high sensitivity) and reducing the number of false positives (ie, a high PPV), as shown in Table 2 and also reported by other predictive modeling studies of emergency health care use [12,28]. Despite this, our recent study in a US PERS population has demonstrated that health care use and cost can be reduced by combining risk prediction with preventive interventions [18].

Limitations
This study had a few limitations. The PERS population is mostly older and primarily female, and the service is to a certain extent privately paid for by subscribers (ie, not fully covered by their health insurance). This may limit the generalizability of the study to older women who can afford the service. Furthermore, the predictive model may have been influenced by confounding of unobserved variables, including when and where users wear the PERS device [29].

Subscribers may have initiated emergency hospital transport outside of the PERS service, in which case there are no records in the PERS data, which may have affected predictive model development. As a mitigation measure, participants of our prospective study are instructed to use their emergency pendant for all incidents where they require help.

Conclusions
This study showed that remotely collected subscriber data from a German PERS service can be used to predict 30-day hospital transport with similar discriminatory accuracy and calibration as our previously published prediction model developed on data from a US PERS population. Health care providers could potentially benefit from our validated predictive model by estimating the risk of 30-day emergency hospital transport for individual subscribers and target timely preventive interventions to high-risk subscribers. Due to a lower prevalence of emergency hospital transport in Germany compared with the United States, it needs further investigation if combining risk prediction with interventions will effectively reduce health care use. We are currently testing this hypothesis in a prospective study where risk predictions are combined with a stepped intervention pathway. This approach could lead to overall improved patient experience, higher quality of care, and more efficient resource use.
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Abstract

Background: Rosacea is a chronic inflammatory disease with variable clinical presentations, including transient flushing, fixed erythema, papules, pustules, and phymatous changes on the central face. Owing to the diversity in the clinical manifestations of rosacea, the lack of objective biochemical examinations, and nonspecificity in histopathological findings, accurate identification of rosacea is a big challenge. Artificial intelligence has emerged as a potential tool in the identification and evaluation of some skin diseases such as melanoma, basal cell carcinoma, and psoriasis.

Objective: The objective of our study was to utilize a convolutional neural network (CNN) to differentiate the clinical photos of patients with rosacea (taken from 3 different angles) from those of patients with other skin diseases such as acne, seborrheic dermatitis, and eczema.

Methods: In this study, 24,736 photos comprising of 18,647 photos of patients with rosacea and 6089 photos of patients with other skin diseases such as acne, seborrheic dermatitis, and eczema were included and analyzed by our CNN model based on ResNet-50.

Results: The CNN in our study achieved an overall accuracy and precision of 0.914 and 0.898, with an area under the receiver operating characteristic curve of 0.972 for the detection of rosacea. The accuracy of classifying 3 subtypes of rosacea, that is, erythematotelangiectatic rosacea, papulopustular rosacea, and phymatous rosacea was 83.9%, 74.3%, and 80.0%, respectively. Moreover, the accuracy and precision of our CNN to distinguish rosacea from acne reached 0.931 and 0.893, respectively. For the differentiation between rosacea, seborrheic dermatitis, and eczema, the overall accuracy of our CNN was 0.757 and the precision was 0.667. Finally, by comparing the CNN diagnosis with the diagnoses by dermatologists of different expertise levels, we found that our CNN system is capable of identifying rosacea with a performance superior to that of resident doctors or attending physicians and comparable to that of experienced dermatologists.

Conclusions: The findings of our study showed that by assessing clinical images, the CNN system in our study could identify rosacea with accuracy and precision comparable to that of an experienced dermatologist.

(JMIR Med Inform 2021;9(3):e23415) doi:10.2196/23415
Introduction

Rosacea is a common chronic inflammatory disease, which mainly affects the convex facial areas such as nose, cheek, chin, and glabella, with estimated prevalence ranging from 2% to 22% worldwide [1,2] and leading to impaired physical appearance, self-abasement, frustration, and poor quality of life in millions of patients with rosacea [3]. The clinical manifestations of rosacea are quite diversified, including flushing, erythema, angioectasias, papules, pustules, and phymatous changes [4], which vary largely from patient to patient, and some of these manifestations usually overlap [5]. Besides, the clinical features of rosacea resemble those of a series of facial inflammatory diseases such as acne, seborrheic dermatitis/eczema, and lupus, thereby making the correct recognition of rosacea even more difficult [6]. In addition, the existing clinical diagnostic criteria for rosacea are still debatable and cause confusion in clinical practice [7,8]. Thus, the correct diagnosis of rosacea remains a big challenge for the medical community, and there is a desperate need for a universal reliable diagnostic system for rosacea.

In recent years, with the rapid development of computer science, artificial intelligence has emerged as a promising tool for face recognition, image analysis, and deciphering genomics [9-13]. Among them, the utility of deep convolutional neural networks (CNNs) in medical practice has caught great attention, especially in the field of dermatology [14,15]. Much efforts have been made to apply machine learning in the detection of malignant skin tumors such as melanoma and basal cell carcinoma [16-21]. Early screening and accurate detection of these skin cancers are the premises for timely treatment and would be of great benefit for patients. Furthermore, machine learning can serve as a potential method for identifying other common skin diseases such as psoriasis, atopic dermatitis, and onychomycosis [14,15]. By objectively analyzing and summarizing dermatological images, artificial intelligence can offer clinicians unbiased suggestions for clinical assessment and outcome prediction [14,22], which would effectively narrow the gap between physicians with different educational backgrounds or clinical experience.

In this study, we trained a deep CNN to analyze clinical images (from 3 different angles) of thousands of patients with rosacea versus those of patients with other common diseases, which could be easily confused with rosacea in clinic (eg, acne, facial seborrheic dermatitis, eczema). We aimed to evaluate the ability of our CNN to identify and classify rosacea. We also compared the accuracy and specificity of our CNN in distinguishing rosacea from other skin diseases with those of clinicians with different levels of clinical experiences.

Methods

The concept of CNN was proposed by Lecun et al [23]. CNN uses various filters to capture features from local regions of an image and shows state-of-the-art performances in many image-based machine learning tasks such as image classification [24], object detection [25], and object segmentation [26]. The common architecture of CNN can be divided into 2 parts: feature extractor and classifier. The feature extractor is composed of stacked convolutional layers and pooling layers. Each convolutional layer contains many filters, which scan the image and do a Hadamard product operation.

After scanning, a filter will generate a 2D matrix called as the feature map (Multimedia Appendix 1). This feature map will progress to an activation function. The most common function is the rectified linear unit, as shown below [23].

\[ y = \begin{cases} 
  x, & \text{if } x \geq 0 \\
  0, & \text{if } x < 0 
\end{cases} \]

Another common layer in the feature extractor part is the pooling layer. The pooling layer will subsample the feature maps in the height and width domain. It is applied to execute a denoising process. It will sample a value from every \(2 \times 2\) or \(3 \times 3\) subregions of the feature maps (Multimedia Appendix 2).

In this way, the pooling layer can reduce redundant information. Reducing the feature map size also decreases the calculation in the following convolutional layers. The sampling strategy in the pooling layers can be done in many ways. In recent years, max pooling is considered as the most efficient strategy in image classification and is used in many CNN architectures. It samples the maximum value from a subregion. The below equation shows how max pooling works.

\[ y = \text{max}(X) \]

The second part of the CNN is the classifier. It is composed of one or many fully connected layers. The feature maps from the feature extractor module will be flattened or downsampled into a 1D vector and fed to the fully connected layers. Each fully connected layer executes a matrix calculation as shown below.

\[ y = h(WX + b) \]

W means weights, which is a 2D matrix; b means bias, which is a 1D vector; and \(h(\cdot)\) is an activation function. The whole CNN will be optimized by backpropagation [27] and gradient descent algorithm [28]. All learnable parameters, including filters, weights, and bias, will be updated during the optimizing procedure.

In our model, we used ResNet-50, which is a variant of CNN, to distinguish rosacea from other facial diseases [29]. ResNet-50 is known as a CNN model with a very “deep” architecture. ResNet-50 overcomes the gradient vanishing problem in case a model becomes deeper and has better generalization than other architectures. The architecture of ResNet-50 is shown below (Multimedia Appendix 3).

The major structure of ResNet-50 is the residual block. ResNet-50 contains 16 residual blocks. Each residual block is composed of 3 convolutional layers. The following figure...
displays the structure of a residual block (Multimedia Appendix 4).

The first 2 layers in a residual block have the same number of filters. The last layer always has 4 times the number of filters present in the previous layers. The output of a residual block is computed by adding the original input and the output from 3 convolutional layers. After passing 16 blocks, a global average pooling layer samples a value from each feature map by averaging them. Finally, a fully connected layer generates a vector with the output of the global average pooling layer. This vector is the prediction of the model, which contains 2 values and means the scores of rosacea and other facial diseases that might be easily confused with rosacea (such as acne, facial seborrheic dermatitis, and eczema). We applied transfer learning to our model because parameters in the model after pretraining can be considered as a better initialization than initializing parameters randomly at the beginning of the training [30]. Therefore, our model was pretrained with an ImageNet data set, which contains 1 million images, and fine-tuned on our data set [31]. Since our raw images have different resolutions, we should unify them before feeding them into the model. We resized each image to 256 pixels at their shorter side and kept their aspect ratio. After that, we only reserved the central 256×256 region. In this way, we could obtain many 256 pixel×256 pixel images without aspect ratio distortion.

We used facial cropping, rotation, and flipping to augment our data set. For each image, we randomly sampled a 224×224 crop. Then, we rotated the image by 0, 90, 180, or 270 degrees; 25 of the images in a batch were flipped vertically. Further, 25% of the images in the same batch were flipped horizontally.

We optimized our model with mini-batch gradient descent with a momentum of 0.9 and a batch size of 32. Our model was trained for 100 epochs. The initial learning rate was set to 0.0001. If validation loss did not decrease in continuous 10 epochs, the learning rate was divided by 5. The minimum learning rate was not lower than 0.000001. Before training, we randomly split 20% of the data from the training set as the validation set. Further, we used the performance of the validation set to select the best model.

A total of 24,736 photos comprising of 18,647 photos of patients with rosacea and 6089 photos of patients with different skin diseases such as acne, facial seborrheic dermatitis, and eczema were included in our study. The patients in this study gave written informed consent to publish their case details. In order to cover the whole face, the photos of each patient were taken using smartphones (iPhone X and Huawei P20) or digital camera (Canon Rebel 550) from 3 different angles (Figure 1): left face (45 degrees from the left), middle face, and right face (45 degrees from the right).

To build a test set without class imbalance, we did not split the data randomly. Instead, we made sure that each class has the same number of test examples. For each binary classification task, we chose 768 photos from 256 patients (128 patients for rosacea, 128 patients for other skin diseases) as the test set. For rosacea subtype prediction, we chose 576 images from 192 patients (64 patients for each subtype) as the test set. For data analysis, the area under the receiver operating characteristic curve (AUROC) was calculated for each of these curves to quantify the CNN’s performance. A confusion matrix was constructed from the results of the testing images to evaluate the performance.

Figure 1. Examples of 3 photos taken from 3 different angles for each patient.
Results

Using Deep CNN to Identify and Classify Rosacea

First, we tested the ability of CNN to identify rosacea (18,647 images) and other skin diseases, which could be easily confused with rosacea in clinic (6089 images). The latter included acne, facial eczema and seborrheic dermatitis, lupus erythematosus, chronic solar dermatitis, corticosteroid-dependent dermatitis, and lupus miliaris disseminatus faciei. Among them, 23,768 images were used for training and the rest were used for testing. The accuracy and precision of the CNN for the classification of rosacea against other skin diseases were 0.914 and 0.898, respectively, with an AUROC of 0.972 (Figure 2A and Figure 2B), thereby indicating that CNN was able to identify rosacea effectively and accurately from other skin diseases on the face that might be easily confused with rosacea. Next, we tried to utilize the CNN to further classify the 3 major subtypes of rosacea: erythematotelangiectatic rosacea (ETR), papulopustular rosacea (PPR), and phymatous rosacea (PhR). The accuracy of the CNN to classify one subtype against the others was 83.9%, 74.3%, and 80.0% for ETR, PPR, and PhR, respectively (Figure 2C). To be more specific, 28.1% (54/192) of the patients with PPR were mistakenly recognized as having ETR, while 15.6% (30/192) and 44.3% (85/192) of the patients with PhR were misinterpreted as having ETR and PPR, respectively (Figure 2C).

Using Deep CNN to Distinguish Rosacea From Acne

Acne is one of the most important disorders considered in the differential diagnosis of rosacea; therefore, we further proceeded to apply our CNN to distinguish rosacea from acne. The total number of images incorporated into this study was 18,647 for rosacea and 3552 for acne. Among them, 21,431 images were used for training and 768 for testing. The accuracy of this test was 0.931 with a precision of 0.893 (Figure 3A). The AUROC was 0.993 (Figure 3B) and the recall was 0.982. These results demonstrated that our CNN was capable of accurately distinguishing rosacea from acne.

Figure 2. Performance of the convolutional neural network in the identification and classification of rosacea and other skin diseases. A. Confusion matrix showing the accuracy and precision of 0.914 and 0.898, respectively; B. Receiver operating characteristic curve showing that the area under the receiver operating characteristic curve reached 0.972; C. Performance of the convolutional neural network in the classification of subtypes of rosacea. ETR: erythematotelangiectatic rosacea; PhR: phymatous rosacea; PPR: papulopustular rosacea.
Using Deep CNN to Distinguish Rosacea From Facial Seborrheic Dermatitis/Eczema

Facial seborrheic dermatitis and eczema are other types of facial dermatitis that can be easily misdiagnosed as rosacea in clinical practice. We collected 18,647 images of rosacea and 1896 facial seborrheic dermatitis/eczema images for CNN assessment and identification. After being trained with 19,775 images, the CNN achieved 0.757 for accuracy and 0.677 for precision in the differentiation of rosacea from facial seborrheic dermatitis/eczema on the test set of 768 images (Figure 4A). The overall AUROC of this test was 0.956 (Figure 4B).

Comparing the Performance of Deep CNN With That of Dermatologists of Different Expertise Levels

We compared the performance of our CNN with that of dermatologists of different expertise levels in the identification of rosacea and other skin diseases. The latter consisted of 6 experts dedicated in the clinical research of rosacea, 19 attending physicians, and 28 resident doctors of dermatology; 44 images of patients with rosacea and 56 images of patients with different skin diseases were used for the test. Compared with our CNN, which achieved an accuracy of 0.890 and precision of 0.867, the overall mean accuracy and precision of the experts were 0.913 (SD 0.040) and 0.881 (SD 0.059), respectively. By contrast, the overall mean accuracy and precision of attending
physicians were 0.803 (SD 0.058) and 0.791 (SD 0.063), while those of resident doctors were 0.75 (SD 0.075) and 0.714 (SD 0.081), respectively (Figure 5A and Figure 5B). In summary, these results indicated that the performance of our CNN was significantly superior to that of resident doctors and attending physicians and was comparable to that of experienced dermatologists in the identification of rosacea.

**Figure 5.** Performance of the convolutional neural network and dermatologists of different expertise levels in the identification of rosacea and other skin diseases. A. Precision and accuracy of the convolutional neural network compared to those of resident doctors, attending physicians, and experts; B. Sensitivity and specificity of the convolutional neural network compared to those of resident doctors, attending physicians, and experts.

**Discussion**

Our study offers a novel CNN that can correctly identify and classify the subtypes of rosacea, and the performance of our CNN is comparable to that of expert dermatologists specialized in the diagnosis and treatment of rosacea. Previous efforts have been made to apply CNN to identify rosacea. However, previous work focused mainly on the development of networks or analysis of images instead of practically applying CNN for the identification of rosacea and differentiating it from other skin diseases or for the classification of subtypes of rosacea [32]. Besides, the number of images for model development was quite limited (less than 100) in the previous studies and the sensitivity or specificity were barely satisfactory [33]. In our work, a vast number of images were incorporated for the training of CNN, and the precision and accuracy of our deep CNN system were 0.914 and 0.898, respectively, for the identification of rosacea among other skin diseases. In addition, in the test for detecting rosacea, our CNN system significantly outperformed the resident doctors and the attending physicians and the performance was comparable to that of experienced dermatologists. Thus, our CNN can serve as a unified detection tool and as a promising adjunct for grassroot health care workers (such as family doctors) to improve their capability in recognizing rosacea and narrow the gap between doctors with different clinical experiences. This, in turn, would be also of great benefit for patients with rosacea since it is not easy for the general public to obtain access to experts for dermatological consultation in daily life.

Traditionally, rosacea is categorized into the following different subtypes: ETR, PPR, PhR, and ocular rosacea [4]. However, the boundary between these subtypes (especially ETR and PPR) is quite obscure and these subtypes may overlap or transform from one subtype to another [7]. The correct classification of the different subtypes in clinical practice has always been a challenge for clinicians. In this study, we tried to utilize our CNN to classify ETR, PPR, and PhR, and the precision was 83.9%, 74.3%, and 80.0%, respectively. To be more specific, 28.1% (54/192) of the patients with PPR were mistakenly recognized as having ETR. One possible explanation for this difference in performance could be the overlapping presentations of ETR and PPR, which is commonly seen in clinic. Moreover, 15.6% (30/192) and 44.3% (85/192) of the patients with PhR were misinterpreted as having ETR and PPR, respectively. Possible reasons for these mistakes could be that the erythema of some patients with ETR and the papules of some patients with PPR were confined to the nasal part, making it difficult to distinguish ETR and PPR from PhR, especially when phymas were not prominent. Nowadays, with the growing understanding of rosacea, this traditional subtype classification has been abrogated by the experts committee for rosacea due to the impractical sorting criteria [34]. The confusions in the classification of the subtypes of rosacea by CNN in our study would in turn support the current consensus of abolishing the impractical classification method.

Generally, the data sources for the interpretation of machine learning varies from digital medical records [35,36], histopathological pictures [37], and clinical photos [38-41] to dermoscopic images [42-50]. The advantage of machine learning
over the human eyes is that the CNN is able to objectively record, process, and summarize all the subtle features included in the images of patients with rosacea—even those details that would have been neglected by clinicians otherwise. Each type of data provides unique clinical information for disease diagnosis and at the same time has its own benefits and drawbacks. For example, dermoscopic images are standardized high-resolution pictures, which can clearly present all the microscopic details of the lesion and eliminate the potential interference of image quality and lighting angles with ordinary photos, which makes them especially useful for identifying diseases with specific microscopic patterns (eg, atypical network and irregular dots/globules for melanoma, large blue-grey ovoid nests and spoke-wheel areas for basal cell carcinoma). However, dermoscopic images have a rather limited field of view. For skin diseases such as rosacea, one single dermoscopic image covers only a small proportion of the whole lesion, which hardly represents all the clinical characteristics of the disease comprehensively. In this scenario, clinical photographs taken using the digital camera from 3 different angles covering the whole face (as shown in Figure 1 of our study) would be the preferred image source. Further, clinical photos from different angles also allowed us to analyze areas that were not commonly implicated in rosacea, such as the zygomatic process of the maxilla and the lower mandible. The implication of these areas could be a key point for the differentiation between rosacea and other skin diseases. Additionally, given that each image type has its own limitations, it would be interesting if different types of images (clinical photos, dermoscopic images, and histopathological pictures) were integrated for artificial intelligence assessment at the same time. Future work is encouraged to integrate different types of images providing both microcosmic and macroscopic features of diseases for machine learning to achieve greater performance.

To date, little is known about how exactly deep CNNs analyze, process, and summarize these images and distinguish one disease from another. It remains to be explored what factors (image number, light, background, definition, dimensions) can affect this process. Further efforts are required to investigate the possible ways for improving the accuracy and specificity for the detection of diseases by using artificial intelligence.

In conclusion, our study demonstrated the capability of our deep CNN to identify rosacea and differentiate it from other skin diseases. The performance of our CNN was superior to that of resident doctors and attending physicians and was comparable to that of experienced dermatologists. Our results offer a new potential way for the proper diagnosis of rosacea, thereby indicating that artificial intelligence would be of great help for physicians in the diagnosis of rosacea in clinical practice in the future.
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Abstract

Background: COVID-19 has been declared a worldwide emergency and a pandemic by the World Health Organization. It started in China in December 2019, and it rapidly spread throughout Italy, which was the most affected country after China. The pandemic affected all countries with similarly negative effects on the population and health care structures.

Objective: The evolution of the COVID-19 infections and the way such a phenomenon can be characterized in terms of resources and planning has to be considered. One of the most critical resources has been intensive care units (ICUs) with respect to the infection trend and critical hospitalization.

Methods: We propose a model to estimate the needed number of places in ICUs during the most acute phase of the infection. We also define a scalable geographic model to plan emergency and future management of patients with COVID-19 by planning their reallocation in health structures of other regions.

Results: We applied and assessed the prediction method both at the national and regional levels. ICU bed prediction was tested with respect to real data provided by the Italian government. We showed that our model is able to predict, with a reliable error in terms of resource complexity, estimation parameters used in health care structures. In addition, the proposed method is scalable at different geographic levels. This is relevant for pandemics such as COVID-19, which has shown different case incidences even among northern and southern Italian regions.

Conclusions: Our contribution can be useful for decision makers to plan resources to guarantee patient management, but it can also be considered as a reference model for potential upcoming waves of COVID-19 and similar emergency situations.

(JMIR Med Inform 2021;9(3):e18933) doi:10.2196/18933
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Introduction

COVID-19 is a disease that was reported in Wuhan, China in December 2019 [1]. It has been stressing health structures and governments worldwide due to the difficulties in containing its diffusion [2-4]. The virus appears as a flu, but it attacks the pulmonary apparatus, and on average, 6% of symptomatic patients require hospitalization in intensive care units (ICUs) due to severe respiratory syndromes. The rapid diffusion of the virus caused a high number of infections. Only a fraction of patients who are infected need hospitalization in ICUs, a relatively high number of which do not survive the virus. In Italy, in almost 2 months during the first peak, there have been more than 100,000 known infections and nearly 35,000 COVID-19–related deaths [5-7].

The virus also spread in other countries across the world with different modalities and aggressiveness. During its first wave, from March to May 2020, Italy had the second highest number
of patients who were infected. All countries reported difficulties in answering to the high number of requests for ICU beds and reliable detection of the real infection numbers. In countries where the virus spread later with respect to Italy, such as the United States, France, Spain, and other European countries, it diffused with similar trends but with different absolute numbers, as reported by the World Health Organization [3,8-13]. Nevertheless, the impact on health structure resources has been similar. In fact, the number of infections detected is strictly related to the number of swab tests performed in the population. Tradigo et al [14] assessed the real number of patients who are infected with respect to the known ones. In contrast, the number of infections is much higher than the known ones and includes patients who are asymptomatic (ie, those who got the infection but who did not manifest any symptoms). The number of ICU beds is always related to the number of real infections.

Regions such as Lombardia in the north of Italy have been strongly affected by COVID-19, and it seems that this is due to a large number of patients who were asymptomatic already in the middle of January 2020 and late adoption of containment measures such as limitation of circulation and delay in applying rules such as smart working [15-17].

We focus on the problem of rapidly estimating resources during the exponential phase of the COVID-19 emergency, in particular, being aware of the differences among regions in terms of health structure resources such as ICU beds. We show how the proposed model scales at the regional level and how it can help decision makers plan expansions of resources near saturation or reroute patients to neighboring regions.

The prediction of COVID-19 diffusion is a relevant problem, and it has been discussed in other papers [18-20]. Some papers do not consider the regional level and local differences that are relevant in some countries such as Italy. For instance, Li et al [21] developed a model starting from Hubei Province data, and they used the model for prediction in other countries such as Italy and Korea. Other papers did not consider the prediction of ICU resources. Conversely, our study is scalable on a regional level, and it is able to predict ICU needs. In a previous study [22-24], we developed a preliminary model for resource planning; here, we present an extension of the model with a particular focus on the assessment of the predictions.

The model presented here has been assessed comparing the simulated and predicted resource values with the measured ones. The rapid diffusion trend in high-income countries’ populations and in cities with high density stressed the health structure in many countries. Indeed, a small portion of patients with COVID-19 require ICU admission. The exponential diffusion in terms of an increased number of infections per day required a larger number of ICU beds than the ones available. We report our model as being scalable at both the regional and subregional levels. We claim that it can be used in different countries and in future contexts where virus diffusion will require well-planned health resource management [13,25].

The paper is structured as follows. The Methods section reports the proposed model and the Italian infection data. The Results section reports the application of the model on three sample regions out of 20, Lombardia (north), Toscana (central), and Sicilia (south). The Discussion section reports on the limitations of this study and comparisons with other work. However, our model is general enough to be successfully applied to other pandemic situations in other contexts.

### Methods

#### ICU Situation in Italy

Italy was affected by COVID-19 by the end of January 2020, starting from northern regions such as Lombardia and Veneto. By the end of February, the increasing trend of infection numbers per day obliged the governments at the regional level—and at the national level starting on March 10—to introduce containment measures.

For example, on March 26, 2020, in Italy, we had 24,747 total reported COVID-19 infection cases, of which 20,603 had the disease, 1809 had died, and 2335 had recovered from it. Regarding patients who were infected, 9268 were treated in their homes since they did not have severe illness, 9663 were hospitalized, and 1672 were admitted to ICUs. The trend continued increasing until April 19, 2020, which has been the peak of COVID-19 infections in Italy.

In reaction to the exponential growth of patients who are infected that require hospitalization, one possible measure adopted by many countries has been to build emergency hospitals dedicated to patients with COVID. In Italy, one strategy consisted in improving existing structures by extending hospitals dedicated to patients with COVID. In a previous study [26] focuses on accelerating the process of acquiring and furnishing hospitals with assisted breathing devices.

Italy has approximately 5200 ICU beds in total, which have been dimensioned by design to be equal to 80% of their average occupancy at any given time. In addition, they are allocated at a regional level proportional to the local population and are usually managed locally. Table 1 reports the ICU bed distribution among regions associated with the demography. The COVID-19 pandemic called these choices into question, thus introducing the necessity of emergency units in cities where the virus rapidly diffused and where existing resources were limited.
Table 1. Distribution of ICU beds in each Italian region ordered by regional population. The number of beds could increase in the future due to government investments for the emergency.

<table>
<thead>
<tr>
<th>Region</th>
<th>ICUa beds, n</th>
<th>Population, n</th>
<th>ICU beds per citizen (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lombardia</td>
<td>1067</td>
<td>10,060,574</td>
<td>0.0106</td>
</tr>
<tr>
<td>Lazio</td>
<td>590</td>
<td>5,879,082</td>
<td>0.0100</td>
</tr>
<tr>
<td>Campania</td>
<td>350</td>
<td>5,801,692</td>
<td>0.0060</td>
</tr>
<tr>
<td>Sicilia</td>
<td>346</td>
<td>4,999,891</td>
<td>0.0069</td>
</tr>
<tr>
<td>Veneto</td>
<td>498</td>
<td>4,905,854</td>
<td>0.0102</td>
</tr>
<tr>
<td>Emilia Romagna</td>
<td>539</td>
<td>4,459,477</td>
<td>0.0121</td>
</tr>
<tr>
<td>Piemonte</td>
<td>320</td>
<td>4,356,406</td>
<td>0.0073</td>
</tr>
<tr>
<td>Puglia</td>
<td>210</td>
<td>4,029,053</td>
<td>0.0052</td>
</tr>
<tr>
<td>Toscana</td>
<td>450</td>
<td>3,729,641</td>
<td>0.0121</td>
</tr>
<tr>
<td>Calabria</td>
<td>110</td>
<td>1,947,131</td>
<td>0.0056</td>
</tr>
<tr>
<td>Sardegna</td>
<td>150</td>
<td>1,639,591</td>
<td>0.0091</td>
</tr>
<tr>
<td>Liguria</td>
<td>70</td>
<td>1,550,640</td>
<td>0.0045</td>
</tr>
<tr>
<td>Marche</td>
<td>108</td>
<td>1,525,271</td>
<td>0.0071</td>
</tr>
<tr>
<td>Abruzzo</td>
<td>73</td>
<td>1,311,580</td>
<td>0.0056</td>
</tr>
<tr>
<td>Friuli Venezia Giulia</td>
<td>80</td>
<td>1,215,220</td>
<td>0.0066</td>
</tr>
<tr>
<td>Trentino Alto Adige</td>
<td>71</td>
<td>1,072,276</td>
<td>0.0066</td>
</tr>
<tr>
<td>Umbria</td>
<td>30</td>
<td>882,015</td>
<td>0.0034</td>
</tr>
<tr>
<td>Basilicata</td>
<td>49</td>
<td>562,869</td>
<td>0.0087</td>
</tr>
<tr>
<td>Molise</td>
<td>30</td>
<td>305,617</td>
<td>0.0098</td>
</tr>
<tr>
<td>Valle D’Aosta</td>
<td>15</td>
<td>125,666</td>
<td>0.0119</td>
</tr>
<tr>
<td>Italy (total)</td>
<td>5156</td>
<td>60,359,546</td>
<td>0.0085</td>
</tr>
</tbody>
</table>

aICU: intensive care unit.

Because of ICU bed limitations, many patients have been moved from ICUs to subintensive units or to other regions to free up spaces. Indeed, ICU slots are often used for treating postsurgery patients and patients affected by pulmonary diseases. At the date of the peak (ie, April 19, 2020), almost 2635 ICU beds were occupied, 108,257 infections were confirmed by swab tests, and 25,033 patients had recovered without using ICU beds. Thus, most of the infections were asymptomatic, and patients quarantined at home. Even if the number of required ICU beds is less than the total number of available ICU beds in Italy (see Table 1), the infection distribution is not homogeneous among regional departments and does not follow a regular geographical distribution.

Thus, performing a flexible and reliable model that can predict and control resource requirements and distribution at a regional scale is required. The number of patients in the ICUs is also related to the requests of other clinical units such as emergency units for non–COVID-19, but still serious, diseases (eg, cardiovascular-affected patients).

Moreover, considering that the average survival time for patients with COVID-19 that die has been measured to be approximately 10 days after ICU admission, the need to plan resources is urgent. It may involve making new ICU beds and planning logistics to move patients among regions to or to optimize the grouping of patients with COVID-19 in dedicated health structures. It is trivial that such a decision must be based on the correct estimation of ICU beds that are occupied by patients, but this estimation is still a matter of discussion [26].

Model Description and Assessment

We report here the description and assessment of the proposed model by using Italian cases.

We start by considering a time window of six consecutive infection values (one reading per day) from the official Italian COVID-19 data set. We then calculate an exponential fitting function for these values, since we know that the viral phase follows an exponential growth.

In Figure 1, the first four time windows (ie, 6, 7, 8, and 9 days) and the related fitting functions are reported. The exponential fitting function for the first window is $y = 9^x$, where $x$ is time (ie, days) and $y$ is the number of infections. We use the calculated fitting equation to predict the number of patients infected with COVID-19 for the succeeding days; for the first time window, we predicted 1086 total infections on the seventh day. We compared the predicted value with the observed infections (ie, real number of infections) from the data set, and we calculated the difference and the percentage increase, which will be useful during the assessment phase. We then proceeded by extending
the time window by 1 day, and we redid all the steps (exponential fitting, prediction of the infections for the succeeding day, difference, and percentage increase).

To assess the precision of the first step, we considered the calculated percentage increase between the predicted values and the observed ones. As reported in Figure 2, the percentage increase was around 40%.

In the second step, we consider the number of occupied ICU beds as a function of the number of COVID-19 infections. In this case, we adopted the weighted average as a fitting function. Figure 3 depicts this correlation (in blue) between total infections (x-axis) and ICU beds occupied (y-axis) together with the weighted average fitting for the whole data set (in light blue).

**Figure 1.** Exponential fitting of infection levels for the first four time windows. Each is longer than the previous by 1 day. The shown time windows are W1 (6 days), W2 (7 days), W3 (8 days), and W4 (9 days).

**Figure 2.** Percentage increase between the predicted and the observed number of infections. On the x-axis, we have time windows and, on the y-axis, the percentage increase of the predicted infection values with respect to the observed ones.

**Figure 3.** Correlation between occupied ICU beds and COVID-19 infections. ICU: intensive care unit.

For each time window (W1, W2, ..., W15; see Figure 4), we consider three adjacent data point coordinates (infections for the x-axes and ICU for the y-axes) to calculate a linear equation as a weighted average fitting function for the values contained in it. We then used such a function to estimate the future ICU bed occupation for the following day by using the predicted infected value. We then calculated the difference between the predicted and the observed ICU values, and similarly to the first step, we reported the percentage increase between the two. Table 2 reports an example of percentage increase values of the predicted versus observed ICU resources for an Italian region’s data set. The percentage increase is above 40% for only a few values, but the majority are near 20%, as represented in Figure 5.
Figure 4. Time windows $W_1$, $W_2$, ..., $W_{15}$ are defined incrementally starting from a period of 6 consecutive days, which has been considered the minimum number of data points to calculate the fitting function.

![Diagram of time windows](image)

Table 2. Observed versus predicted ICU beds for the Lombardia Region for each time window ($W_1$, ..., $W_{15}$) considered in the time period from February 24 to March 15, 2020.

<table>
<thead>
<tr>
<th>Observed ICU beds$^b$, n</th>
<th>Predicted ICU beds$^c$, n</th>
<th>Percentage increase (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>106</td>
<td>172</td>
<td>62</td>
</tr>
<tr>
<td>127</td>
<td>146</td>
<td>15</td>
</tr>
<tr>
<td>167</td>
<td>201</td>
<td>20</td>
</tr>
<tr>
<td>209</td>
<td>262</td>
<td>25</td>
</tr>
<tr>
<td>244</td>
<td>371</td>
<td>52</td>
</tr>
<tr>
<td>309</td>
<td>380</td>
<td>23</td>
</tr>
<tr>
<td>359</td>
<td>552</td>
<td>54</td>
</tr>
<tr>
<td>399</td>
<td>491</td>
<td>23</td>
</tr>
<tr>
<td>440</td>
<td>537</td>
<td>22</td>
</tr>
<tr>
<td>466</td>
<td>521</td>
<td>12</td>
</tr>
<tr>
<td>560</td>
<td>892</td>
<td>59</td>
</tr>
<tr>
<td>605</td>
<td>700</td>
<td>16</td>
</tr>
<tr>
<td>650</td>
<td>841</td>
<td>29</td>
</tr>
<tr>
<td>732</td>
<td>893</td>
<td>22</td>
</tr>
<tr>
<td>767</td>
<td>930</td>
<td>21</td>
</tr>
</tbody>
</table>

$^a$ICU: intensive care unit.

$^b$Observed (ie, real) ICU beds measured during the COVID-19 emergency.

$^c$Calculated by our model.

Figure 5. Percentage increase between the predicted and the observed ICU beds occupied. ICU: intensive care unit.

We applied the described method both at the national and regional scale, and we report the results in the next section.

Results

In this section, we show the application of the described model to the Italian official COVID-19 data set [27], and we briefly discuss the limitations of the current model and its application to the Italian use case at a regional level. We show that, by using our method, it has been possible to predict future ICU bed occupancy with fair accuracy.

The proposed model works in the exponential phase of the infection spread, while for the nonexponential stage, other models can be used such as the Verhulst logistic model [9].
its present form, the model is tailored to the Italian COVID-19 data set. However, with minimal adaptation, it could work with other data sets of infectious diseases with different data schemas.

The presented model works in the exponential phase of the infection. Model sensitivity has not been considered in the case of this model because we focused only on the exponential growth of the infections, which is the crucial moment that ICU bed and resource availability are most stressed and inadequate.

Changing the assumption (ie, nonexponential growth) is considering a time window in which ICU resources are surely available with respect to the requests. For instance, we performed experiments that modeled the nonexponential infection phase with a Verhulst logistic model, but again, when there is no emergency, the ICU predictions are not useful since resources are largely available.

The final goal is to predict the number of future beds needed in the ICUs as a function of the level of infection in a given region. The ability to predict future resource occupation can be a powerful and useful tool for local decision makers with the responsibility of managing and optimizing clinical resources during the emergency.

We report the application of the presented model for three Italian regions: Lombardia, Toscana, and Sicilia, which represent a balanced sample of northern, central, and southern Italian regions. We extracted and transformed the relevant data from the official Italian COVID-19 data set and considered the total number of patients who were infected and the ICU beds occupied by patients with COVID-19 reported by the various local health structures.

In the data set, we have 17 total features (eg, latitude, longitude, date, the total number of infections, number of patients who are hospitalized, number of deaths, and number of recoveries) and one reading per day for each region. We selected the features of interest and aggregated the tuples by region before estimating the prediction model parameters. For each region, we considered the number of infections, and we calculated an exponential fitting equation. By using such an equation, we were able to estimate the number of patients who will be infected in the succeeding days. We then considered the relation between ICUs and infections, with which we can use the predicted infection levels to estimate future values of ICU and resource occupation. These predictions can be a valuable tool for rapidly planning ICU resources in case of shortages during clinical emergencies in general, for instance, by reallocating patients in other regions with lower levels of ICU occupancies.

In Figure 6 (upper left), we report COVID-19 data about the Lombardia region between February 24 and March 15, 2020, a time period in which infection levels (in blue) were growing in an exponential fashion. We report the exponential fitting function for the infections (in light blue), the number of hospitalized with symptoms (in red), and the number of deaths related to COVID-19 (in yellow). Figure 6 (upper right) depicts the occupied ICU beds as a function of the number of people infected with COVID-19 in the same aforementioned time period. The fitting function (in light blue) is a weighted average with a modulus of 3, with which we predict future ICU bed occupation from a given infection value.

Similar to the Lombardia region, we report the application of the proposed model to COVID-19 infection data and resource necessity prediction for both the Toscana and Sicilia regions (central and lower part of Figure 6, respectively). We report three example regions (Figure 6) to represent the northern regions (ie, Lombardia; which are the more affected part of the country), the central regions (ie, Toscana), and the south (ie, Sicilia). They are needed to show how COVID-19 diffused differently from the north to the south of Italy.
Figure 6. The figure depicts Lombardia, Toscana, and Sicilia regions as representative of infection situations in the northern, central, and southern regions of Italy, respectively, in a time window between days (0 days to 21 days; ie, February 24 to March 15, 2020) of infection in the official data set (ie, 3 weeks). In the left column, we report the number of infections per day, while in the right column, we have the occupied ICU beds as a function of the number of COVID-19 infections. In light blue, we report the fitting functions for the considered data (left column: exponential function; right column: weighted average with a modulus of 3). The red lines in the left column show the hospitalized patients with symptoms, and the yellow lines show the number of deaths. ICU: intensive care unit.

Discussion

Limitations

The presented model only works in a scenario of an exponential growth of infections, since it is a crucial moment in which ICU bed and resource availability are most stressed and inadequate. The nonexponential phase might be modeled, for instance, by using models such as the Verhulst logistic one. However, our focus is on time windows in which resources are scarcely available with respect to the rapidly increasing requests, such as ICU beds in the COVID-19 pandemic.

Another limitation of the proposed model regards the impossibility of considering predictions too far ahead in the future, limiting the applicability of the prediction to a few days. However, this is generally sufficient to help in planning ICU resources during an emergency.

Comparison With Prior Work

Modeling of the COVID-19 spread is currently a hot topic considering the pandemic. Consequently, many different works have been proposed. Some of them are based on a deterministic model that uses ordinary differential equations for predicting the number of infected people (eg, [11,12,28]). Some other approaches use Markov modeling and compartmental models (eg, [29-31]). To the best of our knowledge, only the work of Rossman et al [10] presents a scalable granularity (at a state level). With respect to those works, we also tried to predict ICU needs (including data about existing ICU occupancy and the trend of ICU use) with the aim to support health care managers.

Conclusion

The COVID-19 pandemic has been characterized by the rapid spread of an aggressive virus, which has stressed the health system. We think that patient management is strictly related to the ability of health structures to deal with this kind of disease, which requires nonstandard protocols such as the use of respiratory devices. We think that, by using a scalable predictive
model at regional and district levels, the granularities may support decision makers (eg, national governments) in better managing the emergency.

The COVID-19 pandemic has reached different regions in various countries worldwide. Furthermore, it is expected that the virus will cyclically reappear in the near future. To this end, the proposed model could be applied during these new outbreaks and as a decision support tool in other similar pandemics or situations where resource prediction is necessary.
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Abstract

Background: Histology and Embryology and Pathology are two important basic medical morphology courses for studying human histological structures under healthy and pathological conditions, respectively. There is a natural succession between the two courses. At the beginning of 2020, the COVID-19 pandemic suddenly swept the world. During this unusual period, to ensure that medical students would understand and master basic medical knowledge and to lay a solid foundation for future medical bridge courses and professional courses, a web-based medical morphology teaching team, mainly including teachers of courses in Histology and Embryology and Pathology, was established.

Objective: This study aimed to explore a new teaching mode of Histology and Embryology and Pathology courses during the COVID-19 pandemic and to illustrate its feasibility and acceptability.

Methods: From March to July 2020, our team selected clinical medicine undergraduate students who started their studies in 2018 and 2019 as recipients of web-based teaching. Meanwhile, nursing undergraduate students who started their studies in 2019 and 2020 were selected for traditional offline teaching as the control group. For the web-based teaching, our team used the Xuexi Tong platform as the major platform to realize a new “seven-in-one” teaching method (ie, videos, materials, chapter tests, interactions, homework, live broadcasts, and case analysis/discussion). This new teaching mode involved diverse web-based teaching methods and contents, including flipped classroom, screen-to-screen experimental teaching, a drawing competition, and a writing activity on the theme of “What I Know About COVID-19.” When the teaching was about to end, a questionnaire was administered to obtain feedback regarding the teaching performance. In the meantime, the final written pathology examination results of the web-based teaching and traditional offline teaching groups were compared to examine the mastery of knowledge of the students.

Results: Using the Xuexi Tong platform as the major platform to conduct “seven-in-one” teaching is feasible and acceptable. With regard to the teaching performance of this new web-based teaching mode, students demonstrated a high degree of satisfaction, and the questionnaire showed that 71.3% or more of the students in different groups reported a greater degree of satisfaction or being very satisfied. In fact, more students achieved high scores (90-100) in the web-based learning group than in the offline learning control group (P=.02). Especially, the number of students with objective scores >60 in the web-based learning group was greater than that in the offline learning control group (P=.045).

Conclusions: This study showed that the web-based teaching mode was not inferior to the traditional offline teaching mode for medical morphology courses, proving the feasibility and acceptability of web-based teaching during the COVID-19 pandemic. Our findings lay a solid theoretical foundation for follow-up studies of medical students.
Introduction

The outbreak of COVID-19 rapidly became a worldwide pandemic [1] and necessitated rapid changes to higher education worldwide [2]. Many educators were dedicated to deliver knowledge via distance learning and web-based pedagogies, without stopping the teaching process [3]. This is an unprecedented form of teaching, and it has created substantial challenges to teaching as well as unprecedented opportunities. The Ministry of Education in China called for “suspension of classes without suspending the school” [4]. With active response to the call of the country, the teaching team, mainly including teachers of histology and embryology and pathology courses, immediately organized and strived to explore the web-based teaching mode for medical morphology. In this new era of information, web-based learning creates conditions for life-long learning and greater flexibility for people to learn on their own personal time; also, varied locations, good availability, and cost-effectiveness are associated with web-based teaching [5-9]. However, web-based teaching still has the disadvantage of learners feeling isolated within the virtual environment [10]. To ensure the effectiveness of teaching, diverse teaching practices that improve the communication between teachers and students during web-based education have been conducted, promoting the autonomy of students in learning.

Histology and Embryology is a medical morphological foundation course that studies the microstructure of the healthy body, organ functioning, and embryonic development using a microscope [11]. Additionally, Pathology is a course on the histological structural changes of disease conditions in the body; it explores the etiology as well as the pathogenesis of disease, functional changes, and basic outcomes [12]. Pathology is a bridge course that is based on the Histology and Embryology course, and it is included in basic medicine and clinical medicine courses.

Both these courses are theoretical and practical basic courses, and previous theoretical and experimental teaching and assessment models were no longer considered to be suitable during the global situation of the COVID-19 pandemic. Therefore, it is necessary to adjust the teaching and training strategies for medical students to ensure successful completion of the curriculum [13]. To enable students to smoothly transition from the study of histology and embryology to the study of pathology, teachers from both departments should cooperate closely and create new teaching modes.

Web-based teaching has placed greater demands on teachers’ own qualities. To transform traditional classroom teaching to web-based teaching, teachers must master web-based teaching software and lead students to use virtual experiment platforms to grasp the essence of some morphological tissue sections. Therefore, teachers should consider students as the main body while the teachers themselves play the leading role, as in, “teach by learning and research by teaching.” In this study, our team teaches Histology and Embryology and Pathology courses as points of entry to explore a new medical morphological web-based teaching mode and methodology using the Xuexi Tong platform as the major approach. This provides a reference sample for teaching at the Shandong First Medical University and other associated medical universities during the epidemic and postepidemic eras.

Methods

Participants

This study was conducted in the Shandong First Medical University from March to July 2020. Although all clinical medicine undergraduate students in who began their studies in 2018 and 2019 (Grades 2018 and 2019) have applied the Xuexi Tong platform throughout their studies, 512 students from 10 teaching classes were selected as the web-based teaching experiment group, which included 254 students learning histology and embryology in Grade 2019 (freshmen) and 258 students learning pathology in Grade 2018 (sophomores). Among these 512 students, 253 (49.4%) were from rural areas, 259 (50.6%) were from urban areas, 508 (99.2%) were Han Chinese, and 4 (0.8%) were members of ethnic minority groups (2 Hui, 1 Manchu, and 1 Mongol, respectively). At present, as the COVID-19 pandemic has been basically brought under control in China, most students have returned to school. For comparison with the performance of traditional offline teaching, 5 classes of Grade 2020 (freshmen, nursing majors) were used as the control group for the Histology and Embryology course, and 5 classes of Grade 2019 (sophomores, nursing majors) were used as the offline teaching control group of the Pathology course. In the meantime, to demonstrate differences in the written test scores, the final written examinations in Pathology of Grade 2018 (web-based teaching) and Grade 2017 (traditional offline teaching) students were compared among different score intervals.

Design of Teaching Methods

All the selected web-based teaching students did come into contact with other web-based teaching platforms, such as the Zhihui Shu platform, in other courses; however, we guaranteed that they had not come into contact with the Xuexi Tong platform before participating in this study. Teaching standards were followed according to the normal teaching time, teaching content, and plans; also, attention was paid to attendance, homework, teaching content, and assessment.

Before Class

The electronic textbook and PowerPoint presentations were uploaded to the Xuexi Tong platform for students to preview and download. Content from Chinese University Massive Open Online Course (MOOC) and the school MOOC for the class
was selected, and students were instructed to proceed to the related platform to learn.

**Classroom**

Sign-in 10 minutes before class was recommended. The important and difficult points of the courses were recorded as videos by the teacher and uploaded in the task point section of the Xuexi Tong platform. Students were informed of the classroom content and time schedule in advance, and the classroom tests and quick response questions were distributed at regular intervals. Before the end of the class, a certain amount of time was set for problem-solving, and teachers were expected to provide timely answers in the web-based chat group. After each chapter, a case discussion question related to the teaching content was arranged in the discussion area of the Xuexi Tong platform, and the teachers provided scores and comments based on the students’ analyses.

**After Class**

Once per week, a Tencent Meeting live broadcast question and answer link was sent to the students to check the deficiencies in web-based teaching knowledge and to address the problems encountered by the students. Teachers were asked to use EV screen recording software to record the important and difficult content of the chapter and upload the videos to the Xuexi Tong platform for students to review and summarize as well as to guide them in writing the chapter mind maps.

During the COVID-19 epidemic, to more objectively evaluate the learning effects of students under this new teaching mode, the final grade was divided into two parts. The final written grade accounted for 60% of the grade, and the formative evaluation accounted for 40%. The formative evaluation also had two parts; the writing of experimental reports accounted for 15% of the grade, and web-based learning accounted for 25%. The web-based learning included sign-in (10%), case analysis (10%), chapter tests (10%), task point viewing (30%), classroom performance (10%), interaction (5%), flipped classroom performance (10%), theme activity performance (5%), and mind map writing (10%).

**Applying the Flipped Classroom Teaching Mode**

In the “Respiratory System” chapter, the team used Tencent Live Conference to “flip the classroom.” The teachers extracted 10 concepts from the “Respiratory System” chapter: (1) anatomical structure, microstructure, and embryogenesis of the respiratory system, (2) lobar pneumonia, (3) lobar pneumonia, (4) interstitial pneumonia, (5) chronic bronchitis, (6) chronic obstructive pulmonary emphysema, (7) silicosis, (8) pulmonary heart disease, (9) lung cancer, and (10) nasopharyngeal carcinoma.

Before the class, the students were asked to form study groups using WeChat and QQ to flexibly learn using various resources. The students learned the contents of the MOOC and task points, and they were divided into 10 random groups based on the concept of the group's presentation. Each group chose a representative to speak and give the presentation through Tencent Live Conference (Multimedia Appendix 1). At the end of the class, the teacher provided comments, and every student could go to the Xuexi Tong platform to rate the expression of the topic. The maximum total score of the flipped classroom presentation for each group was 10, and it was divided into three parts; the score within the group ratings accounted for 20%, the between-group ratings accounted for 40%, and the teacher’s rating accounted for 40%.

**Screen-to-Screen Experimental Teaching**

Our team selected a medical morphological digital teaching platform [14] to guide students in observing virtual sections. The teacher carefully selected the most suitable tissue sections, and they used EV screen recording software to make videos to provide a dynamic view of the tissue sections and the PowerPoint presentations of the lectures. The videos were uploaded to the group chat section of the Xuexi Tong platform during the classes, and each student was required to post the picture they had drawn to the group chat; later, the teacher provided comments on the drawings.

**Organizing a Drawing Competition**

Students were encouraged to actively participate in the “Morphological Drawing Competition of College Students in Medical Colleges” organized by the Basic Medicine Group of the Joint Association of the National Experimental Teaching Demonstration Center of Colleges and Universities. The drawings that required evaluation were divided into two groups: the Histology and Embryology drawing group and the Pathology drawing group. The Pathology drawing group was then divided into two subgroups, namely Gross Pathology and Histopathology. Finally, 10 drawings were selected to proceed further and were then sent to the organizing committee as entries in the competition.

**Conducting a Theme Activity**

Before conducting a theme activity, the teachers sent many links on COVID-19 to students through WeChat in advance to enrich their knowledge. The topic of this theme activity was “What I Know About COVID-19.” The answer format of the topic was not limited, and the submission could be an essay, poem, song, or even a video based on the medical knowledge the student had learned.

**Evaluation and Statistical Analysis**

Two weeks before the end of the teaching, a Questionnaire Star survey was used to investigate the long-term application performance of the new web-based teaching model and the traditional offline teaching model. The designed questions were imported into Questionnaire Star, and a WeChat link was generated and sent to the students. Next, the students answered the questions directly via the WeChat interface. Participation was voluntary, and complete anonymity was ensured. After conducting the survey, the final statistical results were automatically obtained and analyzed through Questionnaire Star.

In addition, as the Grade 2018 clinical undergraduates returned to the university at the end of August 2020, they underwent a written examination on pathology in their classroom. Therefore, SPSS version 19.0 (IBM Corporation) was used to compare the written examination results of these students with those of the
clinical undergraduates of the five classes of Grade 2017 who were taught offline the previous year. The corresponding classes of the two grades were taught by the same teacher, and the question type of the final written examination retained the same difficulty, and $P<0.05$ was considered to be statistically significant. GraphPad Prism (GraphPad Software) was used to generate the corresponding histograms.

**Results**

**The New Web-Based Teaching Model Achieves Good Teaching Performance**

All the students completed the task points on time. Most of the students took the initiative to discuss case analysis, and they submitted their writings with regard to the mind map on time (Figure 1). Additionally, most of the students scored above 90 in the web-based learning evaluation. All groups scored 9 or above on the flipped classroom assignment. This activity increased the students’ interest in learning and enhanced their learning and collaboration abilities. During screen-to-screen experimental teaching, based on the teachers’ comments, most of the students mastered the content of the teaching task during the classroom, drew ideal pictures as required by the teacher, and posted their pictures in the group chat.

![Figure 1. The mind map exercise performed by the students.](image)

When participating in the drawing competition, all students drew good pictures: some of them used computer drawing software, while a few drew by hand. The subjects of the students’ drawings included a general specimen of lung cancer, the normal structure of liver tissue (Figure 2), the normal structure of the small intestinal villi, squamous cell carcinoma (Figure 3), chronic pulmonary congestion, pneumonia caused by COVID-19, and fatty liver. After the teacher’s instructions, all the participants drew better and more accurately.

Based on the theme activity, the students not only mastered the professional knowledge but also expressed their values. The
students responded enthusiastically to the activity, and each student uploaded an assignment through the Xuexi Tong platform; responses included long papers and references, good poems, adapted song lyrics, meaningful pictures (Figure 4), PowerPoint presentations, and recordings of uplifting videos.

Figure 2. The winning entry in the drawing competition of the Histology and Embryology course.
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**Figure 3.** Representative image of pathological sections at low (1), medium (2) and high resolution power (3).

**Figure 4.** Representative drawing by a student for the theme activity.
Long-term Evaluation

Through the semester of web-based teaching practice, the results of the questionnaire survey and final written examination indicated that the new web-based teaching model was not inferior to the traditional teaching model. A total of 244 valid Histology and Embryology questionnaires and 246 valid Pathology questionnaires were answered by the students in the web-based teaching experiment group. The response rate of the students to the questionnaire was 95.7% (490/512). The rates of students who reported being very satisfied or having a greater degree of satisfaction with the theoretical teaching mode were 71.3% (174/244) in the Histology and Embryology course and 82.5% (203/246) in the Pathology course (Table 1). In terms of feelings about using the experimental platform, the rates of students who were very satisfied or had a greater degree of satisfaction were 70.9% (173/244) in the Histology and Embryology course and 80.1% (197/246) in the Pathology course (Table 1), respectively. As shown in Table 2, considering the effectiveness of web-based teaching of Histology and Embryology and Pathology courses, more than 18.4% and 23.2% of the students in the experimental groups thought that the web-based courses were better than traditional teaching. Moreover, in the control group, a total of 253 valid Histology and Embryology questionnaires and 250 valid Pathology questionnaires were received through the Questionnaire Star tool. The effective ratio was 97.5% (503/516). As shown in Table 3, more than 7.1% (18/253) of students thought that the offline learning effect of the Histology and Embryology course was inferior to the web-based learning effect, while more than 11.6% (29/250) thought that the offline learning effect of the Pathology course was inferior to the web-based learning effect.

### Table 1. Results of the first part of the questionnaire showing the students’ satisfaction with the web-based teaching.

<table>
<thead>
<tr>
<th>Survey question and course</th>
<th>Responses, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Very satisfied</td>
</tr>
<tr>
<td>1. What do you think of the current teaching mode? Are you satisfied?</td>
<td></td>
</tr>
<tr>
<td>Histology and Embryology</td>
<td>64 (26.2)</td>
</tr>
<tr>
<td>Pathology</td>
<td>78 (31.7)</td>
</tr>
<tr>
<td>2. Is the web-based platform satisfactory?</td>
<td></td>
</tr>
<tr>
<td>Histology and Embryology</td>
<td>63 (25.8)</td>
</tr>
<tr>
<td>Pathology</td>
<td>85 (34.6)</td>
</tr>
<tr>
<td>3. Do you think the current teaching goals are clear?</td>
<td></td>
</tr>
<tr>
<td>Histology and Embryology</td>
<td>73 (29.9)</td>
</tr>
<tr>
<td>Pathology</td>
<td>92 (37.4)</td>
</tr>
<tr>
<td>4. Do you think the current teaching arrangements are reasonable?</td>
<td></td>
</tr>
<tr>
<td>Histology and Embryology</td>
<td>71 (29.1)</td>
</tr>
<tr>
<td>Pathology</td>
<td>102 (41.5)</td>
</tr>
<tr>
<td>5. What is your attitude toward the quality of the web-based teaching microvideos?</td>
<td></td>
</tr>
<tr>
<td>Histology and Embryology</td>
<td>53 (21.7)</td>
</tr>
<tr>
<td>Pathology</td>
<td>88 (35.8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Percentages calculated based on 244 valid Histology and Embryology questionnaires and 246 valid Pathology questionnaires.
Table 2. Results of the second part of the questionnaire showing the students’ satisfaction with the web-based teaching performance.

<table>
<thead>
<tr>
<th>Survey content and course</th>
<th>Responses, n (%)</th>
<th>Helpful, similar to traditional classroom teaching</th>
<th>Helpful, but not as good as traditional classroom teaching</th>
<th>Not helpful</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Very helpful, better than traditional classroom teaching</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. In terms of improving learning efficiency and quality and solving difficult problems</td>
<td>Histology and Embryology</td>
<td>47 (19.3)</td>
<td>96 (39.3)</td>
<td>95 (38.9)</td>
</tr>
<tr>
<td></td>
<td>Pathology</td>
<td>57 (23.2)</td>
<td>97 (39.4)</td>
<td>88 (35.8)</td>
</tr>
<tr>
<td>2. In terms of mobilizing students' learning enthusiasm and initiative</td>
<td>Histology and Embryology</td>
<td>48 (19.7)</td>
<td>93 (38.1)</td>
<td>94 (38.5)</td>
</tr>
<tr>
<td></td>
<td>Pathology</td>
<td>58 (23.6)</td>
<td>90 (36.6)</td>
<td>89 (36.2)</td>
</tr>
<tr>
<td>3. In terms of knowledge summary, integration, application, and systematic understanding and memory</td>
<td>Histology and Embryology</td>
<td>45 (18.4)</td>
<td>97 (39.8)</td>
<td>94 (38.5)</td>
</tr>
<tr>
<td></td>
<td>Pathology</td>
<td>57 (23.1)</td>
<td>100 (40.7)</td>
<td>84 (34.1)</td>
</tr>
<tr>
<td>4. For unity and cooperation, language and communication skills, and problem-solving</td>
<td>Histology and Embryology</td>
<td>46 (18.9)</td>
<td>96 (39.3)</td>
<td>92 (37.7)</td>
</tr>
<tr>
<td></td>
<td>Pathology</td>
<td>61 (24.8)</td>
<td>92 (37.4)</td>
<td>84 (34.1)</td>
</tr>
</tbody>
</table>

aPercentages calculated based on 244 valid Histology and Embryology questionnaires and 246 valid Pathology questionnaires.

Table 3. Results of the survey questionnaire showing the students’ satisfaction with the offline teaching performance in the control group.

<table>
<thead>
<tr>
<th>Survey item and course</th>
<th>Responses, n (%)</th>
<th>Helpful, similar to web-based classroom teaching</th>
<th>Helpful, but inferior to web-based classroom teaching</th>
<th>Not helpful</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Very helpful, better than web-based classroom teaching</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. In terms of improving learning efficiency and quality and solving difficult problems</td>
<td>Histology and Embryology</td>
<td>118 (46.6)</td>
<td>105 (41.5)</td>
<td>25 (9.9)</td>
</tr>
<tr>
<td></td>
<td>Pathology</td>
<td>115 (46)</td>
<td>95 (38.0)</td>
<td>39 (15.6)</td>
</tr>
<tr>
<td>2. In terms of mobilizing students' learning enthusiasm and initiative</td>
<td>Histology and Embryology</td>
<td>129 (51.0)</td>
<td>99 (39.1)</td>
<td>20 (7.9)</td>
</tr>
<tr>
<td></td>
<td>Pathology</td>
<td>121 (48.4)</td>
<td>93 (37.2)</td>
<td>35 (14.0)</td>
</tr>
<tr>
<td>3. In terms of knowledge summary, integration, application, and systematic understanding and memory</td>
<td>Histology and Embryology</td>
<td>123 (48.6)</td>
<td>95 (37.5)</td>
<td>27 (10.7)</td>
</tr>
<tr>
<td></td>
<td>Pathology</td>
<td>115 (46.0)</td>
<td>92 (36.8)</td>
<td>38 (15.2)</td>
</tr>
<tr>
<td>4. For unity and cooperation, language and communication skills, problem-solving</td>
<td>Histology and Embryology</td>
<td>138 (54.5)</td>
<td>89 (35.2)</td>
<td>18 (7.1)</td>
</tr>
<tr>
<td></td>
<td>Pathology</td>
<td>131 (52.4)</td>
<td>89 (35.6)</td>
<td>29 (11.6)</td>
</tr>
</tbody>
</table>

aPercentages calculated based on 253 valid Histology and Embryology questionnaires and 250 valid Pathology questionnaires.

Through web-based learning, more than 82.4% (201/244) of students in the Histology and Embryology course (Figure 5) and more than 84.1% (207/246) of students in the Pathology course (Figure 6) achieved a score of more than 60% in the course by gaining theoretical knowledge. 17/244 students (7.0%) in the Histology and Embryology course (Figure 7) and 20/246 students (8.1%) in the Pathology course (Figure 8) with strong self-learning ability stated they would opt for web-based learning in the future. Of the 246 students in the Pathology course who answered the survey, 127 (52.1%) (Figure 7) wished to return to offline classroom teaching after the epidemic; meanwhile, in the control group, 19/253 (7.5%) students in the Histology and Embryology course (Figure 9) and 30/250 (12%) students in the Pathology course (Figure 10) opted for web-based learning in the future, while 141/253 (55.7%) students in the Histology and Embryology course (Figure 9) and 141/250 (56.4%) students in the Pathology course (Figure 10) preferred web-based and offline blended learning.

A comparison of the final written examination scores of students in Grade 2018 with those in Grade 2017 showed that
significantly more students in Grade 2018 scored between 90 and 100 than those in Grade 2017 ($P=.02$), while a few others obtained scores of 80-90, 70-80, 60-70, and <60; the number of students in Grade 2018 showed no significant differences from that of students in Grade 2017 (Figure 11). In terms of objective scores, the number of students who scored $>$60 in Grade 2018 was significantly higher than that in Grade 2017 ($P=.045$); meanwhile, for other scores, including 50-60, 40-50, 30-40, and $<$30, no significant difference was observed between Grade 2018 and Grade 2017 (Figure 12). Moreover, for the subjective questions, no significant difference was observed in any grade (Figure 13).

**Figure 5.** Scores showing the extent of students’ understanding and mastery of the theoretical knowledge of histology and embryology through web-based learning.

**Figure 6.** Scores showing the extent of students’ understanding and mastery of the theoretical knowledge of pathology through web-based learning.
Figure 7. The proportions of students who chose different teaching methods of histology and embryology after the COVID-19 epidemic.
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- **A. Traditional offline teaching**
- **B. Web-based teaching**
- **C. Web-based and offline blended learning**
- **D. Don’t care**

Figure 8. The proportions of students who chose different teaching methods of pathology after the COVID-19 epidemic.
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- **A. Traditional offline teaching**
- **B. Web-based teaching**
- **C. Web-based and offline blended learning**
- **D. Don’t care**
**Figure 9.** The proportions of students who would choose different teaching methods of histology and embryology in the future in the control group.

**Figure 10.** The proportions of students who would choose different teaching methods of pathology in the future in the control group.
Figure 11. Statistical differences in the different score intervals in the final written pathology examination results. *: statistical significance; ns: no statistically significant difference.

Figure 12. Statistical differences in the different score intervals for objective scores in the final written pathology examination results. *: statistical significance; ns: no statistically significant difference.
Figure 13. Statistical differences in the different score intervals for subjective scores in the final written pathology examination results. *: statistical significance; ns: no statistically significant difference.

Discussion

Principal Results

Our teaching team emphasized “internet + education” and adopted a “Seven-in-One” teaching mode of videos, materials, chapter tests, interaction, homework, live broadcasts, and case analysis/discussion. We adopted six web-based applications, namely the Xuexi Tong platform, Tencent Live Conference, Chinese University MOOC/school MOOC, a medical morphology digital teaching platform, WeChat/QQ, and Questionnaire Star, to guide our web-based teaching. The teaching of morphological courses with a series of education methods ensured that the web-based teaching was not inferior to traditional offline teaching.

The teaching team explored a new teaching mode wherein it could attract the students’ attention and mobilize their enthusiasm for learning inside and outside the classroom. Teachers changed from knowledge imparters to instructors to help students learn, and they turned the “teaching-centered” notion into the “learning-centered” notion. Case analysis is an inquiry-based approach that can prompt students to actively engage in knowledge construction and develop competencies across multiple contexts [15,16]; it is required in the final written examination, and it is also a very good material to develop problem-based learning or Clinical Pathology Conference teaching. Our training mode of case analysis can cultivate clinical thinking ability in students. Considering the expression “A picture is worth a thousand words,” the training of writing mind maps can strengthen students’ understanding and memory of knowledge, improve their learning efficiency, cultivate divergent thinking, and encourage students to build a complete knowledge system and to integrate knowledge.

The teaching mode of unilateral instillation of knowledge through video has been changed, and the flipped classroom teaching approach was applied to strengthen the students’ interactions and to improve their “hands-on” experience. Hew and Lo’s study [17] indicated that more students favored the flipped classroom approach over traditional classroom teaching. Many of the in-class activities, such as small-group discussions, promoted students’ interactions with their peers in flipped classes. Teachers also felt that they had a greater opportunity to provide more feedback during in-class sessions. In addition, there were greater opportunities for students to apply their knowledge [18].

The experimental courses of Histology and Embryology and Pathology belong to the category of morphology, and both require microscopic observation of tissue sections. Virtual microscopy has advantages in learning histology and pathology; it enables users to view slides almost anytime or anywhere, produce annotations that enhance student learning, and integrate slides into other digital resources [19]. Through screen-to-screen experiment teaching, the classroom teaching content is consolidated and the theoretical course understanding is deepened.

Organizing a drawing competition not only consolidates students’ learning and understanding of human morphology but also improves their mastery and integration of knowledge of anatomy, histology and embryology, and pathology. This is more conducive for students to accept and master the surgical professional theories and their related skills.

Because COVID-19 is a “living teaching material,” the teachers simply used the opportunity of the theme activity to carry out a character-education movement of “patriotism, love for mankind, and love for medicine.” Many students who participated believed that in the face of the COVID-19 pandemic, it is necessary not only to solve problems using scientific knowledge but also to hone their minds and skills to become capable and responsible medical workers. All students said that they would take initiative to come forward when the country encounters difficulties in the future.
improved the students’ literary expression ability and thinking ability, and it also cultivated the students’ medical and humanistic qualities.

The data from the Questionnaire Star survey showed that the overall performance of web-based teaching remained good; however, 127/244 (52.1%) students in the Histology and Embryology course preferred to return to offline classroom teaching after the epidemic. According to our understanding of students undergoing web-based learning of theoretical knowledge, the reason for this finding is that the students experienced a strong desire for practical operations, such as making tissue slices and other hands-on experiments, which can only be realized by offline teaching. Therefore, students opted to go back to the classroom or chose web-based and offline blended learning.

We found that the final written examination results of the web-based learning students were not inferior to those who experienced traditional offline learning. There were more high-scoring students (90-100) in the Grade 2018 web-based teaching classes than in the Grade 2017 offline learning classes ($P = .02$). These results suggest that for those students with good ability to self-study, the web has become more conducive to learn and self-study, to summarize and expand, and finally to improve the corresponding results.

**Limitations**

First, web-based teaching requires students to stare at the computer, mobile phone, or iPad for a long time; therefore, it is difficult to concentrate. There is a lack of school atmosphere; thus, students lacked interest in peer feedback [20]. Second, as web-based teaching was implemented throughout the country, the network jammed at times, and a few students had insufficient hardware at home and could only learn through the 4G network of mobile phones with insufficient traffic, restricting the implementation of web-based teaching to a certain extent. Third, the formative evaluations may have been affected by academic dishonesty and thus failed to objectively reflect the students’ scores [21]. In addition, this study was conducted during the emergency situation of the epidemic, and we lacked a suitable randomized control group. Moreover, the Questionnaire Star survey only focused on the perception and satisfaction of the network; therefore, longer-term research is warranted to evaluate the medium-term and long-term impact. Finally, this research lacked a rigorous sampling process, and all students in the classes of the experimental group and control group were included in our research.

**Conclusions**

In short, the web-based teaching of histology and embryology and pathology in one semester demonstrated good performance and achieved the purpose of teaching with “suspension of classes without suspending the school.” This new teaching mode not only successfully satisfied the urgent needs of students to acquire knowledge during the epidemic period but also provided a practical foundation for blended learning in the future.

Web-based teaching has the advantage of being more flexible in enabling students to choose when and where to study. Under the new teaching mode that was established, the course content of web-based teaching showed no shrinkage, and the requirements for students were not reduced. The web-based teaching was simply the Level I response to “a public health emergency of international concern over the global outbreak of novel coronavirus” [22], and most universities will continue to conduct face-to-face learning [23]. Therefore, for the teacher, web-based teaching is a challenge as well as an opportunity. Moreover, teachers can take advantage of this opportunity to master relevant skills and methods by constant exploration and practice. The COVID-19 epidemic will have a profound impact on education for the foreseeable future [24].

Our teachers are the education reformers and the main force of development. We are not only teachers but also learners, researchers, and innovators. Web-based teaching and distance education are growing parts of medical education [25]. However, one of the problems in evaluating web-based teaching is the lack of a proper evaluation tool [26]. Therefore, we need to further consider this evaluation in future studies. Additionally, the main task of teacher training and development is to organically combine teacher learning techniques by using timely techniques to explore new education models that combine web-based and offline learning [8] and to use technology as an important carrier for the development of education.

Therefore, after the COVID-19 epidemic, the combination of web-based and offline teaching methods, which is a new trend, would be advocated. Meanwhile, teachers should change their teaching concepts, establish “internet + education” thinking modes, learn to share and use big data, and better meet and serve the learning needs of their students.
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Abstract

Background: The global onset of COVID-19 has resulted in substantial public health and socioeconomic impacts. An immediate medical breakthrough is needed. However, parallel to the emergence of the COVID-19 pandemic is the proliferation of information regarding the pandemic, which, if uncontrolled, cannot only mislead the public but also hinder the concerted efforts of relevant stakeholders in mitigating the effect of this pandemic. It is known that media communications can affect public perception and attitude toward medical treatment, vaccination, or subject matter, particularly when the population has limited knowledge on the subject.

Objective: This study attempts to systematically scrutinize media communications (Google News headlines or snippets and Twitter posts) to understand the prevailing sentiments regarding COVID-19 vaccines in Africa.

Methods: A total of 637 Twitter posts and 569 Google News headlines or descriptions, retrieved between February 2 and May 5, 2020, were analyzed using three standard computational linguistics models (ie, TextBlob, Valence Aware Dictionary and Sentiment Reasoner, and Word2Vec combined with a bidirectional long short-term memory neural network).

Results: Our findings revealed that, contrary to general perceptions, Google News headlines or snippets and Twitter posts within the stated period were generally passive or positive toward COVID-19 vaccines in Africa. It was possible to understand these patterns in light of increasingly sustained efforts by various media and health actors in ensuring the availability of factual information about the pandemic.

Conclusions: This type of analysis could contribute to understanding predominant polarities and associated potential attitudinal inclinations. Such knowledge could be critical in informing relevant public health and media engagement policies.

(JMIR Med Inform 2021;9(3):e22916) doi:10.2196/22916
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Introduction

COVID-19

COVID-19, a communicable disease caused by SARS-CoV-2, has resulted in the ongoing COVID-19 pandemic [1], with significant health and socioeconomic effects in almost all countries of the world, mainly due to the shutdowns, social distancing, and the resultant business interruptions [2-5]. On March 11, 2020, the World Health Organization (WHO) declared a COVID-19 outbreak due to its global adverse (health and economic) impact [6,7], which is still unfortunately escalating as the world eagerly awaits a medical solution. According to projections by the International Monetary Fund, global economic growth could fall by 0.5% for the year 2020.
due to the impact of COVID-19 [7]. A United Nations study revealed that, for the first time since 1900, global poverty could increase [8]. The world unemployment rate has been estimated to hit a mark of 9.4% by the end of 2020, in contrast to the 5.3% seen in 2019 [9]. A forecast by the World Bank projects that Africa is heading toward its first recession in the last 25 years, being driven by the impact of COVID-19 [2]. There is a compelling necessity to achieve an immediate medical breakthrough to curtail the pandemic. Although currently there is no known cure or vaccine for COVID-19, various agencies and governments are working round the clock to proffer much needed solutions. There are indications that some of the vaccines could be ready for clinical trials soon, while others are already undergoing trials.

Infodemic and COVID-19

Amid the spread of the COVID-19 pandemic and the efforts to provide a solution, there has equally been substantial media interest and widespread misinformation on the web about the scale, origin, diagnosis, prevention, and treatment of the disease [10]. The WHO has expressed particular concern about this infodemic and its impact on the fight against the COVID-19 pandemic [11-13]. This “infodemic” may have been facilitated by the global lockdown, isolation, and social distancing situation worldwide, which has led to increased internet and social media use [14,15]. For example, as of May 2020, global internet use was already up by 7% (since the same time in 2019), while the number of social media users increased by 8% (reaching 3.81 billion) since April 2019 [14]. Rozenblum and Bates [16] described the internet and social media as the “perfect storm” with regard to patient-oriented health. Singh [17] called the COVID-19 pandemic–induced media use a “compulsive social media use” and wonders whether it is an addictive behavior. Information diffusion and media coverage can have a positive effect on an epidemic by shortening the duration of the outbreak and reducing its burden [18]; however, if media communication is not properly managed, this can have a negative effect [19,20]. In a study by Brainard and Hunter [21], the authors noted that making 20% of a population unable to share fake advice or reducing the amount of damaging advice spreading online by just 10% can reduce the severity of a disease outbreak.

It is known that medical interventions involving infectious diseases and vaccines in particular are usually predisposed to infodemics [22-24]. Indeed, disease proliferation and associated potential effects take place in a dynamic social space, wherein public knowledge, sentiments, and individual health decisions are influenced by the media and cultural norms [19,25,26]. Studies have shown that an important factor in determining the success of a medical intervention, particularly a vaccination program, is the degree of public acceptance of the proposed intervention [27-29]. Lewandowsky et al [30] observed that the spread of myths regarding vaccinations has led to more parents being reluctant to adopt such measures. The withdrawal of the first US Food and Drug Administration licensed vaccine against the rotavirus in 1999 has been strongly correlated with negative media coverage [31]. Infodemics are known to foster the denial of scientific evidence [32]; incite apathy, cynicism, and extremism [33]; and cause people and institutions to take actions that may not necessarily be in their best interests or for the good of society in general [19,34]. Yu et al [19] observed that, even though medical interventions were able to reduce hepatitis B virus infection by up to 90% among children younger than 5 years using effective and safe hepatitis B (HepB) vaccines, negative media reports about infant death after HepB vaccination resulted in a loss of confidence in vaccines and an approximately 19% decrease in the use of vaccines within the monitored provinces in China. This further emphasizes the importance of individuals’ actions in controlling the spread of the disease and the role of the media and psychosocial effects in this regard, as also observed in the literature [12,13,25,35].

In recognizing the importance of information and corresponding human actions in the management of diseases and other medical emergencies or outbreaks, medical researchers are increasingly exploring the application of computer and mathematical models to analyze communications relating to health problems and to derive value from such resources [18,25,35-37]. One such application is sentiment analysis [38,39]. It is important to understand the prevailing emotions in public media communications, as sentiments could provide a richer set of information about people’s choices and reactions, and in many cases, even determine their decisions [40-42].

Sentiment Analysis

Sentiment analysis is a multidisciplinary field involved with machine learning (ML) and artificial intelligence (AI), and a subset of natural language processing (NLP) concerned with the systematic extraction, analysis, classification, quantification, and interpretation of affective tonality, opinions, and subjective information in human communications (written or spoken) using computational linguistic methods to derive value of the opinions people express. Sentiment analysis is important because opinions and emotions constitute a critical aspect of humans and play a key role in perceptions of reality, choices, actions, and behaviors [37]. Basic tasks in sentiment analysis include classifying emotional polarity in a communication as positive, negative, or neutral and often scaling such polarities to reflect the depth of the expressed emotions. By understanding prevailing sentiments in communications, health actors can then make more relevant and informed decisions of public relevance and act accordingly to improve the medical experience.

In performing sentiment analysis, language limitations remain a major challenge, as most of the sentiment analysis models and libraries are built in English, which limits their applicability for texts written in other languages. Another problem with traditional sentiment analysis models is the lack of context in labeling lexical items and extracting features, which results in ambiguity in polarity representations. A word or group of words can have different meanings and polarities in different contexts; hence, the global representation of words and sentences could influence the semantics of the words [43]. More contemporary developments in sentiment analysis are shifting toward increasingly context-based sentiment analysis and applicability in other languages [43-45]. Context-aware (ie, context-based) sentiment analysis attempts to tackle the challenge of ambiguity by taking into account all of the text around any given word or words, then processing the logical structure of the sentences, establishing the relations between semantic concepts and
assigning logical grammatical roles to the lexical elements to decipher the most relevant meaning of a word or group of words that have more than one definition.

Generally, sentiment analysis models can be largely grouped into two main categories: lexical rule-based techniques and learning-based approaches [43]. The former (ie, lexical rule-based methods) involve the use of predefined lexicons annotated with sentiment polarities, “positive,” “negative,” or “neutral,” which are then used to determine the sentiment of the analyzed text [46]. Lexical rule-based sentiment analyzers such as TextBlob and Valence Aware Dictionary and Sentiment Reasoner (VADER) [47,48], although they use predefined dictionaries, take into account punctuation such as exclamation marks, emoticons, capitalizations (which gives added intensities to assigned polarities), and negation words (which reverse the polarities). Lexical rule-based sentiment methods have the advantage of being easy to implement because there is no need for the exhausting and arduous task of tagging texts for training. In addition, the approach prevents overfitting because the lexicons are predefined independently of the data being analyzed, a feature that also enables it (lexical rule-based sentiment models) to be used on multiple data sets [46]. On the other hand, the main advantage of (machine) learning-based methods is that they enable the use of domain-specific data sets to train the models, which are then used to analyze a given text. Given relevant and adequate training data sets, this (domain-oriented training) substantially increases the accuracy and level of confidence in text classification and sentiment analysis using learning-based methods. Examples of successful implementation of ML-based sentiment models can be found in the literature [49].

Applications of Sentiment Analysis

Sentiment analysis has been applied in the fields of medical research, political science, business, mass communication, and education. Specific applications include brand monitoring and reputation management, customer feedback and support, product analysis, market research and competitive research, competitor analysis [50], attitudinal analysis [51], medical records analysis, patient experience analysis, and infodemiology [52-54]. More than ever before, the application of sentiment analysis in the medical field has seen a surge, as both patients and medical practitioners increasingly use web-based platforms such as websites, social media, and blogs to search for treatment-related information and to convey opinions on health matters [55,56]. Melzi et al [57] implemented a supervised learning model to extract sentiments from forums of Spine Health to retrieve patient knowledge. Yang et al [58] demonstrated a sentiment analysis–based framework to derive insights from user-generated content from health social media.

In the context of the ongoing COVID-19 pandemic, Barkur and Vibha [59] performed a sentiment analysis of Indians’ Twitter communications about the nationwide lockdown due to the COVID-19 outbreak. An investigation of the sentiment and public discourse during the pandemic was performed using latent Dirichlet allocation for topic modeling on 1.9 million Tweets written in the English language related to COVID-19 collected from January 23 to March 7, 2020 [60]. Deep long short-term memory models were used to scrutinize the reaction of citizens, public sentiment, and emotions from different cultures about COVID-19 and the subsequent actions taken by different countries [61]. These studies reiterate the usefulness of sentiment analysis in the health domain. Nonetheless, there is no study on the sentiment analysis of media communications regarding COVID-19 vaccines in Africa that can guide health actors to understand the prevailing polarities and to make relevant policies, as the continent awaits the availability of viable vaccines to combat the pandemic.

Research Justification, Goal, and Questions

Indeed, opinion mining and sentiment analysis in public media is a daunting task because of the large amount of information shared on the internet and social media, particularly in recent times. To give some perspective, Google handles approximately 4.5 million queries every 60 seconds, and approximately 500 million tweets are made every 24 hours [62,63]. In the month of March 2020 alone, about 550 million tweets were made, which included the terms COVID-19, COVID19, coronavirus, corona virus, or pandemic, according to the Pan American Health Organization [64]. Considering the enormity of internet information, researchers are increasingly adopting computer-based algorithms to process, analyze, and interpret such data. This does not only substantially limit the need for human power but also eliminates the associated human biases and inefficiencies in many ways [65,66].

The goal of this paper is to retrieve timely and relevant information that is publicly available regarding COVID-19 vaccines in Africa and interrogate such resources in an attempt to extract the sentiment polarities using computational linguistics models. In this regard, we outlined the following research questions, which constitute the main contributions of this paper:

- What was the media activity patterns regarding COVID-19 vaccines in Africa within the study period of February 2 to May 5, 2020?
- What are the prevailing sentiments (ie, positive, negative, or neutral) in the communications?
- How does the sentiment polarities in Twitter posts compare to those in Google News communications?
- Using three different sentiment analysis approaches, how does the sentiment results from these models compare with each other?
- What were the specific activities or events that might have triggered the prevailing emotions in the communications?

Methods

This study adopts computational linguistic models (TextBlob, VADER, and Word2Vec–bidirectional long short-term memory [BiLSTM]) to scrutinize communications from popular web-based media sources regarding COVID-19 vaccines in Africa.

Data Collection and Cleaning

In the collection of data, the following criteria and procedure were used [67].
Data Source

Twitter and Google News were selected as the data sources. This is because both media outlets are important web-based information sources for many people. Von Nordheim et al [68] examined the use of different social media platforms (ie, Twitter and Facebook) as journalistic sources in newspapers of three different countries; the authors observed that Twitter is more commonly used as a news source than Facebook, and in comparison to Facebook, Twitter was primarily used as an elite channel [68]. In addition, previous studies have shown that most of the communications on the Twitter platform are truthful, although sometimes it may also be used to propagate false information and rumors [67,69,70]. Moreover, the microblog (ie, Twitter) facilitates the propagation of real-time information to a large group of people, making it an ideal tool for the dissemination of breaking news [69]. Twitter has become a favored communication platform for various social protest movements [71]. On the other hand, Google News is an online media service that aggregates and presents a continuous flow of news content from more than 20,000 publishers worldwide and is available on the web, iOS, and Android. For news in the English language, it covers about 4500 sources. This creates a unique information space, providing a major gateway for consumers to access news, reducing the time and effort needed to regularly check different media sources for updates, and increasing overall user engagement.

Query Terms

English language keywords were used to query the data sources instead of hashtags. Specific search terms used were “COVID-19 vaccine Africa,” “COVID19 vaccine Africa,” and “Coronavirus vaccine Africa.” This approach is more inclusive, as it includes communications that have hashtags of the keywords [67]. Moreover, hashtags are often short-lived on the web.

Query Period

The sources were queried within the period of February 2 to May 5, 2020, using the search terms. The study period was chosen on the basis of timelines, relevance, and particularly because this was the time frame in which opinions, perspectives, and narratives about the search terms were emerging and could set the tone for subsequent communications as well as make enduring impressions on people’s dispositions.

Search Tools

Google News data was retrieved using the Google News application processing interface (API) for Python by Hu [72]. Twitter data were obtained by manually scraping the Twitter web application for publicly available English language posts containing the query terms. This was essentially due to limited resources to subscribe for the Twitter API, which is a paid service. To eliminate any biases, a new Twitter account was used with no previous search history, liked pages, or topics of interests associated with the account.

A total of 569 news headlines and snippets published in English were obtained from Google News and saved as a comma-separated values (CSV) file (Multimedia Appendix 1). Likewise, 637 Twitter posts were extracted and saved in a CSV file (Multimedia Appendix 2) for further analysis. The obtained Twitter and Google News texts were supplied to an algorithm written in Python for data cleaning and “normalization” as described by Sahni et al [73] and Salas-Zárate et al [74] with minor modifications. Briefly, all numbers, special characters, punctuations, and symbols except for commas, periods, exclamation marks, question marks, and apostrophes were removed. Repeated white spaces were replaced with a single space followed by the removal of all stop words. In addition, we autocorrected wrongly spelled English words, removed non-English words, and performed lemmatization. The final cleaned corpus was saved into a Pandas dataframe object for further analysis.

Opinion Mining and Sentiment Analysis

To provide a more symmetrical and global perspective of the emotive patterns in the data sets, two rule- and lexicon–based ML techniques (ie, TextBlob and VADER) and an advance algorithm, which combines a ML model and a neural network (NN) for NLP, (ie, Word2Vec-BiLSTM) were used to process the cleaned data.

TextBlob Sentiment Analysis

The TextBlob Python library [48] is an easy-to-use publicly available library for NLP tasks such as sentiment analysis, part-of-speech tagging, classification, noun phrase extraction, translation, tokenization, and n-grams. In this study, we used the NaiveBayes analyzer implementation of TextBlob for sentiment analysis, which is a conditional probabilistic classifier implementation as explained by Hasan et al [75] and Singh et al [76]. The sentiment feature of TextBlob makes use of a predefined dictionary classifying positive and negative words and returns two values, polarity and subjectivity. Polarity is a float between −1 and +1, where −1 means a negative sentiment, +1 means a positive sentiment, and a 0 is considered a neutral sentiment. The subjectivity score is a float between 0 and 1, and represents the degree of personal opinion or judgement rather than factual information. A subjectivity score closer to 0 implies a more objective view, whereas a score closer to 1 represents a more subjective view. The data is generally supplied as a bag-of-words, and after assigning individual scores to each word, the final sentiment is represented by some pooling of all the sentiments. TextBlob has semantic labels that facilitate fine-grained sentiment analysis by recognizing emojis, emoticons, and punctuations such as exclamation marks.

VADER Sentiment Analysis

The VADER library [47] is a lexicon- and rule–based sentiment analyzer of the English language constructed from a generalizable, valence-based, human-curated gold standard sentiment lexicon and is available with Python’s Natural Language Toolkit library [77]. VADER does not require any training data and is specifically attuned to semantic constructions in social media texts, which are generally informal, yet can be conveniently applied to multiple domains [77,78]. A Python algorithm using the VADER library was developed to unveil and categorize the sentiment in our data set. The output of the analysis is a percentage score of positivity, negativity, and neutrality, as well as a compound score. The compound score is a normalized weighted composite score (ie, normalized to be
between −1, most extreme negative, and +1, most extreme positive) that is useful for interpreting the sentiment in a text as a single unidimensional measure of sentiment. On the other hand, the positive, negative, and neutral scores are useful to understand the sentiment in a text in multidimensional measures.

**Word2Vec-BiLSTM Sentiment Analysis**

Word2Vec-BiLSTM is an advanced model, which combines ML and AI for NLP. Word2Vec is a ML model that projects natural words, groups of words, or phrases into a multidimensional space, creating vector representations of the word or group of words, which are mapped to vectors of real numbers, otherwise called word embeddings. The resultant two-layer NNs are subsequently trained to reconstruct linguistic contexts of the word or group of words that preserve information about the target word or group of words, the overall context of the word, and the crams variable length sequences to fixed-length vectors. Mikolov et al [79-81] describe in detail the underlying principles and algorithms of Word2Vec. The BiLSTM model [82,83] learns two-way dependencies between time steps of time series data (ie, the output layer gets information from forward and backward states simultaneously), which has presented good results in NLP [84,85]. When given adequate training, Word2Vec-BiLSTM models are highly accurate at capturing the ephemeral qualities of human language and guessing the meanings of words within the context of a sentence. The BiLSTM model and related hyperparameters adopted herein with minor modifications is described by Cherniuk [86]. The training data consisted of 75,000 review entries, with a test size of 0.05% of the training data accordingly labeled as a positive or negative review. The model inputs were feature vectors composed of bigrams and trigrams of the cleaned data set. The model architecture consisted of six layers with a sigmoid activation function, Adam optimizer [87], and binary_crossentropy as the loss function. The model batch size was 100 with an epoch of five. After training, the accuracy of the model was 92%.

**Results**

The results of media activity within the study period is summarized in Figure 1 [88-95]. There was relatively low activity on Twitter and Google News about the query terms within the first 3 weeks of the study period (ie, between February 2-23, 2020). Google News features on the search topics soared from 39 news items in the eighth week (ie, March 22, 2020) to 73 news features by the ninth week (ie, March 29, 2020). Similarly to the trend on Google News, Twitter posts increased from 3 to 70 between the eighth and ninth weeks of the study period.

Figure 1. Media activity and sentiment analysis of tweets and Google News headlines and snippets between February 2 and May 5, 2020. (A) Media activity within the study period, (B) TextBlob sentiment analysis, (C) VADER sentiment analysis, and (D) Word2Vec-BiLSTM sentiment analysis. (a) Two French medical doctors made controversial remarks on COVID-19 vaccine testing in Africa on April 1, (b) the World Health Organization strongly remarked about the comments by the French doctors on April 6, (c) Madagascar announced herbal cure to COVID-19 at a virtual meeting of African presidents on April 20, (d) first reported case of COVID-19 in Africa on February 14, and (e) first reported case of COVID-19 in sub-Saharan Africa on February 28. BiLSTM: bidirectional long short-term memory; VADER: Valence Aware Dictionary and Sentiment Reasoner.

Tables 1 and 2 provide a summary of the sentiment polarities in media communications using computational linguistic models. Zooming in on the results for Google News headlines or snippets, it can be observed that average polarities from the VADER analysis revealed that the news was 7% positive, 8% negative, and 85% neutral, with a compound score of −2, which
indicates overall negativity in the news tonality. The TextBlob analysis showed that the news was 63% positive, 19% negative, and 22% neutral, with an average subjectivity score of 0.5, indicating a general positivity in the news tonality.

**Table 1.** Sentiment polarities in media communications (Google News headlines or descriptions) analyzed using the TextBlob, VADER, and Word2Vec-BiLSTM models.

<table>
<thead>
<tr>
<th>Period in 2020</th>
<th>TextBlob</th>
<th>VADER&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Word2Vec-BiLSTM&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
<td>Negative</td>
<td>Neutral</td>
</tr>
<tr>
<td>February 2</td>
<td>77.78</td>
<td>22.22</td>
<td>0.00</td>
</tr>
<tr>
<td>February 9</td>
<td>16.67</td>
<td>83.33</td>
<td>0.00</td>
</tr>
<tr>
<td>February 16</td>
<td>66.67</td>
<td>0.00</td>
<td>33.33</td>
</tr>
<tr>
<td>February 23</td>
<td>100.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>March 1</td>
<td>66.67</td>
<td>26.67</td>
<td>6.67</td>
</tr>
<tr>
<td>March 8</td>
<td>72.73</td>
<td>0.00</td>
<td>27.27</td>
</tr>
<tr>
<td>March 15</td>
<td>49.18</td>
<td>19.67</td>
<td>31.15</td>
</tr>
<tr>
<td>March 22</td>
<td>89.74</td>
<td>5.13</td>
<td>5.13</td>
</tr>
<tr>
<td>March 29</td>
<td>53.42</td>
<td>6.85</td>
<td>39.73</td>
</tr>
<tr>
<td>April 5</td>
<td>57.97</td>
<td>17.39</td>
<td>24.64</td>
</tr>
<tr>
<td>April 12</td>
<td>49.09</td>
<td>21.82</td>
<td>29.09</td>
</tr>
<tr>
<td>April 19</td>
<td>75.93</td>
<td>7.41</td>
<td>16.67</td>
</tr>
<tr>
<td>April 26</td>
<td>48.65</td>
<td>32.43</td>
<td>18.92</td>
</tr>
<tr>
<td>May 3</td>
<td>53.17</td>
<td>17.46</td>
<td>29.37</td>
</tr>
<tr>
<td>Average polarity</td>
<td>62.69</td>
<td>18.60</td>
<td>18.71</td>
</tr>
</tbody>
</table>

<sup>a</sup>VADER: Valence Aware Dictionary and Sentiment Reasoner.

<sup>b</sup>BiLSTM: bidirectional long short-term memory.
Somewhat similar to the TextBlob results, the Word2Vec-BiLSTM analysis unveiled a slightly more positive sentiment in the news communications, as 51% of the news was positive and 49% was negative. On the other hand, taking a look at the results from Twitter, results showed that, for the VADER analysis, the posts were 11% positive, 6% negative, and 83% neutral. The TextBlob analysis showed that the tweets were 57% positive, 18% negative, and 25% neutral, with a subjectivity score of 0.5, indicating an overall positive sentiment in the tweets. Whereas, the Word2Vec-BiLSTM analysis showed that the tweets were 57% positive, 18% negative, and 25% neutral, with a subjectivity score of 0.5, indicating an overall positive sentiment in the tweets. Generally, it can be observed that sentiment results from TextBlob were more positive as compared to results from VADER. Elsewhere [96,97], researchers also made similar observations that VADER is more likely to pick up negative tones as compared to TextBlob.

Discussion

Principal Findings

Media plays a key role in information dissemination and consumption, which in turn influences people’s opinions, attitudes, and decisions. Herein, we leveraged on the capability of computers to comprehend human language and describe emotional polarities in large amounts of data to delineate the sentiments in Twitter and Google News communications within the period of February 2 to May 5, 2020, regarding COVID-19 vaccines in the continent of Africa. In examining the media activity within the stated period, as expected, it was observed that media activity on the subject matter was relatively low in the first 3 weeks of the study period (ie, between February 2-23, 2020; Figure 1). This is because COVID-19 was just beginning to gain media attention in Africa during that time. In fact, the first case of COVID-19 in Africa was reported on February 14, 2020, in Egypt [93], while the first confirmed case in sub-Saharan Africa, Nigeria to be specific, was reported on February 28, 2020 [94].

It can be observed that there was a spike in media activity on both Twitter and Google News between March 29 and April 5, 2020, with corresponding increases in negative sentiments based on results from TextBlob and VADER (Figure 1 and Tables 1 and 2). This period coincides with negative public reception of the remarks made by two French medical doctors on COVID-19 testing in Africa [89]. The director-general of the WHO, Dr Tedros Adhanom Ghebreyesus, in a press briefing on April 6, 2020, strongly condemned the remarks by the doctors, comments he termed “racist remarks” and ascribed to a “hangover from colonial mentality” [90]. Interestingly coincidental was a public dissent, which culminated in the incineration of a COVID-19 testing facility in Abidjan, capital city of Côte d’Ivoire the same day, on fears that patients with COVID-19 would be treated at the center, because the facility was too close to residential apartments [98,99]. This hostile public response is reminiscent of psychosocial effects during the Ebola outbreaks in Central and West Africa wherein some health workers were attacked on suspicion that they were spreading the disease in their communities, rather than providing medical care [98]. Although the event in Abidjan is seemingly an isolated situation, such experiences reiterate the importance of knowledge and
information consumption during the time of a medical emergency or crisis.

Although there was a generally weak decline in positivity from both Twitter and Google News data across the study period, prevailing sentiments were neutral to positive. This gives an indication that generally truer and more evidence-based information regarding COVID-19 vaccines in Africa are circulating on Twitter and Google News as compared to falsehoods. This is because it is expected that, if factual and more science-based information is circulated on the media platforms about the prospects of a viable vaccine to tackle the COVID-19 pandemic in Africa, the communications and corresponding reactions should possess more positivity than negativity. It was observed that there was generally more positivity in Twitter data as compared to Google News data, which might indicate that there was less falsehoods communicated on Twitter as compared to Google News. This trend seems to be in contrast to observations made by other researchers that fake news spreads faster on social media (eg, Twitter, Facebook, Instagram, Snapchat, and WhatsApp) than evidence-based information [100,101]. Notwithstanding, our findings align considerably to those obtained by Pulido et al [67] on public information about COVID-19, wherein the authors noted that for tweets regarding COVID-19, though false information is tweeted more, it had overall less retweets as compared to fact-checking tweets and that science-based evidence tweets captured more engagement than mere facts. Fung et al [24] also made a similar observation, noting that after the declaration of the Ebola outbreak as an emergency in 2014, more accurate information circulated as compared to false information.

These seemingly counterintuitive findings cannot be logically described by chance or normal human behavior alone. Indeed, our observed sentiment patterns seem to be consistent with deliberate and sustained efforts made on various media platforms like Twitter, Facebook, Google, Microsoft, Reddit, and others to limit the spread of misleading and potentially harmful content regarding the COVID-19 pandemic [67,102,103]. For example, in March 2020, Twitter updated its policy guidance to address content sharing on its platform from authoritative sources of global and local health information that goes directly against guidance on COVID-19, wherein the authors noted that for tweets regarding COVID-19, though false information is tweeted more, it had overall less retweets as compared to fact-checking tweets and that science-based evidence tweets captured more engagement than mere facts. Fung et al [24] also made a similar observation, noting that after the declaration of the Ebola outbreak as an emergency in 2014, more accurate information circulated as compared to false information.

In consonance with efforts made by the public and social media platforms, other national and international entities and health actors have also intensified efforts to ensure accurate and reliable information to the public regarding COVID-19. For example, the WHO’s risk communication team launched a new information platform called WHO Information Network for Epidemics, immediately after it declared COVID-19 a Public Health Emergency of International Concern, devoted to myth-busting, debunking of false information, and sharing of tailored information with specific target groups [13,67]. In response to skepticism regarding COVID-19 vaccines, Media Monitoring Africa, a media organization that aims to promote the development of critical, ethical, and a free and fair media culture in South Africa and the rest of the continent, triggered its Real411 platform, wherein the public can report disinformation regarding COVID-19 to a digital complaints committee [106]. The platform was originally set up during the country’s elections to enable reporting of objectionable speech by members of the public. This strategic media response was deemed necessary following a national survey conducted between April 15-23, 2020, among a representative sample of 600 people regarding COVID-19 vaccines in South Africa, which revealed that 21% of South Africans were strongly unwilling to be vaccinated [106].

Conclusion

Information constitutes a critical resource for mitigation and curative measures in the fight against the COVID-19 pandemic. This study assessed prevailing affective inclinations in media submissions regarding COVID-19 vaccines in Africa. Contrary to general perception, the results revealed a more passive to positive sentiment, which we could understand within the context of active media policing in ensuring safe and objective information regarding the COVID-19 pandemic. These findings are consistent with previous studies regarding public information about COVID-19. Our analytical approach attempted to provide a more universal and balanced perspective of the emotive patterns in the data sets by adopting three different NLP models (TextBlob, VADER, and Word2Vec-BiLSTM models) with fundamentally different underlying principles and mechanisms. Of course, sentiment analysis is a complex undertaking because speech communications can be highly subjective. For example, certain words or phrases can have different sentiments (ie, positive or negative) depending on the context of the text. Further to that, some narratives such as ironies and sarcasms are extremely difficult for machines and computers to understand because they cannot be interpreted literally. In this regard, we acknowledge the limitations of our approach (including the scope of the search terms and phrases used to query for the data on the internet); nonetheless, we believe that our study provides a reasonable approximation of the media polarity regarding the study topic. In future undertakings, the Word2Vec-BiLSTM and VADER libraries can be trained using more topic-specific vocabulary to improve their overall accuracies and predictability. Ultimately, building on insights from this study, public health and media actors can be stimulated to develop or re-evaluate relevant policies that promote responsible media use and public consumption to maximize the benefits of health interventions amid the COVID-19 crisis. This does not undermine the efficacy of efforts already made to curb misleading information regarding COVID-19 in the public space.
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Abstract

Background: Wuhan, China, the epicenter of the COVID-19 pandemic, imposed citywide lockdown measures on January 23, 2020. Neighboring cities in Hubei Province followed suit with the government enforcing social distancing measures to restrict the spread of the disease throughout the province. Few studies have examined the emotional attitudes of citizens as expressed on social media toward the imposed social distancing measures and the factors that affected their emotions.

Objective: The aim of this study was twofold. First, we aimed to detect the emotional attitudes of different groups of users on Sina Weibo toward the social distancing measures imposed by the People’s Government of Hubei Province. Second, the influencing factors of their emotions, as well as the impact of the imposed measures on users’ emotions, was studied.

Methods: Sina Weibo, one of China’s largest social media platforms, was chosen as the primary data source. The time span of selected data was from January 21, 2020, to March 24, 2020, while analysis was completed in late June 2020. Bi-directional long short-term memory (Bi-LSTM) was used to analyze users’ emotions, while logistic regression analysis was employed to explore the influence of explanatory variables on users’ emotions, such as age and spatial location. Further, the moderating effects of social distancing measures on the relationship between user characteristics and users’ emotions were assessed by observing the interaction effects between the measures and explanatory variables.

Results: Based on the 63,169 comments obtained, we identified six topics of discussion—(1) delaying the resumption of work and school, (2) travel restrictions, (3) traffic restrictions, (4) extending the Lunar New Year holiday, (5) closing public spaces, and (6) community containment. There was no multicollinearity in the data during statistical analysis; the Hosmer-Lemeshow goodness-of-fit was 0.24 ($\chi^2_8=10.34$, $P>.24$). The main emotions shown by citizens were negative, including anger and fear. Users located in Hubei Province showed the highest amount of negative emotions in Mainland China. There are statistically significant differences in the distribution of emotional polarity between social distancing measures ($\chi^2_{20}=19,084.73$, $P<.001$), as well as emotional polarity between genders ($\chi^2_2=1784.59$, $P<.001$) and emotional polarity between spatial locations ($\chi^2_4=1659.67$, $P<.001$). Compared with other types of social distancing measures, the measures of delaying the resumption of work and school or travel restrictions mainly had a positive moderating effect on public emotion, while traffic restrictions or community containment had a negative moderating effect on public emotion.

Conclusions: Findings provide a reference point for the adoption of epidemic prevention and control measures, and are considered helpful for government agencies to take timely actions to alleviate negative emotions during public health emergencies.
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**Introduction**

**Background**

In late 2019, COVID-19 began to spread rapidly throughout Hubei Province, China, creating devastating consequences for citizens and organizations and heavily burdening the provision of public health care in the province. The unknown pneumonia strain led to a major public health emergency; it has been deemed to be the disease with the fastest transmission rate, the greatest infection rate, and the most difficult to prevent since the establishment of New China [1]. The World Health Organization declared COVID-19 a public health emergency of international concern on January 31, 2020, and a pandemic on March 11, 2020 [2]. To prevent further outbreaks and disease transmission, the Chinese government adopted a series of measures to restrict the transmission and infection of the disease during the Lunar New Year holiday [3]. Although the 2020 Chinese Lunar New Year holiday is from January 24–31, 2020, to prevent and control the epidemic, the General Office of the State Council extended the holiday to February 2, 2020. At the epicenter of the epidemic, the People’s Government of Hubei Province extended the holiday to February 13, 2020. The most widely imposed measure was to increase physical distancing between people [4], including traffic restrictions [5], delaying the resumption of work and school [6], extending the Lunar New Year holiday [7], travel restrictions [8], and community containment and closing of public spaces [9]. Such measures that aim to reduce exposure to the disease, by reducing contact between people, is known as “social distancing” [10]. The United States Centers for Disease Control and Prevention defined social distancing as the restriction of close face-to-face contact with others and considers it the best method for reducing the spread of COVID-19 [11].

Since the advent of the internet, social media has become an indispensable part of citizens’ lives, greatly enriching the way people share feelings and exchange opinions. As of October 2020, there were approximately 4.66 billion active internet users worldwide, including 4.14 billion active social media users, accounting for 59% and 51% of the global population, respectively [12]. According to the 46th China Statistical Report on Internet Development, revised in June 2020, the number of Chinese internet users has reached 940 million [13]. International social media users tend to express their opinions on Twitter, due to its quick release and acceptance of information [14]. As an alternative to Twitter in Mainland China, Sina Weibo [15] has played an important role during many public health emergencies in recent years [16]. Studies have shown that through the analysis of content published on social media platforms, citizens’ views and attitudes toward an event can be tracked and discovered [17,18]. During the COVID-19 pandemic, netizens expressed significant views on the imposed social distancing measures for disease prevention and control in Hubei Province. Through the collection of text related to social distancing on the internet, we can gain a better understanding of Sina Weibo users’ emotional attitudes toward the imposed measures, so as to provide data for government agencies to implement measures in a timely fashion.

**Related Work**

**Social Distancing During Public Health Emergencies**

In public health emergencies, social distancing has become an important course of action to prevent the spread of diseases. For example, social distancing measures imposed during the influenza pandemic drastically reduced the infection rate [19,20]. One study into the severe acute respiratory syndrome (SARS) epidemic found that the prevention and control of the epidemic, through the implementation of social distancing measures, had a certain effect in Canada [21]. During the COVID-19 pandemic, government agencies have also encouraged the adoption of social distancing measures. Zhang et al [22] studied the impact of social distancing measures on the spread of COVID-19 by establishing a disease transmission model. Other studies have confirmed that by closing schools and universities, there has been a significant reduction in the spread of the disease [23-25]. Self-quarantine measures also helped reduce the transmission rates of influenza in Texas in 2009, as well as for SARS in Singapore in 2003 [26,27]. The sanitary cordon helped set back an epidemic of Ebola in 1995 in the city of Kikwit, Zaire [28]. Workplace social distancing guidelines delayed and reduced the peak influenza attack rate [29]. In addition, travel restrictions and the canceling of mass gatherings have also been effective strategies for reducing the burden of COVID-19 on health care providers [30,31].

However, the use of social distancing measures by local governments during the COVID-19 pandemic may have a negative impact on citizens’ mental health and well-being [32,33]. Therefore, it is important to study the psychology of citizens and their behaviors in the context of social distancing measures.

**Emotional Expression During Public Health Emergencies**

Emotional polarity analysis is often used to examine the emotional tendencies expressed in text and to discover the emotional attitudes of users. Some studies have found that the pandemic has led to negative emotions being expressed by internet users [34,35]. For example, Ogoina et al [36] found that health care workers demonstrated varying degrees of fear related to the Ebola epidemic in Nigeria in 2014, through self-administered questionnaires and documented observations. Other scholars have explored the emotional attitudes of citizens toward epidemic diseases through questionnaires [37,38]. However, all studies have only explored the change in citizens’
emotions through cross-sectional data, and the samples examined were not large.

As an important medium for public communication, social media provides a large-scale corpus for emotional analysis. Emotion lexicons and machine learning are two methods commonly used for analytical analysis. In terms of emotion lexicons, there are relatively mature lexical resources available, such as SentiWordNet and the National Research Council of Canada (NRC) word-emotion lexicon [39,40]. Das et al [41] used the NRC word-emotion lexicon to analyze the emotions of Twitter users about COVID-19 in India. In the field of machine learning, Du et al [42] used a convolutional neural network (CNN) classifier to conduct an emotional analysis on Twitter data during the measles outbreak. Ji et al [43] also found that multinomial naïve Bayes (NB) was effective in analyzing the emotion of Twitter users facing epidemics. Although a classification method based on emotion lexicons is effective, it relies heavily on the scale and frequency of updating the lexicon, while a classification method based on machine learning avoids this limitation and is widely used today. For example, Behera et al [44] studied the emotional classification of tweets related to three diseases—malaria, swine flu, and cancer—through emotion lexicon and NB methods. Their results showed that the performance of the NB algorithm was better than that of the emotion lexicon.

Objectives

Social distancing measures are essential for controlling the spread of infectious diseases during pandemics. However, based on existing research, it is evident that current studies into social distancing have mainly focused on the impact of social distancing measures on the spread of infection rates and mortality. To date, there are few studies that have explored citizens’ emotions related to specific social distancing measures. By detecting the emotional attitudes of Sina Weibo users toward the imposed social distancing measures adopted by Hubei Province, the epicenter of the COVID-19 outbreak in Mainland China, government agencies can take timely action to calm citizens’ emotions. In this study, the following four research questions (RQs) are identified:

- RQ1: what were the emotional attitudes of Sina Weibo users toward the various social distancing measures imposed by Hubei Province?
- RQ2: what were the changing trends in Sina Weibo users’ emotions over time?
- RQ3: what was the impact of user characteristics of social media on their emotions?
- RQ4: what was the moderating effect of social distancing measures on the relationship between the explanatory variables and the explained variable?

Methods

Data Collection and Preprocessing

Due to the severity of the COVID-19 outbreak in Hubei Province, the government of Hubei Province issued the “Notice of the People’s Government of Hubei Province on strengthening the prevention and control of the new coronavirus pneumonia” on January 21, 2020 [45], which stipulated strict restrictions against large-scale activities and personal movement; this led to the successful employment of social distancing measures to reduce the risk of infection among citizens. Subsequently, due to improvements in the epidemic situation, the government of Hubei Province announced on March 24, 2020, that it would gradually lift restrictions in the province. Therefore, the time span of the selected data in this study range from January 21 to March 24, 2020.

In addition, since Sina Weibo has gradually become the main social media platform for Chinese citizens, this study selected this platform as the data source. After combing hashtags on Sina Weibo, which is an efficient method for identifying trending topics [46], a total of 34 hashtags related to social distancing measures adopted by Hubei Province were identified. These hashtags were then categorized under the six social distancing measures, as shown in Table 1. To ensure data quality, comments about posts published by the official news channels of government agencies, certified by the Sina Weibo platform, were crawled using Python 3.7, retrieving a total of 67,304 comments published by 58,996 netizens. After removing duplicate data and comments without textual expression, 63,169 comments were identified. The main data collected included username, gender, spatial location, account registration year, and comment content. The process of subsequent analysis is shown in Figure 1.
<table>
<thead>
<tr>
<th>Measures categories</th>
<th>Hashtags</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delaying the resumption of work and school</td>
<td>• #The start of the school year for Hubei elementary and middle schools has been postponed#</td>
</tr>
<tr>
<td></td>
<td>• #Colleges and universities in Hubei have postponed the start of classes#</td>
</tr>
<tr>
<td></td>
<td>• #Schools in Hubei have postponed the start of the school year#</td>
</tr>
<tr>
<td></td>
<td>• #Hubei has postponed the start of school#</td>
</tr>
<tr>
<td></td>
<td>• #Hubei continues to delay the resumption of work and school#</td>
</tr>
<tr>
<td></td>
<td>• #The opening of schools in Hubei Province has been postponed#</td>
</tr>
<tr>
<td></td>
<td>• #Hubei continues to delay the start of school#</td>
</tr>
<tr>
<td></td>
<td>• #Hubei issued a notice to continue to delay the resumption of work and schools#</td>
</tr>
<tr>
<td></td>
<td>• #Various enterprises in Hubei will resume work no earlier than 24:00 on February 20#</td>
</tr>
<tr>
<td></td>
<td>• #Enterprises in Hubei Province will resume work no earlier than 24:00 on March 10#</td>
</tr>
<tr>
<td>Travel restrictions</td>
<td>• #Wuhan canceled all tour groups#</td>
</tr>
<tr>
<td></td>
<td>• #All tour groups in Wuhan will be cancelled#</td>
</tr>
<tr>
<td></td>
<td>• #Hubei travel agencies have suspended business activities#</td>
</tr>
<tr>
<td></td>
<td>• #Hubei province has suspended the operations of travel agencies across the province#</td>
</tr>
<tr>
<td>Traffic restrictions</td>
<td>• #Wuhan’s public transportation and subway operations have been suspended#</td>
</tr>
<tr>
<td></td>
<td>• #Buses and subways in Wuhan were suspended#</td>
</tr>
<tr>
<td></td>
<td>• #Traffic in Wuhan was suspended#</td>
</tr>
<tr>
<td></td>
<td>• #Long-distance passenger transportation of Wuhan bus, subway and ferry will be suspended from the 23rd#</td>
</tr>
<tr>
<td></td>
<td>• #The Wuhan exit route was temporarily closed#</td>
</tr>
<tr>
<td></td>
<td>• #Huanggang railway station was closed#</td>
</tr>
<tr>
<td></td>
<td>• #Wuhan airport, railway station, and other exit routes were temporarily closed#</td>
</tr>
<tr>
<td></td>
<td>• #Wuhan closed the river-crossing tunnel#</td>
</tr>
<tr>
<td>Extending the Lunar New Year holiday</td>
<td>• #The Spring Festival holiday was extended to February 2#</td>
</tr>
<tr>
<td></td>
<td>• #Hubei Province will appropriately extend the Spring Festival holiday#</td>
</tr>
<tr>
<td></td>
<td>• #Hubei Province extended the Spring Festival holiday until February 13#</td>
</tr>
<tr>
<td>Closing public spaces</td>
<td>• #Cinemas throughout Wuhan were temporarily closed#</td>
</tr>
<tr>
<td></td>
<td>• #Wuhan cultural and entertainment venues were temporarily closed#</td>
</tr>
<tr>
<td></td>
<td>• #All star hotel activities in A-level scenic spots in Hubei Province will be cancelled#</td>
</tr>
<tr>
<td></td>
<td>• #All non-essential public places in Hubei were closed#</td>
</tr>
<tr>
<td>Community containment</td>
<td>• #Communities in Hubei Province are under closed management#</td>
</tr>
<tr>
<td></td>
<td>• #All residential communities in Wuhan are under closed management#</td>
</tr>
<tr>
<td></td>
<td>• #Wuhan community adopted closed management#</td>
</tr>
<tr>
<td></td>
<td>• #The communities in Hubei Province are most strictly closed 24 hours a day#</td>
</tr>
<tr>
<td></td>
<td>• #The closed management of villages and community in the Wuhan will continue 24 hours a day#</td>
</tr>
</tbody>
</table>
Emotional Polarity Analysis

Since the introduction of text sentiment analysis in 2008, machine learning methods have achieved consistently good results [47,48]. Therefore, we chose machine learning algorithms to perform emotional analysis on the corpus.

First, corpora marking was completed. The current research on emotional analysis mainly divides emotional types into three or five categories [49,50]. In addition, the Ortony-Clore-Collins (OCC) model, proposed by Ortony et al [51] in 1988, is a refined emotion classification model that offers a rule-based emotion export mechanism, which has been widely applied to studies that examine emotion classification of social media users [52]. Based on the three evaluation criteria of the OCC model, consequences of events, action of agents, and aspects of objects, as well as different intensities or inducing causes, this study constructed “anger,” “fear,” “neutral,” “encouragement,” and “hope” emotions to analyze Sina Weibo users’ emotions. The emotions of “anger” and “encouragement” are related to the action of agents, emotions of “fear” and “hope” are related to the consequences of events, and neutral emotions indicate objective facts. Then, according to the above rules of emotion classification, we programed in Python; the first and second authors used traditional labeling methods to label the corpus [53]. We randomly chose more than 5000 corpora and marked them with one of the five emotional polarity. Then, the Kappa coefficient was used to evaluate the consistency of the corpus marking [54]. The Kappa value was 0.95 ($P<.01$), indicating that the marked corpora had strong consistency [55].

We then predicted the emotional polarity of the comments collected. First, we selected four representative training classifiers of machine learning algorithms: support vector machine (SVM), convolutional neural networks (CNN), long short-term memory (LSTM), and bi-directional long short-term memory (Bi-LSTM). Based on the marked corpora, we divided them into training sets, validation sets, and test sets, according to a 6:2:2 ratio, and then input them into different classifier models for testing. These tests were carried out in September 2020. Three indicators—precision, recall, and F1-score—were used for the model evaluation [56]. The precision rate reflects the ability of the classifier to determine the whole sample; the recall rate intuitively reflects the proportion of positive samples that are correctly identified; and the F1-score can be interpreted as a weighted average of precision and recall. As shown in Table 2, the Bi-LSTM classifier exhibited the best performance for testing emotional polarity for the remaining corpora [57].
Subsequently, the Bi-LSTM classifier was used to predict the emotional polarity of all corpora, and this process was performed using Python.

### Table 2. The performance of the emotional polarity classification model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM(^a)</td>
<td>0.512</td>
<td>0.506</td>
<td>0.509</td>
</tr>
<tr>
<td>CNN(^b)</td>
<td>0.619</td>
<td>0.602</td>
<td>0.607</td>
</tr>
<tr>
<td>LSTM(^c)</td>
<td>0.664</td>
<td>0.664</td>
<td>0.658</td>
</tr>
<tr>
<td>Bi-LSTM(^d)</td>
<td>0.701</td>
<td>0.699</td>
<td>0.701</td>
</tr>
</tbody>
</table>

\(^a\)SVM: support vector machine.  
\(^b\)CNN: convolutional neural network.  
\(^c\)LSTM: long short-term memory.  
\(^d\)Bi-LSTM: bidirectional long short-term memory.

Research Hypotheses and Statistical Analysis

#### Theoretical Background and Hypotheses Design

To study the emotional attitudes of Sina Weibo users, we examined the impact of user characteristics and social distancing measures on the emotional tendency of users. We then proposed hypotheses.

First, according to the Media Dependency Theory [58], the effects of the media are due to the media meeting the needs of specific audiences in a specific way in a specific society. Obviously, audiences’ use of media platforms determines the media’s influence, namely, personal media dependence depends on personal factors [59]. Therefore, based on the Media Dependence Theory and the data collected on Sina Weibo users, this study hypothesizes that users’ age, spatial location, and social media registration year affect their emotional expression [60,61]. Accordingly, we proposed the following hypotheses:

- H1a: the age of Sina Weibo users has a significant impact on their emotional expression;
- H1b: the spatial location of Sina Weibo users has a significant impact on their emotional expression;
- H1c: the registration year of Sina Weibo users has a significant impact on their emotional expression.

Second, according to the Risk Information Seeking and Processing Model, proposed by Griffin [62], relevant channel beliefs affect individuals’ information processing methods differently [63]. In addition, the 5W Theory (Who, When, Where, What, and How), proposed by Lasswell [64], reveals the communication elements in the communication process. Among them, the first element “who” is played by different types of users on the Sina Weibo platform [65-67]. Therefore, this study measured the emotional response of different user characteristics from the perspective of social media, and proposed the following hypotheses:

- H2a: the number of fans of Sina Weibo users has a significant impact on their emotional expression;
- H2b: the number of follows of Sina Weibo users has a significant impact on their emotional expression;
- H2c: the number of posts shared by Sina Weibo users has a significant impact on their emotional expression.

Third, the Agenda-Setting Theory, formally proposed by McCombs and Shaw [68], posits that mass media can effectively influence users’ attention to certain facts by providing information and arranging related issues. The theory further discusses that records of public discussion on public affairs can be obtained from social media for observation and analysis [69,70]. Based on this theory, we discussed the impact of different social distancing measures on the emotional expression of different types of Sina Weibo users, and proposed the following hypothesis:

- H3: The categories of social distancing measures have a moderating effect on the relationship between the user characteristics of different types of Sina Weibo users and their emotions.

#### Statistical Analysis of Influencing Factors of Emotional Polarity

Based on the above hypotheses, we selected the factors that affect users’ emotions for statistical analysis. Given that the P value of the test of parallel lines is less than .001, we analyzed the factors that influence Sina Weibo users’ emotions using multinomial logistic regression, performed by SPSS 21.0 (IBM Corp); our variables are shown in Table 3. Among the variables, based on the existing research results [71], gender was set as the control variable. Based on related data [72,73], the spatial locations of Sina Weibo users were divided into Hubei Province, emigrant provinces with the largest population influx from Hubei Province before the Wuhan lockdown (including Guangdong, Beijing, Shanghai, Henan, Anhui, Jiangxi, Sichuan, Hunan, and Chongqing), and other provinces. In addition, the effects of various explanatory variables on anger and fear emotions, as well as hope and encouragement emotions, are consistent. Therefore, we merged the five categories of emotions into three categories (positive, neutral, and negative) for statistical analysis. Further, the moderator variables included the six categories of social distancing measures adopted by Hubei Province. In the subsequent analysis, each category was set as the reference group to observe the interaction effect between it and the explanatory variables, which can judge the moderating effect of social distancing measures [74]. From the above, we established the following model:

\[
\text{Polarity} = \text{Intercept} + \beta_0 \text{Age} + \beta_1 \text{Gender} + \beta_2 \text{Location} + \beta_3 \text{Registration Year} + \beta_4 \text{Fan Number} + \beta_5 \text{Follow Number} + \beta_6 \text{Post Number} + \sum\beta_i \text{Social Distancing Measures} + \sum\beta_i \text{Social Distancing Measures} \times \text{Moderator Variables} + \epsilon
\]
\[
\text{Logit}(P_{\text{Emo}}) = \beta_0 + \beta_1 \text{Sex} + \beta_2 \text{Age} + \beta_3 \text{Space1} + \\
\beta_4 \text{Space2} + \beta_5 \ln(\text{N}_{\text{Fan}}) + \beta_6 \ln(\text{N}_{\text{Follow}}) + \\
\beta_7 \ln(\text{N}_{\text{Post}}) + \beta_8 \text{Time}_\text{Reg} + \beta_9 \text{Time} \times \text{SDM} + \beta_{10} \text{Age} + \\
\beta_{11} \text{Space}_1 \times \text{SDM} + \beta_{12} \text{Space}_2 \times \text{SDM} + \beta_{13} \ln(\text{N}_{\text{Fan}}) \times \text{SDM} + \\
\beta_{14} \ln(\text{N}_{\text{Follow}}) \times \text{SDM} + \beta_{15} \ln(\text{N}_{\text{Post}}) \times \text{SDM} + \epsilon
\]

### Table 3. Description of variables that influence Sina Weibo users’ emotions.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Variable symbol</th>
<th>Description and coding</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Explanied variable</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Emotional polarity</td>
<td>P\text{_Emo}</td>
<td>Sina Weibo users’ emotional polarity</td>
</tr>
<tr>
<td><strong>Control variable</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td>Sex</td>
<td>The sex of Sina Weibo users. The coding is as follows: 0=female and 1=male (reference group)</td>
</tr>
<tr>
<td><strong>Explanatory variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>Age</td>
<td>The age of Sina Weibo users (range 16-65 years)</td>
</tr>
</tbody>
</table>
| Spatial location | Space1, Space2 | The spatial locations of Sina Weibo users. We used “other provinces” as the reference group. The dummy variables are as follows:  
| | | • Space0= {other provinces, when Space1=0 and Space2=0} (reference group)  
| | | • Space1= {1=Hubei Province; 0=others}  
| | | • Space2={1=emigrant provinces; 0=others} |
| Number of fans | Ln(N\text{\_Fan}) | The number of fans of Sina Weibo users; smoothed logarithmically |
| Number of follows | Ln(N\text{\_Follow}) | The number of other users that Sina Weibo users follow; smoothed logarithmically |
| Number of post | Ln(N\text{\_Post}) | The number of posts shared by Sina Weibo users; smoothed logarithmically |
| Registration year | Time\_Reg | The registration year of Sina Weibo users’ accounts |
| **Moderator variable** | | |
| Social distancing measures | T\_SDM | The types of social distancing measures. The coding is listed as follows:  
| | | • SDM1=delaying the resumption of work and school  
| | | • SDM2=travel restrictions  
| | | • SDM3= traffic restrictions  
| | | • SDM4=closing public spaces  
| | | • SDM5=community containment  
| | | • SDM6=extending the Lunar New Year holiday (reference group) |

In total, 21,395 comments were identified for statistical analysis after removing some records with missing age, since disclosing age is not required for user registration.

**Results**

Basic Description of Comments and Users’ Emotional Polarities

**Distribution of Comments**

From January 21 to March 24, 2020, Sina Weibo users discussed the social distancing measures imposed by the People’s Government of Hubei Province. The three measures of traffic restrictions, community containment, and delaying the resumption of work and school attracted high attention from users, while travel restrictions, extending the Lunar New Year holiday, and closing public places attracted less attention; further details are shown in Figure 2.
To analyze the data of various provinces in China, the data of users registered as “other” and “overseas” were removed, yielding 46,431 comments. Local netizens in Hubei Province paid the greatest attention to social distancing measures, followed by those residing in the Guangdong, Beijing, and Shanghai. These are areas where citizens from Hubei Province relocated to before the lockdown was imposed in Wuhan City. The number of comments from users in other provinces was relatively small, as shown in Figure 3.

Figure 3. Spatial distribution of comments from Sina Weibo users (N=46,431).
**Distribution of Users’ Emotional Polarity Across Gender**

The findings show that women held a higher proportion of positive emotions than men (Table 4). Further, the chi-square test result ($\chi^2 = 1784.59, P < .001$) shows that the emotional expression of different genders varied.

**Table 4.** Proportion of users’ emotional polarities across different genders (N=63,169).

<table>
<thead>
<tr>
<th>Sex</th>
<th>Positive</th>
<th>Neutral</th>
<th>Negative</th>
<th>Anger</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male (n=19,016), n (%)</td>
<td>1512 (8.0)</td>
<td>4505 (23.7)</td>
<td>2896 (15.2)</td>
<td>5636 (29.6)</td>
</tr>
<tr>
<td>Female (n=44,153), n (%)</td>
<td>4383 (9.9)</td>
<td>16,936 (38.4)</td>
<td>4207 (9.5)</td>
<td>9026 (20.4)</td>
</tr>
</tbody>
</table>

**Distribution of Emotional Polarity Among Users From Different Spatial Locations**

As shown in Figure 4, for users in Hubei Province, the proportion of negative emotions (4605/7291, 63.2%) is significantly different from that of positive emotions (1545/7291, 21.2%). Sina Weibo users in Hubei Province showed the least amount of positive emotions while residents of emigrant provinces expressed the most positive emotions. There was little difference between the emigrant provinces and other provinces, but the proportion of negative emotions was slightly lower than that of other provinces. In addition, the chi-square test result ($\chi^2 = 1659.67, P < .001$) shows that the emotional expression of users in different spatial locations is indeed different.

**Figure 4.** Proportion of users' emotional polarity from different spatial locations (N=63,169).

**Evolution of Emotional Polarity**

**Distribution of Users’ Emotional Polarity Based on Different Social Distancing Measures**

Except for the measure of traffic restrictions, netizens’ emotions regarding the other five measures were all negatively inclined (Figure 5). Specifically, for the measure of traffic restrictions, netizens’ positive emotions make up the largest proportion (24,143/39,468, 61.2%) among all the measures. For delaying the resumption of work and school, netizens mostly expressed negative emotions (4129/5706, 72.4%), such as fear and anger. For travel restrictions, emotions surrounding hope accounted for the highest proportion (472/1922, 15.6%). In terms of extending the Lunar New Year holiday, closing public spaces, and community containment, negative emotions accounted for a high proportion of total comments. For community containment, anger was expressed more frequently compared to all other measures. The chi-square test result ($\chi^2 = 19,084.73, P < .001$) showed that Sina Weibo users have varying emotional expressions for different topics.
Evolution Process of Users’ Emotional Polarity Over Time

As shown in Figure 6, on January 23, 2020, when the city of Wuhan was locked down, users showed a high degree of encouragement. However, since January 24, 2020, negative emotions gradually increased with users expressing fear and anger toward the imposed social distancing measures employed by Hubei Province. Then, after January 27, 2020, users’ negative emotions centered on anger toward the social distancing measures imposed in Hubei Province.

Figure 5. Distribution of users’ emotional polarity under various social distancing measures (N=63,169).

Figure 6. Evolution process of emotional polarity over time (N=63,169).
The influence of explanatory variables on the explained variable is shown in Table 5. The reference group of emotional polarity is neutral emotions, and there was no multicollinearity in the data. Older citizens were more inclined to express neutral attitudes. Users in Hubei Province were more likely to express negative emotions, although there was no statistically significant difference in emotional tendency between emigrant provinces and other provinces. Further, users with accounts registered for longer periods of time were inclined to express negative emotions. Similarly, users with more follows and posts were inclined to express positive attitudes, while users with more fans were inclined to express neutral attitudes. Therefore, the explanatory variables do have an impact on the explained variable. Accordingly, hypotheses H1a-c and H2a-c were supported.

To examine the effects of the moderating variable on the relationship between users’ characteristics and emotions (positive or negative), interactions between social distancing measures and explanatory variables were observed through binary logistic regression analysis. During this process, 64 outliers were removed, based on the residuals analysis, making the results more meaningful. The omnibus tests of model coefficients were statistically significant ($\chi^2_{48}=4994.56$, $P<.001$), and the Hosmer-Lemeshow goodness-of-fit was $0.24$ ($\chi^2_{8}=10.34$, $P>.24$), indicating that our model has a good goodness of fit. In review of the interaction term results for each social distancing measure of the moderating variable and the explanatory variable, including the odds ratio and 95% CI, it was found that compared with other social distancing measures, some measures had a positive or negative emotion regulation.

## Table 5. Analysis of the influence of explanatory variables on explained variables (N=21,395).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Negative, OR$^a$ (95% CI)</th>
<th>Positive, OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex (reference group: male)</td>
<td>1.18 (1.05-1.32$^b$)</td>
<td>2.21 (1.96-2.49$^b$)</td>
</tr>
<tr>
<td>Age</td>
<td>0.99 (0.98-0.99$^b$)</td>
<td>0.97 (0.98-0.98$^b$)</td>
</tr>
<tr>
<td>Space0 (reference group)</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Space1</td>
<td>1.18 (1.02-1.38$^b$)</td>
<td>0.52 (0.44-0.62$^b$)</td>
</tr>
<tr>
<td>Space2</td>
<td>1.09 (0.97-1.22)</td>
<td>1.10 (0.98-1.24)</td>
</tr>
<tr>
<td>Time_Reg$^d$</td>
<td>1.02 (0.99-1.04)</td>
<td>0.90 (0.88-0.93$^b$)</td>
</tr>
<tr>
<td>Ln(N_Fan)$^e$</td>
<td>0.97 (0.94-1.01)</td>
<td>0.98 (0.94-0.99$^b$)</td>
</tr>
<tr>
<td>Ln(N_Follow)$^f$</td>
<td>1.01 (1.02-1.08$^b$)</td>
<td>1.05 (0.99-1.12)</td>
</tr>
<tr>
<td>Ln(N_Post)$^g$</td>
<td>0.96 (0.93-0.99$^b$)</td>
<td>1.06 (1.03-1.10$^b$)</td>
</tr>
<tr>
<td>SDM1$^h$</td>
<td>0.49 (0.31-0.78$^b$)</td>
<td>7.66 (4.99-11.77$^b$)</td>
</tr>
<tr>
<td>SDM2$^i$</td>
<td>0.46 (0.28-0.75$^b$)</td>
<td>6.75 (4.14-11.00$^b$)</td>
</tr>
<tr>
<td>SDM3$^j$</td>
<td>0.59 (0.38-0.92$^b$)</td>
<td>1.08 (0.73-1.59)</td>
</tr>
<tr>
<td>SDM4$^k$</td>
<td>0.92 (0.46-1.81)</td>
<td>0.70 (0.38-1.28)</td>
</tr>
<tr>
<td>SDM5$^l$</td>
<td>0.56 (0.36-0.88$^b$)</td>
<td>8.63 (5.68-13.11$^b$)</td>
</tr>
<tr>
<td>SDM6$^m$ (reference group)</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

$^a$OR: odds ratio.  
$^b$P<.05.  
$^c$Not applicable.  
$^d$Time_Reg: registration year.  
$^e$Ln(N_Fan): logarithm of fan numbers.  
$^f$Ln(N_Follow): logarithm of follow numbers.  
$^g$Ln(N_Post): logarithm of post numbers.  
$^h$SDM1: delaying the resumption of work and school.  
$^i$SDM2: travel restrictions.  
$^j$SDM3: traffic restrictions.  
$^k$SDM4: closing public spaces.  
$^l$SDM5: community containment.  
$^m$SDM6: extending the Lunar New Year holiday.
effect on the relationship between the explanatory variable and emotional attitude.

Table 6 summarizes the statistically significant emotional tendency of each explanatory variable under each social distancing measure (for the details of interaction effect, see Multimedia Appendix 1). In general, for these explanatory variables, compared with other types of social distancing measures, the measures of delaying the resumption of work and school (SDM1) or travel restrictions (SDM2) mainly had a positive moderating effect on public emotion, while the measures of traffic restrictions (SDM3) or community containment (SDM5) mainly had a negative moderating effect on public emotion. For the explanatory variable Ln(N_Post), the emotional regulation effects of SDM3 and SDM5 were positive. Different social distancing measures had differing moderating effects on the relationship between user characteristics and user emotions. Therefore, hypothesis H3 is valid.

Table 6. Statistics on the emotional tendency of explanatory variables under the moderating effect of various social measures.

<table>
<thead>
<tr>
<th>Variable</th>
<th>The measures make the explanatory variables have a positive tendency toward emotions</th>
<th>The measures make the explanatory variables have a negative tendency toward emotions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>SDM1&lt;sup&gt;a&lt;/sup&gt;, SDM2&lt;sup&gt;b&lt;/sup&gt;, SDM3&lt;sup&gt;c&lt;/sup&gt;</td>
<td>SDM4&lt;sup&gt;d&lt;/sup&gt;, SDM5&lt;sup&gt;e&lt;/sup&gt;, SDM6&lt;sup&gt;f&lt;/sup&gt;</td>
</tr>
<tr>
<td>Space1</td>
<td>SDM1, SDM2</td>
<td>SDM3, SDM4, SDM5</td>
</tr>
<tr>
<td>Time_Reg&lt;sup&gt;g&lt;/sup&gt;</td>
<td>SDM1, SDM2, SDM3, SDM6</td>
<td>SDM5</td>
</tr>
<tr>
<td>Ln(N_Fan)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>SDM2</td>
<td>SDM1, SDM3</td>
</tr>
<tr>
<td>Ln(N_Follow)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>SDM1</td>
<td>SDM2, SDM3</td>
</tr>
<tr>
<td>Ln(N_Post)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>SDM1, SDM3, SDM5</td>
<td>SDM2, SDM6</td>
</tr>
</tbody>
</table>

<sup>a</sup>SDM1: delaying the resumption of work and school.

<sup>b</sup>SDM2: travel restrictions.

<sup>c</sup>SDM3: traffic restrictions.

<sup>d</sup>SDM4: closing public spaces.

<sup>e</sup>SDM5: community containment.

<sup>f</sup>SDM6: extending the Lunar New Year holiday.

<sup>g</sup>Time_Reg: registration year.

<sup>h</sup>Ln(N_Fan): logarithm of fan numbers.

<sup>i</sup>Ln(N_Follow): logarithm of follow numbers.

<sup>j</sup>Ln(N_Post): logarithm of post numbers.

**Discussion**

In this study, the comments shared by Sina Weibo users related to the social distancing measures imposed by the People’s Government of Hubei Province during the COVID-19 pandemic were examined. Machine learning and statistical analysis were used to reveal the emotional attitudes of users toward social distancing measures, as well as the effect of different user characteristics and social distancing measures on the users’ emotions, especially the moderating effect of social distancing measures on the relationship between user characteristics and users’ emotions.

**Sina Weibo Users’ Attention to Social Distancing Measures Varied**

Sina Weibo users paid varying attention to the social distancing measures imposed by the People’s Government of Hubei Province. The three measures of traffic restrictions, community containment, and delaying resumption of work and school attracted public attention. The main reason for this is that these measures are closely related to the transportation and daily lives of citizens in Hubei Province. When the epidemic situation became more serious, citizens paid greater attention to the daily travel of medical staff and the guaranteeing of living materials for citizens in quarantine. Although the measures of extending the Lunar New Year holiday, travel restrictions, and closing public places are necessary for epidemic prevention and control, they are less relevant to the daily lives of citizens living in Hubei Province. Therefore, these measures were less concerning for users.

In addition, Sina Weibo users in different spatial locations expressed differing levels of attention to social distancing measures imposed in Hubei Province. Users residing in Hubei Province are at the center of the epidemic and felt more deeply about the relevant measures. They are also the group most concerned about social distancing measures. Secondly, for Sina Weibo users in emigrant provinces, such as Guangdong and Beijing, where people in Hubei Province went after the lockdown of Wuhan, these people mainly included students and workers who went to school and work in Hubei Province and, therefore, became worried about the safety of their long-term residence. In particular, Guangdong confirmed the first case of the coronavirus on January 19, 2020, becoming the first province in Mainland China to have a confirmed case of COVID-19 outside of Hubei Province [75]. Sina Weibo users in other provinces paid less attention to Hubei Province since they reside far away from the region. Further, results of our emotional polarity analyses show that users from Hubei Province expressed...
strong negative emotions, while users in emigrant and other provinces expressed stronger positive emotions, indicating that people at the center of the outbreak have strong negative emotions [61]. As for gender, women shared stronger and more positive emotions than men [71].

**Sina Weibo Users’ Attitudes Toward Social Distancing Measures Were Mainly Negative**

The emotional polarity analysis revealed the attitudes of Sina Weibo users toward the social distancing measures imposed in Hubei Province. The emotional analysis results of the whole corpus showed that the emotions of users were mainly negative, which indicated that although social distancing measures had brought great benefits to the prevention and control of the epidemic in Hubei Province, they still inevitably affected citizens’ lives in a negative way [76]. As for the social distancing measures imposed, the measure of *traffic restrictions* was promulgated at the initial stage of the epidemic, together with the notice of the武汉 lockdown, with users residing outside of Hubei Province supporting and encouraging this measure. However, after the measure of *extending the Lunar New Year holiday* was imposed on January 27, 2020, citizens gradually realized the threat to their lives brought on by COVID-19. At the same time, a series of measures had been imposed to disturb citizens daily lives and, therefore, the negative emotions of fear and anger remained high. For example, under the measures of *delaying the resumption of work and school* and *extending the Lunar New Year holiday*, citizens began to worry about their studies, job security, and future family income [77]. After the traffic ban was imposed, people worried about travel outside of their homes, especially medical staff. For *community containment*, people were forced to stay at home, resulting in a reduction in life satisfaction, which led to an increased feeling of loneliness and psychological distress. Further, loneliness, which is likely to be exacerbated through greater fear and confusion, was seen to increase the risk of mental and physical diseases [78]. For this, more remote assistance, such as psychological counseling for families, was needed.

**Sina Weibo Users With Different Social Media Characteristics Have Varying Emotional Tendencies**

The results of the logistic regression analysis supported the results of our emotional polarities analysis. Women were indeed more likely to express stronger and more positive emotions. Users in Hubei Province, who were at the center of the epidemic, were more inclined to express negative emotions. For users of different ages, older citizens were inclined to send neutral comments, possibly because younger users do not have enough life experiences to distinguish right from wrong and tend to accept all information without question. This is consistent with the research of Holmes [79], who found that the COVID-19 pandemic had a significant negative impact on social groups, especially young people. In addition, users who had been using Sina Weibo for a longer period of time were more likely to share negative comments, possibly because they have a higher risk perception than those who seldom use social media [80]. Further, users with more fans and follows and those who shared a greater number of posts were inclined to express neutral or positive attitudes. For this result, we understand that users with ample follows can obtain information from multiple sources to identify relatively positive information and disseminate it. Similarly, users with a large number of fans are considered to be somewhat influential in their community [81] and hold an attitude of being responsible to their fans and, therefore, tend to post objective and positive comments to prevent fans from panicking due to excessive processing of information. Therefore, users with many fans can play a guiding role by posting objective facts or words of encouragement, so as to reduce the negative emotions experienced by fans. Social media providers should also give full attention to the role that their platform plays in the lives of citizens, providing comprehensive and accurate information to citizens [82]. They should also send appropriate notifications to prevent negative mental health.

**Attention Should Be Paid to the Moderating Effect of Social Distancing Measures**

The moderating effect of social distancing measures on the relationship between different user characteristics and emotions of users varied. In public health emergencies, for all six social distancing measures, the measures of *delaying the resumption of work and school* or *travel restrictions* may be met with more acceptance by citizens. *Travel restrictions* during the epidemic are an inevitable measure, especially since the epidemic occurred during the Lunar New Year holiday. At the time, many residents left Wuhan to travel to see relatives, making the spread of the disease a more serious issue [83]. Tourism is not very important in the face of personal safety, so people are more accepting of travel restrictions. Further, the measures of *traffic restrictions* or *community containment* are easily accepted by citizens. The emotion results show that these measures were associated with the most positive emotions; this is because when these measures were first promulgated, people believed their implementation could cut off routes of viral transmission and be effective for epidemic prevention and control. However, continuous traffic restrictions have brought significant inconvenience to citizens’ travel plans, especially those related to employment. In response to this situation, government departments should take timely measures to resolve this problem, such as arranging specialized personnel or calling on more volunteers to provide convenience to those who need to travel, so as to alleviate the negative emotions of people. In particular, the measure of *community containment* is shown to increase health anxiety, financial worry, and loneliness [84,85], and may lead to depression and anxiety among older citizens. For this, governments must take action to strengthen interactions within local communities [86] and provide remote assistance, such as counseling for families, to reduce the psychological burden of citizens.

**Implications and Limitations**

This study has a good degree of theoretical value. We explored the relevant characteristics that affect users’ emotions from the perspective of the Media Dependence Theory, 5W Theory, and Agenda-Setting Theory, and then analyzed the influence relationship between user characteristics and users’ emotions. This study has enriched the research directions of these three theories from a new perspective and has created a certain reference value for future studies.
In addition, our results have a degree of practical significance. We found that Sina Weibo users’ views and attitudes toward social distancing measures imposed by the People’s Government of Hubei Province varied. Users with different characteristics also had different emotional tendencies. In particular, social distancing measures had a moderating effect on the relationship between user characteristics and users’ emotions. These results are helpful for government agencies to uncover, in a timely manner, citizens’ emotions pertaining to measure implementations. Our findings also provide guidelines for social media platforms to push targeted content to users.

This study has several limitations. First, due to restrictions by Sina Weibo, the secondary comment data below the posts was not obtained, which may affect the results and discussion presented. Second, the training data labels of emotion classifiers were mainly marked manually through the establishment of labeling guidelines. Further, the expression of emotion is highly subjective, and manual labeling may not reflect the real emotions of users adequately. These factors may affect the classification effect of emotional polarity classifiers to a certain extent. Finally, this study only analyzed the emotions in the text without considering emoticons, which may have a certain influence on the results of emotion classification. Future research should consider the effect of emoticons and punctuation on emotional intensity.

Conclusions

This study combined machine learning and statistical analysis to explore the emotional attitudes of citizens toward social distancing measures imposed by the People’s Government of Hubei Province, as well as these emotions’ influencing factors. The results of our emotional analysis show that Sina Weibo users have different attitudes toward the six types of social distancing measures implemented, but they are mainly inclined to express negative emotions. In addition, users’ emotional attitudes vary across gender and spatial locations. The logistic regression analysis show that users of different ages, spatial locations, account registration year, number of fans, number of follows, and number of posts have different attitudes toward the imposed social distancing measures. Most importantly, this study found that social distancing measures have a moderating effect on the relationship between different user characteristics and users’ emotions. The results obtained allow government agencies to better understand the views of citizens toward related events and can help government agencies take timely actions to alleviate negative emotions during public health emergencies.
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