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Abstract

Background: A high risk of mental health or substance addiction issues among sexual and gender minority populations may
have more nuanced characteristics that may not be easily discovered by traditional statistical methods.

Objective: This review aims to identify literature studies that used machine learning (ML) to investigate mental health or
substance use concerns among the lesbian, gay, bisexual, transgender, queer or questioning, and two-spirit (LGBTQ2S+) population
and direct future research in this field.

Methods: The MEDLINE, Embase, PubMed, CINAHL Plus, PsycINFO, IEEE Xplore, and Summon databases were searched
from November to December 2020. We included original studies that used ML to explore mental health or substance use among
the LGBTQ2S+ population and excluded studies of genomics and pharmacokinetics. Two independent reviewers reviewed all
papers and extracted data on general study findings, model development, and discussion of the study findings.

Results: We included 11 studies in this review, of which 81% (9/11) were on mental health and 18% (2/11) were on substance
use concerns. All studies were published within the last 2 years, and most were conducted in the United States. Among mutually
nonexclusive population categories, sexual minority men were the most commonly studied subgroup (5/11, 45%), whereas sexual
minority women were studied the least (2/11, 18%). Studies were categorized into 3 major domains: web content analysis (6/11,
54%), prediction modeling (4/11, 36%), and imaging studies (1/11, 9%).

Conclusions: ML is a promising tool for capturing and analyzing hidden data on mental health and substance use concerns
among the LGBTQ2S+ population. In addition to conducting more research on sexual minority women, different mental health
and substance use problems, as well as outcomes and future research should explore newer environments, data sources, and
intersections with various social determinants of health.

(JMIR Med Inform 2021;9(11):e28962)   doi:10.2196/28962

KEYWORDS

sexual and gender minorities; mental health; mental disorders; substance-related disorders; machine learning
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Introduction

Background
Members of the lesbian, gay, bisexual, transgender, queer or
questioning, and two-spirit (LGBTQ2S+) population experience
significant mental health disparities and are at a higher risk of
substance use problems compared with their heterosexual and
cisgender peers [1-5]. A meta-analysis of 25 studies revealed
that lesbian, gay, and bisexual individuals had 2.47 times
increased lifetime risk of attempting suicide, 1.5 times increased
risk of depression and anxiety disorders, and 1.5 times increased
risk of alcohol and other substance dependence over a 12-month
period [2]. Recent statistics from the 2015 National Survey on
Drug Use and Health in the United States reported that the
sexual minority population have an increased likelihood of past
year use of illicit drugs, marijuana, and opioids; current use of
cigarettes and alcohol; and past year diagnosis of any mental
illness compared with sexual majority groups [6]. Members of
the LGBTQ2S+ population also use mental health services and
substance use treatment more frequently than cisgender and
heterosexual individuals [6,7].

There is a robust evidence base documenting sexual orientation
and gender identity as social determinants of health, whereby
members of the LGBTQ2S+ population experience stressors
from stigma, social, and economic exclusion that contribute to
increased mental health challenges and resultant coping
strategies, including problematic substance use [8-10]. In
addition, intersecting experiences of marginalization such as
race, ethnicity, disability, and homelessness; lack of familial
and peer support; various acts of bullying, harassment, and hate
crimes; and experience of self-stigmatization, such as
internalized homophobia, biphobia, and transphobia, contribute
to further deterioration of mental health and substance use
concerns [8,11-16].

With advances in technology, novel statistical methods, such
as machine learning (ML), have emerged as promising means
of analyzing a vast range of complex data in public health
informatics [17,18]. ML uses computational power to identify
or mine hidden data patterns and has been increasingly used for
content analysis and as a predictive modeling technique [17].
These characteristics are particularly important for investigating
mental health and substance use issues among the LGBTQ2S+
population, where social stigma and institutional barriers make
sexual and gender identity disclosure difficult, rendering the
data invisible [19-21].

There are 3 major types of ML, including (1) supervised
learning, (2) unsupervised learning, and (3) semisupervised
learning. Supervised learning aims to learn from labeled data
to predict the class of unlabeled input data or outcome variables
[22]. Unsupervised learning does not require an outcome
variable, thereby allowing the algorithm to freely detect and
recognize hidden patterns with minimal human interference
[22,23]. Semisupervised learning learns from both labeled and
unlabeled data, where it can use readily available unlabeled data
to improve supervised learning tasks when the labeled data are
scarce or expensive [24]. A more advanced form of ML, deep
learning, has gained popularity in health research in recent years

and uses an artificial neural network model with multiple layers
to hierarchically define and process data [25]. These ML
methods provide the opportunity to understand data more
thoroughly and effectively, as well as yield meaningful
predictions beyond traditional statistical methods.

Several reviews, including 3 recent systematic reviews, have
been conducted to summarize the application of ML in substance
use and mental health issues [23,26-28]. These systematic
reviews have reported ML applications in 54 articles on mental
health, 87 articles on suicidal behavior, and 17 articles on
addiction research and reported good performance in predicting
human behavior [23,26,28]. However, most of these reviews
and studies focused on broad categories and the general
population or patient records.

Objectives
Although one scoping review has explored studies that predict
population-specific health with ML [29], the study did not
identify ML applications among the LGBTQ2S+ population.
There is a substantial gap in the literature, with no existing
review focused on ML studies examining mental health and
substance use among the LGBTQ2S+ population. As a result,
we conducted a scoping review to address these knowledge
gaps with the aim of mapping the current status of ML studies,
focusing on this field and identifying the research gap to
facilitate future research. Regarding persistent mental health
and problematic substance use concerns and disparities among
the LGBTQ2S+ population, the findings from this review will
provide useful insights to inform research and programs.

Methods

Objectives and Methodology Framework
This review aims to conduct a comprehensive search of studies
using ML to investigate mental health or substance use among
LGBTQ2S+ communities and to determine the scope of future
research. We used the following 5-stage methodological
framework developed by Arksey and O’Malley [30]: (1)
identifying specific research questions; (2) identifying relevant
studies through a comprehensive search of different sources;
(3) study selection by applying inclusion and exclusion criteria;
(4) data charting using custom-made data extraction forms; and
(5) collating, summarizing, and reporting the results. We also
used an extension of the Preferred Reporting Items for
Systematic Reviews and Meta-Analyses guidelines for scoping
reviews [31] to present our findings, and the Joana Briggs
Institute proposed methodology of scoping reviews [32] to
narrate the implications for future research. The review protocol
was registered on the Open Science Framework [33] on
December 17, 2020, to facilitate transparency and reproducibility
of the study.

Identifying Research Questions
Initially, we identified a broad set of preliminary questions for
this scoping review:

• What is the volume of the literature that used machine
learning analysis in the field of mental health and substance
use among the LGBTQ2S+ population?

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e28962 | p.6https://medinform.jmir.org/2021/11/e28962
(page number not for citation purposes)

Kundu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


• What are the fields of mental health and substance use
among the LGBTQ2S+ population that have been studied
by machine learning?

• Which subgroups of the LGBTQ2S+ population have been
investigated? Are there any specific subgroups that have
been studied using machine learning analysis?

• What types of machine learning methods (eg, supervised,
unsupervised, semisupervised, and deep learning) and
algorithms (eg, decision trees, random forest, logistic
regression, and penalized regression) have been used to
study LGBTQ2S+ mental health and substance use?

• What are the real-world implications of these studies? Are
there any knowledge gaps or untouched domains that should
be addressed in future research?

Identifying Relevant Studies
To gather a large quantity of relevant literature, we followed
previous review studies with similar objectives [27,29] and
searched the following databases: MEDLINE (Ovid), Embase
(Ovid), CINAHL Plus, APA PsycINFO (Ovid), PubMed, and
IEEE Xplore. We also searched the Summon (ProQuest)
database used by the University of Toronto Libraries, which
searches across many other databases, journal packages, e-book
collections, and other resources. Information technology
databases such as IEEE Xplore were selected as a potential
source of ML-related literature. Literature searches involved a
combination of keywords (eg, mental health, mental disease,
mental health service, substance abuse, ML, sexual and gender
minorities, LGBT, lesbian, gay, men who have sex with men,
bisexual, queer, two-spirit, intersex, and transgender) and
medical subject headings, if applicable. A librarian was
consulted regarding the keywords and search terms.

Two reviewers (AK and RB) conducted the database search
from November 25 to December 13, 2020, and imported all
citations to the Covidence web platform, where duplicate papers
were removed automatically. The databases were searched from
the date of inception of the databases to the year 2020, with no
filter in place for publication year. The bibliography lists of the
included studies and review papers were reviewed on December
13, 2020, to identify any potential studies. The full Embase
search strategy, representing an example of the search query
applied to all other databases, is presented in Multimedia
Appendix 1.

Study Selection
We included studies that used ML to investigate mental health
or substance use behaviors of people within the LGBTQ2S+
population. Studies in which ML was used partially, but not for
the main statistical analysis, were included in the review. We
only included empirical investigations, thereby excluding
editorials, opinion pieces, and reviews. We also excluded papers
that used logistic regression analyses, not as a ML algorithm,
but to determine LGBTQ2S+ identity status. In addition, studies
in which full texts could not be retrieved with institutional

license, and studies of genomics, pharmacokinetics, and those
that were not directly relevant to humans were excluded.

Two reviewers (AK and RB) independently screened each title
and abstract based on the eligibility criteria and completed
full-text screening of the remaining studies. Disagreements were
resolved through discussions among the 3 reviewers (AK, RB,
and MC) to yield a list of final included studies.

Data Charting
To facilitate data charting and reporting, individual reviewers
(AK and RB) first reviewed all studies and extracted key phrases
and concepts from each study. We based our data extraction
items on features identified in a recent biomedical guideline for
reporting ML studies [34]. Custom-made data extraction forms
were developed from this guideline, which included major
extraction categories such as general study characteristics (ie,
author, year, country, target population, source of data, sample
size, field of study, ML domains, ML methods, algorithms, and
outcomes), key components of model development (ie, whether
the studies discussed methods of feature selection, resampling,
model performance metrics, and method of validation), and
discussion of study findings (ie, importance ranking of features,
intersectionality, and other procedures or features applied).

Collating, Summarizing and Reporting Results
We presented descriptive statistics for the extracted data sets
by calculating the total number and percentage of all studies in
each category. To provide a visual overview of the range of
data, we presented a bar chart that showed the frequency analysis
of studies according to the field of study and a pie chart that
demonstrated the proportion of studies in the major domains of
ML. We used a narrative synthesis approach [35] to describe
the findings of the studies in the different ML domains and
explored relationships in the data. Finally, we discussed research
gaps to facilitate future research.

Results

The initial search of databases yielded 2669 articles, of which
2489 were retrieved after removing duplicates. We also searched
the reference lists of potentially eligible articles and previous
reviews but could not identify any studies that matched our
inclusion criteria. After title and abstract screening, 21 articles
were selected for full-text screening. Of these, we excluded
articles that did not meet the target population criteria of the
LGBTQ2S+ population (3/21, 14%), full-texts could not be
retrieved (1/21, 4%), unrelated to ML (4/21, 19%), duplicate
article published in a conference proceeding (1/21, 4%), and a
commentary (1/21, 4%). This resulted in 11 studies being
included in the final review [36-46]. The detailed selection
process of the articles is presented in the Preferred Reporting
Items for Systematic Reviews and Meta-Analyses (PRISMA)
flow diagram (Figure 1).
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Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram documenting study exclusion. LGBTQ+: lesbian, gay,
bisexual, transgender, queer, or questioning; ML: machine learning.

Study Characteristics
All 11 included studies [36-46] were published within the last
2 years (Table 1). Most of the studies were carried out in the
United States (7/11, 63%) [36,38,39,41-43,45]. Among the
target population categories that were not mutually exclusive,
sexual minority men (gay, men who have sex with men,

bisexual) were the most commonly studied (5/11, 45%)
subgroups [37,40,42-44], followed by transgender (3/11, 27%)
[39,45,46] and LGBTQ+ (3/11, 27%) [36,38,41] people at large,
whereas sexual minority women (lesbian and bisexual) (2/11,
18%) [43,45] were the least commonly represented populations.
None of the studies included two-spirit persons as their target
population (Table 1).
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Table 1. Summary statistics of included studies (N=11) [36-46].a

Number of studies, n (%)Characteristics

Countries

7 (63)United States

2 (18)China

1 (9)Sweden

1 (9)Australia

Years published

5 (45)2019

6 (54)2020

Field of study

Mental health (n=9)

2 (18)Suicide or self-injury

2 (18)Depression

3 (27)Mood or affect processes

1 (9)Minority stress

1 (9)Gender incongruence

Substance use (n=2)

1 (9)Tobacco

1 (9)Poppers or alkyl nitrites

Target populationb

5 (45)Sexual minorities: male (gay, MSMc, bisexual)

2 (18)Sexual minorities: female (lesbian, bisexual)

3 (27)Transgender or gender minorities

3 (27)LGBT/LGBTQ+d

Domains of MLe

6 (55)Web content analysis

4 (36)Prediction modeling

1 (9)Imaging study

Type of ML

9 (82)Supervised

3 (27)Unsupervised

1 (9)Deep

ML algorithms

3 (27)LDAf

2 (18)RFg

2 (18)SVMh

1 (9)CNNi

1 (9)MLPj

1 (9)NBk

2 (18)Penalized regression (LASSOl, elastic net regularized regression, ridge regression)

1 (9)Logistic regression
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Number of studies, n (%)Characteristics

3 (27)Boosting (XGBoostm, AdaBoostn, GBMo)

2 (18)Classification tree

Feature selection

7 (64)Yes

4 (36)No

Discussed model performance

9 (82)Used performance metrics

1 (9)Didn't use performance metrics

1 (9)Didn't discuss performance

Method of validation

2 (18)Hold-out

7 (64)Cross-validation

2 (18)External validation

4 (36)Unspecified

aMultiple response options were possible for some study characteristics.
bCategories are not mutually exclusive.
cMSM: men who have sex with men.
dLGBT/LGBTQ+: lesbian, gay, bisexual, and transgender/lesbian, gay, bisexual, transgender, queer, or questioning.
eML: machine learning.
fLDA: latent Dirichlet allocation.
gRF: random forest.
hSVM: support vector machine.
iCNN: convolutional neural network.
jMLP: multilayered perceptron.
kNB: Naive Bayes.
lLASSO: least absolute shrinkage and selection operator.
mXGBoost: eXtreme Gradient Boosting.
nAdaBoost: Adaptive Boosting.
oGBM: Generalized Boosted Model.

Most of the studies focused on mental health (9/11, 82%)
[36-42,45,46], and only 18% (2/11) studies [43,44] focused on
substance use concerns. Most studies examined several mental
health issues, such as depression, suicide, mood or affect
processes, minority stress, and gender incongruence
[36-42,45,46], whereas other studies that focused on substance
use only examined tobacco and poppers or alkyl nitrites use
[43,44]. No study looked into mental health issues and substance
use concerns among the LGBTQ2S+ population simultaneously
(Table 1).

The studies were categorized into 3 major ML domains: web
content analysis, prediction modeling, and imaging study. Over
half of the studies (6/11, 55%) were identified as web content
analysis [36-41], and 36% (4/11) were identified as prediction
modeling [42-45]; 1 study (9%) was identified as an imaging
study [46] (Table 1).

The most commonly used class of ML methods was supervised
(9/11, 82%) [37-39,41-46], followed by unsupervised (3/11,
27%) [36,37,40] and deep learning (1/11, 9%; Table 1) [41].
The most frequently used ML algorithms were latent Dirichlet

allocation (3/11, 27%) and boosting (3/11, 27%), followed by
random forest, support vector machines, penalized regression
(ie, least absolute shrinkage and selection operator, elastic net
regularized regression, and ridge regression), classification tree,
logistic regression, naive Bayes, multilayered perceptron, and
convolutional neural network (Table 1).

Approximately two-thirds (7/11, 64%) of the studies
[37,38,42-46] discussed their methods of feature selection,
among which the median number of features used was 19. Most
of the studies used cross-validation methods (7/11, 64%)
[37-39,41,44-46], especially 10-fold cross-validation.
Furthermore, 18% (2/11) of the articles used the hold out method
[39,41], 18% (2/11) used external validation [37,41], and 36%
(4/11) articles [36,40,42,43] did not report how they validated
their method. Most studies (9/11, 82%) [36-39,41-43,45,46]
used at least one performance metric (eg, area under ROC curve,
precision-recall, or F1 score) to discuss model performance.
However, the remaining studies either did not use any
performance metric [44] or did not discuss any model
performance [40] (Table 1).
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Machine Learning Domains
Multimedia Appendix 2 summarizes the characteristics of the
final 11 included studies [36-46] and Multimedia Appendix 3
[36-46] presents the ML methodology used in the studies.

The 54% (6/11) studies [36-41] in the web content analysis
domain obtained their data from social media sources such as
Twitter, Blued, Tumblr, Reddit, and LGBT Chat and Forums.
The volume of data used ranged from 12,000 to 41 million web
posts. Half of the studies used their data to analyze the mood
or affect processes of the users related to their sexual and gender
identities [39-41] (Multimedia Appendix 2).

Among the 4 studies in the prediction modeling domain, 50%
(2/4) of the studies analyzed data on adult participants [42,44]
and 50% (2/4) on adolescents [43,45]. Only 1 study used a
public health data set of 28,811 participants [43]; other studies
used either cross-sectional or cohort data from longitudinal
studies [42,44,45]. Half of the studies focused on mental health
(depression and suicide) [42,45] and half on substance use
behavior (cigarette, e-cigarette, and poppers use) [43,44]
(Multimedia Appendix 2). Of the 4 studies, only 25% (1/4)
study [45] ranked their feature importance, and 50% (2/4)
studies [42,45] examined intersectionalities (Multimedia
Appendix 3). One study investigated the intersection of income
and other social and environmental stressors with racial or ethnic
disparities and its impact on depressive symptomology among
men who have sex with men [42], whereas the other focused
on the intersection between various social and behavioral
determinants of health (self-image, race, education,
socioeconomic status, family support, friends, stigma,
discrimination, etc) as risk factors of self-injurious behaviors
among sexual and gender minority women [45].

One imaging trial study used clinical and functional magnetic
resonance imaging data of 25 transgender adults to identify the
relationship between pretherapy functional brain connectivity
and posthormone therapy body congruence [46]. All 4 studies
[42-45] of the prediction modeling domain and 1 imaging study
[46] used the supervised method of ML, whereas studies in the
web content analysis domain [36-41] used supervised (4/11,
36%), unsupervised (3/11, 27%), and deep learning (1/11, 9%)
methods (Multimedia Appendix 3).

Discussion

Principal Findings
Our results show that the application of ML to assess mental
health and substance use behavior among the LGBTQ2S+
population is still new in health research, compared with the
increasing use of ML techniques in other health research
domains. Although there is continued criminalization and lack
of LGBTQ2S+ rights protection in 67 United Nations member
states at the end of 2020 [47], there appears to be an increasing
acceptance of sexual and gender minority people in diverse
contexts such as in North American countries and Western
Europe [48]. However, very few of the included studies were
conducted outside the United States (Table 1).

Only a few mental health problems were addressed across the
few relevant ML studies conducted to date (Table 1). Although

there is evidence of a higher prevalence of anxiety disorders,
posttraumatic stress disorder, and various mood disorders (eg,
mania and persistent depressive disorder) among the
LGBTQ2S+ population compared with cisgender and
heterosexual counterparts [4], no studies have been conducted
on these issues. Compared with mental health issues, substance
use problems among the LGBTQ2S+ population were almost
untouched. Moreover, both of the included substance use related
studies predicted the present use of substances [43,44], and no
studies have examined future substance use, cessation, or
substance use treatment-seeking behavior.

Underlying factors behind the low number of ML studies on
mental health and substance use issues among the LGBTQ2S+
population may be sex and gender identity-related data
invisibility and social and institutional bias [21,49]. Electronic
health records have been used as a common and promising data
source for ML techniques to predict population health in other
research areas [27,29]. However, binary representation of sex
and gender (ie, man or woman) in the electronic health records
system makes some data unavailable for analysis by ML, which
can underrepresent the actual problem [21,50,51]. Adopting
inclusive gender, sex, and sexual orientation (GSSO)
information practices, collecting sexual and gender diversity,
has the potential to ensure data justice, alleviate unintentional
bias, and reduce health inequity [49]. A good example of
inclusive GSSO information practice could be the proposed
equity stratifiers by the Canadian Institute of Health Information
[52]. However, other potential data sources of ML applications,
such as social media, cross-sectional survey data, longitudinal
cohort, and administrative data sets were used in the included
studies (Multimedia Appendix 2).

Most studies were in the web content analysis domain, indicating
social media to be a potentially useful epidemiological resource
for collecting data on LGBTQ2S+ people and analyzing the
data using ML (Multimedia Appendix 2). We observed that
unsupervised ML has also been applied in these studies with
data drawn from social media [36,37,40], thus holding the
potential to support qualitative research by handling large textual
data sets with its computational power. This is particularly useful
in LGBTQ2S+ health research, given the stigma-related and
structural barriers toward identity disclosure that may inhibit
data collection through other methodologies [50,51,53,54]. The
use of ML in these studies has shown potential for automated
identification of at-risk individuals for crisis suicide prevention
and intervention [36], depressive emotions [37], minority
stressors [38], negative emotions [40], and mental health signals
[41] among the LGBTQ2S+ community. In addition, the
sequence of transgender identity disclosure identified in a study
by Haimson et al [39] may guide resource allocation and provide
support through gender transition. However, self-reported mental
health problems on social media might not reflect clinical
diagnoses or symptomologies.

Although there is evidence of the influence of intersections of
various social and behavioral determinants of health on the
increased prevalence of mental health and substance use
concerns among the LGBTQ2S+ population [11-16], only 2
studies examined the intersection of sexual and gender identity
with ethno-racial identities, and several social, economic, and
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behavioral factors (ie, income, social stigma, discrimination,
and family support), and their impact on depression and
self-injurious behaviors [42,45]. No such studies in our review
explored intersectionality in the field of substance use.
Identifying these intersections by leveraging ML techniques
would have practical implications by determining risk and
protective factors as well as informing strategies for promoting
mental well-being and substance use prevention and intervention
with and for LGBTQ2S+ people. In the context of various
techniques used in intersectional research, both qualitative and
quantitative, and recent trends in mixed methods research [55],
ML can be a very useful tool for processing vast quantities of
data, data mining and clustering, and classifying attribute
relationships [56,57]. Apart from the partial dependency-based
measures, newer techniques and methods [58,59] in ML have
emerged for analyzing interaction effects and are more suitable
for assessing intersectionality.

Following the current guidelines for reporting ML studies in
biomedical research [34], we documented a range of explanatory
findings seen in the included studies and found that most studies
mentioned their performance metrics, method of feature
selection, and method of validation of their model (Table 1 and
Multimedia Appendix 3). However, only 27% (3/11) studies
[37,38,45] adopted the approach of approximating a relative
importance score of individual features that reflected their
overall contributions to the model (Multimedia Appendix 3).
The implications of providing an importance score to features
are particularly valuable for predictive modeling studies, where
the most important predictors are targeted for future strategy
adoption. Another notable finding was about half (n=2) [42,43]
of the predictive modeling studies did not report any method
of validation, and none of them conducted external validation
of the resulting model on a different population (Multimedia
Appendix 3). Validation is an important aspect of the predictive
modeling process, which increases the reproducibility and
generalizability of the model [60]. Hence, future studies in this
domain should follow existing guidelines to validate their
models [34]. Moreover, half of the predictive modeling studies
had small sample sizes (<1000) (Multimedia Appendix 2). Small
data sets can affect the model performance [61]. Using large
population-based data sets for future research can overcome
this problem and fully leverage the benefits of ML.

Compared with the other 2 domains, there was a significant gap
in ML research using imaging data (ie, functional magnetic
resonance imaging or electroencephalography) to examine
mental health and substance use among the LGBTQ2S+
population (Table 1). Although a single identified imaging study
[46] predicted cross-sex hormonal therapy responsiveness in
the transgender population, which is useful for guiding and
selecting candidates for therapy, the sample size was small,
limiting the generalizability of the findings.

Future Research Directions
We detected significant research gaps in ML applications for
mental health and substance use research among the LGBTQ2S+
population. First, future research should investigate other mental
health issues (ie, anxiety disorders and mood disorders) and
substance use behavior and problems (ie, alcohol, opioids, and

illicit drugs) among the LGBTQ2S+ population. Second, the
potential of ML applications in predicting substance use related
outcomes (ie, cessation, overdose events, routes of
administration, driving impairments, and other adverse
reactions), mental health service access, and mental
health-related outcomes (ie, disabilities, symptom management,
suicide and suicide attempts, economic burden, and health care
costs) should be explored.

Third, further research is needed on sexual minority women.
The small number of studies included (Table 1) did not allow
exploration of shared and different health needs and priorities
between and within the LGBTQ2S+ population. Fourth, as the
legal and societal context in which the LGBTQ2S+ population
lives differ significantly between countries [48], more research
should be conducted in countries outside the United States.
Fifth, specific research initiatives targeted at investigating the
intersection of sexual and gender minority identity with other
social determinants of health (ie, race, ethnicity, citizenship,
socioeconomic status, and housing condition) are necessary to
better understand their potential for fostering risk and resilience
regarding mental health and substance use. Finally, different
data sources should be used in ML studies.
Large-population-level administrative data sets should be used
for prediction modeling studies for the accurate application of
ML models. In addition, with the advancement of technology,
the digitalization of health care, and where LGBTQ2S+ status
is captured in electronic health records, these health records can
be a potential data resource for ML studies with real-world
clinical implications for LGBTQ2S+ people.

Strength and Limitations
To the best of our knowledge, our review is the first of its kind
to explore the use of ML applications in examining mental
health and substance use among LGBTQ2S+ populations. We
adopted a comprehensive search strategy, including searching
various multidisciplinary peer-reviewed databases to identify
relevant articles as much as possible. The findings of our review
need to be interpreted with consideration of one key limitation.
Owing to the small number of studies, highly heterogeneous
characteristics of the included studies, and inconsistent reporting
of model development and validation, we could not perform a
critical appraisal of the studies and therefore could not comment
significantly on the overall performance of the ML techniques.
However, we followed the approaches of previous scoping
reviews with similar objectives [27,29] and were interested in
understanding the general topics or areas being investigated by
ML in the field of mental health and substance use among the
LGBTQ2S+ population (ie, most commonly used data sources,
study countries, and study populations) and identifying research
gaps to inform future research.

As more studies are published on this research topic in the
future, a systematic review with critical appraisal of relevant
literatures should be conducted as the next step in research.
Researchers are attempting to expand established reporting
guidelines to include items that accommodate ML studies, such
as the Transparent Reporting of a Multivariable Prediction
Model for Individual Prognosis or Diagnosis statement specific
for M [62], the Artificial Intelligence extension for Consolidated
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Standards of Reporting Trials [63], and Artificial Intelligence
extension for Standard Protocol Items: Recommendations for
Interventional Trials [63] guidelines. Once developed, these
guidelines can be used as critical appraisal tools for studies that
adopt ML-based data analysis. There is also an opportunity to
incorporate fairness and equity considerations in the
development of appraisal tools for ML studies. Preliminary
research has already developed mathematical metrics to measure
the fairness of a ML algorithm, and if intersectionalities are met
in the models [64].

Conclusions
Although there is an exponential growth of ML applications in
other health research sectors, few studies have used these
techniques in the field of mental health and substance use among
the LGBTQ2S+ population. In addition to undertaking more
research, future researchers should focus on applying ML
algorithms with considerations for real-world implications
through public health interventions and adopting policies that
aim to improve health equity.
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Abstract

Background: Digitalization affects all areas of society, including the health care sector. However, the digitalization of health
care provision is progressing slowly compared to other sectors. In the professional and political literature, physicians are partially
portrayed as digitalization sceptics. Thus, the role of physicians in this process requires further investigation. The theory of “digital
natives” suggests a lower hurdle for younger generations to engage with digital technologies.

Objective: The objective of this study was to investigate the role of physicians in the process of digitalizing health care provision
in Germany and to assess the age factor.

Methods: We conducted a large-scale study to assess the role of this professional group in the progress of the digital transformation
of the German health care sector. Therefore, in an anonymous online survey, we inquired about the current digital penetration of
the personal working environment, expectations, attitude toward, and concerns regarding digitalization. Based on these data, we
studied associations with the nominal variable age and variations across 2 age groups.

Results: The 1274 participants included in the study generally showed a high affinity towards digitalization with a mean of
3.88 on a 5-point Likert scale; 723 respondents (56.75%) stated they personally use mobile apps in their everyday working life,
with a weak tendency to be associated with the respondents’ age (η=0.26). Participants saw the most noticeable existing benefits
through digitalization in data quality and readability (882/1274, 69.23%) and the least in patient engagement (213/1274, 16.72%).
Medical practitioners preponderantly expect further improvements through increased digitalization across almost all queried areas
but the most in access to medical knowledge (1136/1274, 89.17%), treatment of orphan diseases (1016/1274, 79.75%), and
medical research (1023/1274, 80.30%).

Conclusions: Respondents defined their role in the digitalization of health care provision as ambivalent: “scrutinizing” on the
one hand but “active” and “open” on the other. A gap between willingness to participate and digital sovereignty was indicated.
Thus, education on digitalization as a means to support health care provision should not only be included in the course of study
but also in the continuing process of further and advanced training.

(JMIR Med Inform 2021;9(11):e31527)   doi:10.2196/31527
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Introduction

Background
The theoretical description of digitalization in health care
promises the potential to improve quality of care, save time,
streamline documentation, and support access through natural
forms of interface design [1,2]. Digitalization might thus enable
the health care domain to cope with globally occurring
challenges like cost, efficiency, complexity, and reform pressure
[3]. However, according to an annual cross-sectoral investigation
in Germany, the health care domain is not exploiting the
potential to the same extent as are other domains [4].
Furthermore, within the domain (eg, between different
hospitals), the digitalization status varies considerably [5,6].
Health care institutions, admittedly, contain particularities that
distinguish them from classic value-creating companies: they
heavily rely on “highly specialized human capital” [7]. Human
acceptance factors in the health care context have been
investigated using hospital information systems as an example
[8]. The heterogenous digitalization success of health care
institutions calls for further investigation into the underlying
causes and effects of this variability [9]. The German health
care system is decisively governed in a self-administered manner
[10]. Although all self-governing institutions are under the legal
supervision of the state and are bound by the state's framework
legislation, they are not under the professional supervision of
the state. Representatives of health insurance companies, health
care service providers, and patient representatives negotiate and
determine medical services that are covered by the statutory
health insurance. Advocacy groups thus have an important role
in balancing the stakeholder’s interests for the benefit of the
common good. Additionally, several studies have pointed out
the importance of humans as potentially the greatest obstacle
to or the greatest promoter of digitalization in health care
processes [11-13]. In the professional and political literature,
physicians are partially portrayed as digitalization skeptics [14].
Individual physicians’ organizations generally position
themselves against efforts to increase the digitalization of health
care processes [15,16], while other studies present a low digital
penetration rate and a need for action [17,18]. Thus, the aim of
this study was to further investigate the role of physicians in
the process of digitalization as one of the key stakeholder groups
in health care provision.

Prior Work
Digitalization is a disruptive change that affects all areas of
society [19]. However, there is currently no consensus on a
generally applicable definition of this term. With regard to an
original technical understanding, digitization means the
“conversion of analogue data (image, text, sound, etc) into
digital data” [20]. Definitions of digitalization range from the
“replacement of analogue service provision […] in whole or
partly by service provision in a digital, computer-manageable”
way [21], to the integration of all involved actors and data
through digital technologies that influences the entire value
chain [22]. Regarding health care organizations, Meister et al
[19] describe digitalization as a “continuous change process,”
which combines the incorporation of digital technology and the
ability to constantly adapt to changing conditions.

The importance of the human factor in health care processes is
highlighted in the concept of health care–providing institutions
as “expert organizations” [11,13,23]. Expert organizations are
defined as “knowledge and competence-intensive service
organizations whose value creation is primarily based on the
recruitment, refinement and use of highly specialized human
capital” [7]. Experts are thus individuals who are highly
qualified, have a strong position in their institution, and strongly
identify with their profession. Furthermore, they have a high
degree of autonomy in decision-making and create complex
services or products [23]. The integration of interprofessional
knowledge and skills of experts participating in the clinical
treatment process constitutes “the most important capital” in
health care provision [23]. Digital process support requires a
full integration across all contributors and change on different
levels of hitherto established structures of health care institutions
[24]. Child [25] states that experts are especially likely to be
suspicious toward change of their established routines. As stated
above, individual physicians’ organizations, as stakeholders of
self-administration, have raised concerns regarding digitalization
[15,16]. This might partly be due to a general skepticism toward
change in humans [26]. In the field of digitalization, however,
the term “digital natives” is often used, which assumes a lower
hurdle for younger generations to engage with digital
technologies [27]. The role that the factor of age has indeed
been investigated in the field of technology acceptance in
general [28] but also with regard to the digitalization of
hospitals. Hospital employees themselves suspect age to be a
decisive factor in whether the digital transformation of their
working environment is accepted or not [29].

Objective of This Study
The purpose of this study was to examine the role of physicians
in the digital transformation of health care with a specific focus
on the variable of age. Therefore, the following 3 research
questions were investigated: (1) How do physicians perceive
opportunities and risks of the digital transformation of their
working environment? (2) How do physicians see their own
role in digitalizing health care provision? (3) What role does
age play in the perception of digitalization of health care
provision and the personal role within this process?

In order to examine these issues, a nationwide survey among
physicians in Germany was conducted.

Methods

Survey Design
The survey was designed in an iterative manner by scientists in
the field of digital health and members of the Bündnis Junge
Ärzte (BJÄ, Alliance of Young Physicians), a union of
representatives of young physicians from 25 medical
associations and medical societies in Germany. We followed
the survey principles outlined by Dillman et al [30] and Schleyer
and Forrest [31], while the results are reported in accordance
with Eysenbach [32]. The survey design resulted in a structured
format comprising a maximum of 42 questions, with adaptive
questioning being used to reduce complexity and volume for
the participants. Single- and multiple-choice questions were
included with answer types assigned to nominal, ordinal, and
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ratio scales. Free-text fields were provided for further
explanatory comments. The full translated questionnaire can
be found in the Multimedia Appendix 1.

On the survey landing page, we describe the survey topics and
length, goals and target group, and the inquiring organizations,
and provide information on the data handling according to the
European General Data Protection Regulation (GDPR). The
survey was voluntary, nonincentivized, and fully anonymous.
None of the participant information requested could be used to
identify the participant, and no technical identifiers (eg, IP
address) were stored. To start the survey, participants were
required to express consent to the procedure. The first survey
section included demographic questions related to the
respondent’s age, gender, professional position and type of
employment, medical specialization, and general digital affinity
derived from items provided by the technology affinity
questionnaire from Karrer et al [33]. The following section
“Status Quo,” comprised questions regarding degree of digital
process support in the respondent’s current working
environment, including internal and intersectoral data handling.
The medical process steps queried in this section were derived
from the best practice report provided by Kılıç [34], which
describes digital health care processes, as well as the approach
by Burmann et al [35], who describe different maturity states
of digital health care provision. Moreover, the already noticeable
benefits through digitalization and the areas of untapped
potential were addressed. These areas, where advantages through
digitalization are anticipated, were adapted from the industry
and hospital 4.0 paradigm [36,37]. Following this, the role of
medical professionals was examined. In response to the
controversial description of medical practitioners as, by
profession, not being capable of orchestrating digitally supported
health care supply chains [38], the view on hindrances to
digitalization of the mentioned group was queried. Additionally,
the respondents were asked to assess their own familiarity with
current technological, processual, and legal topics with regard
to digitalization of the German health care sector. The following
section, “Mobile Health Apps,” was dedicated to general
professional mobile app use and digital health apps. The latter
was involved due to its facilitation of medical prescriptions for
digital health apps (Digitale Gesundheitsanwendungen [DiGA])
by law through the digital health care act
(Digitale-Versorgung-Gesetz [DGV]), which came into effect
in Germany just when the survey was launched [39]. The last
survey section, “Future,” detailed the respondents’perspectives
on the future of digital health supply, including expectations
and the personal role the professionals within this current
change. Each survey section was presented on a single page,
resulting in a total number of 5 pages including the welcome
message. A total of 42 questions were partitioned across 4
questionnaire pages. Comprehensibility, usability, and technical
functionality were tested before the survey launch with a group
of members of the BJÄ.

Recruitment
The target group of the survey was practicing and prospective
physicians. In order to effectively use the distribution channels
of the BJÄ for acquiring a convenience sample, the survey was
held open. To prevent multiple participation, a cookie was set

with submission of the questionnaire. The survey was
administered from October 16, 2020, to December 18, 2020,
via the online survey platform LimeSurvey. During this period,
the survey was publicly available and repeatedly announced
through various online and personal channels, including social
media accounts (Twitter, LinkedIn, Facebook), press releases,
and mailing lists from the BJÄ and its 25 member associations,
as well as magazines and newsletters for the health care sector.
Furthermore, the personal approaches of the professional
networks of the actors involved were used. We provided a
dedicated URL redirect which led to the survey via a link. The
first contact points with participants were professional networks,
or a personal or direct approach via medical associations, all
mainly through online channels.

Data Exclusion
We included only those questionnaires that were complete and
from respondents with a professional background as medical
practitioners. The latter included physicians either in training
or in practice in the health care sector. Responses from medical
practitioners in retirement or employed in the industrial context,
as well as actors with other professional backgrounds were thus
excluded from further analysis. From 1940 initial questionnaires,
651 were excluded due to incompletion or missing values,
resulting in a completion rate of 66.44%. A further 15
questionnaires were then excluded due to the aforementioned
exclusion criteria, resulting in 1274 included data sets.

Data Analysis
The main outcome variables of the survey were the perceived
digitalization hindrances, the anticipated role of digitalization
in the future health care process, and the respondent’s role within
this change process. The first aspect was assessed through
multiple-choice questions, while the latter 2 were assessed with
both single-choice and multiple-choice questions. All mentioned
outcome variables were assigned to nominal scales. Descriptive
variables included nominal scales (gender, working
environment, medical specialization), ordinal scales
(professional level, Likert-type digital affinity), interval (Likert
scale digital affinity), and ratio scales (age). In order to examine
the relation between the outcome variables and age as the
primary covariate, we carried out statistical parametric tests for
metric scales and nonparametric tests for investigating the
association of categorical and metric variables [40]. Depending
on the respective scale of the covariate, Pearson correlation
coefficient [41], t test [42], effect analysis with Cohen d [43],
and η coefficient [44] was calculated. For accompanying
questions, the percentage of respondents who chose each item
was calculated. The descriptive data analysis was carried out
using Microsoft Excel (Microsoft Corp). For the investigation
of associations via Pearson correlation coefficient and t test,
along with effect analysis with Cohen d and η, the open source
software PSPP (GNU project) was used. For parametric testing
via Pearson correlation coefficient, the assumption of linearity,
related pairs, absence of outliers, and suitable measurement
scales were investigated. For the application of t tests, the
assumptions of suitable measurement scales, adequacy of sample
size, and homogeneity of variance were examined [45].
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Results

User Statistics
The total of 1274 complete and included responses comprised
567 (44.51%) female respondents. The age of the respondents
ranged from 22 to 67 years (mean 45.09, SD 12.06). The
professional level of the respondents included first level, medical
students (24/1274, 1.88%); second level, physicians in specialist
training (328/1274, 25.75%); third level, medical specialists
with <5 years professional experience (180/1274, 14.13%);
fourth level, medical specialists with >5 years professional

experience (732/1274, 57.46%); and other (10/1274, 0.78%).
The 2 major shares of respondent’s working environment was
split approximately evenly, with one-half working in clinical
environments (593/1274, 46.55%) and one-half in physician’s
offices (594/1274, 46.62%), with 87 others (6.83%). The 5
most-represented medical specializations were general internal
medicine (184/1274, 14.44%), dermatology and venerology
(138/1274, 10.83%), ophthalmology (133/1274, 10.44%),
urology (122/1274, 9.58%), and general medicine (103/1274,
8.08%). Further demographic data of the respondents are
depicted in Table 1.

Table 1. Respondent’s demographics (N=1274).

Value, n (%)Characteristic

Gender

567 (44.51)Female

706 (55.42)Male

1 (0.08)Other

Age

382 (29.98)≤35 years

290 (22.76)36-45 years

276 (21.66)46-55 years

326 (25.59)≥56 years

Professional level

24 (1.88)First: medical student

328 (25.75)Second: specialist training

180 (14.13)Third: specialist <5 years

732 (57.46)Fourth: specialist >5 years

10 (0.78)Other

Working environment

593 (46.62)Clinic

192 (32.43)University hospital

165 (27.87)Public hospital

134 (22.64)Nonprofit hospital

92 (15.54)Privat hospital

9 (1.52)No answer

594 (46.55)Physician’s office

465 (78.28)Self-employed

129 (21.72)Employee

87 (6.83)Other

Volume of employment

1008 (79.12)Full-time

227 (17.82)Part-time

13 (1.02)Marginal employment

26 (2.04)No answer

The demographic factor “digitalization affinity” was also
measured. For this, 4 suitable theses from a general technology

affinity questionnaire [33] were taken and adapted to the focus
of digitalization. These 4 theses included affinity toward
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exploring digital services, perceived ease of access, impact on
everyday convenience, and impact on communication. All these
were queried in a 5-point Likert-type scale (“strongly
disagree”=1 to “totally agree”=5). After investigating internal
consistency (Cronbach α=.68) [46], we combined these items
into a single Likert scale by calculating the mean value per
respondent [47].

For further investigation, we also split the respondents into 2
groups: based on the age limit of the BJÄ and the definition of
the German medical associations, we placed participants who
were 45 years of age and younger into group 1 (672/1274,
52.75%) and those who were older than 45 years into group 2
(602/1274, 47.25%).

Descriptive Outcomes
The digital affinity variable, comprising 4 five-point Likert-type
items within a Likert scale resulted in a moderate tendency
toward a positive perception of digitalization. The mean score
across all respondents was 3.88 (SD 0.67). In the following
subsections (Status Quo, Mobile Health Apps, and Future), we
present a descriptive analysis of these 3 areas of the
questionnaire.

Status Quo
First, we identified the status quo of use of digital systems in
the respondents’ everyday working life. We queried the 4
segments of internal process support (including applications
and data administration), interorganizational data exchange,
professional communication, other digital services for internal
organization (that do not directly concern patients, such as
professional training or e-learning, duty planning, worktime
recording), and other services addressed to patients (eg,
appointment scheduling, virtual consultation hours, medication
plan, access to patient data, mobile apps).

The digitalization of internal processes was led by functional
diagnostics (radiography, laboratory), with 749/1187 (68.72%,
adjusted by the share of respondents who stated that this was
not relevant for them) respondents indicating that they organize
completely or predominantly digitally. This was directly
followed by the areas of patient admission (749/1090, 68.71%),
operating room (398/616, 64.61%), and intensive care (207/418,
49.52%). Care unit (240/637, 37.68%) and patient discharge
(264/716, 36.87%) were the least digitally organized areas. The
adjusted percentages of responses are shown in Figure 1.

Figure 1. Status quo: respondents' assessment of digitalization of internal processes.

Interorganizational data exchange still is a primarily paper-based
process, as only 132 of 1259 respondents (10.48%) stated they
receive data completely or predominantly digitally from other
service providers, while 161 of 1258 (12.80%) transfer data
themselves mainly in a digital format to other service providers.

As expected, regarding professional communication, the phone
call was still the predominant tool for interaction, as 1248 of
1274 respondents indicated using it for professional
communication (97.96%). Fax (1082/1274, 84.93%), mail

(967/1274, 75.90%), and email (976/1274, 76.61%) were also
used by a substantial majority. Meanwhile, medical platforms
(115/1274, 9.03%), messaging apps for specific medical
purposes (142/1274, 11.15%), and generic messaging apps
(332/1274, 26.06%) were ranked at the bottom of the list.

Patient distant digital services use was relatively widespread:
1006 participants (78.96%) stated that they used digital services
for professional training or e-learning, 776 (60.91%) planned
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their duty in a digital system, and 579 (45.45%) recorded their
worktime electronically.

Interestingly, services addressed to patients did not show a high
degree of dissemination. Digitalized appointment scheduling
ranked highest, with 24.49% (312/1274) of the respondents
stating that they offered this service, followed by the provision
of an electronic medication plan (235/1274, 18.45%), access to
personal data (228/1274, 17.90%), virtual consultation
(203/1274, 15.93%), and mobile apps (47/1274, 3.67%). The
provision of none of these services without mentioning
alternatives in use was the only option selected more frequently
(580/1274, 45.53%). One question was then aimed at the
proactive offering of health-related data for assessment through
patients themselves, acquired by, for instance, wearables or
apps. Of the 1274 respondents, 51 (4%) indicated experiencing
this regularly, 197 (15.46%) occasionally, 448 (35.16%)
sporadically, and 553 (43.41%) had never encountered this
situation. Of the 696 respondents who had encountered
self-acquired patient data to a varying extent, 41 (5.90%)
generally refused to incorporate this kind of information into
their medical investigation, 314 (45.11%) stated they verify
only acutely relevant data, and 341 (48.99%) indicated being

generally open to data from consumer products provided by the
patient.

We queried perceptions regarding the already existing benefits
of digitalization and untapped potential in the 7 categories of
data quality and readability, data availability, data generation,
transparency, patient engagement, work structuring, and
reconciliation of family and working life, and responses varied
considerably. Affirming the comparatively low usage of digital
services for patients, only 213 of 1274 respondents (16.72%)
already noticed benefits through digitalization in the category
of patient engagement. An only slightly higher perception of
utility was indicated for transparency, while data quality and
readability and data availability were indicated to have received
the most benefit thus far. However, the believed untapped
potential exceeded the already noticeable benefit in all queried
categories. Data availability, generation, and quality or
readability ranked highest while optimism for digitalization
improving everyday working life (working structure and
reconciliation of family and working life) was also present, but
not quite on the same level. The detailed data concerning the
perceived benefits and potential of digitalization are displayed
in Figure 2.

Figure 2. Shares of respondents who see noticeable benefits and untapped potential through digitalization across different categories.

The next 2 multiple choice questions queried obstructions and
constraints in digitalization regarding the user and technology
side. For the user side, we asked the respondents to indicate
whether they perceived 5 different items to be a “major
hindrance” for digitalization. Almost half of the respondents
(626/1274, 49.14%) stated a lack of noticeable saving of time
to be a major impeding factor. Slightly fewer respondents
considered insufficient digital literacy or sovereignty (530/1274
41.60%), fear of surveillance (508/1274, 39.87%), and an

unwillingness to change (461/1274, 36.19%) to also be
hindrances. Fear of loss of importance was indicated to be a
major limiting factor by 99 respondents (7.77%), and 210
respondents stated they did not perceive these hindrances to be
present in themselves or their age group. When “other” was
indicated, these responses referred to data security concerns,
loss of trust between patients and physicians, and insufficient
user integration.
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The most-frequently chosen major technical hindrance was
“insufficient system integration” (798/1274, 62.64%). Almost
half of the respondents perceived insufficient software
functionality (575/1274, 45.13%) to be a major issue, followed
by insufficient hardware (503/1274, 39.48%), insufficient budget
(453/1274, 35.56%), legal concerns regarding the exchange of
medically sensitive data (341/1274, 26.77%), and insufficient
cooperation by system providers (247/1274, 19.39%). When
“other” was indicated, these response referred to data security
concerns, system availability or performance issues, and a lack
of user-centered system design.

Subsequently, the respondents provided an assessment of their
familiarity with the current trending topics regarding

digitalization of the health care sector in Germany. This included
electronic health and electronic patient records, telematics
infrastructure, telemedicine, the eHealth act, the digital health
care act (DGV), and digital health apps (DiGA). For each topic,
participants were required to indicate if it was completely
unknown, basically known, or completely understood by them.
The distributions of responses across these 7 topics are
summarized in Figure 3. It is important to note that at the time
of the survey (November 2020 to December 2020) some
currently trending topics (eg, digital health apps, the digital
health care act, and eHealth act) were less well known than were
others.

Figure 3. Respondents' assessment of familiarity with current trending digitalization topics.

Mobile Health Apps
Of the 1274 respondents, 723 (56.75%) stated that they
personally used mobile apps in their everyday work life. The
most mentioned field of use was pharmaceutical information
(516/723, 71.37%) and diagnosis (386/723, 53.39%), followed
by training (317/723, 43.85%) and communication (300/723,
41.49%). When asked whether they trust in digital health apps,
425 stated yes (33.36%), 196 stated no (15.38%), and 653 stated
“that depends” (51.26%).

Only a small portion of respondents (223/1274, 17.50%) stated
that they had recommended specific mobile health apps to their
patients. Of the 1051 respondents who had not yet recommended
an app, 420 (39.96%) stated that their reasons for not having
done so included “insufficient validity”, 286 (27.21%) stated it
was “not relevant in my area,” and 266 (25.31%) indicated
“insufficient data protection.” However, 80.46% (1025/1274)
of the participants expect mobile or digital health apps to play
a role in health care provision in the future.

Regarding the main sources of information for mobile or digital
health apps, 812 (63.74%) indicated medical societies as the
main source, 671 (52.67%) the internet, and 622 (48.82%)
colleagues. A much smaller proportion of respondents indicated
public bodies (182/1274, 14.29%) and developers (104/1274,
8.16%) as playing important roles in information acquisition.

Future
In the section, “Future,” the survey participants were first asked
to rate their expectation for the impact of digitalization on 10
health care provision–related areas from “worsening” over “no
change” to “improving.”. The highest positive expectations
were shown in the areas “access to knowledge” (1136/1274,
89.17%), “medical research” (1023/1274, 80.30%), and
“treatment of rare diseases” (1016/1274, 79.75%). The greatest
doubts were expressed in the areas of “physician-patient
relationship” (397/1274, 31.16%), “administration” (265/1274,
20.80%), and “attractiveness of the profession” (237/1274,
18.60%; see Table 2).
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Table 2. Expected impact of digitalization on health care provision (N=1274).

Improving, n (%)No change, n (%)Worsening, n (%)Area

674 (52.91)549 (43.09)51 (4)Early detection of diseases

696 (54.63)422 (33.12)156 (12.24)Medical quality

1136 (89.17)128 (10.05)10 (0.78)Access to knowledge

1016 (79.75)250 (19.62)8 (0.63)Treatment of rare diseases

802 (62.95)207 (16.25)265 (20.80)Administration

492 (38.62)691 (54.24)91 (7.14)Patient adherence

205 (16.09)672 (52.75)397 (31.16)Physician-patient relationship

862 (67.66)334 (26.22)78 (6.12)Interdisciplinary collaboration

393 (30.85)644 (50.55)237 (18.60)Attractiveness of the profession

1023 (80.30)231 (18.13)20 (1.57)Medical research

Subsequently, the respondents rated their attitude towards
upcoming changes through digitalization from “mainly positive”
(567/1274, 44.51%) to “with mixed feelings” (557/1274,
43.72%) to “mainly negative” (130/1274, 10.20%).

When asked for multiple adjectives to describe their personal
role in digitalizing health care provision, 36.50% (465/1274)
of respondents assessed themselves as “scrutinizing,” 30.06%
(383/1274) as “active,” 29.51% (376/1274) as “open,” and
25.20% (321/1274) as “critical.” Only 1.73% (22/1274) stated
that they were “indifferent.”

Investigation of Age Associations
A Pearson correlation coefficient (r=–0.30; P<.001) revealed
a significant negative linear relationship between age and the
digital affinity variable. The Likert scale resulted in a mean of
4.06 for group 1 (SD 0.55) and 3.68 for group 2 (SD 0.72). A
significant difference between the 2 groups was found in a
2-tailed t test (t1122=10.64; P<.001) with a medium effect size
(Cohen d=0.61). Inhomogeneity of variances was presumed
based on a Levene test (P<.001).

Status Quo
We assumed that the already existing penetration of digital
systems, mainly queried in the section, “Status Quo,” was
substantially dependent on other factors (eg, working
environment, financial situation of the employing organization,
career stage). Thus, we focused this investigation on areas
presumably in the sphere of influence of the respondents.

Regarding the communication medium of choice, no noticeable
differences were found between the 2 age groups. Fax was used

by 86.61% (582/672) of group 1 and 83.01% (500/602) of group
2, specific medical messaging apps were used by 10.42%
(70/672) of group 1 and 11.96% (72/602) of group 2, and generic
messengers were used by 26.34% (177/672) of group 1 and
25.75% (155/602) of group 2.

The perception of already noticeable benefit through
digitalization was almost equally distributed in the 2 age groups.
In the 7 queried categories (data quality and readability, data
availability, data generation, transparency, patient participation,
work structuring, and reconciliation of family and working life)
an average of 41.48% (279/672, SD 22.71%) of age group 1
stated that they already noticed benefits of digitalization while
an average of 41.03% (247/602, SD 18.53%) in age group 2
stated the same. Moreover, the η coefficient showed no or
negligible association between age and the assessments of
noticeable benefits within these 7 categories. However, when
asked about the untapped potential of digitalization, the 2 age
groups showed differences. In age group 1, an average of
83.25% (559/672, SD 8.71%) saw untapped potential across
these categories, while the average in age group 2 was 64.29%
(387/602, SD 13.06%). A 2-tailed t test (t12=3.20; P=.003)
underlined the significance of this difference between the 2
groups, and Cohen d showed a strong effect size (d=1.71).
Homogeneity of variances was asserted using a Levene test,
which showed that equal variances could be assumed (P=.17).
Additionally, the singular assessment of each category, except
for “data generation,” showed an association with age. The η
associations of noticed benefits, perceived untapped potential,
and the age of the respondents are depicted in Table 3, along
with the number of affirmations per group.
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Table 3. Association between noticed benefits and potentials across categories and affirmation numbers per group.

Group 2, n (%) (N=602)Group 1, n (%) (N=672)Association with age (η)Category

Noticeable benefits

396 (65.78)486 (72.32)0.08Data quality/readability

362 (60.13)449 (66.82)0.05Data availability

298 (49.50)372 (55.36)0.08Data generation

139 (23.09)160 (23.81)0.00Transparency

98 (16.28)115 (17.11)0.03Patient participation

241 (40.03)201 (29.91)0.11Work structuring

195 (32.39)168 (25)0.09Reconciliation of family and working life

Untapped potential

417 (69.27)601 (89.43)0.26 aData quality/readability

474 (78.74)638 (94.94)0.27 aData availability

494 (82.06)614 (91.37)0.16Data generation

367 (60.96)533 (79.32)0.23 aTransparency

339 (56.31)518 (77.08)0.25 aPatient participation

343 (56.98)534 (79.46)0.25 aWork structuring

275 (45.68)478 (71.13)0.27 aReconciliation of family and working life

aItalics indicate a significant difference between the 2 age groups.

The attitude toward patient-provided consumer data was
generally positive in both groups: of the respondents who had
encountered this, 94.38% (336/356) in group 1 were willing to
incorporate these data into their medical investigation while
93.82% of group 2 (319/340) showed the same willingness. A
negligible association between age and willingness was found
to be related to the willingness to incorporate this type of data
(η=0.13).

Regarding the perception of major hindrances for digitalization
on the user side, the 2 groups showed differences in 3 categories.
The ratings in lacking noticeable saving of time, insufficient
digital literacy or sovereignty, and no perception of such
hindrances in themselves and their age group showed a weak
association in the η coefficient with the nominal variable of age
(see Table 4).
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Table 4. Association of respondents’ perception of major hindrances for digitalization with age and the agreement numbers per age group.

Group 2, n (%) (N=602)Group 1, n (%) (N=672)Association with age (η)Hindrance

User side

307 (51)223 (33.18)0.21 aInsufficient digital literacy/sovereignty

214 (35.55)247 (36.76)0.01Lack of willingness to change

366 (60.80)260 (38.69)0.24 aLack of noticeable saving of time

42 (6.98)57 (8.48)0.02Fear of loss of importance

286 (47.51)222 (33.04)0.15Fear of surveillance

38 (6.31)172 (25.60)0.27 aNo such hindrances

Technology side

160 (26.58)343 (51.04)0.26 aInsufficient hardware

252 (41.86)323 (48.07)0.08Insufficient software functionality

354 (58.80)444 (66.01)0.10Insufficient system integration

144 (23.92)186 (27.68)0.03Insufficient budget

177 (29.40)164 (24.40)0.05Insecurity with legal framework regarding data exchange

148 (24.58)99 (14.73)0.12Insufficient cooperation by system providers

16 (2.66)8 (1.19)0.08No such hindrances

aItalics indicate a significant difference between the 2 age groups.

The distribution of familiarity with current trending topics
regarding digitalization of the health care sector in Germany
across age groups 1 and 2 is displayed in Figure 4. Age group
1 consider themselves to be less well informed across all topics,
except telemedicine. However, the association of

“informedness” with age was negligible in all categories except
telematics infrastructure (η=0.36), the eHealth act (η=0.31),
and the digital health care act (η=0.25), where a weak
association between age and familiarity was found.
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Figure 4. Respondents' assessment of familiarity with current trending digitalization topics by age group. DiGA: Digitale Gesundheitsanwendungen.

Mobile Health Apps
Respondents’ personal use of mobile apps in their everyday
working life was more common in age group 1 (456/672,
67.86%) than in group 2 (267/602, 44.35%), which showed a

weak tendency (η=0.26) in the association with the respondents’
age.

The fields of use also showed differences between the 2 groups.
The use of mobile apps for information on pharmaceuticals and
as a diagnosis aid showed a weak association with the age
(η=0.29 and η =0.23, respectively; Table 5.)

Table 5. Association of professional usage fields of mobile apps and occurrence per age group.

Group 2, n (%) (N=602)Group 1, n (%) (N=672)Association with age (η)Professional usage fields of mobile apps

152 (56.93)148 (41.49)0.03Communication

122 (45.69)195 (42.76)0.13Training

162 (60.67)354 (77.63)0.29 aInformation on pharmaceuticals

122 (45.69)264 (57.89)0.23 aDiagnosis

aItalics indicate a significant difference between the 2 age groups.
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Regarding trust in digital health apps, we also saw a tendency
of group 1 to have more confidence in these (yes: 305/672,
45.39%; no: 42, 6.25%; that depends: 325, 48,36%) compared
to group 2 (yes: 120/602, 19.93%; no: 154, 25.58%; that
depends: 328, 54.49%). The η coefficient (η=0.35) showed a
weak association with the age.

The recommendation rate of mobile health apps to patients did
not relate noticeably with respondent age (η=0.02). As a reason
for not having recommended an app, group 1 mentioned
“insufficient data protection” (84/672, 15.19%) at a lower
proportion than did group 2 (182/602, 36.55%) with η=0.21 for
the nominal association with age, while other reasons showed
no or negligible association with the age. Moreover, the belief
that mobile apps will be relevant for future health care provision
was somewhat stronger in group 1 (603/672, 89.73%) than in
group 2 (422/602, 70.10%), with a weak relation with the
nominal variable (η=0.21).

As an important source of information, the internet (η=0.14),
public bodies (η=0.09), medical societies (η=0.15), and

developers (η=0.04) were valued without considerable
associations with the age. Only the selection of colleagues as
an important information source had a slightly increased
importance in group 1 (398/672, 59.23%) compared to group
2 (224/602, 37.21%; η=0.26).

Future
The assessment of the expected impact of digitalization on 10
health care provision–related areas showed a generally positive
attitude. Mixed emotions became apparent regarding the
physician-patient relationship, administration, and the
attractiveness of the profession. In Figure 5, the assessments
are displayed by age group. The areas “access to knowledge,”
“treatment of rare diseases,” and “medical research” were
assessed equally by both groups. However, weak associations
between assessment and age were found in “medical quality”
(η=0.30), “attractiveness of the profession” (η=0.28),
“administration” (η=0.27), “patient adherence” (η=0.27),
“physician-patient relationship” (η=0.25), “early detection of
diseases” (η=0.21), and “interdisciplinary collaboration”
(η=0.21).

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e31527 | p.29https://medinform.jmir.org/2021/11/e31527
(page number not for citation purposes)

Burmann et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 5. Expected impact of digitalization on health care provision by age group.

The subsequent rating of the personal attitude towards upcoming
changes through digitalization also showed a weak association
with the age (η=0.36), with a rather positive trend in age group
1 (mainly positive: 399/672, 59.38%; with mixed feelings:
241/672, 35.86%; mainly negative: 25/672, 3.72%) compared
to age group 2 (168/602, 27.92%; 316/602, 52.49%; and
105/602, 17.44%, respectively). For adjectives used to describe
self-perceived roles, only the description of “critical” (group 1:
91/672, 13.54%; group 2: 230/602, 38.21%) and “open” (group

1: 260/672, 28.69%; group 2: 116/602, 19.27%) showed an
association, albeit a weak one, with age (η=0.27 and η=0.21,
respectively).

Discussion

Principal Results
In this study, one of the main stakeholder groups when it comes
to digitalizing health care provision, physicians, showed a
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general affinity toward digitalization, with a negative linear
tendency with decreasing age of the participants. Considering
length and complexity of the questionnaire, the completion rate
of 66.44% confirms a high interest of the sample in the enquired
topic [48]. Survey dropout mainly occurred on survey pages 0
(welcome and consent, 223/666, 33.48%) and 1 (352/666,
52.85%).

The penetration of already existing digital process support was
found to be heterogeneous for intraorganizational process areas,
while interorganizational processes in general are still primarily
paper based.

Also, digital services for professional communication have not
yet reached a high adoption rate, with no association to users’
age. Other services for organizing working life, such as duty
planning or e-learning, show relatively widespread use. This
contrasts with digital offers for patients, which reach a maximum
usage rate of a quarter of the respondents for appointment
scheduling, while other services show much lower proportions.
Meanwhile, more than half of the respondents indicated that
they had experienced proactive offering of self-acquired data
by patients, with the majority being willing to incorporate these
data into medical decision-making. The age groups did not show
differences in this regard.

The greatest perceived benefits of digitalization were data
quality and readability. Perceived benefits were not associated
with respondents’ age. However, participants saw untapped
potential in all queried areas, with a relation with age to all
categories except for data generation.

As major hindrances for digitalization, participants indicated a
lack of a noticeable saving of time, followed by insufficient
digital literacy or sovereignty as the dominant human factors.
The association with the nominal variable of age in the category
of insufficient digital literacy or sovereignty and no perception
of such hindrances in respondents and their age group was
noteworthy. Regarding technology, age groups agreed in most
areas on its relevance, and rated insufficient system integration
as the major obstacle. Only insufficient hardware was identified
more frequently in group 1 compared to group 2, with a weak
association with the nominal age.

Familiarity of the respondents with current trending topics
regarding digitalization of the health care sector varied widely
and seemed to decrease with recency of the discussion or
initiative. Interestingly, age group 1 considered themselves to
be less well informed across almost all topics. The association
with the variable age was only relevant in the 3 topic areas of
telematics infrastructure, the eHealth act, and the digital health
care act.

More than half of the participants stated that they use mobile
apps within their profession, with a weak tendency of an
increasing adoption rate with decreasing age. Across all
participants, most stated that the use of mobile apps was for
information on pharmaceuticals, which was also weakly
associated with age. Interestingly, the recommendation rate of
mobile health apps to patients did not relate noticeably with the
age (η=0.02), but was equally not very common. Only a share
of 17.50% stated that they had recommended mobile health

apps to patients. Insufficient services available was the main
reason for not having done so yet for all participants, while
insufficient data protection was a little more relevant for group
2 compared to group 1. The general belief of relevance of mobile
apps for future health care provision was weakly associated
with decreasing age.

The peer group “colleagues” as a source of information on
mobile or digital health applications was slightly more important
for younger respondents, while medical societies were the most
relevant for all participants.

Respondents exhibited mainly positive expectations concerning
the impact of digitalization on specific areas of health care. In
particular, access to knowledge, medical research, and the
treatment of rare diseases were associated with respondent
optimism. Mixed feelings were expressed regarding the
physician-patient relationship, administration, and attractiveness
of the profession. The latter 3 categories, as well as medical
quality, patient adherence, interdisciplinary collaboration, and
early detection of diseases, showed a weakly increased optimism
with the decreasing age of the respondents. The general attitudes
toward upcoming changes through digitalization were split fairly
evenly, with one-half having mainly positive feelings and the
other having rather mixed feelings. The positive trend was once
again weakly associated with age.

Regarding describing adjectives, being “critical” of digitalization
was more associated with increased age, while being “open”
was associated with decreased age. Indifference towards
digitalization was hardly existent.

Limitations
This study is subject to limitations due to participant selection
and thus representativeness. With the first contact point being
the digital channels of professional networks, a selection bias
can be assumed [49]. Inherently, a digital contact point with a
survey on digitalization itself might have led to a sample with
a greater affinity for digitalization. On the other hand, the
German Society for Tropical Medicine, Travel Medicine and
Global Health e.V., for example, reaches 1060 of its 1085
members via email. We thus presumed that the undercoverage
of respondents with no internet access could be ignored, since
the self-organization of professional societies via digital
channels can be assumed for the majority to be a prerequisite
for professional participation. Another limitation might involve
the initially mentioned self-administration of the health care
sector in Germany. A presumed participant awareness of a
potential interest of political stakeholders on such an
investigation might lead to a tendency toward more extreme
expression of opinion. However, we assumed this occurs in
both directions.

Additionally, the partitioning of responses for the investigation
of association was based on the age limit of the BJÄ and the
definition of the German medical associations. To complement
this presentation of results, a calculation of the eta coefficient
incorporated the nominal value of age as an independent
variable, where applicable.
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Conclusions
Physicians are emotionally involved in digitalizing health care
provision, and they predominantly see opportunities as positive
but also differentiated. The lower the involvement of second or
third parties, such as patients or intersectoral service providers,
was apparent, and the lower the GDPR sensitivity was assumed,
and the higher was the apparent adoption rate of digital services.
However, despite existing data security concerns, generic
messaging apps were also found to be acceptable for
professional communication from a quarter of the respondents,
which supports the need for convenient and seamless solutions.
Additionally, the need to personally perceive benefits through
digitalization, like the saving of time, was expressed.
Interestingly, this was more present with increasing age, which
indicates an expectation of an automated and effortless
transition. For younger generations, the handling of digital
technology may be already inherent, and the conversion burden
may thus not seem as onerous as that perceived by older
colleagues. This theory might be supported by participants’
critical assessment of digital literacy or sovereignty as a field
of development, which was increasingly perceived as a major
hindrance for digitalization with increasing age. Query related
to the current trending topics regarding digitalization of the
sector confirmed the presence of an education gap. However,
this was slightly more prevalent with decreasing age.
Information and education on digitalization as a mean to support
health care provision should thus not only be included in the

course of study, but also in the continuing process of further
and advanced training. Medical societies, statutory health
insurance companies, and professional associations were
mentioned as desired and trustworthy information providers.
This also raises the question of determination and empowerment:
when legislative initiatives are unknown, how does the
profession want to participate in shaping digital health?

The role physicians see for themselves in the digitalization of
health care provision was mainly described as “scrutinizing,”
“active,” and “open.” This represents the ambivalence and inner
conflict between observant expectation and active participation.
The role of individual physicians as multipliers and stakeholders
of digitalization within their scope of operation should be
acknowledged, as well as the general willingness to participate
in this process. On the other hand, the need for guidance and
orientation through trustworthy organizations has a right to be
instituted in the self-administered health care sector. The
incorporation of physicians into the digitalization of their
working environment is essential for a functional cocreation of
future processes. However, digitalization is a multidisciplinary
process [50], and despite the fact that digital affinity seems to
increase in each successive generation, in a self-administered
system, responsibility for this upcoming change cannot be
attributed solely to physicians. A transformation of the system
must be collaboratively implemented by all professional
stakeholder groups, service providers and organizations, and
political groups and sponsors.
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Abstract

Background: The COVID-19 pandemic has prompted the adoption of digital health technologies to maximize the accessibility
of medical care in primary care settings. Medical appointment scheduling (MAS) systems are among the most essential technologies.
Prior studies on MAS systems have taken either a user-oriented perspective, focusing on perceived outcomes such as patient
satisfaction, or a technical perspective, focusing on optimizing medical scheduling algorithms. Less attention has been given to
the extent to which family medicine practices have assimilated these systems into their daily operations and achieved impacts.

Objective: This study aimed to fill this gap and provide answers to the following questions: (1) to what extent have primary
care practices assimilated MAS systems into their daily operations? (2) what are the impacts of assimilating MAS systems on
the accessibility and availability of primary care? and (3) what are the organizational and managerial factors associated with
greater assimilation of MAS systems in family medicine clinics?

Methods: A survey study targeting all family medicine clinics in Quebec, Canada, was conducted. The questionnaire was
addressed to the individual responsible for managing medical schedules and appointments at these clinics. Following basic
descriptive statistics, component-based structural equation modeling was used to empirically explore the causal paths implied in
the conceptual framework. A cluster analysis was also performed to complement the causal analysis. As a final step, 6 experts
in MAS systems were interviewed. Qualitative data were then coded and extracted using standard content analysis methods.

Results: A total of 70 valid questionnaires were collected and analyzed. A large majority of the surveyed clinics had implemented
MAS systems, with an average use of 1 or 2 functionalities, mainly “automated appointment confirmation and reminders” and
“online appointment confirmation, modification, or cancellation by the patient.” More extensive use of MAS systems appears to
contribute to improved availability of medical care in these clinics, notwithstanding the effect of their application of advanced
access principles. Also, greater integration of MAS systems into the clinic’s electronic medical record system led to more extensive
use. Our study further indicated that smaller clinics were less likely to undertake such integration and therefore showed less
availability of medical care for their patients. Finally, our findings indicated that those clinics that showed a greater adoption rate
and that used the provincial MAS system tended to be the highest-performing ones in terms of accessibility and availability of
care.

Conclusions: The main contribution of this study lies in the empirical demonstration that greater integration and assimilation
of MAS systems in family medicine clinics lead to greater accessibility and availability of care for their patients and the general
population. Valuable insight has also been provided on how to identify the clinics that would benefit most from such digital health
solutions.
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Introduction

The accessibility of primary care services remains a global
concern, and to address the underlying issues, considerable
improvements must be made to health systems around the world
[1,2]. Even well-developed universal health care systems that
have been adopted by the most economically advanced and
politically stable countries are not exempt from the need for
major improvements [3].

Primary care clinics have adopted several organizational and
technological solutions to maximize accessibility to care
services. One such organizational solution used in primary care
settings is called advanced access scheduling, a popular
patient-centered scheduling model that enables patients to seek
and receive medical care at a time that suits their needs and
from the health care provider of their choice [4,5]. The main
idea is to manage supply and demand efficiently by applying 5
key principles: balance supply and demand, reduce the backlog,
review the appointment system, create contingency plans, and
integrate interprofessional practices [6-9].

For their part, digital health technologies supporting medical
appointment scheduling (MAS) represent innovations whose
integration is critical for primary care clinics looking to improve
accessibility [10-12]. Compelled to manage in-person and virtual
consultations, family medicine practices face considerable
challenges. MAS systems, also called electronic booking
systems, are digital solutions that enable practices to streamline
their management of medical scheduling through functionalities
that optimize physician schedules according to preset parameters
[13]. These systems also propose a convenient and accessible
means for patients to manage their appointments with their care
provider while facilitating online communication [14].

Health care authorities in some countries such as the United
Kingdom and Canada have also sought to deploy interoperable
medical appointment scheduling (iMAS) systems. Although
MAS systems are proprietary, off-the-shelf software solutions
that are customized to the needs of medical practices, iMAS
systems are province-wide or country-wide platforms. Put
simply, an iMAS can be defined as a one-stop, free, and
centralized interface that allows individuals to book
appointments at medical clinics of their choice. iMAS solutions
extract data from proprietary MAS systems used in primary
care clinics to display availabilities across clinics and regions.
In Quebec, where this study was conducted, medical practices
were encouraged to use the provincial iMAS system
(Rendez-vous Santé Québec) instead of a proprietary MAS
software solution. The deployment of centralized iMAS
platforms aimed to increase the accessibility of medical care to
the general population, including “orphan” patients who are not
registered in any clinic, and to monitor the performance of

primary care clinics regarding medical scheduling and
appointments [15].

Considering the sizable impact of the COVID-19 pandemic on
primary care and the well-known benefits of digital health tools
to provide quality health care despite physical distancing, current
data on the use of MAS systems and their impacts on access to
family medicine care are essential. Prior empirical studies on
this topic have mostly taken a user-oriented perspective,
focusing on perceived patient outcomes such as satisfaction and
individual impacts (eg, reduced waiting times) associated with
various system features and user characteristics [16-19]. Further,
MAS systems have mainly been studied from a technical
perspective, focusing on optimizing medical scheduling
algorithms [20,21]. However, less attention has been given to
the extent to which family medicine practices have assimilated
these systems and achieved impacts. Our study attempts to fill
this gap. In particular, the assimilation of MAS systems is
conceptualized as their integration into medical practices and
extended use in their daily operations [22-24]. Moreover, the
impacts of MAS assimilation are conceptualized as the
accessibility and availability of medical care, a major dimension
of organizational performance in family medicine settings [25].
In summary, this exploratory study aimed to provide answers
to the following questions: (1) to what extent have primary care
practices assimilated MAS systems into their daily operations?
(2) what are the impacts of assimilating MAS systems on the
accessibility and availability of primary care? and (3) what are
the organizational and managerial factors associated with greater
assimilation of MAS systems in family medicine clinics?

Methods

This research was designed as a mixed methods study that
included both a quantitative and a qualitative component. It
received final approval from HEC Montréal’s ethics committee
on March 20, 2020 (#2020-3784).

Theoretical Background
In line with the abovementioned research questions, a conceptual
framework was developed to describe and explain the
assimilation of MAS systems in primary care clinics, as well
as the potential influencing factors and performance outcomes
of such an assimilation, as shown in Figure 1. The framework
is based on previous works on the information technology (IT)
assimilation theory. The basic tenet of the IT assimilation theory
is that using IT-based systems per se does not necessarily lead
to improved organizational performance [22]. Instead, an
integrated, extended, and innovative use of IT systems are
expected to positively impact the performance of health care
organizations [23]. Thus, our initial research proposition is that
the more integrated and extended the use of MAS systems, the
greater their positive impact on family medicine clinics in terms
of the accessibility and availability of medical care [24].
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Moreover, following the IT assimilation theory, we propose
that a more integrated use of MAS systems will lead to more
extended usage in clinics [24]. Furthermore, the theory assumes
organizational munificence and managerial readiness, in terms
of IT and non-IT resources and competencies, to be critical
influencing factors of IT assimilation, with organizational size
and managerial experience being often employed in empirical
studies as proxies [13,14]. We thus propose that the clinics’
organizational and managerial contexts will influence the
integration and extended use of MAS systems. Importantly,
based on previous work on organizational performance and
advanced access scheduling in primary care settings [5], the last
research proposition of our conceptual framework is that greater

accessibility will lead to greater availability of medical care to
the clinics’ patients and to the population at large.

Following the preceding theoretical propositions, the conceptual
framework guided the design of the survey instrument
administered to find answers to the research questions presented
in Figure 1. Thus, the operationalization of the following 6
research constructs originates from extant literature on health
IT assimilation in general and MAS systems in particular:
organizational context [13,22,23], managerial context [13,24,26],
integration of MAS systems [22,23], extended use of MAS
systems [13,20,24], availability of medical care
[13,17,21,25,26], and advanced accessibility [6-9,27].

Figure 1. Conceptual framework. MAS: medical appointment scheduling, FMG: family medicine group.

Mixed Methods Research Design
This study was primarily designed as a web-based survey. As
described below, we followed best practices in web-based survey
methodologies [28,29]. A pretest of the questionnaire was
conducted at 5 primary care clinics, resulting in minor
adjustments being made to the survey instrument. As a
complementary qualitative approach, we interviewed 6 experts
in MAS systems between February 12 and March 16, 2021.
These experts include 2 physicians working full time in medical
clinics, 1 family medicine group (FMG) administrator, 2
managers of the Quebec government health insurance system
(Régie de l'Assurance Maladie du Québec), and 1 private MAS
solution provider. Based on their extensive experience in
Quebec’s medical sector, these respondents were asked to
provide their interpretation of this study’s findings and evaluate
whether these results were representative of the situation in
medical clinics throughout the province. The web-based
interviews were recorded and then transcribed. Qualitative data
were coded and extracted using standard content analysis
methods [30] and the NVivo software (version 1.4, QSR
International). The experts’ insights were used mainly to enrich
our discussion and interpretation of the survey findings.

Sampling Procedure
The quantitative, survey-based component of our study targeted
the 358 FMGs operating in Quebec, Canada. FMGs are primary
care clinics structured and organized to provide Quebec’s
population with greater accessibility to health care services. The
basic tenets of FMG governance include teamwork and
interdisciplinarity in the rendering of health care services to
patients, registration of each patient to 1 family practitioner
within the group for care and follow-up, and providing an option
that allows registered patients to benefit from services that are
integrated and offered nearby with extended office hours.
Deployed on the Qualtrics web-based survey platform [31], the
survey questionnaire was addressed to the individual responsible
for managing medical schedules and appointments at these
clinics. An invitation to participate in the study was sent on
November 10, 2020, through a health care services newsletter
whose distribution list comprises the FMGs in Quebec. The
invitation contained a hyperlink directing the participants to the
questionnaire through a secure website. This invitation was
renewed 14 days later via the same newsletter.

Statistical Analysis
Following basic descriptive statistics, component-based
structural equation modeling (SEM) was used to empirically
explore the causal paths implied in our conceptual framework.
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As implemented in SmartPLS software (version 2.0, SmartPLS
GmBH), the partial least squares (PLS) SEM technique was
chosen for its robustness regarding the distribution of residuals
and its greater affinity for exploratory rather than confirmatory
research purposes when compared to covariance-based SEM
techniques [32]. A cluster analysis was also performed to
complement the causal analysis.

Results

Sample Characteristics
A total of 70 valid questionnaires were collected from November
11 to December 20, 2020. Specifically, 60 were received from
FMGs (17% response rate) and 10 from non-FMG clinics. Low
response rates raise the possibility of nonresponse bias, so the
potential for such bias was assessed by comparing the 47 “late”
respondents (ie, those that responded after more than 14 days
following the initial invitation) with the 23 “early” respondents
[33]. An analysis of variance found no significant differences
between these two sets of responding clinics in terms of the
context and impacts of their assimilation of MAS systems, thus
indicating a low probability of the presence of nonresponse bias
in the study.

Of the 70 family medicine clinics sampled, 18 (26%) used a
proprietary MAS software solution and Quebec’s iMAS
provincial solution, 24 (36%) used only the iMAS system, 16
(23%) used only a proprietary MAS system, and 12 (17%) used
no such system. At present, primary care clinics in Quebec are
encouraged to use the iMAS system but are not obligated to do
so, but this has not always been the case. Some FMGs have
been obliged to use Quebec’s iMAS solution since its initial
deployment. In the iMAS and MAS systems, the most used
functionalities are “automated appointment confirmation and
reminders” and “online appointment confirmation, modification,
or cancellation by the patient.” The least used functionality was
“invoicing compensatory fees for missed appointments.”
Moreover, in the 42 clinical settings in which the iMAS system
has been implemented, it was integrated into the clinics’
electronic medical record (EMR) system. Data transfers between
the 2 systems were automated in most cases (n=38, 90%).
Among the 34 clinics using the MAS system, 23 (67%) clinics
had integrated it into their EMR system. The descriptive

statistics of the research variables are presented in Tables 1 and
2.

We then characterized the 70 participating clinics based on the
contexts and impacts of their assimilation of MAS systems.
First, in terms of the organizational context, most (n=40, 57%)
of the clinics were large (25,000 or more consultations per year),
whereas small clinics (fewer than 5000 consultations per year)
were the least represented in the sample (n=6, 8%). Many of
the clinics (n=27, 39%) were located in rural, semirural, or
remote regions. In terms of their openness to receiving “walk-in”
patients, a significant proportion (n=16, 23%) of the clinics
reported that half or more of their medical consultations were
made without a prior appointment. Second, in terms of the
managerial context, 86% (n=60) of the sampled clinics were
found to be FMGs. Moreover, most (n=48, 69%) of the
managers responsible for medical scheduling in the sampled
clinics had 4 or more years of experience in their position.

More than half (n=36, 51%) of the 70 sampled clinics had either
not implemented advanced access scheduling (14/70, 20%) or
had done so in a tentative manner (22/70, 31%) by applying
only 1 or 2 of its core principles (Table 2). In this regard,
“rethinking the appointment system” by opening physicians’
working hours over a period of approximately 2 to 4 weeks was
the only principle to have been applied by more than half of the
sampled clinics (n=45, 64%). Approximately half of the sampled
clinics reported making efforts to balance supply and demand
as well as incorporate interprofessional practices (directing the
patient to the right professionals according to their needs). Only
a minority (n=11, 16%) of the clinics reported having prepared
contingency plans for overflow periods.

The scheduling performance of the 70 clinics varied
significantly, as 31% (n=22) scored themselves at ≤3 and 23%
(n=16) at ≥4 on a 5-point scale, where 5 represents the highest
performance level. On average, the sampled clinics considered
their performance to be at its worst during enrollment of
“orphan” patients, and their performance to be at its best when
managing physician schedules. Overall, the respondents tended
to think that their clinics performed at a rather high level.
Moreover, the patient attendance rate was perceived to range
from 80% to 89% for most of the sampled clinics (n=40, 57%),
with a significant proportion (n=16, 23%) reaching an attendance
rate of 90% or more.
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Table 1. Descriptive statistics of the research variables (N=70).

ValueVariable

Organizational context

Size of the clinic in terms of number of consultations, n (%)

6 (8)Less than 5000

11(16)5000 to 9999

13 (19)10,000 to 14,999

23 (33)15,000 to 19,999

6 (8)20,000 to 24,999

11 (16)More than 25,000

Location of the clinic, n (%)

27 (39)Nonurban (rural, semirural, or remote)

43 (61)Urban

20 (28)Type of consultations offered (without appointment), n (%)

Managerial context

Type of clinical governance, n (%)

49 (70)FMGa

21 (30)Non-FMG

Experience of the scheduling manager, n (%)

5 (7)Less than 1 year

17 (25)1 to 3 years

22 (31)4 to 6 years

7 (10)7 to 9 years

19 (27)More than 10 years

Integration of MASb systems, n (%)

Clinic with implemented systems

69 (98)EMRc

42 (60)iMASd

38 (54)iMAS integrated with the EMR

34 (49)MAS

23 (33)MAS integrated with the EMR

18 (26)Integration of iMAS and MAS systems with the EMR

Extended use of MAS systems, mean (SD)

0.8 (1.0)iMAS system (RVSQe) functionalities usedf

1.6 (2.2)MAS system functionalities usedf

Advanced accessibility, mean (SD)

2.4 (1.8)Advanced access scheduling principles appliedf

Availability of medical care, mean (SD)

3.4 (0.7)Scheduling performanceg,h

1.6 (1.0)Patient attendancei

aFMG: family medical group.
bMAS: medical appointment scheduling.
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cEMR: electronic medical record.
diMAS: interoperable medical appointment scheduling.
eRVSQ: Rendez-vous Santé Québec.
fSee Table 2 for the distribution of this variable.
gCronbach alpha coefficient of reliability (α=.76).
h1=totally disagree, 2=rather disagree, 3=neither disagree nor agree, 4=rather agree, and 5=totally agree.
i0=less than 80%, 1=80% to 84%, 2=85% to 89%, 3=90% to 94%, and 4=95% or more.
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Table 2. Operationalization and distribution of the research variables (N=70).

ValueVariable

iMASa system functionalities used, n (%)

28 (67)Automated appointment confirmation and reminder by email, SMSb text messaging, or telephone

21 (50)Confirmation, modification, or cancellation of the appointment via the internet by the patient

1 (2)Invoicing compensatory fees for missed appointments

9 (21)Optimization of web-based appointment scheduling according to predetermined parameters

(eg, adapted access, patient attendance, and avoidance of gaps in the schedule)

MASc system functionalities used, n (%)

20 (59)Offer of appointments by automated telephone messages

22 (65)Automated appointment confirmation and reminder(s) by email, SMS text messaging, and telephone

21 (62)Confirmation, modification, or cancellation of the appointment via the internet by the patient

12 (35)Internet-based preconsultation questionnaire completed by the patient (reason for the consultation)

5 (15)Invoicing compensatory fees for missed appointments

10 (29)Optimization of web-based appointment scheduling according to predetermined parameters (eg, advanced access, attendance,
avoidance of gaps in the schedule, and automated appointment scheduling for patients on the waiting list)

20 (59)Restriction of the appointment offer for certain patients (registered vs unregistered)

Advanced access scheduling principles applied, n (%)

34 (49)Balancing supply and demand

27 (39)Reducing accumulated backlogd

45 (64)Rethinking the appointment systeme

Developing contingency plans

18 (26)Schedule planning based on absences

11 (16)Planning for overflow periods

32 (46)Incorporating interprofessional practice

Scheduling performancef, mean (SD)

3.4 (1.1)The number of missed appointments (“no-shows”) at my clinic is not a problem

3.0 (1.3)My clinic is still enrolling a large number of “orphan” patients

3.7 (1.0)The management of schedules by the administrative staff is very efficient

3.3 (1.2)Web-based appointment booking by the administrative staff is very efficient

3.3 (1.1)The satisfaction of the administrative staff in my clinic with regard to scheduling and making appointments is very high

3.6 (1.0)The satisfaction of the doctors in my clinic with regard to scheduling and making appointments is very high

3.3 (1.1)Patient satisfaction in my clinic with the way appointment scheduling works is very high

3.6 (1.2)Registered patients may obtain a consultation at my clinic within a very short time

3.3 (1.3)Unregistered patients may obtain a consultation at my clinic within a very short time

aiMAS: interoperable medical appointment scheduling.
bSMS: short message service.
cMAS: medical appointment scheduling.
dUsing patient empowerment (eg, patient confirmation of appointment, missed appointment fee).
eOpening hours over a period of approximately 2 to 4 weeks.
f1=totally disagree, 2=rather disagree, 3=neither disagree nor agree, 4=rather agree, and 5=totally agree.

Causal Analysis
In this study, all 6 research constructs were modeled as being
“formative” given their composite and multidimensional nature

(Figure 1). The first step in the data analysis consists of
simultaneously estimating the measurement and theoretical
models using the PLS SEM technique [32].
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Assessment of the Measurement Model
The metric properties of the research constructs were assessed
within the context of the theoretical model. As the standard
reliability and validity criteria applicable to reflective constructs
do not apply to formative constructs, one must first verify that
there is no collinearity among the formative construct’s
indicators. To do so, the variance inflation factor (VIF) statistic
is used, the rule being that the VIF must not be greater than 3.3
[34]. As presented in Table 3, the VIF values for all 11

indicators (research variables) were below this threshold
(ranging between 1.00 and 1.12), confirming the absence of any
multicollinearity. Once the validity of the measures has been
assessed, the last property to be verified is discriminant validity,
which shows the extent to which each research construct, as
measured, is unique and different from the other five. This
validity was confirmed by the fact that each construct shared
less than 50% of its variance with any other construct (an
interconstruct correlation of >0.7), as shown in Table 3.

Table 3. Validity of the research constructsa.

Interconstruct correlation matrixConstruct indicatorsbResearch construct

54321VIF3VIF2VIF1

—————c1.021.121.111. Organizational context

————0.46——1.002. Integration of MASd systems

———–0.44–0.63—1.001.003. Managerial context

——–0.380.640.51—1.051.054. Extended use of MAS systems

—0.14–0.180.290.19——1.005. Advanced accessibility

0.390.26–0.350.210.54—1.001.006. Availability of medical care

aAssessing composite reliability and average variance extracted is inappropriate for formative constructs.
bVIFi: variance inflation factor of the construct’s ith indicator.
cNot applicable.
dMAS: medical appointment scheduling.

Assessment of the Theoretical Model
As shown in Figure 2, the relationships inferred from the
conceptual framework were tested by assessing the path
coefficients (β) estimated by the SEM procedure, as executed
by SmartPLS. The performance of the theoretical model
highlighting interrelationships among the 6 research constructs
was assessed by the strength and significance of the path

coefficients (β) and the proportion of explained variance (R2),
befitting the focus of the PLS method on the prediction and
generalization [34].

Given the results of the causal analysis provided by the SEM
procedure, the initial finding concerned the positive and
significant path coefficients linking the sampled clinics’
organizational context to their integration (β=.3, P=.009) and
extended use (β=.3, P=.009) of MAS systems. Hence, family
medicine clinics that were larger in size and more open to
walk-in patients showed greater assimilation of MAS technology
in their daily operations. The second finding was that differences
in the managerial context in terms of the clinics’ governance
and the level of experience of their scheduling manager directly
influenced their integration of MAS systems with their EMR
systems (β=.26, P=.006). Here, the data showed that clinics
whose governance was not of the FMG type and whose
scheduling manager was more experienced had a lower level
of system integration. Although the managerial context was
found to have no direct effect on the extended use of MAS

systems (β=.04, P=.38), it was nevertheless shown to have an
indirect effect [35] through the mediating effect of MAS system
integration.

Our results also suggested that the main precursor to the
extended use of MAS systems is the sampled clinics’ integration
of these systems with their EMR systems (β=.52, P<.001).
Moreover, their integration of MAS systems with their EMR
systems was also found to have a positive impact on their use
of advanced access scheduling principles (β=.34, P=.005).
Greater system integration appears to enable increased
application of advanced access scheduling principles by these
clinics, such as interprofessional work and joint monitoring.
Although integration had no direct effect on the availability of
medical care (P=.39), it did have significant indirect effects
through the mediating impacts of advanced accessibility and
extended use of MAS systems.

A positive and significant path coefficient was found between
the use of MAS systems by family medicine clinics and the
availability of medical care in these clinics (β=.24, P=.047). In
contrast with the effect associated with the integration of MAS
systems, the clinics’use of MAS system functionalities appeared
to have no significant impact on the extent to which they
implemented advanced access scheduling principles (P=.28).
One additional finding on the impacts of MAS system
assimilation in family medicine clinics highlighted the role of
advanced access scheduling as a precondition to increased
availability of medical care in these clinics (β=.38, P<.001).
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Figure 2. Results of the causal analysis. iMAS: interoperable medical appointment scheduling, MAS: medical appointment scheduling, EMR: electronic
medical record, FMG: family medicine group, RVSQ: Rendez-vous Santé Québec.

During causal analysis, we found significant and important
indirect effects of the organizational context on the extended
use of MAS systems (P=.03, 34% of total effects), namely
through the integration of MAS systems, as shown in Table 4.
There were also important indirect effects of integration on the

availability of medical care (P=.10) through extended use. These
findings highlight the “mediating” role played by the clinics’
assimilation of MAS systems in improving organizational
performance in terms of medical care accessibility and
availability.

Table 4. Breakdown of the total effects of the research constructs.

Total effectsIndirect effectsDirect effectsRelationship between the research constructs

0.2950.0000.295Organizational context → Integration of MASa systems

–0.2570.000–0.257Managerial context → Integration of MAS systems

0.4560.1530.303Organizational context → Extended use of MAS systems

–0.093–0.1340.041Managerial context → Extended use of MAS systems

0.5200.0000.520Integration of MAS systems → Extended use of MAS systems

0.0640.0640.000Organizational context → Advanced accessibility

–0.081–0.0810.000Managerial context → Advanced accessibility

0.3000.0420.258Integration of MAS systems → Advanced accessibility

–0.0800.000–0.080Extended use of MAS systems → Advanced accessibility

0.1140.1140.000Organizational context → Availability of medical care

–0.037–0.0370.000Managerial context → Availability of medical care

0.1780.235–0.057Integration of MAS systems → Availability of medical care

0.205–0.0300.235Extended use of MAS systems → Availability of medical care

0.3770.0000.377Advanced accessibility → Availability of medical care

aMAS: medical appointment scheduling.

Cluster Analysis
To further explain the assimilation of MAS systems into primary
settings, we applied an alternative approach to analyze our
survey data. We followed a “case-oriented” approach as a

complement to the preceding “variable-oriented” approach [36].
The case-oriented or configurational approach makes no
assumptions about the statistical distribution of the research
variables and the linearity of the relationships between these

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e30485 | p.43https://medinform.jmir.org/2021/11/e30485
(page number not for citation purposes)

Paré et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


variables [37]. As it is operationalized with methods such as
cluster analysis, this approach is meant to provide
all-encompassing and holistic views regarding the use of MAS
systems by family medicine clinics. It allows us to verify
whether these clinics are better represented as a whole or as
members of distinct subgroups, and to explore why and in what
regard. A cluster analysis was thus conducted to group the
surveyed clinics based on profiles that characterize the impacts
of their assimilation of MAS systems on the accessibility and
availability of medical care. A 3-cluster solution was found to
be the most interpretable and meaningful one in terms of
identifying profiles that could be clearly distinguished from one

another. Given the exploratory research nature of this study and
the goal of finding unknown groups (ie, groups not explicitly
labeled in the data), the k-means clustering algorithm was used
(SPSS Quick Cluster procedure) [38].

As shown in Table 5, among the 70 clinics, 15 (21%) clinics in
the first profile were named “low performance” or “low” clinics
(low levels of accessibility and availability). A second group
of 25 (36%) clinics was named “mixed performance” or “mixed”
(a low level of accessibility but a high level of availability). The
third profile consisted of 30 (43%) clinics that were named
“high performance” or “high” (high levels of accessibility and
availability).

Table 5. Descriptive statistics and analysis of variance results for clinic profiles (N=70).

P valueF valueClinic profilesaResearch construct

High (n=30)Mixed (n=25)Low (n=15)

Organizational context, mean

<.00121.84.7*5.6^2.5#Size of the clinicb (number of consultations per year)

.490.70.50.30.3Location of the clinic (1=rural/semirural, 0=urban)

.920.930.228.321.3Type of consultations offered (% without appointment)

Managerial context, mean

<.00111.10.1*0.0*0.5^Type of clinical governance (1=non-FMGc, 0=FMG)

.251.43.03.63.1Experience of the scheduling managerd

Implementation of MASe systems, mean

.0085.20.73^0.64^0.27*iMASf system implemented (1=yes, 0=no)

.430.10.470.520.47MAS system implemented (1=yes, 0=no)

Extended use of MAS systems, mean

.024.20.9^1.1^0.2#iMAS system functionalities used

.760.31.81.51.3MAS system functionalities used

Integration of MAS systems, mean

<.0017.42.2^2.0^0.9*Integration of iMAS and MAS systems with the EMRg,h

Advanced accessibility, mean

<.001118.34.2^1.5*0.2#Advanced access scheduling principles applied

Availability of medical care, mean

.014.93.6^3.4^3.0*Scheduling performancei

<.00123.81.7*2.3^0.5#Patient attendancej

aWithin rows, different symbols (#, *, and ^) indicate significant (P<.05) pairwise differences between means (Tamhane T2 test).
b1: less than 5000, 2: 5000 to 9999, 3: 10,000 to 14,999, 4: 15,000 to 19,999, 5: 20,000 to 24,999, and 6: more than 25,000.
cFMG: family medicine group.
d1=less than 1 year, 2=1 to 3 years, 3=4 to 6 years, 4=7 to 9 years, and 5=more than 10 years.
eMAS: medical appointment scheduling.
fiMAS: interoperable medical appointment scheduling.
giMAS system integration (no=0, manual=1, and automated=2) + MAS system integration (no=0, manual=1, and automated=2).
hEMR: electronic medical record.
i1=totally disagree, 2=rather disagree, 3=neither disagree nor agree, 4=rather agree, and 5=totally agree.
j0=less than 80%, 1=80% to 84%, 2=85% to 89%, 3=90% to 94%, and 4=95% or more.
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To identify the technological, organizational, and managerial
correlations of the sampled clinics’ medical care accessibility
and availability, we contextualized the 3 profiles that emerged
from the cluster analysis, as shown in Table 3. First, it can be
noted that all clinics showed a similar organizational and
managerial context except for low clinics, which tended to
present a significantly lower number of consultations per year
(between 5000 and 9999 compared to between 15,000 and
24,999). This implies smaller-sized clinics and a higher
proportion of non-FMG clinics (approximately 50% compared
to approximately 10% or less) in comparison to the clinics in
the mixed and high groups. Second, the low clinics presented
the lowest levels of iMAS system implementation and
functionality usage, as well as the lowest levels of integration
of iMAS and MAS systems with their EMR systems. In this
regard, the results obtained for the mixed and high groups were
comparable. There were no differences between them in terms
of MAS system implementation. Third, concerning advanced
access principles, the clinics in the high group showed a
significantly higher level of application (4 principles applied
on average out of a maximum of 6), followed by the mixed
group (1.5 principles applied on average), which is still
significantly higher than the low group level (0.2 principles
applied on average). Finally, in terms of medical care
availability, the low group presented the lowest results for
scheduling performance and patient attendance. Although the
high and mixed groups presented similar levels of scheduling
performance, the mixed group had the highest patient attendance
rate.

Discussion

Main Results
Using a mixed methods approach, this study surveyed a sample
of medical clinics with the objective of gaining further
knowledge on their assimilation of MAS systems. We also
sought to gain insight into the performance benefits obtained
by the clinics from their use of such systems. Notwithstanding
the small sample size, the 6 experts we consulted stated that the
results of this study accurately portrayed the situation in the
family medicine clinics in Quebec with regard to medical
appointment scheduling.

Clinics’Assimilation of MAS Systems and Their Impacts
on Accessibility of Care
The factors that contribute to the adoption of digital health
technologies in general and MAS systems in particular are still
unclear. An initial observation made in this study was that 17%
of all clinics do not use any MAS system. A plausible
explanation might be that some practices are more affected by
the demographics of their patient population than others. In this
line of thought, prior research found several patient-level barriers
to the uptake of digital health technologies, including computer
literacy, no or poor internet connection, and fear of using or
lack of interest in technology [39,40]. Recent research also
observed disparities in digital health technology adoption across
sociodemographic subgroups, highlighting a persistent digital
divide [41]. The rapid shift to digital care prompted by the

COVID-19 pandemic demands research and action to ensure
that underserved populations are not left behind [42].

Although MAS systems have been widely implemented in the
surveyed clinics, these systems are only being used at a fraction
of their full potential. Indeed, very few system functionalities,
ranging from 1 to 2 on average, are being used. Clinics are
mainly using those solutions that allow patients to manage their
appointments via the internet and to automate appointment
confirmations and reminders. Interestingly, the clinics that use
more functionalities also tend to show improved performance
in terms of accessibility of medical care. These findings are
consistent with a previous study [13] showing that extended
use of MAS systems in medical clinics is associated with
improved care, as represented by an overall higher level of
patient satisfaction and a lower level of missed appointments.

Another key observation is that despite considerable efforts to
promote the use of advanced access principles throughout
Quebec’s primary care clinics, our results showed that the 5
advanced access principles are being rather weakly applied. In
fact, the 2 main principles applied in the sampled clinics
included opening the physicians’schedules over a “short” period
of approximately 2 to 4 weeks, followed by balancing supply
and demand, and incorporating interprofessional practice. A
recently published study protocol [43] underscored the need for
more detailed and representative data in this regard.
Nevertheless, our study supports the idea that the greater the
application of the advanced access principles, the higher the
accessibility of medical services, and the better the clinics’
patient attendance rate and scheduling performance.

As observed in Figure 2, the results of our causal analysis also
confirmed the proposition that integrating the MAS and EMR
systems is a precondition to the successful assimilation of MAS
systems in family medicine clinics. This integration provides a
facilitating technological context for clinics seeking more
integrated and extended usage of these systems [44]. Moreover,
to explore the organizational and managerial factors that drive
family medicine clinics to assimilate MAS systems, a cluster
analysis was performed as a complement to the preceding causal
analysis.

Characterization of Clinics Urgently Requiring
Improvements Through MAS Systems
The cluster analysis allowed us to holistically characterize the
family medicine clinics whose organizational performance
urgently requires improvement in terms of the accessibility and
availability of medical care they provide to their patients and
to the general population. In this regard, clinics were categorized
into 1 of 3 performance profiles: low, mixed, or high
(accessibility and availability). When comparing how each
group differs from the other two, our analysis showed that clinics
in the low group had an organizational, managerial, and
technological context that differed substantially from the mixed
and high groups. These clinics may be characterized as “late
implementers” with regard to their implementation of the iMAS
system and as “beginners” (as opposed to “advanced users”)
with regard to their assimilation of MAS systems. Low clinics
also lagged behind in terms of MAS-EMR integration,
irrespective of their interoperability, and their application of
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advanced access principles. In addition, they tended to be
smaller in size and were not FMG clinics. Therefore, one may
conclude that smaller clinics that are not FMGs are less likely
to adopt and use an iMAS system or integrate their EMR into
their MAS solution.

Although Quebec’s iMAS system has always been free for both
clinics and patients, MAS systems are proprietary solutions
available at a cost for clinics and sometimes for patients. It could
be that smaller clinics, having less financial resources at their
disposal, are less likely to adopt new technological solutions
because of their greater relative cost. However, we found no
statistical difference between the 3 groups of clinics in terms
of MAS adoption and use. In addition to the iMAS solution
being free, considerable efforts have been made by Quebec’s
health care authorities to encourage clinics to adopt its
centralized solution, including placing some “political” pressure
on FMGs. In fact, we did find that a high proportion of FMGs
had adopted Quebec’s iMAS system.

The experts we interviewed proposed additional explanations
as to why the low group of clinics had a lower iMAS
implementation rate. Importantly, the overall rate of
approximately 60% was in line with the experts’ perceptions
of the overall situation in family medicine clinics in Quebec.
This could be explained in different ways. One is that the iMAS
solution, although free, might be perceived by physicians as a
means for the government to control how they manage their
patient schedules. Irrespective of the validity of this perception,
it appears to be real and widespread among general practitioners
in Quebec. Physicians might also be reluctant to use an
“imposed” MAS solution in a medical software market where
other alternative solutions exist. It is also possible that such
alternative solutions, albeit offered by the private sector, offer
services and provide functionalities that are better suited to the
needs of physicians and their clinics. Moreover, in Quebec,
FMG clinics receive financial aid for supporting their
digitalization that is based on their size. This might partially
explain why larger FMG clinics tend to show a higher MAS
implementation rate. According the experts’ opinions, smaller
clinics prefer having experienced administrative personnel
manage their physicians’ schedules, believing that they best
know how to optimize each physician’s schedule based on their
patients’ needs for care. Another possible explanation is that
MAS systems provide true added value once the number of
medical appointments reaches a certain threshold. This threshold
may be the maximum number of daily appointments that a
scheduling administrator can manage efficiently.

Since the clinics in the mixed group tended to be the largest and
applied significantly fewer advanced access principles when
compared to those in the high group, one could surmise from a
strategic perspective that the larger clinics, operating at full
capacity and being unable to cope with a growing demand for
medical consultations, would want to limit rather than increase
their accessibility, regardless of their assimilation of MAS
systems. Although this last conjecture is in line with the
surveyed experts’ opinions, it needs to be supported by further
research on the strategic management of health IT in primary
care settings [45].

Contributions and Implications
The main contribution of this study is that it supports the idea
that the adoption of MAS systems in family medicine clinics is
by itself not sufficient to promote availability of care to patients
and to the general population. Rather, it is the greater
assimilation of the multiple functionalities of these systems that
makes the difference in fostering patient attendance and
enhancing scheduling performance. Whether the goal is to
promote the application of advanced access principles in these
clinics or their assimilation and the optimal use of MAS systems,
further knowledge of the organizational, managerial, and, above
all, technological factors that differentiate high-performing
clinics from low-performing ones is required. This would allow
clinic managers and physicians as well as consultants and
governments to make better-informed plans and better-targeted
recommendations on the development, promotion, adoption,
and assimilation of MAS systems. Furthermore, this implies
that it is mainly the family medicine clinics in the low group,
and to a lesser extent in the mixed group, that should be targeted
for improvement by national health authorities and health IT
researchers and practitioners. Such efforts should support the
following: (1) increased implementation of advanced access
scheduling and (2) adoption and greater assimilation of MAS
systems, particularly iMAS systems. This also implies that
resources should be allocated to the low clinics for
organizational learning purposes, and customized counseling
and support should be offered throughout the MAS
implementation process. As for the mixed clinics, counseling
and support should lead them to optimize their use of MAS
systems or iMAS solution. Another implication of our findings
for future research lies in the renewed affirmation that in this
digital health care era, the “assimilation” of medical systems
[46]—rather than their mere adoption—and their “extended
use” [47]—rather than mere use—are the key factors to
achieving a better understanding of the impacts of such systems.
Finally, this study makes a significant contribution toward
research methodologies by analyzing the survey data through
a combination of variable-oriented (SEM) and case-oriented
(cluster analysis) approaches, thereby benefiting from the
complementarity of these approaches to generate richer insights
for researchers and practitioners [48].

Limitations
The results of this study must be interpreted with care due to
some inherent limitations. First, although 17% represents a good
response rate for an online survey and all the surveyed experts
confirmed that the study results matched their knowledge of
family medicine clinics in Quebec, the limited sample size calls
for some caution with respect to the generalizability of our
findings. The second limitation pertains to how the performance
of the sampled clinics was assessed. Ideally, it would have been
preferable to survey more than 1 respondent per clinic to
minimize common-method bias. Third, asking scheduling
managers to evaluate their own performance may have
somewhat biased the results; hence, a more objective assessment
could have been made if iMAS, MAS, and EMR system data
were available. Fourth, an intrinsic limitation of survey research
is related to its cross-sectional nature, as true causality cannot
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be inferred. Future studies on the assimilation and impacts of
MAS systems would thus warrant longitudinal designs.

Conclusions
Notwithstanding the recent upheavals in health care brought
about by the COVID-19 pandemic, access to and availability
of primary care for populations remain a global issue. MAS
systems are among the digital health solutions addressing these
concerns by facilitating and optimizing the scheduling of
medical appointments. As our data were collected in the very
midst of the ongoing pandemic, our findings should be
interpreted in light of the profound changes that have emerged
in primary care settings in response to this crisis.

The main contribution of this study lies in its empirical
demonstration that greater integration and assimilation of MAS
systems in family medicine clinics lead to greater accessibility
and availability of care for their patients and for the general
population. Valuable insight has also been provided on how to
identify clinics that would benefit the most from public- and
private-sector initiatives to improve their efficiency and
effectiveness as primary care providers for better primary care
accessibility. Advancement of knowledge on this topic could
benefit from similar studies carried out in contexts other than
family medicine clinics, such as specialized or ambulatory care
clinics.
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Abstract

Background: Opioid overdose (OD) and related deaths have significantly increased in the United States over the last 2 decades.
Existing studies have mostly focused on demographic and clinical risk factors in noncritical care settings. Social and behavioral
determinants of health (SBDH) are infrequently coded in the electronic health record (EHR) and usually buried in unstructured
EHR notes, reflecting possible gaps in clinical care and observational research. Therefore, SBDH often receive less attention
despite being important risk factors for OD. Natural language processing (NLP) can alleviate this problem.

Objective: The objectives of this study were two-fold: First, we examined the usefulness of NLP for SBDH extraction from
unstructured EHR text, and second, for intensive care unit (ICU) admissions, we investigated risk factors including SBDH for
nonfatal OD.

Methods: We performed a cross-sectional analysis of admission data from the EHR of patients in the ICU of Beth Israel
Deaconess Medical Center between 2001 and 2012. We used patient admission data and International Classification of Diseases,
Ninth Revision (ICD-9) diagnoses to extract demographics, nonfatal OD, SBDH, and other clinical variables. In addition to
obtaining SBDH information from the ICD codes, an NLP model was developed to extract 6 SBDH variables from EHR notes,
namely, housing insecurity, unemployment, social isolation, alcohol use, smoking, and illicit drug use. We adopted a sequential
forward selection process to select relevant clinical variables. Multivariable logistic regression analysis was used to evaluate the
associations with nonfatal OD, and relative risks were quantified as covariate-adjusted odds ratios (aOR).

Results: The strongest association with nonfatal OD was found to be drug use disorder (aOR 8.17, 95% CI 5.44-12.27), followed
by bipolar disorder (aOR 2.69, 95% CI 1.68-4.29). Among others, major depressive disorder (aOR 2.57, 95% CI 1.12-5.88),
being on a Medicaid health insurance program (aOR 2.26, 95% CI 1.43-3.58), history of illicit drug use (aOR 2.09, 95% CI
1.15-3.79), and current use of illicit drugs (aOR 2.06, 95% CI 1.20-3.55) were strongly associated with increased risk of nonfatal
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OD. Conversely, Blacks (aOR 0.51, 95% CI 0.28-0.94), older age groups (40-64 years: aOR 0.65, 95% CI 0.44-0.96; >64 years:
aOR 0.16, 95% CI 0.08-0.34) and those with tobacco use disorder (aOR 0.53, 95% CI 0.32-0.89) or alcohol use disorder (aOR
0.64, 95% CI 0.42-1.00) had decreased risk of nonfatal OD. Moreover, 99.82% of all SBDH information was identified by the
NLP model, in contrast to only 0.18% identified by the ICD codes.

Conclusions: This is the first study to analyze the risk factors for nonfatal OD in an ICU setting using NLP-extracted SBDH
from EHR notes. We found several risk factors associated with nonfatal OD including SBDH. SBDH are richly described in EHR
notes, supporting the importance of integrating NLP-derived SBDH into OD risk assessment. More studies in ICU settings can
help health care systems better understand and respond to the opioid epidemic.

(JMIR Med Inform 2021;9(11):e32851)   doi:10.2196/32851

KEYWORDS

opioids; overdose; risk factors; electronic health records; social and behavioral determinants of health; natural language processing;
intensive care unit

Introduction

The opioid epidemic in the United States is one of the most
severe public health emergencies in recent times, with opioid
overdose (OD) deaths quadrupling from 1999 to 2019 [1].
Almost 50,000 OD-related deaths occurred in 2019 alone [2],
and the estimated economic burden including opioid use disorder
and fatal OD totaled US $1021 billion during 2017 [3]. The
sharp rise in opioid fatalit is responsible for a decline in the US
life expectancy [4] and a surge in “deaths of despair” [5]. The
opioid crisis is a complex situation involving a broad range of
contributing factors including social determinants of health
(SDOH) [6,7].

SDOH are the conditions in which people are born, live, work,
and age [8]. Adverse SDOH can affect health through various
means. For example, social or familial disruptions are
well-known precipitants of suicide attempt [9-11]. Behavioral
determinants include alcohol consumption, tobacco usage, and
use of illicit drugs, among others. Together, adverse social and
behavioral determinants of health (SBDH) can be defined as
those variables that can hinder an individual’s disease
management and negatively impact existing medical conditions
[12]. Multiple prior studies suggested strong correlations
between OD and a number of SBDH [6,7,13]. Analyzing SBDH
in relation to OD can help us better address the OD crisis.

Prior studies found that lack of SBDH information can
significantly decrease health care quality [14,15]. Realizing the
impact of SBDH on health outcomes, many prior studies focused
on extracting SBDH from structured data (eg, diagnosis codes,
medications) and/or unstructured data (eg, discharge summaries,
progress notes) [11,12,16-18]. However, existing electronic
health records (EHRs) often lack the necessary SBDH
information in a structured format, undermining its use in
clinical care and research settings. On the other hand, EHR
notes often describe SBDH [19], for example, financial
insecurity (eg, “$807 SSI and $16/month food stamps”) and
risky alcohol consumption (eg, “Drinking >4 drinks on one
occasion or >14 drinks per week”). In addition, EHR notes
describe change of status (eg, “recently lost job” or “recently
purchased a gun”) that may more precisely identify the current
state of a patient. As a consequence, we can take advantage of
the rich information provided by unstructured EHR notes via
natural language processing (NLP) [20]. NLP has already been

successfully utilized for essential information extraction from
EHR text to examine various clinical problems, including opioid
use and risk assessment [21,22].

With nonfatal ODs increasing, there is a growing need for
critical care of these patients in the United States [23]. Although
a relatively high proportion of nonfatal OD cases leads to
intensive care unit (ICU) admission, little is known about the
risk factors of OD for ICU admissions. [24]. This is essential
to understand the severity of the opioid epidemic and anticipate
critical care needs for patients with OD. There has been
inadequate work on assessing risk factors associated with OD
leading to ICU admission, which may be important in
comprehensively preventing the public health problem of ODs.

In this study, we specifically focused on the ICU setting to
address the aforementioned issues. To mitigate the scarcity of
structured SBDH information, we used an NLP system to
automatically extract SBDH information from EHR notes and
integrated that with available structured SBDH data entered
upon admission. Then, we investigated the associations of
various demographic, SBDH, and clinical variables with nonfatal
OD for eligible ICU admissions. To date, none of the studies
on OD utilized the EHR text for extracting SBDH information
and few focused on the ICU setting. We bridge this gap by (1)
showing that NLP systems can help extract SBDH information
when structured data are inadequate and (2) identifying the risk
factors that are crucial to the characterization of nonfatal OD
leading to ICU admission.

Methods

Dataset
Our primary data source is MIMIC-III [25], one of the largest
publicly available ICU databases encompassing 12 years of data
(2001-2012) from Beth Israel Deaconess Medical Center. First,
we excluded admission data from patients who were less than
18 years old at the time of admission. For inclusion, admissions
were also required to have at least one note from any of these
3 categories: discharge summary, social work note, or
rehabilitation service note. We selected these 3 types of notes
to maximize the use of social and behavioral information for
SBDH extraction: Discharge summaries are a comprehensive
summary of a patient’s hospital stay, social work notes focus
specifically on the social nature of a patient’s life, and
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rehabilitation service notes focus on improving patients’ function
and mobility to stabilize them for discharge. The final sample
consisted of 48,869 hospital admissions from 37,361 patients.

An overview of the data selection process is shown in Figure
1.

Figure 1. Data selection process.

Variables
All baseline variables were grouped into 3 categories:
demographic, clinical, and SBDH. The demographic variables
included age (18-39 years, 40-64 years, >64 years), gender
(male or female), race/ethnicity (White, Black, Hispanic, or
others), and marital status (married, divorced, widowed, single,
or unknown marital status). As clinical variables, we considered
drug use disorder, bipolar disorder, tobacco use disorder, major
depressive disorder, alcohol use disorder, cirrhosis, chronic
obstructive pulmonary disease (COPD), and renal insufficiency.
This comprehensive list was made based on earlier studies
related to OD [26-29], clinical judgment, and statistical analyses
(see the “Statistical Analysis” section for further details). All
clinical variables were detected using the International
Classification of Disease, 9th Revision (ICD-9) codes from the
admission diagnosis chart and included as dichotomous
variables. The list of ICD-9 codes is available in Multimedia
Appendix 1.

For SBDH variables, we used NLP to analyze the unstructured
text data available in MIMIC-III. For each type of note, we
chose the most relevant sections to extract the SBDH
information: (1) discharge summaries: “Social History” sections;
(2) social worker notes: “Patient/Family Assessment,” “Past
Addictions History,” “Past Medical History” sections; (3)
rehabilitation services: “Sexual and Social History” section.

We used the popular clinical NLP tool medSpaCy [30] to extract
these sections from a note. We randomly chose a note, extracted
the relevant sections as mentioned, and annotated for 6
categories of SBDH information. This process was repeatedly
followed until we reached 1000 notes with at least one SBDH
annotation. This annotated subset was later used to train a
Bidirectional Encoder Representations from Transformers
(BERT) model to extract SBDH at the word level. BERT [31]
is a state-of-the-art language representation model that has

successfully outperformed many other NLP systems across a
wide range of tasks. We used the trained model to predict the
SBDH information for the remaining notes. For an admission
with multiple notes of the same type, we took the last note as
representative of that admission as it typically includes the
content of all the previous notes.

The 6 SBDH variables we chose were (1) housing insecurity,
(2) unemployment, (3) social isolation, (4) alcohol use, (5)
tobacco use, and (6) illicit drug use. The first 3 are social
determinants and were selected based on the list of well-accepted
social determinants provided by the Kaiser Family Foundation
[32]. The rest were substance use–related health risk behaviors
(ie, behavioral determinants) that were chosen for their clinical
significance and relevance to OD. Details about the annotation
process, NLP model development, and SBDH variable extraction
procedures are provided in Multimedia Appendix 2.

In addition to the NLP-derived SBDH variables, we also
identified social determinants from the structured data. We used
the ICD-9 codes from patient diagnoses [33] to construct these
3 SBDH variables: (1) housing insecurity, (2) unemployment,
and (3) social isolation. These were later integrated with the
NLP-derived SBDH variables and prioritized in case of any
mismatch. For example, if the NLP system detected “housing
insecurity” as “No” for an admission and we obtained “Yes”
from that admission’s diagnoses codes, we considered “Yes”
as the correct value. In the end, there were 41,669 admissions
(41,669/48,869, 85.27%) with at least one SBDH variable. Table
1 illustrates the 6 SBDH variables with brief descriptions and
examples. If an admission had no mention of SBDH information,
SBDH variables were coded as “unknown.” For instance, if an
admission had no mention of patient housing status in the
corresponding notes, homelessness was considered “unknown.”
Other than these 3 SBDH variables, we also extracted insurance
provider (private, Medicaid, Medicare, other government, or
self-pay) information using ICD-9 codes.
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Table 1. Descriptions and examples of social and behavioral determinants of health (SBDH) variables.

Description and exampleSBDH Variable

Housing insecurity

Lack housing or stable shelter. Example: homeless, living with friends.Yes

Has access to housing. Example: lives in [**location**] by himself.No

Unemployment

Patient has no source of income or lost job. Example: Patient used to work for the state lottery system, currently
unemployed.

Yes

Patient has employment or some source of income. Example: He works for [**Company**].No

Social isolation

Lack of social support or community engagement. Example: Lives alone in [**Location**].Yes

Presence of social support. Example: He is married and lives with his wife.No

Alcohol use

Patient currently consumes alcohol. Example: two glasses of wine per night and 3 bottles over the weekend.Current

Patient has a history of alcohol consumption. Example: He has a history of alcohol abuse.Former

Patient never consumed alcohol. Example: She denies any alcohol use.None

Smoking

Patient currently smokes. Example: He smokes one pack of cigarettes per week.Current

Patient has a history of tobacco usage. Example: The patient has a past history of smoking.Former

Patient never consumed tobacco. Example: She is a nonsmoker.None

Illicit drug use

Patient uses non-prescribed controlled substance. Example: occasional marijuana use.Current

Patient has a history of using non-prescribed controlled substance. Example: Has a h/oa of cocaine and marijuana
abuse.

Former

Patient never used non-prescribed controlled substance, e.g., cocaine, marijuana. Example: Does not drink alcohol
or use recreational drugs.

None

ah/o: history of.

Outcome
The outcome was nonfatal OD, which was identified using
ICD-9 codes [34].

Statistical Analysis
First, we performed correlation and collinearity analyses for all
the variables. The correlation plot and variance inflation factor
[35] did not show multicollinearity among the variables. For
the clinical variables, based on earlier work and task relevance,
we chose 14 comorbidities: posttraumatic stress disorder, major
depressive disorder, bipolar disorder, schizophrenia, alcohol
use disorder, drug use disorder, tobacco use disorder, hepatitis
C, diabetes, congestive heart failure, obstructive sleep apnea,
COPD, cirrhosis, and renal insufficiency. We built logistic
regression models and employed the sequential forward selection
procedure [36] to identify the most essential clinical variables
related to OD. The final list included 8 clinical variables: drug
use disorder, bipolar disorder, tobacco use disorder, major
depressive disorder, alcohol use disorder, cirrhosis, COPD, and
renal insufficiency.

We used a logistic regression model to examine the associations
of nonfatal OD with demographic, SBDH, and clinical variables.

This was assessed in terms of adjusted odds ratios (aOR) with
95% CIs. We also evaluated the crude odds ratio (OR) with
95% CIs. The statistical significance was measured at P<.05.
Hosmer-Lemeshow test was conducted and indicated a sufficient
fit for our model (χ8=10.39; P=.24). All statistical analyses in
this study were conducted in R (version 4.0.2).

Results

Descriptive Analysis
Table 2 presents the characteristics of our cohort (n=48,869).
Our sample was comprised of mostly men (27,436/48,869,
56.14%) and white (35,058/48,869, 71.74%) adults. The
majority of patients were aged 64 years or older (25,276/48,869,
51.72%). Of the clinical variables, renal insufficiency was the
most prevalent (8158/48,869, 16.69%), followed by COPD
(5674/48,869, 11.61%) and alcohol use disorder (4121/48,869,
8.43%). In our cohort, we observed that 7.28% (3559/48,869)
of the patients were unemployed, 13.35% (6523/48,869) were
socially isolated, and 0.82% (402/48,869) had housing
insecurity. We found 171 (171/48,869, 0.35%) admissions with
nonfatal OD.
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Table 2. Prevalence of demographic, clinical, and social and behavioral determinants of health (SBDH) variables in MIMIC-III.

Without OD (n=48,698)With ODa (n=171)Overall (n=48,869)Variables

Ageb (years), n (%)

4653 (9.55)62 (36.26)4715 (9.65)<40

18,786 (38.58)92 (53.80)18,878 (38.63)40-64

25,259 (51.87)17 (9.94)25,276 (51.72)>64

Gender,b n (%)

27,336 (56.13)100 (58.48)27,436 (56.14)Male

21,362 (43.87)71 (41.52)21,433 (43.86)Female

Race/ethnicity,b n (%)

34,931 (71.73)127 (74.27)35,058 (71.74)White

4681 (9.61)13 (7.60)4694 (9.61)Black

1656 (3.40)8 (4.68)1664 (3.40)Hispanic

7430 (15.26)23 (13.45)7453 (15.25)Other

Marital status,b n (%)

23,336 (47.92)42 (24.56)23,378 (47.84)Married

3642 (7.48)22 (12.87)3664 (7.50)Divorced

7012 (14.40)6 (3.51)7018 (14.36)Widowed

12,251 (25.16)78 (45.61)12,329 (25.23)Single

2457 (5.04)23 (13.45)2480 (5.07)Unknown

Clinical variables,b n (%)

1413 (2.90)80 (46.78)1493 (3.06)Drug use disorder

981 (2.01)28 (16.37)1009 (2.06)Bipolar disorder

3254 (6.68)20 (11.70)3274 (6.70)Tobacco use disorder

291 (0.60)7 (4.09)298 (0.61)Major depressive disorder

4084 (8.39)37 (21.64)4121 (8.43)Alcohol use disorder

2412 (4.95)19 (11.11)2431 (4.97)Cirrhosis

5656 (11.61)18 (10.53)5674 (11.61)COPDc

8146 (16.73)12 (7.02)8158 (16.69)Renal insufficiency

Social determinantd: insurance provider, n (%)

15,328 (31.48)43 (25.15)15,371 (31.45)Private

4247 (8.72)60 (35.09)4307 (8.81)Medicaid

27,317 (56.09)48 (28.07)27,365 (56.00)Medicare

1310 (2.69)14 (8.19)1324 (2.71)Government (others)

496 (1.02)6 (3.50)502 (1.03)Self-pay

Social determinantd: housing insecurity, n (%)

392 (0.80)10 (5.85)402 (0.82)Yes

27,027 (55.50)92 (53.80)27,119 (55.49)No

21,279 (43.70)69 (40.35)21,348 (43.69)Unknown

Social determinantd: unemployment, n (%)

3522 (7.22)37 (21.64)3559 (7.28)Yes

12,640 (25.96)31 (18.13)12,671 (25.93)No
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Without OD (n=48,698)With ODa (n=171)Overall (n=48,869)Variables

32,536 (66.82)103 (60.23)32,639 (66.79)Unknown

Social determinantd: social isolation, n (%)

6500 (13.35)23 (13.45)6523 (13.35)Yes

23,915 (49.11)86 (50.29)24,001 (49.11)No

18,283 (37.54)62 (36.26)18,345 (37.54)Unknown

Substance usee: alcohol use, n (%)

14,080 (28.91)70 (40.94)14,150 (28.96)Current

2324 (4.77)9 (5.26)2333 (4.77)Former

15,338 (31.50)40 (23.39)15,378 (31.47)None

16,956 (34.82)52 (30.41)17,008 (34.80)Unknown

Substance usee: smoking, n (%)

6892 (14.15)62 (36.26)6954 (14.23)Current

12,009 (24.66)23 (13.45)12,032 (24.62)Former

13,933 (28.61)30 (17.54)13,963 (28.57)None

15,864 (32.58)56 (32.75)15,920 (32.58)Unknown

Substance usee: illicit drug use, n (%)

1747 (3.59)49 (28.65)1796 (3.67)Current

1336 (2.74)26 (15.20)1362 (2.79)Former

13,877 (28.50)31 (18.13)13,908 (28.46)None

31,738 (65.17)65 (38.02)31,803 (65.08)Unknown

aOD: opioid overdose.
bVariables extracted from structured data.
cCOPD: chronic obstructive pulmonary disease.
dVariables extracted from only structured data (insurance provider) or both structured data and unstructured text notes (natural language processing
[NLP]).
eVariables extracted from unstructured text notes (NLP).

Of the 6 NLP-derived SBDH variables, only housing insecurity,
unemployment, and social isolation had associated ICD-9
diagnostic codes. Compared with their NLP-derived
counterparts, these structured variables were coded infrequently.
For example, using ICD-9 codes, we found 258 admissions with
“housing insecurity,” whereas the NLP system detected 402
admissions. For “unemployment,” it was 20 for the ICD-9 codes
and 10,876 for the NLP system. And more striking, for “social
isolation,” only 4 admissions had relevant ICD-9 codes in their
diagnosis compared to 6523 admissions found by the NLP
system. Due to the substantial prevalence gap, we did not
compare the quality of these 2 types of SBDH variables side
by side. In all, structured SBDH variables accounted for only
0.18% of the SBDH variables. This clearly shows that NLP can
be useful to extract SBDH information from EHR notes when
structured data are not enough. This also helps reduce bias from
the use of structured data only.

Multivariable Logistic Regression Analysis
Several factors were strongly associated with nonfatal OD
(Table 3). Among the demographic risk factors, Blacks (aOR
0.51, 95% CI 0.28-0.94) and older age groups (40-64 years:
aOR 0.65, 95% CI 0.44-0.96; >64 years: aOR 0.16, 95% CI
0.08-0.34) had lower odds compared with White and younger
patients. Among the 8 clinical variables, 5 were strong risk
factors for nonfatal OD. We observed increased odds of
overdose among individuals with drug use disorder (aOR 8.17,
95% CI 5.44-12.27), bipolar disorder (aOR 2.69, 95% CI
1.68-4.29), and major depressive disorder (aOR 2.57, 95% CI
1.12-5.88). Interestingly, tobacco use disorder (aOR 0.53, 95%
CI 0.32-0.89) and alcohol use disorder (aOR 0.64, 95% CI
0.42-1.00) had decreased odds. Among the SBDH variables,
individuals with Medicaid had increased odds compared with
those with private medical insurance (aOR 2.26, 95% CI
1.43-3.58). History of (aOR 2.09, 95% CI 1.15-3.79) and current
(aOR 2.06, 95% CI 1.20-3.55) use of illicit drugs were also
strongly associated with the outcome.
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Table 3. Multivariable logistic regression analysis for the factors associated with nonfatal opioid overdose (OD).

95% CIaORb95% CICrude ORaVariables

Age (years)

RefRefRefRefc<40

0.44-0.960.650.27-0.510.3740-64

0.08-0.340.160.03-0.080.05>64

Gender

RefRefRefRefMale

0.81-1.581.130.67-1.230.91Female

Race/ethnicity

RefRefRefRefWhite

0.28-0.940.510.41-1.300.76Black

0.33-1.450.690.60-2.551.33Hispanic

0.35-0.980.590.53-1.300.85Others

Marital status

RefRefRefRefMarried

0.89-2.741.561.97-5.573.36Divorced

0.30-1.880.760.18-1.040.48Widowed

0.65-1.611.032.44-5.193.54Single

1.55-5.242.853.08-8.585.20Unknown

Clinical variables

5.44-
12.27

8.1721.65-39.9029.42Drug use disorder

1.68-4.292.696.20-14.129.52Bipolar disorder

0.32-0.890.531.12-2.881.85Tobacco use disorder

1.12-5.882.572.99-14.167.10Major depressive disorder

0.42-1.000.642.06-4.303.02Alcohol use disorder

0.97-2.821.651.44-3.772.40Cirrhosis

0.97-2.811.652.99-14.167.10COPDd

0.33-1.150.622.06-4.303.02Renal insufficiency

Social determinant: insurance type

RefRefRefRefPrivate

1.43-3.582.263.41-7.505.04Medicaid

0.81-2.231.340.41-0.950.63Medicare

0.99-3.651.902.01-6.803.81Government (others)

0.73-4.561.831.64-9.424.31Self-paid

Social determinant: housing insecurity

RefRefRefRefNo

0.47-2.060.983.63-13.807.49Yes

0.60-1.330.890.69-1.300.95Unknown

Social determinant: unemployment

RefRefRefRefNo

0.65-1.871.102.66-6.954.28Yes

0.47-1.140.730.87-1.961.29Unknown
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95% CIaORb95% CICrude ORaVariables

Social determinant: social isolation

RefRefRefRefNo

0.59-1.600.970.61-1.530.98Yes

0.66-1.531.010.68-1.310.94Unknown

Substance use: alcohol use

RefRefRefRefNone

0.30-1.440.660.67-2.921.48Former

0.71-1.721.111.30-2.841.91Current

0.62-1.781.050.78-1.791.18Unknown

Substance use: smoking

RefRefRefRefNone

0.52-1.650.920.51-1.530.89Former

0.84-2.331.402.72-6.554.18Current

0.64-1.961.121.06-2.591.64Unknown

Substance use: illicit drug use

RefRefRefRefNone

1.15-3.792.095.12-14.78.71Former

1.20-3.552.068.03-19.9312.56Current

0.65-1.701.050.60-1.420.92Unknown

aOR: odds ratio.
baOR: adjusted odds ratio.
cRef: Reference.
dCOPD: chronic obstructive pulmonary disorder.

Discussion

Principal Findings
To our knowledge, this is the first study to examine the risk
factors associated with nonfatal OD leading to ICU admission.
In the United States, the need for characterizing critical care
patients with OD is rising [23,24], and this study partially
addressed that by identifying the risk factors for nonfatal OD
from a large ICU database. The novelty also lies in the use of
a state-of-the-art NLP system that utilized unstructured EHR
notes for essential SBDH extraction due to inadequate
representation from structured data. There is a growing body
of literature showing that SBDH can strongly influence patient
health and outcomes [12]. For example, SBDH variables have
been shown to be strongly associated with suicide attempt [11],
mortality [17], and mental health diagnosis [18]. The challenges
here for the health care systems are to set up methods that can
identify SBDH and use them at the point of care to inform
clinical action [37,38]. Our work demonstrated that using NLP
to detect SBDH information from EHR text can be a viable
option in this regard.

According to our analysis, multiple SBDH variables were
significantly associated with nonfatal OD in ICU settings. We
observed that patients with economic instability (unemployed)
were more likely to have an overdose, but homelessness and

social isolation conferred little additional risk. Among
behavioral determinants, current alcohol users and smokers had
higher odds of overdose, whereas former users had decreased
odds. Illicit drug use was strongly associated with nonfatal OD
for both former and current users. Among clinical variables,
tobacco use disorder and alcohol use disorder had strong
negative associations with nonfatal OD. We hypothesize that
the majority of the patients diagnosed with such disorders were
already receiving additional social counseling or clinical support,
which helped them build better health and behavioral practices.
However, we did not have enough relevant admission data in
MIMIC-III to validate this hypothesis; future research is needed
to identify the reasons for this observation.

Limitations
There are several limitations of our study. EHR data are prone
to variability by provider documentation and may contain
incomplete SBDH information [39]. Additionally, using only
ICD-9 codes to identify different medical conditions may lead
to inaccurate or misleading values for the corresponding
variable. However, structured data often significantly lack
SBDH information (only 0.18% for this study), making an
NLP-based approach a valuable integration for population
studies. Finally, our data had a very low prevalence of nonfatal
OD cases (171/48,869, 0.35%), and the MIMIC (ICU) database
might not characterize the general outpatient/inpatient hospital
setting.
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While our study describes an important methodological process
that can identify important SBDH factors to consider, which is
a necessary first step, further research is needed on subsequent
steps on how best to share and translate this information to
providers so that they can effectively and actionably use the
findings. As our future work, we would like to work on
modeling the NLP system predictions for SBDH extraction and
how they can be better tied with predictor assessment metrics
(eg, OR).

Conclusions
This is the first work to evaluate the risk factors associated with
nonfatal OD leading to ICU admissions. Our work concluded
that data-driven NLP systems can be largely beneficial in the
automatic extraction of SBDH information from unstructured
EHR text data. We also showed that analyzing critical care
admissions is crucial to better understand the opioid epidemic.
Utilizing NLP to leverage the rich EHR notes and more
epidemiological studies in critical care settings could be useful
for deeper analysis of the OD crisis, leading to the development
of better risk assessment tools and effective prevention systems.
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Abstract

Background: The abundance of online content contributed by patients is a rich source of insight about the lived experience of
disease. Patients share disease experiences with other members of the patient and caregiver community and do so using their own
lexicon of words and phrases. This lexicon and the topics that are communicated using words and phrases belonging to the lexicon
help us better understand disease burden. Insights from social media may ultimately guide clinical development in ways that
ensure that future treatments are fit for purpose from the patient’s perspective.

Objective: We sought insights into the patient experience of chronic obstructive pulmonary disease (COPD) by analyzing a
substantial corpus of social media content. The corpus was sufficiently large to make manual review and manual coding all but
impossible to perform in a consistent and systematic fashion. Advanced analytics were applied to the corpus content in the search
for associations between symptoms and impacts across the entire text corpus.

Methods: We conducted a retrospective, cross-sectional study of 5663 posts sourced from open blogs and online forum posts
published by COPD patients between February 2016 and August 2019. We applied a novel neural network approach to identify
a lexicon of community words and phrases used by patients to describe their symptoms. We used this lexicon to explore the
relationship between COPD symptoms and disease-related impacts.

Results: We identified a diverse lexicon of community words and phrases for COPD symptoms, including gasping, wheezy,
mucus-y, and muck. These symptoms were mentioned in association with specific words and phrases for disease impact such as
frightening, breathing discomfort, and difficulty exercising. Furthermore, we found an association between mucus hypersecretion
and moderate disease severity, which distinguished mucus from the other main COPD symptoms, namely breathlessness and
cough.

Conclusions: We demonstrated the potential of neural networks and advanced analytics to gain patient-focused insights about
how each distinct COPD symptom contributes to the burden of chronic and acute respiratory illness. Using a neural network
approach, we identified words and phrases for COPD symptoms that were specific to the patient community. Identifying patterns
in the association between symptoms and impacts deepened our understanding of the patient experience of COPD. This approach
can be readily applied to other disease areas.
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Introduction

Online content made public by patients in blogs and on forum
platforms provides detailed first person accounts of the lived
experience of disease [1,2]. These communications from patients
use a diverse vocabulary of words and phrases for disease
symptoms [3]. Online content is conveyed in the patient’s own
voice and is contributed in the ecological context of day-to-day
life [4], namely in the sharing of experiences with other
members of the patient and caregiver community. Analysis of
these online communications enables a patient-centric approach
to understanding disease impact.

A systematic understanding of the language used by patients to
describe their symptoms has important clinical implications,
not least being the need to acquire accurate patient anamneses
and respond to care needs [5]. Dreisbach et al [6] note that the
use of normalized medical vocabularies supports a systematic
approach to identify terms for clinical and subclinical symptoms.
This approach enables the identification of community terms
that, while not belonging to a traditional medical lexicon, denote
respiratory dysfunction unambiguously.

Many researchers use interviews, focus groups, and patient
advisory boards with a goal of observing patient experiences.
These approaches enable direct observation of the patient;
however, they tend to be a burden to patients [7]. Moreover,
interviews and focus groups are generally limited to cohorts of
just a few patients, and the results are qualitative in nature.

In contrast, machine learning and related computational
techniques offer a means to analyze online content at scale.
Current state-of-the-art approaches using neural network
architectures are being deployed to map patient community
terms onto controlled medical [8] and pharmaceutical
vocabularies [3]. However, these approaches are anchored in a
defined lexicon of scientific terms, thus compromising patient
centricity. In a patient-centric approach, our understanding of
disease should instead be anchored to patients’ self-reported
topics [7], as observed in the ecological context of daily life
[4], and not exclusively anchored to expert medical thinking,
as expressed in a scientific lexicon.

We address this limitation with a novel approach based on a
neural network, specifically a word embedding [9], to identify
words and phrases that patients with chronic obstructive
pulmonary disease (COPD) use to describe their experiences
of living with the disease. Unlike traditional neural network
approaches, a word embedding is not trained on any specific
set of scientific keywords [10,11].

We use the word embedding to identify a diverse lexicon of
hundreds of COPD-related words and phrases from the context
in which words appear in a text. Next, we use that lexicon to
extract all mentions of words and phrases relating to COPD

symptoms and disease impacts from a large corpus of social
media text. Once extracted, we can analyze the relationship
between COPD symptoms and disease impacts at scale.

The quantitative analysis of this diverse community lexicon
reveals insights [6] about the lived experience of COPD. These
insights can contribute positively to the development of effective
medical treatments that are, from the patient’s perspective, fit
for purpose [12].

Methods

Ethics
This work is compliant with ethical guidelines for the collection
and analysis of user-generated content on open internet
platforms. Data were downloaded only from open health social
networking sites and communities. No information from
restricted data areas has been downloaded (ie, content that
requires an ID or password for access). No aggregation or
enrichment of data on an individual has been performed.
Extracts used for exemplary purposes were carefully paraphrased
to protect the privacy of individuals.

Data Availability
All social media content included in our analysis was sourced
from open social networking sites and communities. Terms and
conditions apply to the availability of the original social media
data. The sources used in this study can be made available upon
request. Example texts shown in this manuscript have been
rephrased to prevent de-anonymization of the individuals
included in our analysis.

Neural Network Methodology
We trained the neural network on a corpus of 1.1 million words
sourced from 22 individual blogs and online forums (Multimedia
Appendix 1). We used the skip-gram negative sampling variant
of the word2vec neural network algorithm described by Mikolov
et al [9] to discover community words and phrases for disease
symptoms. Briefly, the neural network model was trained to
predict context words that appear in close proximity with
symptom keywords in the corpus text.

The resulting word embedding captured semantic and syntactic
features of each unique word in the text corpus. Neighboring
vocabulary items in the embedding will likely share semantic
and syntactic features in common. We then used cosine
similarity as a metric to probe the word embedding model for
words and phrases that share common meanings. This makes
it possible to build and expand a lexicon of community terms
for each main COPD symptom type in a systematic and
repeatable manner (Table S1 in Multimedia Appendix 1).

We started our search for community words and phrases for
COPD symptoms with a small seed lexicon that included
breathlessness, cough, and sputum. This seed lexicon was
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sourced from MeSH terms from the US National Library of
Medicine (NLM) [13] and from the NLM health information
website for the layperson, MedlinePlus [14]. These 3 seed terms
correspond to key pathophysiological manifestations of COPD,
namely small airway fibrosis, emphysema, which refers to a
destruction of the lungs’ alveoli, and mucus hypersecretion
[15-17].

We used the same approach to search for community words and
phrases describing the impact of COPD on daily life. The seed
terms for disease impacts include anxiety, depression, fatigue,
pain, and exercise. We then scanned the entire corpus to detect
posts in which COPD symptoms co-occur with mentions of
disease-related impacts. Our analysis explored the relationship
between specific symptoms and each of the main disease impact
topics.

Results

Using the cosine similarity metric to probe the word embedding
model, close neighbors of the symptom seed term breathlessness
included gasping, wheezy, and the phrase pursed-lip (Table S1
in Multimedia Appendix 1). The phrase pursed-lip is noteworthy
as it refers to a technique, called pursed-lip breathing, used in
pulmonary rehabilitation. Specifically, pursed-lip breathing is
used to manage anxiety associated with breathlessness [18].
Words and phrases neighboring the seed term sputum include

mucus-y, phlegm, clear mucus, and muck, as well as common
misspellings of phlegm.

Probing the word embedding model with the seed term exercise,
we found walk and the phrases low impact and difficulty
exercising (Table S1 in Multimedia Appendix 1). These
community terms are, as we might expect, for a relatively aged
and exercise-limited patient cohort [19]. Manual inspection of
individual excerpts from the corpus featuring symptom
keywords further confirmed the relevance of these keywords
(Table S4 in Multimedia Appendix 1).

Summing the number of mentions corresponding to each
symptom lexicon across the entire corpus (Table S2 in
Multimedia Appendix 1), the breathlessness lexicon was
mentioned most frequently (mentioned in 10.49% [413/3938]
of posts), followed by the lexicon for cough (270/3938, 6.86%)
and, finally, mucus hypersecretion (159/3938, 4.04%).

Leveraging these distinct lexicons of symptoms and disease
impacts (Table S3 in Multimedia Appendix 1), we were able
to explore the relationship between specific symptoms and each
of the main disease-impact topics. Figure 1 examines posts in
which COPD symptoms co-occurred with mentions of
disease-related impacts. The analysis shows that breathlessness
was the symptom most frequently mentioned in association with
the 4 main topics and impacts considered. The most frequent
disease impact associated with COPD symptoms was fatigue,
followed closely by self-reports of anxiety and depression.

Figure 1. Topics co-occurring with symptom mentions in the same post.

Breathlessness and cough followed a broadly similar trend,
while the trend in the co-occurrence between mucus and the 3
disease severity levels was distinctive (Figure 2). The
co-occurrence between mucus and mild severity was lower than
that between mucus and moderate disease severity, inverting

the relationships observed for breathless and for cough. Taken
together, it was apparent that there was an association between
mucus and moderate disease severity that distinguished mucus
from the symptoms breathlessness and cough.
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Figure 2. Relationship between the symptoms of chronic obstructive pulmonary disease and disease severity.

By applying principal component analysis (PCA), we visualized
semantic relationships [20,21] between each symptom lexicon
and a mapping of the psychological salience of these symptoms.
PCA arranged data points corresponding to individual words
and phrases on a 2D map [20] (see Multimedia Appendix 1 for
further details). Our PCA results showed that words and phrases
belonging to the 3 symptom lexicons were arranged in 3 distinct
clusters on this map (Figure S1 in Multimedia Appendix 1).

By adding a lexicon of affective states such as feel depressed
and be embarrassing to the PCA map, we could explore the
psychological salience of these symptoms. The lexicon of
affective states also appeared as a distinct cluster on the map
and was positioned closest to the cough symptom cluster. The
mucus cluster was displaced further away from the cluster of
affective states than the cough cluster. Note, however, that the
cough and mucus clusters were aligned along a single axis with
respect to the cluster of affective states.

Discussion

Principal Findings
Our findings demonstrate the potential to deploy advanced
analytics in the search for disease-related insights from hundreds
of patients and many thousands of self-reports published online.

By probing a word embedding model trained on a corpus of
online content contributed by COPD patients, we found a
lexicon of community terms expressing a broad range of topics
and meanings (Table S1 in Multimedia Appendix 1). Many
terms found this way were related to COPD in a direct and
intuitive fashion. And some terms revealed associations with
unexpected, yet highly relevant topics (eg, pursed-lip) [18].
This term relates to the pursed-lip technique for managing
anxiety associated with breathlessness.

The finding that breathlessness was the most frequently
mentioned symptom accorded with medical consensus. As stated
by the internationally recognized guidelines of the Global
Initiative for Chronic Obstructive Lung Disease (GOLD)

[15,22], a decline in lung capacity, in combination with other
disease-specific symptoms [23,24], forms the basis of a clinical
diagnosis of COPD, and measurements of lung function and
lung volumes are used to monitor disease progression [17].

In agreement with recent social media studies of COPD patients,
our results highlight mucus hypersecretion as an important
COPD symptom [25,26]. Compared with breathlessness and
cough, mucus terms co-occur with mentions of moderate disease
and co-occur less often with mild or severe disease. Similarly,
when compared with breathlessness and cough, mucus
symptoms were mentioned relatively less frequently when
patients reported affective impacts of COPD such as depression.

These distinct associations relating to mucus hypersecretion
were corroborated by a novel analysis using PCA to map the
psychological salience of the 3 COPD symptoms. Relative to
breathlessness and cough, mucus symptoms were mapped
furthest from the affective impacts of COPD, suggesting that
mucus has the weakest association with perceived affective
impacts of the disease.

Mucus symptoms were mentioned at less than half the frequency
that breathlessness was mentioned in the corpus. This finding
is consistent with the GOLD report and reports indicating that
not all COPD patients experience mucus hypersecretion as a
symptom of their disease and that mucin concentrations are
lower in COPD versus other obstructive lung diseases like cystic
fibrosis or bronchiectasis [27]. And yet mucus hypersecretion
is an important clinical factor in COPD. For example, mucus
symptoms can motivate patients to take timely action against
life-threatening respiratory infections [28]. Hypersecretion also
drives cough symptoms and expectoration [15].

Without these advanced analytics, our insights about mucus
symptoms would have been obscured by the overall dominance
of breathlessness and cough symptoms mentioned in the corpus.
Examining the co-occurrences between symptoms and disease
impacts informed a deeper understanding of disease burden.
The approach was able to quickly and accurately identify patient
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populations whose experience was especially impacted by a
particular symptom, adding greater potential for personalization.

This approach can ultimately guide clinical development in
ways that ensure that future treatments are fit for purpose from
the patient’s perspective [12] and from the perspective of
patients’ perceived treatment needs.

Limitations
The forum content we included in the corpus had been posted
anonymously and so we were unable to verify any bias arising
from the demographics of forum contributors. Beyond the
general guidance posted online by forum moderators, we could
not explore biases introduced by a moderator removing posts
from the forum.

We can expect a degree of clinical inaccuracy in the
contributions posted by individuals who may not have formal
medical training. Furthermore, the anonymity of social media
makes it all but impossible to determine whether a post is
authored by a genuine patient or caregiver or by someone merely
posing as one. Taken together, any clinical interpretations we
make from social media must take these uncertainties into

account. However, because every post was manually reviewed,
obviously fraudulent content from bots, scammers, and
marketers was eliminated.

Despite limitations, the societal benefits that may be gained
from large scale analysis of social media content are substantial,
as researchers Gleibs et al [29] and Golder et al [30] have noted.
The research community should ideally work closely with
patients and health care advocates to ensure that people can
continue to contribute to online forums and other social media
platforms in a way that protects their privacy and ensures they
are safe from potentially harmful misinformation.

Conclusions
Using a novel neural network approach, we demonstrate how
online content can be a rich source of insights about the lived
experience of COPD. Our findings demonstrate the potential
of neural networks to gain a quantitative, patient-focused
understanding about how each distinct COPD symptom
contributes to the burden of chronic and acute respiratory illness.
This approach can be readily applied to other disease areas in
which there exists sufficient online content contributed by
patients and caregivers.
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Abstract

Background: In 2020, the COVID-19 pandemic put the world in a crisis regarding both physical and psychological health.
Simultaneously, a myriad of unverified information flowed on social media and online outlets. The situation was so severe that
the World Health Organization identified it as an infodemic in February 2020.

Objective: The aim of this study was to examine the propagation patterns and textual transformation of COVID-19–related
rumors on a closed social media platform.

Methods: We obtained a data set of suspicious text messages collected on Taiwan’s most popular instant messaging platform,
LINE, between January and July 2020. We proposed a classification-based clustering algorithm that could efficiently cluster
messages into groups, with each group representing a rumor. For ease of understanding, a group is referred to as a “rumor group.”
Messages in a rumor group could be identical or could have limited textual differences between them. Therefore, each message
in a rumor group is a form of the rumor.

Results: A total of 936 rumor groups with at least 10 messages each were discovered among 114,124 text messages collected
from LINE. Among 936 rumors, 396 (42.3%) were related to COVID-19. Of the 396 COVID-19–related rumors, 134 (33.8%)
had been fact-checked by the International Fact-Checking Network–certified agencies in Taiwan and determined to be false or
misleading. By studying the prevalence of simplified Chinese characters or phrases in the messages that originated in China, we
found that COVID-19–related messages, compared to non–COVID-19–related messages, were more likely to have been written
by non-Taiwanese users. The association was statistically significant, with P<.001, as determined by the chi-square independence
test. The qualitative investigations of the three most popular COVID-19 rumors revealed that key authoritative figures, mostly
medical personnel, were often misquoted in the messages. In addition, these rumors resurfaced multiple times after being
fact-checked, usually preceded by major societal events or textual transformations.

Conclusions: To fight the infodemic, it is crucial that we first understand why and how a rumor becomes popular. While social
media has given rise to an unprecedented number of unverified rumors, it also provides a unique opportunity for us to study the
propagation of rumors and their interactions with society. Therefore, we must put more effort into these areas.

(JMIR Med Inform 2021;9(11):e30467)   doi:10.2196/30467
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COVID-19; rumors; rumor diffusion; rumor propagation; social listening; infodemic; social media; closed platform; natural
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Introduction

Online social media has democratized content. By creating a
direct path from content producers to consumers, the power of
production and sharing of information has been redistributed
from limited parties to general populations. However, social
media platforms have also given rise to the proliferation of
misinformation and enabled the fast dissemination of unverified
rumors [1-3]. In 2020, the COVID-19 pandemic put the world
in a crisis regarding both physical and psychological health. A
myriad of unverified information flowed on social media.
Rumors and claims of erroneous health practices even interfered
with the control of COVID-19 in various parts of the world
[4,5]. The World Health Organization (WHO) identified this
situation as an infodemic in February 2020 [6], indicating its
seriousness.

Previous studies revealed that people relied on social media to
gather COVID-19 information and guidelines [7,8]. Efforts
have, thus, been put into studies examining true and false rumors
on social media [9-11]. For example, Cinelli et al [9] compared
feedback to reliable and questionable COVID-19 information
across five platforms, including Twitter, YouTube, and Gab.
Gallotti et al [10] looked at how much unreliable COVID-19
information Twitter users were exposed to across countries.

Machine learning and deep learning techniques have been
employed to study COVID-19 posts on social media, with much
of the focus on topic modeling, sentiment analysis, and
misinformation detection [12-25]. Both sentiment analysis and
misinformation detection are supervised classification problems.
Many studies have employed the Valence Aware Dictionary
and Sentiment Reasoner (VADER) model or long short-term
memory (LSTM) for sentiment analysis and ensemble machine
learning models, such as Extreme Gradient Boosting (XGBoost),
for misinformation detection [13-15,17-19,23,25]. Topic
modeling, on the other hand, is an unsupervised clustering
method. Among topic modeling studies, latent Dirichlet
allocation (LDA) was the most widely used algorithm
[12,15,17,19,21,22,24], and other favorites included k-means
clustering [14,16]. For example, Chandrasekaran et al [15]
utilized LDA to extract 26 topics among 13.9 million English
COVID-19 Twitter posts. Then they adopted the VADER model
to compute sentiment scores for each topic. Jelodar et al [19]
employed LDA to extract topics from 560,000 COVID-19
Twitter posts and then used the LSTM neural network to identify
the sentiments of the posts. Kwok et al [21] employed LDA to
extract topics and Stanford University’s CoreNLP (natural

language processing) to study the sentiments of Twitter posts
regarding COVID-19 vaccinations from Australian Twitter
accounts. Also, Chen et al [16] compared the COVID-19
discussions on Twitter and Weibo using t-distributed stochastic
neighbor embedding dimensionality reduction with the k-means
clustering algorithm to extract topics.

Despite the instructive knowledge provided by the
aforementioned machine learning studies, there are two
identifiable gaps. First, most studies concentrated on public
social media platforms, with the majority using Twitter as the
data source [12-19,21,22,24,25]. Investigations on closed social
media platforms, such as WhatsApp, WeChat, Telegram, or
LINE, remain extremely scarce. Secondly, most studies looked
at posts via their high-level theme, such as “misconceptions and
complaints about COVID-19 control” [21], “psychological
stress” [17], or “government response” [15]. There were limited
efforts put into the study of individual narratives or rumors
under a high-level theme, for example, rumors such as “protect
yourself from coronavirus by putting bleach in your body” and
“check for COVID-19 by holding your breath for 10 seconds
or longer” under the theme of “erroneous health practices.”

While high-level themes and sentiments can give us an overview
of the public discourse, the capability to efficiently identify
individual narratives would be extremely helpful for picking
up trending rumors and claims. Discussions on social media
platforms are most likely not independent from each other. Thus,
simply looking at billions of individual messages is not effective
for identifying what rumors are receiving attention. Therefore,
there is an apparent need for an efficient way to group and
extract the narratives to recognize the popular ones.

Recognizing the limitations from previous studies and to solve
the aforementioned problem, our goal was to use machine
learning to identify individual COVID-19 rumors from a pool
of social media messages, as shown in Figure 1. After
identifying the rumors, we then investigated the propagation
patterns and textual transformation of those rumors on a closed
platform. To achieve this, we proposed a classification-based
clustering algorithm to efficiently group tens of thousands of
messages according to the similarity of messages. Then, we
applied the algorithm to the suspicious messages on LINE, a
popular messaging platform in Taiwan. Furthermore, according
to the clustering results, we investigated how the messages
evolved from temporal and cultural perspectives during the
pandemic. To the best of our knowledge, this is the first study
to examine COVID-19 rumor diffusion on a closed platform.
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Figure 1. A graphical depiction of this study's goal in using machine learning to extract individual rumors from a pool of social media messages.
MOHW: Ministry of Health and Welfare.

Methods

Data Collection
LINE is an instant messaging platform. According to the 2018
Taiwan Communication Survey (TCS), 98.5% of people in
Taiwan used LINE as their primary messaging tool [26], making
it the most popular closed messaging platform. In light of the
increasing amount of unreliable information being exchanged
through LINE, fact-checking agencies or groups, such as the
Taiwan FactCheck Center, Cofacts, or MyGoPen, have
developed LINE chatbots for users to voluntarily forward
suspicious messages. These chatbots archive the messages and
check them against their existing databases to reply with the
fact-checked results.

We obtained a data set of suspicious messages forwarded by
LINE users to a fact-checking LINE bot between January and
July 2020. The data set included messages related to COVID-19
as well as other topics.

Along with the text content of each reported message, we also
obtained the report time of each message and a unique identifier
for the LINE user that reported the message. The user identifiers
we received were scrambled; therefore, it was not possible for
us to use the identifiers to attribute any reported message back
to any actual LINE user.

Data Preprocessing
After obtaining the text messages, we preprocessed them using
the following steps. First, we removed all characters that were
neither simplified Chinese nor traditional Chinese. Second, we
tokenized each message using the Jieba library [27] in Python
(version 3.7; Python Software Foundation) and then removed
tokens that were Chinese stop words from the token list. To
focus on longer messages, we only kept messages with at least
20 tokens from our data set. Finally, the CountVectorizer module

from Python’s scikit-learn package [28] was used to create a
binary word vector for each message.

Clustering Messages Into Rumor Groups by the
Classification-Based Clustering Algorithm
In order to determine what messages belonged to the same
rumor, we needed to define distance between messages. We
wanted two messages, A and B, to be close to each other if the
overlapping text between the two constituted the majority of
both messages. When the overlapping text makes up the majority
of A but not B, it signals that message A only constitutes a
portion of B, meaning that B is likely a combination of several
other rumors. In this situation, A and B should be in different
groups; therefore, we would like the distance between them to
be larger. Based on this idea, we defined the distance between
two messages, A and B, to be as follows:

where tok(·) is the set of tokens of one message and |·| denotes
the number of elements in a set.

While most work relied on the LDA or k-means algorithm to
separate messages into groups, both algorithms required a
predefined number of final groups. That is, the users need to
tell the algorithm how many groups to separate the messages
into before being applied. Even though what we wanted to
discover was how many narratives, or rumors, there were in all
the messages by comparing the distance (equation 1) among all
messages, such a requirement contradicted our needs.
Hierarchical agglomerative clustering (HAC), on the other hand,
starts by merging messages closer to one another into clusters
and then iteratively merging closer clusters together until the
distance between each cluster exceeds a predefined threshold.
That is, instead of predefining a specific number of final groups
like in LDA or k-means clustering, HAC determines the number
of groups based on a predefined distance threshold. In addition,
HAC has the advantage of accepting self-defined distance
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metrics. Therefore, HAC was the clustering algorithm that fitted
our needs.

However, HAC can be quite slow and memory consuming. It
suffers with large data sets, especially in the case of social media
messages. Therefore, we devised a classification-based
clustering algorithm, one that combined the k-nearest neighbors
(KNN) algorithm with HAC, to efficiently perform the clustering
task. The idea was to randomly select a portion of messages on
which to perform HAC; the result was then used to train a KNN
algorithm. The trained KNN algorithm was subsequently used

to predict the rest of the messages. A detailed algorithm is
outlined in Textbox 1, and a flowchart of the algorithm is
presented in Figure 2. The experimentation details are outlined
in Multimedia Appendix 1, and we demonstrate the efficiency
and effectiveness of this algorithm in the following subsection.
The algorithm was implemented with the KNeighborsClassifiers
and AgglomerativeClustering modules from the Python library
scikit-learn [28]. The library gensim (version 3.8.3) [29] was
also used in experiments to implement the LDA model for
comparisons. We released the code to implement the model in
a GitHub repository [30].

Textbox 1. The classification-based clustering algorithm (hierarchical agglomerative clustering plus k-nearest neighbors algorithm).

Notation:

1. (A)j: j
th element of set A.

Input:

1. D: the set of all documents to be grouped.

2. DT: the set of tokenized documents. The order is preserved as D.

3. Train portion u: a number >0 and ≤1.

4. Distance threshold λ: a number >0 and ≤1. Throughout this paper, we set λ=0.6.

Algorithm:

1. Select u × |DT| elements from DT, denoted as DT
u, and the rest not selected as set DT

v.

2. Construct distance matrix M for DT
u, where Mij = d((DT

u)i, (D
T

u)j) by equation 1. Note that M is symmetric.

3. Feed M into hierarchical clustering with a distance threshold of λ. We will get back a sequence of labels Lu, where (Lu)i is the label of element

(DT
u)i. Elements with the same label are in the same cluster. Since the label itself does not carry meaning, manipulate them so they are all

nonnegative whole numbers.

4. For each unique label x in Lu, if |{ k | k = x ∀ k ∈ Lu }| = 1, then replace the value of x with −1. Denote the updated label set as L’u.

5. Train a k-nearest neighbors classifier K using the training set (DT
u, L’u). Then use K to predict the labels of DT

v. Denote the prediction as Lv.

6. Construct L by combining L’u and Lv, where (L)i is the label of (DT)i.

7. Construct DT
o = {di | Label (di) = –1 ∀ di ∈ DT}.

8. Redo steps 2 and 3 for DT
o. Denote the output as Lo. Make sure the values of Lo do not overlap with the values of L from step 6.

9. Update L from step 6 with Lo.

Algorithm output:

A list of labels L, where (L)i denotes the label of document (D)i. Note that the value of the label itself does not carry any meaning. However, elements

in DT with the same label belong to the same group.
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Figure 2. Flowchart for the classification-based clustering algorithm (hierarchical agglomerative clustering + k-nearest neighbors algorithm).

Comparing the Classification-Based Clustering
Algorithm With Other Popular Algorithms
From Figure 3, we can see that the classification-based
clustering algorithm, the HAC+KNN model, greatly reduced
the runtime compared to using only HAC, especially when the
train portion value u was less than 0.60. Furthermore, such a
significant gain in speed did not compromise the clustering

results. With the HAC model’s results as the gold standard to
compare with, the precision values (Figure 4), recall values
(Figure 5), and F scores (Figure 6) from the HAC+KNN model
remained greater than 99% when the train portion u was not
lower than 0.40. The results demonstrated that the HAC+KNN
model’s assignments of groups were complete, as measured by
recall, and the use of KNN did not introduce too many errors
in each group, as measured by precision.

Figure 3. Speed comparison with 95% CIs between HAC and HAC+KNN across different levels of train portion u. HAC: hierarchical agglomerative
clustering; KNN: k-nearest neighbors.
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Figure 4. Precision values and 95% CIs (whiskers) of the HAC+KNN algorithm across different data set sizes and train portion u. HAC: hierarchical
agglomerative clustering; KNN: k-nearest neighbors.

Figure 5. Recall values and 95% CIs (whiskers) of the HAC+KNN algorithm across different data set sizes and train portion u. HAC: hierarchical
agglomerative clustering; KNN: k-nearest neighbors.

Figure 6. F scores and 95% CIs (whiskers) of the HAC+KNN algorithm across different data set sizes and train portion u. HAC: hierarchical agglomerative
clustering; KNN: k-nearest neighbors.

We observed that the runtime of the k-means clustering was 10
times slower than that of the HAC algorithm, and the LDA
model’s runtime was the slowest among all models (Table 1).
In addition, the precision of the LDA model was very low,

meaning that predicted groups had many false positives. While
the precision of the k-means model was comparable to that of
the HAC+KNN model, recall was only 73%. This showed that
the k-means model missed out on many messages.
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Table 1. Performance comparisons between HAC, HAC+KNN, LDA, and k-means models for data sets with 10,000 messages.

F score, mean (SD)Recall, mean (SD)Precision, mean (SD)Runtime (seconds), mean (SD)Model

N/AN/AN/Ab6.594 (0.245)HACa

0.986 (0.004)0.982 (0.005)0.993 (0.003)2.172 (0.097)HAC+KNNc (u=0.2)

0.995 (0.001)0.996 (0.002)0.995 (0.001)2.502 (0.023)HAC+KNN (u=0.4)

0.997 (0.001)0.998 (0.001)0.997 (0.001)3.418 (0.071)HAC+KNN (u=0.6)

0.999 (0.001)0.999 (0.001)0.998 (0.001)4.697 (0.146)HAC+KNN (u=0.8)

0.704 (0.023)0.939 (0.006)0.624 (0.029)1788.981 (62.444)LDAd

0.823 (0.010)0.734 (0.011)0.993 (0.002)41.143 (1.334)K-means

aHAC: hierarchical agglomerative clustering.
bN/A: not applicable, because model does not include the parameter u.
cKNN: k-nearest neighbors.
dLDA: latent Dirichlet allocation.

Determining Whether a Rumor Is Related to
COVID-19
A rumor group contains many messages. To determine if a
rumor group is related to COVID-19, we first identified how
many messages in the group contained any of the COVID-19
keywords from the list that we put together (Textbox 2). Next,
rumor groups with more than 60% of messages containing
COVID-19–related keywords were passed to the authors to

decide if such a rumor was really about COVID-19. If a rumor
was deemed COVID-19–related, then all messages in the group
were also deemed COVID-19–related, regardless of whether
that message itself contained the keywords. Recognizing
COVID-19–relatedness by close neighbors of each message is
a more inclusive approach, as there were messages without the
keywords that were obviously related to the pandemic; see
Multimedia Appendix 2 as an example.

Textbox 2. A list of 33 COVID-19–related keywords.

指揮中心, 奎寧, 急性呼吸道感染, 新型病毒, 疫情, 口罩, 負壓, 抗疫, 陽性, 新型冠狀病毒, 潛伏期, 李文亮, 纖維化, 自主管理, 群聚, 隔離, 確
診, 武漢, 譚德塞, 陰性, 新冠, 染疫, 武肺, 封城, 肺炎, 自主健康管理, 防疫, 冠狀, 家庭感染, covid, ibuprofen, 2019-ncov, coronavirus

Results

Data Set
Our data set, after preprocessing, contained 114,124 messages.
The character distribution is presented in Table 2, and the
number of messages reported per date is shown in Figure 7.

Table 2. Breakdown of characters in the data set of 114,124 suspicious messages.

Type of characterStatistic

OthersaAlphabeticalDigitChineseAll

0002424Minimum, n

38 (79)2 (22)7 (17)145 (225)233 (333)Median (IQR)

553270143252813210,012Maximum, n

aThis category includes characters such as punctuation marks and emojis.
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Figure 7. Distribution of 114,124 messages by report dates.

Rumor Group Overview
By using the HAC+KNN algorithm, 114,124 messages were
separated into 12,260 rumor groups. A total of 8529 rumor
groups had only 1 message. Therefore, the rest of the 105,595

messages were separated into 3731 rumor groups. There were
936 rumor groups with at least 10 messages, with the largest
one having 2546 messages. We present the statistics of the
rumor group sizes in Table 3.

Table 3. Statistics of the rumor group sizes.

MessagesMinimum number of messages per rumor group

Total, n2nd quartile, n3rd quartile, nMaximum, nMean (SD)

114,1241225469.309 (71)1

105,595310254628.302 (126.907)2

96,37327752546102.96 (238.31)10

Among 936 rumor groups with at least 10 messages, we
identified 396 (42.3%) that were related to COVID-19; these
consisted of a total of 42,829 messages. Among 396
COVID-19–related rumor groups, 134 (33.8%) were deemed
false or misleading by either the Taiwan FactCheck Center or
MyGoPen, two International Fact-Checking Network
(IFCN)–certified fact-checking agencies in Taiwan.

After recognizing many messages containing simplified Chinese
characters or phrases originating from China, we compared the

prevalence of those characters and phrases between
COVID-19–related and non–COVID-19–related messages.
Compared to non–COVID-19–related messages, the pool of
COVID-19–related messages had significantly more messages
using simplified Chinese characters or phrases that originated
from China (Table 4). The association was significant as
determined by the chi-square independence test with Yates’

continuity correction (χ2
1=1088.0, n=96,373; P<.001).

Table 4. Contingency table of COVID-19–relatedness using simplified Chinese characters or phrases originating from China.

Total messages, nMessages with simplified Chinese characters or phrases originating from China, nMessage type

NoYes

42,82925,87216,957Related to COVID-19

53,54437,76815,776Not related to COVID-19

96,37363,64032,733Total

The COVID-19–related rumor group sizes had a very long-tailed
distribution (Figure 8). Most of the rumor groups only contained
a few messages. In fact, only 15 rumor groups contained more

than 1000 messages. In the following subsection, we discuss
how we qualitatively analyzed the three COVID-19 rumor
groups with the largest number of messages.
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Figure 8. Empirical cumulative distribution function of the number of messages in COVID-19–related rumor groups.

Case Studies of the Three Largest COVID-19–Related
Rumor Groups

Overview
We qualitatively analyzed the three rumor groups with the
largest number of messages among the 936 COVID-19–related
rumor groups. In fact, a total of 7523 messages from the three

rumor groups made up 17.6% of all 42,829 COVID-19–related
messages.

To study the interactions of the rumors’popularity with society,
we picked out some major societal events, as shown in Table
5. While there were multiple important events regarding the
pandemic every day, we picked out incidents that were the first
occurrences.

Table 5. Major societal events related to COVID-19.

EventsDate (year 2020)

February 9 • First asymptomatic laboratory-confirmed COVID-19 case in Taiwan

February 15 • First COVID-19 death case in Taiwan

February 21 • Passengers on Diamond Princess cruise ship returned to Taiwan

March 11 • COVID-19 declared a global pandemic by the World Health Organization

March 18 • The director of the CECCa, Chen Shih-Chung, went to the Legislative Yuan for interpellation about the pandemic
for the first time

• A total of 100 confirmed cases was reached; single-day confirmed cases hit record high for 3 consecutive days

March 26 • The CECC released the first report on the analysis of confirmed cases in Taiwan

March 30 • First death case in Taiwan’s first hospital cluster infection

April 1 • The day before a 4-day long weekend
• First day of mask requirement on public transportation

April 5 • The last day of a 4-day long weekend

aCECC: Central Epidemic Command Center.
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Case 1: Do Not Go Outside!
The rumor content for Case 1 is presented in Textbox 3. This
rumor first appeared in the data set on February 2, 2020. Over
the course of 3.5 months, there were a total of 2119 messages
reported. The reported messages went viral at least four times:

they peaked on February 22 with 80 messages, they peaked on
March 16 with 68 messages, they reached the highest number
on April 2 with 205 messages, and they peaked on April 7 with
197 messages (Figure 9). During this period, we observed
several content changes (Table 6).

Textbox 3. Content of Case 1 rumor.

English translation:

Academian Zhong Nan-Shan emphasized again, “Do not go outside! At least wait until the Lantern Festival.” Be warned that even if cured, you would
suffer the rest of your life. This is a plague worse than SARS. The side effects of the drugs are more severe. Even if there is special medicine, it could
only save your life, nothing more. Think about your family before stepping outside...This is a war, not a game...No one is an outsider in this war...Please
share it with others. By Zhong Nan-Shan.

Original content:

鐘南山院士再次強調：別出門，元宵後，再看疫情控制情況！警告：一旦染上，就算治癒了，後遺症也會拖累後半生！這場瘟疫比17年
前的非典更嚴重，用的藥副作用更大。如果出了特效藥，也只能保命，僅此而已！出門前想想你的家人，別連累家人，能不出門就不出
門，大家一起轉發吧！這是一場戰役，不是兒戲，收起你盲目的自信和僥倖心理，也收起你事不關己高高掛起的態度，在這場戰役中沒
有局外人！在家！在家！在家！不要點贊！求轉發——鐘南山

Figure 9. The number of Case 1 (ie, "Do not go outside!") messages reported by date. The number peaked on April 2 with 205 messages, when messages
started misquoting the Central Epidemic Command Center (CECC) director. There were also a large number of reports after a 4-day long weekend on
April 6 with 166 messages and on April 7 with 197 messages. Refer to Table 5 for major societal events.
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Table 6. Change log for Case 1 rumor content.

English translation (original)Date (year 2020)

New contentPrevious content

Pandemic expert from Mainland China, Academian Zhong Nan-Shan
emphasized

(大陸防疫專家鍾南山院士再次強調)

Academian Zhong Nan-Shan emphasized

(鍾南山院士再次強調)

February 17

Coronavirus expert from Mainland China, 78-year-old Academian Zhong
Nan-Shan emphasized

(大陸，冠狀病毒專家鐘南山78歲院士再次強調)

Academian Zhong Nan-Shan emphasized

(鍾南山院士再次強調)

February 18

Coronavirus expert from Mainland China, 84-year-old Academian Zhong
Nan-Shan emphasized

(大陸，冠狀病毒專家鐘南山84歲院士再次強調)

Academian Zhong Nan-Shan emphasized

(鍾南山院士再次強調)

February 27

Minister of Taiwan’s MOHWa, Chen Shih-Chung, reminded everyone

(台灣衛福部長陳時中提醒大家)

Academian Zhong Nan-Shan emphasized

(鍾南山院士再次強調)

April 1

Do not go outside! At least wait until the Dragon Boat Festival.

(別出門，端午節過後，再看疫情控制情況)

Do not go outside! At least wait until the Lantern
Festival.

(別出門，元宵後，再看疫情控制情況)

February 18

aMOHW: Ministry of Health and Welfare.

First, the time-sensitive information in the messages evolved.
In early February, most messages mentioned “Lantern Festival,”
which took place on February 8, 2020. However, from February
18 onward, there were messages that replaced “Lantern Festival”
with “March.” Then, after March 10, most messages included
“Dragon Boat Festival,” which took place on June 25, 2020.

Second, among 2119 reported messages, 2095 (98.9%) falsely
quoted authority. Zhong Nan-Shan, the leader of China’s
National Health Commission’s expert panel for investigating
the COVID-19 outbreak in China, and Chen Shih-Chung, the
director of the Central Epidemic Command Center (CECC)—the

two most popular misquoted targets—showed up in 975 (46.5%)
and 1117 (53.3%) messages, respectively. Efforts were made
to emphasize the authoritativeness of the quoted party as well.
For example, titles for Zhong Nan-Shan became longer, from
“Expert in Pandemic from Mainland China” and “Expert in
Coronavirus” to “Expert in Coronavirus from Mainland China,
78-year-old Academian Zhong Nan-Shan.” Starting from April
1, 2020, every reported message had Zhong replaced with Chen
Shih-Chung (Figure 10). As the Minister of the Ministry of
Health and Welfare (MOHW) and director of Taiwan’s CECC,
Chen’s popularity skyrocketed during the pandemic through
his daily press conferences.

Figure 10. Chen Shih-Chung replaced Zhong Nan-Shan as the most quoted party in the Case 1 rumor after April 1, 2020.

Due to the prevalence of this message spreading on the web and
closed platforms, the MOHW and the CECC both sent out a
press release [31] on April 2, 2020, reminding the public that
this was misinformation. Nevertheless, this did not stop another
viral spread of the same message at the end of a 4-day long
weekend holiday in Taiwan, where crowds were seen at every
tourist attraction on the island. For days, people worried that
the long weekend would lead to another outbreak of the

pandemic, providing an explanation as to why the message
bearing the key topic “do not go out” would become a big hit.

Case 2: Drinking Salt Water Can Prevent the Spread of
COVID-19
This rumor promoted drinking salt water to prevent COVID-19.
Interestingly, this rumor was actually the combination of two
individual rumors (Table 7). Message B had a peak on March
27 with 265 messages, and Message A+B received the most
attention on March 30 with 523 messages (Figure 11).
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Table 7. Content of Case 2 rumor.

Original contentEnglish translationMessage

這是100%準確的信息... 為什麼中國過去幾天大大減少了
感染人數？他們只是簡單地強迫他們的人民每天漱口3次
鹽水.完成後，喝水5分鐘.因為該病毒只能在喉嚨中侵襲，
然後再侵襲肺部，當受到鹽水侵襲時，該病毒會死亡或
從胃中流下來並在胃中銷毀，這是預防冠狀病毒流行的
唯一方法.市場上沒有藥品，所以不要購買.

This is 100% accurate...Why did we see a huge decline of confirmed
cases in China during the last few days? They simply forced their citi-
zens to rinse mouths with salted water three times a day and then drink
water for 5 minutes. The virus would attack throats before the lungs,
and when getting in touch with salted water, the virus would die or get
destroyed in lungs. This is the only way to prevent the spread of
COVID-19. There is no need to buy medicine as there is nothing effec-
tive on the market.

A

新冠肺炎在還沒有來到肺部之前，它會在喉嚨部位存活4
天.在這個時候,人們會開始咳嗽及喉嚨痛.如果他能儘量喝
多溫開水及鹽巴或醋,就能消滅病菌.儘快把此訊息轉達一
下，因爲你會救他人一命！

Before reaching the lungs, the novel coronavirus would survive in
throats for 4 days. At this stage, people would experience sore throats
and start coughing. If one can drink as much warm water with salt and
vinegar as they can, the virus could be destroyed. Share this information
to save people’s lives.

B

為什麼中國大陸過去幾天大大減少了感染人數？除了戴
口罩勤洗手外，他們只是簡單地每天漱口3次鹽水.完成
後，喝水5分鐘... 新冠肺炎在還沒有來到肺部之前，它會
在喉嚨部位存活4天... 如果他能儘量喝多溫開水及鹽巴或
醋，就能消滅病菌...

Why did Mainland China show a huge decline of confirmed cases over
the last few days? Besides wearing masks and washing hands, they
simply rinse mouths with salted water three times a day and then drink
water for 5 minutes...Dr Wang of Tung Hospital stated that the novel
coronavirus would survive in throats for 4 days before reaching the
lungs...If one can drink as much warm water with salt and vinegar as
they can, the virus could be destroyed...

A+B

Figure 11. The number of Case 2 (ie, "Drinking salt water can prevent the spread of COVID-19") messages reported by date. The rumor had been
fact-checked rather early; however, the information still received widespread attention. Message B peaked on March 27 with 265 messages, and the
combined message peaked on March 30 with 523 messages. Refer to Table 5 for major societal events. Refer to Table 7 for contents of Message A, B,
and A+B.

Among 3283 reported messages, 3093 (94.2%) misquoted
medical professionals. The most popular misquoted parties were
Dr Wang of Tung Hospital and the director of the Veteran
Hospital, each seen in 2340 (71.3%) and 753 (22.9%) messages,
respectively.

Drinking salt water to prevent COVID-19 was a popular false
claim about COVID-19 internationally. This rumor was
fact-checked several times in March by Taiwan’s fact-checking
agencies [32,33], and even the WHO had fact-checked a similar
claim about rinsing noses with saline [34]. However, this did
not stop this piece of misinformation from receiving attention
(Figure 11). In fact, several translations of the combined rumor
(ie, Message A+B) were observed in April. The translations
included English, Indonesian, Filipino, and Tibetan.

The lifespan of this “drink salt water” rumor was rather long.
One famous fact-checking platform in Taiwan, MyGoPen,

released an article to disprove this false medical advice again
in October 2020 [35], 7 months after it was first seen in our data
set.

Case 3: This Is a Critical Period; Here Are Some
Suggestions
This rumor mentioned that Taiwan “entered a critical period of
the pandemic” and provided a list of suggested measures for
people to follow (Textbox 4). Some of the suggestions made
sense in terms of personal hygiene, while others were without
basis. This rumor first appeared in the data set on February 6
and included a total of 2121 messages. Over the 1.5 months of
its most popular period, it went viral at least three times:
February 10 with 120 messages, February 17 with 394 messages,
and March 19 with 543 messages (Figure 12).
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Textbox 4. Content of the Case 3 rumor.

English translation:

10 days from now, Taiwan will be in a critical period to combat COVID-19. Here are some suggested measures.

1. Strictly prohibit going to public places. 2. Take out from restaurants. 3. Eat outside in open spaces. 4. Wash your hands the right way (extremely
important). 5. When taking the subway or bus, choose the seats at the front half of the vehicle. 6. Do not wear contact lenses. 7. Eat warm food and
more vegetables. 8. Avoid constipation. 9. Drink warm water. 10. Do not visit hair salons. 11. Hang the clothes you’re wearing outside for two hours
the first moment you get home. 12. Do not wear jewelry. 13. Wash your hands immediately after touching cash or coins. Put coins you just received
inside a plastic bag for one day before using them. 14. Do not use a colleague’s phone when working. If you have to, disinfect before using. 15. Avoid
taking public transportation during rush hour. 16. Do not visit night markets or traditional markets. 17. Exercise. 18. Avoid going to the gym.

Original content:

今天開始10天，台灣正式進入武漢肺炎関鍵期。建議如下: 1.嚴禁進入公共場所. 2.用餐儘量將食物外帶.3.用餐環境儘量在外. 4.正確方式的
洗手(特別重要). 5.坐捷運(公車)，選擇在車前頭. 6.避免戴隱形眼鏡 7.吃熱食,避開生凉食物,多吃蔬菜 8.保持腸胃暢通. 9.多喝溫水. 10.暫停
去髮廊. 11.穿過的衣服(外套,長褲),回家先單獨吊在外2小時 12.暫停戴首飾. 13. 一有接觸錢幣,一定要洗手,剛拿進來的錢幣,先單獨放在塑膠
袋中,一天後,才拿出來. 14.在公司不要使用別人的電話筒.電話筒需消毒.15. 避開巔峰時間坐車. 16.不去傳統市場及夜市. 17.適當的運動.18.
暫停進入健身房.

Figure 12. The number of Case 3 (ie, "This is a critical period; here are some suggestions") messages reported by date. The rumor was fact-checked
several times in early February. However, higher peaks were still seen later on February 17 with 394 messages and, after a month, on March 19 with
543 messages. Refer to Table 5 for major societal events.

Among 2121 reported messages, 1778 (83.8%) misquoted
authorities as endorsing the rumor. The Taiwan Medical
Association and the CECC director, Chen Shih-Chung, were
the most misquoted parties, each seen in 1637 (77.2%) and 393
(18.5%) messages, respectively (Figure 13). A major revision
of the rumor appeared on February 12 (Table 8), 6 days after

the first message. In the revision, the original 18 bullets were
pruned to 14, removing the ones that were perhaps more
ridiculous or hard to follow. Strong words were also modified
to a gentler tone. The Taiwan Medical Association, the most
misquoted party, also first appeared in the message.
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Figure 13. The Taiwan Medical Association (TMA) was quoted in almost every message in this rumor group, even though the TMA released a statement
on February 12, 2020, saying that they did not endorse the material. Later, after Chen Shih-Chung went to Legislative Yuan on March 18, the same
rumor started misquoting him.

Table 8. Change log for the Case 3 rumor content.

English translation (original)Date

New contentPrevious content

February 12, 2020

•• Reduce going to public places. (減少進入公共場所.)Strictly prohibit going to public places. (嚴禁進入公共場所.)

•• Content was deletedEat outside in open spaces. (用餐環境儘量在外.)
• When taking the subway or bus, choose the seats at the front half

of the vehicle. (坐捷運(公車)，選擇在車前頭.)
• Do not visit hair salons. (暫停去髮廊.)
• Do not visit night markets or traditional markets. (不去傳統市場

及夜市.)

•• Regards from the Taiwan Medical Association. (醫師全
聯會關心您.)

No previous content

March 18, 2020

•• 10 days from now, Taiwan will be in a critical period to
combat COVID-19 (explained by Chen Shih-Chung in
the Legislative Yuan on March 18, 2020). Here are some
suggested measures... (今天起10天，台灣正式進入武
漢肺炎関鍵期，(3/18陳時中立法院說明) 建議如下...)

10 days from now, Taiwan will be in a critical period to combat
COVID-19. Here are some suggested measures... (今天起10天，
台灣正式進入武漢肺炎関鍵期，建議如下...)

•• Content was deletedRegards from the Taiwan Medical Association. (醫師全聯會關
心您.)

After almost a month with only a few messages circulating
(Figure 12), on March 18, the CECC director, Chen Shih-Chung,
went to the Legislative Yuan (similar to the US Congress) for
interpellation about the pandemic. Chen started to be quoted in
messages on the same day, making the “suggested measures”
look like they were said by Chen during his interpellation (Table
8). The next day, on March 19, the reported message count
skyrocketed to the highest peak. Of the 543 messages reported
on March 19, 280 (51.2%) misquoted Chen.

Several fact-checking agencies published reports pointing out
the falsity of the message [36-38] between February 10 and 15
(Figure 12). The Taiwan Medical Association, which was
misquoted in 1637 out of 2121 (77.2%) messages, also released
a clarifying statement on February 12 [39], stating explicitly

that they did not endorse the material. However, similar to what
we observed in the previous two cases, such fact-checking
efforts did not prevent the rumor from getting widespread
attention later. Rather, societal events might have played a larger
role in the popularity of the rumor. For example, the spike on
February 17 (Figure 12) was preceded by the first COVID-19
death case and a local cluster in Taiwan. A taxi driver tested
positive for the virus and died the same day on February 15.
Over the next few days, four of the driver’s family members
also tested positive, forming the first local cluster of COVID-19
infection in Taiwan. The highest spike on March 19 was
preceded by the CECC director’s interpellation in the Legislative
Yuan, the event after which the messages started misquoting
the director.
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Discussion

Principal Findings
First, we demonstrated that by using a combination of HAC
and KNN algorithms, we could efficiently separate a large
number of social media text messages into fine-grained
narratives, or rumors. The addition of the KNN classification
algorithm enabled the speedup and, at the same time, achieved
near-equivalent results compared to using HAC alone. Hence,
this classification-based clustering algorithm could enable future
large-scale studies of rumor transformation with social media
post content.

We identified 396 rumors related to COVID-19 from the pool
of 114,124 suspicious messages collected from the LINE
platform between January and July 2020. Among the
COVID-19–related rumors, more than one-third were deemed
false or misleading by IFCN-certified fact-checking agencies
in Taiwan. Compared to non–COVID-19–related messages,
COVID-19–related messages were more likely to contain
simplified Chinese characters or phrases originating from China.
The association was statistically significant. As the official
language in Taiwan is traditional Chinese, the result suggested
that COVID-19–related messages were more likely to have
originated from non-Taiwanese users than the
non–COVID-19–related messages.

We qualitatively investigated three COVID-19–related rumors
with the highest number of messages and observed several
commonalities among these highly popular rumors. First, a
significant number of messages from all three rumor groups
misquoted key authoritative figures. Given the nature of the
pandemic, the authorities were usually medical personnel. At
times, a change in the quoted authority figures signaled a
paradigm shift, indicating whom the public looked up to, for
example, from Zhong Nan-Shan to Chen Shih-Chung. At other
times, the quoted party did not seem to make any sense. For
example, Dr Wang in Case 2 was in fact an orthopedist, a
specialty not directly related to COVID-19. Second, in all three
rumors, we observed spikes in reported messages even after
several fact-checking agencies released reports that deemed the
content false or misleading. Echoing the findings of Wood and
Porter [40], the current practice of fact-checking did not seem
to effectively stop the false information from getting widespread
attention later. In fact, by identifying major societal events
preceding each resurfacing peak, we asserted that resurfacing
patterns were more influenced by major societal events and
textual transformation. However, each peak of popularity would
not last long, and it was often without good explanation about
how one wave of attention ended.

Our work offers several insights into the landscape of
misinformation in a closed platform as well as the behaviors of
some popular COVID-19 rumors. These characteristics could

serve as rules to discover possible false information as early
detection mechanisms. Although we identified these
characteristics manually in this study, it is quite possible to
employ techniques such as NLP to automatically recognize
these textual changes in the future, making it possible to have
an automatic early warning system of possible misinformation
before fact-checking efforts by professionals.

Comparison With Prior Work
Our work adds to the limited collection of COVID-19 infodemic
studies in closed platforms [41]. Compared with other rumor
diffusion studies, such as the study of 17 political rumors by
Shin et al [42], this work provided an efficient machine learning
algorithm that could enable large-scale rumor evolution studies
on social media platforms in the future. In comparison to other
machine learning applications in COVID-19 infodemic studies,
this work focused on fine-grained narratives, or rumors, rather
than high-level topics, in order to study individual rumor
propagation. To the best of our knowledge, this is the first study
to examine rumor diffusion and propagation patterns of
COVID-19 misinformation on a closed platform.

Limitations
This study had several limitations. First, the data were collected
by LINE users’ reports. Therefore, it was impossible to infer
the true distribution of messages without making some
assumptions. For example, if there was more health-related
misinformation in our data, it did not necessarily translate to
more health-related rumors circulating in the platform. In fact,
it could also be that people were more alert and skeptical of
health-related information. Second, we only looked at text
messages. Therefore, information distributed visually or in audio
form was not covered. Lastly, our algorithm for grouping
messages does not work well with short texts.

Conclusions
While social media may give rise to an unprecedented number
of unverified rumors, it also provides a unique opportunity to
study rumor propagation. In fact, to combat the infodemic, we
need to first understand how and why some rumors became
popular. In our studies, we proposed an algorithm that enables
the research community to perform large-scale studies on the
evolution of text messages at the rumor level rather than at the
topic level. Moreover, we showed textual commonalities in
widespread rumors in Taiwan during COVID-19. We also
showed that the attention one rumor received was connected to
major societal events and content changes. To the best of our
knowledge, this is one of the few studies that has examined
COVID-19 misinformation on a closed messaging platform and
the first to examine the textual evolution of COVID-19–related
rumors during their propagation. We hope that this will further
spark more studies in rumor propagation patterns as an effort
to fight the infodemic.
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Abstract

Background: A high proportion of health care services are persistently utilized by a small subpopulation of patients. To improve
clinical outcomes while reducing costs and utilization, population health management programs often provide targeted interventions
to patients who may become persistent high users/utilizers (PHUs). Enhanced prediction and management of PHUs can improve
health care system efficiencies and improve the overall quality of patient care.

Objective: The aim of this study was to detect key classes of diseases and medications among the study population and to assess
the predictive value of these classes in identifying PHUs.

Methods: This study was a retrospective analysis of insurance claims data of patients from the Johns Hopkins Health Care
system. We defined a PHU as a patient incurring health care costs in the top 20% of all patients’ costs for 4 consecutive 6-month
periods. We used 2013 claims data to predict PHU status in 2014-2015. We applied latent class analysis (LCA), an unsupervised
clustering approach, to identify patient subgroups with similar diagnostic and medication patterns to differentiate variations in
health care utilization across PHUs. Logistic regression models were then built to predict PHUs in the full population and in
select subpopulations. Predictors included LCA membership probabilities, demographic covariates, and health utilization covariates.
Predictive powers of the regression models were assessed and compared using standard metrics.

Results: We identified 164,221 patients with continuous enrollment between 2013 and 2015. The mean study population age
was 19.7 years, 55.9% were women, 3.3% had ≥1 hospitalization, and 19.1% had 10+ outpatient visits in 2013. A total of 8359
(5.09%) patients were identified as PHUs in both 2014 and 2015. The LCA performed optimally when assigning patients to four
probability disease/medication classes. Given the feedback provided by clinical experts, we further divided the population into
four diagnostic groups for sensitivity analysis: acute upper respiratory infection (URI) (n=53,232; 4.6% PHUs), mental health
(n=34,456; 12.8% PHUs), otitis media (n=24,992; 4.5% PHUs), and musculoskeletal (n=24,799; 15.5% PHUs). For the regression
models predicting PHUs in the full population, the F1-score classification metric was lower using a parsimonious model that
included LCA categories (F1=38.62%) compared to that of a complex risk stratification model with a full set of predictors
(F1=48.20%). However, the LCA-enabled simple models were comparable to the complex model when predicting PHUs in the
mental health and musculoskeletal subpopulations (F1-scores of 48.69% and 48.15%, respectively). F1-scores were lower than
that of the complex model when the LCA-enabled models were limited to the otitis media and acute URI subpopulations (45.77%
and 43.05%, respectively).

Conclusions: Our study illustrates the value of LCA in identifying subgroups of patients with similar patterns of diagnoses and
medications. Our results show that LCA-derived classes can simplify predictive models of PHUs without compromising predictive
accuracy. Future studies should investigate the value of LCA-derived classes for predicting PHUs in other health care settings.
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Introduction

A small segment of the patient population utilizes a high volume
of health care services [1,2]. Population health management
programs often aim to identify high-utilizing subpopulations
and provide them with appropriate preventative interventions
to reduce undesired health outcomes while lowering utilization
[2,3]. Reducing unnecessary health care utilization such as
avoidable inpatient admissions enables more effective use of
health care resources across the patient population, hence
improving the overall health of the managed population [2-4].

Population health programs are often managed by insurers and
health care providers [2,5]. Traditionally, health care payers use
insurance claims to identify members/enrollees with high rates
of utilization. Health care providers are increasingly using
electronic health records (EHRs) to identify high-utilizing
patients [6,7]. Payers and providers routinely apply established
risk stratification techniques against their data to predict the
members/patients who will become a high utilizer in the short
term (eg, 30 days to 12 months) [8-11]. However, predicting
who will continuously remain a high utilizer in the long term
(eg, 24 months or more) has proven to be a challenging task for
population health risk stratification [12].

Persistent high users/utilizers (PHUs) are patients who have a
high utilization rate over an extended period (eg, a patient whose
annual costs are in the top 20% of all patients’ costs over 4
consecutive 6-month periods) [1,13]. Recent studies have taken
several approaches to characterizing PHUs, including the
frequency and type of utilization, total costs, and number of
chronic conditions [1,8-13]. Despite the variety of terminologies
used for PHUs (eg, high-cost high-need, super-utilizers),
population health analysts have typically faced barriers in
extracting the common probability classes of diagnoses and
medications for PHUs to improve the management of health
care resources in specific subpopulations [13,14].

PHUs constitute a small percentage of the patient population
[1]. PHUs of a health system may present a different mix of
comorbidities and medications compared with those of PHUs
in other health systems [8-14]. The variability of the underlying
probabilities of PHUs’diseases and medications across different
settings complicates the use of traditional approaches for
identifying PHUs from groupings of diagnostic codes.
Considering this diversity of conditions, the manual grouping
of diagnostic and medication codes by clinical experts will not
only be burdensome to compile for a given health system but
also impractical to use elsewhere [1-3]. Automated
clustering/grouping techniques can be a valuable alternative to
characterizing PHUs for a specific health system patient
subpopulation [15-19]. Automated groupings of health care
utilization patterns can also enhance the prediction of PHUs

through traditional analytical methods such as logistic regression
[15].

To address the difficulties of identifying common patterns of
comorbidities among PHUs, in this study, we implemented an
unsupervised clustering methodology, latent class analysis
(LCA) [20], to semiautomatically classify PHU patients by a
limited number of probability classes of characteristic
comorbidities and medications. We then used the LCA classes
along with a few demographic and health system factors to
predict PHU status for each member of the total study population
and a selected set of patient subpopulations. We finally
compared our LCA-enabled predictive model with a
sophisticated (but more complex) risk stratification model that
uses several demographic, clinical, and medication factors to
predict PHU status.

Methods

Overall Aims and Definitions
The overall goal of our study was to identify subpopulations of
PHUs where changes in care delivery could reduce the risk of
high utilization. Our analysis aimed to automate the extraction
of common probabilistic patterns of comorbidities and
medications for PHUs, and then use such information to improve
the prediction of PHUs among the study population as well as
specific diagnostic subpopulations.

We defined a PHU as an individual whose medical charges
remained in the top 20% of the highest health care costs for 4
consecutive 6-month periods (ie, total of 2 years after the base
period) [1]. Health care costs were defined as the sum of hospital
inpatient, outpatient department, emergency department (ED),
and professional and pharmacy costs covered by the insurer and
the patient’s out-of-pocket costs [1,6].

Data Source and Preparation
We performed a retrospective analysis of the Johns Hopkins
Health Care (JHHC) insurance claims data captured between
2013 and 2015. JHHC provides health insurance to a variety of
enrollees, including Medicaid and employer-based members.
JHHC enrollees can also seek care outside of the Johns Hopkins
health system. We applied the Johns Hopkins Adjusted Clinical
Groups (ACG) software to the claims data to generate additional
health care utilization variables consistent with previous PHU
analyses [1,21]. We categorized the diagnostic codes into
higher-level diagnosis groupings defined by the ACG
methodology as expanded diagnostic clusters (EDCs), and
grouped the medication data into ACG prescription-defined
morbidity groups (RxMGs) [21]. EDCs and RxMGs, which are
extensively validated and routinely used for risk stratification
[1,6], were used in our analysis as the base diagnosis and
medication categories, respectively.
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Study Population
Our initial sample population included 207,421 patients with
at least one JHHC claims record in 2013 and at least 2 years of
continuous JHHC enrollment between 2013 and 2015 (Figure
1). Following the CONSORT (Consolidated Standards of
Reporting Trials) statement [22], we first excluded 27,518
patients with missing EDC diagnosis codes since EDCs were
used to identify clusters of patients within the population. Next,
we excluded 14,308 patients with pregnancy or newborn EDC
codes since high costs typical of pregnancy complications differ
from those that distinguish PHUs. Finally, we excluded an
additional 1374 patients without JHHC claims in 2014-2015
since data in 2013 were used to predict PHUs in 2014 and 2015.

The final study population included 164,221 patients (Figure
1).

To explore the sensitivity of our approach, we further divided
the study population into four distinct diagnostic-driven
subpopulations. These subpopulations were chosen based on
the frequency of the underlying EDC data and were validated
by two clinicians. The clinicians reviewed the combination of
EDCs and asserted their practical use in clinical settings. These
subpopulations were identified as: (1) otitis media (n=24,992
patients), (2) mental health (n=34,456), (3) musculoskeletal
signs and symptoms (n=24,799), and (4) acute upper respiratory
infection (URI; n=53,232).

Figure 1. Selection process of the study population. JHHC: Johns Hopkins Health Care; EDC: expanded diagnostic cluster.

Predictors and Outcome
The full study population and each subpopulation contained
several predictor variables and the outcome variable. Predictors
(ie, independent variables) included demographics, EDCs,
Rx-MGs, and other health utilization variables (eg,
hospitalization, care coordination) generated by the ACG
system. Many of these predictors, including all EDCs and
Rx-MGs, are categorical variables [21].

The outcome of interest, a binary variable, was whether or not
a patient became a PHU after the base year (ie, being in the top
20% of the highest health care costs over 4 consecutive 6-month
periods from 2014 to 2015). The outcome variable was
calculated separately in the full population and in each of the
diagnostic subpopulations (eg, a patient might be considered a
PHU in a subpopulation but not in the full population).

Statistical Approach

Unsupervised Clustering to Identify Diagnoses Clusters
LCA was performed on the full study population and on each
subpopulation separately to identify “phenotypes” (ie, classes)
of disease subtypes [20]. LCA is an unsupervised data-driven
clustering technique that identifies unobserved subtypes (latent
classes) within a population based on probability theory. A key
assumption in LCA is that conditional independence (ie, latent
class membership) explains all of the shared variance across
variables [20].

The main parameters generated by LCA are the probabilities
of latent class membership for each individual (ie, each patient
in the mental health subpopulation; n=34,456) and the
class-specific probabilities of observing each binary variable
(eg, tobacco use EDC among mental health patients). These
probabilities distinguish LCA from binning techniques in which
each individual (eg, patient) is merely assigned a probability of
belonging to an unobserved/latent class (eg, representing a
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specific pattern of comorbidities) based on a well-established
statistical theory [20].

LCA creates latent classes that optimize minimizing the variance
across individuals within each class while maximizing the
variance between individuals in different classes. Moreover,
LCA is a person-centered approach, does not make distributional
assumptions, and works well with categorical data, making it
particularly applicable to subtype identification of patients using
diagnostic data such as EDCs [20].

LCA models with a varied number of latent classes (2 to 6
classes) were constructed using EDC, Rx-MG, and selected
patient-level resource utilization variables. For both the full
population and the select subpopulations, 4-class models were
chosen because they provided the right balance between optimal
model fit and interpretability of the classes. Although models
with more classes (eg, 5- and 6-class models) might fit the data
slightly better, the interpretation of the classes becomes less
clear, and often classes may differ only across a few variables.
In other words, the gain in fit is not sufficient to overcome the
decline in interpretability that comes from adding too many
classes to the model. Additionally, LCA models with more than
6 classes did not improve the standard fit metrics, explained a
very small proportion of patients, and had limited mathematical
convergence, and were therefore not considered in this study.

LCA fit was measured using G2, Akaike information criterion
(AIC), and Bayesian information criterion (BIC) metrics; lower

values of G2, AIC, and BIC imply a better fit [23,24]. Similar
to standard regression techniques, LCA uses
maximum-likelihood estimation to determine its model
parameters. The goal of maximum-likelihood estimation is to
maximize the probability (likelihood, L) that the process
described by the model produced the observed data:

G2=–2×log(L), AIC=–2×log(L)+2×k, and
BIC=–2×log(L)+k×log(N), where k is the number of estimated
model parameters and N is the sample size. Since L is
maximized to achieve the best fit to the data, –2×log(L) is also

minimized, and thus lower G2, AIC, and BIC values indicate a
better model fit. For a large sample where log(N)>2, AIC tends
to favor more complex models (ie, more model parameters)
over BIC [23,24].

LCA does not bin each individual into a class but rather
calculates the probability that an individual’s characteristics
most closely match those of the other individuals in each class.
Classes are constructed to maximize similarity of individuals’
characteristics within a class and dissimilarity of individuals
across classes. For example, in this study, the LCA methodology
generated four different class probabilities for each patient

representing the similarity of the patient’s comorbidities (ie,
mix of EDCs and RxMGs) to comorbidities of patients in each
LCA-derived class of the entire study population.

Logistic Regression Modeling to Predict PHUs
Once the classes were constructed via LCA and health utilization
characteristics of the classes were graphically compared, we
trained logistic regression models to predict PHUs in both the
full population and in each subpopulation using the following
variables: (1-3) latent class membership probabilities for 3 of
the 4 classes (the class with the lowest chronic EDC/RxMG
probabilities was chosen to be the reference class); (4) gender
(male; reference=female); (5-9) race (Black, Asian, Hispanic,
other, missing; reference=White); (10) medical and pharmacy
coverage in 2013; (11) Medicaid eligibility; (12) number of
acute care inpatient days; (13) number of acute care inpatient
stays; (14) presence of frailty conditions; and (15-16) likely or
possibly experiencing care coordination issues (yes/no).
Variables 12 to 16 were generated by the ACG system [21]
using the JHHC medical claims data.

We also used the ACG system’s internal risk stratification
functions (ie, embedded models) to predict PHU status in the
full population [21]. The ACG system implements a complex
model that uses over 300 variables (eg, demographics, all EDCs,
all RxMGs, and dozens of health system variables) to predict
health care utilization such as inpatient admissions, ED visits,
and overall medical or pharmacy costs. Predictive performance
of all regression models was assessed and compared using
sensitivity, predictive positive value (PPV), and the F1-score.

All analyses, including the descriptive analysis of the full
population and all subpopulations, were performed in R (v3.5.1).
We used R’s basic packages for the LCA clustering [25] and
logistic regression predictions.

Results

Descriptive Analyses
Descriptive statistics for the full population are summarized in
Table 1. Overall, approximately 5% of the full population were
identified as PHUs. The average age of PHUs was more than
twice that of the non-PHU population. The percentage of males
was smaller among PHUs than among non-PHUs. As expected,
a larger percentage of PHUs had one or more inpatient or
outpatient visits compared to non-PHUs (18.7% vs 2.5% for
inpatient visits and 99.7% vs 97.3% for outpatient visits,
respectively). Similar descriptive statistics were generated for
each of the four diagnostic subpopulations (see Multimedia
Appendix 1-4).
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Table 1. Characteristics of the study populations.

PHU population (n=8359)Non-PHUa population (n=155,862)Overall study population (N=164,221)Characteristic

Age group (years), n (%)

1459 (17.5)99,352 (63.7)100,811 (61.4)0-17

6730 (80.5)55,666 (35.7)62,396 (38.0)18-64

170 (2.0)844 (0.5)1014 (0.6)65+

38.51 (18.01)18.79 (16.82)19.79 (17.43)Age (years), mean (SD)

2735 (32.7)69,683 (44.7)72,418 (44.1)Male, n (%)

Race, n (%)

2,457 (29.4)38,762 (24.9)41,219 (25.1)White

2,879 (34.4)50,993 (32.7)53,872 (32.8)Black

6 (0.1)143 (0.1)149 (0.1)Otherb

3017 (36.1)65,964 (42.3)68,981 (42.0)Missingc

Inpatient visits, n (%)

6792 (81.3)151,971 (97.5)158,763 (96.7)0

1500 (17.9)3,866 (2.5)5,366 (3.3)1-5

54 (0.6)20 (<0.1)74 (<0.1)6-10

13 (0.2)5 (<0.1)18 (<0.1)11+

Outpatient visits, n (%)

27 (0.3)3,663 (2.4)3,690 (2.2)0

1234 (14.8)94,138 (60.4)95,372 (58.1)1-5

1428 (17.1)32,317 (20.7)33,745 (20.5)6-10

5670 (67.8)25,744 (16.5)31,414 (19.1)11+

aPHU: persistent high users.
b“Other”describes members of known race/ethnicity not equal to Asian, Hispanic, White, or Black.
c“Missing” describes members with empty values for race.

Latent Class (Cluster) Analyses
LCA models with 2 to 6 classes were trained using the full
population to identify the optimal number of classes. The fit
statistics for these models were then calculated and compared
for the full population (Table 2). The 4-class models were
chosen for both the full population and subpopulations as they
optimally balanced good model fit with interpretability of the
classes (see Multimedia Appendix 5). The LCA’s 4 classes
represented probability patterns of diseases and medications
that were deemed to be optimal and interpretable for identifying
subgroups of patients within the full sample and in each of the
diagnostic subpopulations.

A model with the lowest AIC tends to be more complex if it is
not the same as the model with the lowest BIC [23]. Thus, we
selected the 4-class LCA model since it fit the data better than
the 2- and 3-class models, and the classes were more
interpretable than those in the 5- and 6-class models (Table 2).
Additionally, AIC and BIC metrics can be compared only across
nested models (ie, when the terms in one model are a subset of
the terms in the other model). As a result, AIC and BIC
measures should not be compared across different study
subpopulations (Multimedia Appendix 5).

The LCA models were run with 178 different EDCs and RxMGs
on the full population and with the same EDCs/RxMGs on the
diagnostic subpopulations, excluding the EDCs used to define
the subpopulations. Examining all EDCs/RxMGs in our 4-class
LCA models, excluding the EDCs used to define our
subpopulation, led us to very similar descriptions of each class.
A caveat to this observation is that many EDCs/RxMGs had
very low or very high probabilities of being observed in all
classes and hence were not useful for distinguishing among
classes.

Each LCA class contained item-response probabilities for each
of the EDC/RxMG codes; however, for only a few of the
EDC/RxMG codes, the probability was ≥0.4 in every class.
Figure 2 depicts the EDC/RxMG codes that reached the
threshold of 0.4 within the full population across all classes.
Within the figure, the selected EDC categories that made the
threshold are shown along the x-axis and their (item-response)
probabilities are shown on the y-axis. The color shading
indicates the four different LCA classes, which have different
levels of probabilities across different EDCs. Only items with
a maximum difference in probability of 0.4 (40%) or greater
across pairs of classes are shown for simplicity. Classes 1, 3,
and 4 represent people with moderate, high, and low likelihoods
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of EDCs, respectively. Class 2 is associated with higher
probabilities of infections.

The selected subtype characteristics from the LCA and fractions
of patients assigned to each subtype were also explored for each
of the four diagnostic subpopulations (Figures 3-6). For
example, within the full study population, 21.2% of the patients
were attributed to class 1 (Figure 2). However, 13.2%, 14.9%,
30.0%, and 46.2% of the patients were in class 1 for the otitis
media (Figure 3), mental health (Figure 4), musculoskeletal
(Figure 5), and acute URI (Figure 6) subpopulations,
respectively. In Figures 3 to 6, only items with a maximum
difference in probability of 0.4 (40%) or greater across pairs of
classes are shown for simplicity. In Figure 3, classes 1, 2, and
3 represent people with moderate, low, and high (particularly
chronic conditions) likelihoods of EDCs, respectively, whereas
class 4 is associated with higher probabilities of infections (eg,
URI) and fever. In Figure 4, classes 1 and 3 represent people
with high and low likelihoods of EDCs, respectively, whereas

class 2 is associated primarily with a high likelihood of minor
infections and class 4 represents people with moderate
likelihoods of infections and pain. In Figure 5, classes 1, 3, and
4 represent people with moderate, low, and high likelihoods of
EDCs, respectively, whereas class 2 is associated primarily with
a high likelihood of minor infections. In Figure 6, classes 1, 3,
and 4 represent people with low, moderate, and high likelihoods
of EDCs, respectively, whereas class 2 is associated primarily
with a high likelihood of airway hyperactivity.

Only a handful of EDCs clearly distinguished the four classes
in each LCA model (full population and the diagnostic
subpopulations). In the full population and in most of the
diagnostic subpopulations, three of these classes were associated
with uniformly high, moderate, or low probabilities of the EDCs.
The remaining class was characterized primarily by a high
likelihood of minor infections, pain, or respiratory diagnoses
(Figures 2-6).

Table 2. Model fit statistics for latent class analysis models with 2 to 6 classes (N=164,221).

BICcAICbG2aModel

9,116,8889,113,3155,487,7022-class model

8,845,3008,839,9355,213,9643-class model

8,721,7088,714,5525,088,2234-class model

8,569,8268,560,8784,934,1925-class model

8,512,4198,501,6794,874,6346-class model

aG2: likelihood ratio/deviance statistic.
bAIC: Akaike information criterion.
cBIC: Bayesian information criterion.

Figure 2. Latent class item-response probabilities for the full population (N=164,221).
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Figure 3. Latent class item-response probabilities for the otitis media subpopulation (n=24,992).

Figure 4. Latent class item-response probabilities for the mental health subpopulation (n=34,456).

Figure 5. Latent class item-response probabilities for the musculoskeletal subpopulation (n=24,799).
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Figure 6. Latent class item-response probabilities for the acute upper respiratory infection subpopulation (n=53,232).

PHU Predictive Modeling (Logistic Regression)
Logistic regression models were developed for the full
population and for each subpopulation to predict PHUs from
latent class membership probabilities along with demographic
and health utilization characteristics of each patient. These
models were trained on a randomly selected sample of 80% of
the patients in the full population/subpopulation and were
evaluated on a test data set with the other 20% of patients.
Classification metrics for each of these models (Table 3)
revealed that PHU predictions are more accurate within
subpopulations that have a high prevalence of PHUs. For
example, the F1-score reached 38.6 in the LCA-enabled
regression models predicting PHUs in the full population,
whereas the F1-score reached 45.8, 48.7, 48.1, and 43.0 among
the otitis media, mental health, musculoskeletal, and acute URI

subpopulations, respectively. Although the musculoskeletal
subpopulation had the highest percentage of PHUs (Table 3),
the regression model for the mental health subpopulation
performed the best in terms of the sensitivity and F1-score (62.4
and 48.7 vs 55.1 and 48.1, respectively).

The LCA-enabled regression model for the full population
performed modestly lower than the ACG model (ie, F1-score
38.6 vs 48.2); however, the LCA-enabled model had fewer
predictors (16 variables) than the ACG model (≥300 variables).
The F1-scores of the LCA-enabled regression models in the
subpopulations were comparable to the F1-score of the complex
ACG model in predicting PHUs in the full population (ie,
F1-scores ranging from 43.0 to 48.7 vs 48.2). Since the
specificity, sensitivity, PPV, and F1-score were calculated for
specific thresholds, only one estimate was calculated for each
of those metrics (ie, the 95% CI was not applicable).

Table 3. Comparing classification metrics for predicting persistent high user/utilizer (PHU) status.

acute URIb

(n=53,232)
MSKa (n=24,799)Mental health

(n=34,456)
Otitis media
(n=24,992)

Full study population (N=164,221)Metric

LCA-LRMLCA-LRMLCA-LRMLCA-LRMLCA-LRMdACGc

41.2842.7439.9144.4038.5348.60PPVe (%)

44.9955.1462.4347.2338.7247.90Sensitivity (%)

43.0548.1548.6945.7738.6248.20F1-score (%)

95th (0.23)95th (0.53)80th (0.25)95th (0.18)95th (0.33)95th (0.33)Percentile (threshold)

4.615.512.84.55.15.1PHUs (%)

aMSK: musculoskeletal.
bURI: upper respiratory infection.
cACG: Adjusted Clinical Groups; latent class analysis results not included in the model.
dLCA-LRM: latent class analysis-logistic regression model; latent class probabilities included as predictors in the model.
ePPV: positive predictive value.

Odds ratios (ORs) of the LCA-enabled regression models
predicting PHUs in the full population and in each of the
diagnostic subpopulations were calculated separately
(Multimedia Appendices 6-10). In all LCA-enabled regression
models, the class probabilities were statistically significant in
predicting PHUs and resulted in the highest ORs of 22.3, 6.0,
and 135.3 for classes 1, 2, and 3 in the full population model,
respectively. Other predictors were either not statistically

significant (eg, sex, inpatient hospitalization days) or, if
significant, had a small effect size (ie, ORs ranging between
0.4 and 3.0). Being Asian or Hispanic, having medical or
pharmacy insurance coverage, and being on Medicaid were
protective against PHUs (ie, ORs of 0.77, 0.41, 0.85, and 0.69,
respectively), while being Black, having a high count of
inpatient stays, holding frailty conditions, and likely or possibly
experiencing care coordination issues were associated with
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PHUs (ie, ORs of 1.18, 1.25, 1.14, 1.68, and 3.07, respectively).
These findings highlight some of the demographic and health
care factors associated with a higher or lower likelihood of being
a PHU.

Discussion

Principal Findings
PHUs are defined as the patient population who stay in the
highest deciles of health care costs and/or utilization for multiple
years [1,8-15]. Predicting PHUs is a challenge as their
underlying mix of comorbidities and medications may differ
across settings [12,13]. To address this analytic gap and improve
the efficiency of grouping underlying conditions of PHUs, we
applied LCA, a novel unsupervised clustering approach, to the
JHHC’s insurance claims data to identify classes of
high-utilizing patients with similar probabilities for different
sets of diseases and medications. We then explored the value
of the LCA classes for predicting which patients, within the full
population or specific subpopulations, will become PHUs using
a simple parsimonious regression model, and then compared
its predictions to those of a more detailed complex predictive
model.

Our study demonstrated the use of nontraditional statistical
clustering methods such as LCA to facilitate the automated
development of diagnostic and medication probability classes
that can be effectively used in traditional logistic regression
models to predict PHUs, without the need for complex predictive
models. Two of our study findings specifically support the use
of LCA in predicting PHUs. First, the F1-score of the
LCA-enabled logistic regression was comparable to that of the
complex predictive model despite having a fraction of the
variable predictors (16 vs ≥300 variables). Second, the ORs of
the LCA-derived classes were much higher (ranging from 22
to 135) than those of the other variables (ranging from 0.4 to
3.0) used in the logistic regressions. Therefore, LCA can be an
efficient (ie, unsupervised process requires minimal manual
effort), effective (ie, high ORs in the predictive models), and
usable (ie, avoiding complex predictive models) method for
predicting PHUs in different settings.

The mix of LCA classes may differ among PHUs of different
health systems. For example, our study population of 164,221
patients included 130,711 members enrolled in a special
Medicaid insurance plan (ie, Johns Hopkins Priority Partners)
targeting mothers and children. Thus, as 79.6% of the study
population were enrolled in this Medicaid program, the average
age of the full population was close to 20 years. Consequently,
the most common EDCs for three of the four diagnostic
subpopulations included pediatric conditions such as ear
problems [26], which led our clinical experts to categorize one
of the subpopulations as otitis media. In addition, the fact that
one of the diagnostic subpopulations was identified as “mental
health” reflects the reported association of higher health care
costs for children with mental health conditions [27], which
made this subpopulation particularly relevant to our study of
PHUs.

Comparison With Prior Work
A few prior studies have explored the use of LCA and other
classifying techniques to improve the prediction of PHUs. One
study focused on US older and middle-aged patients and grouped
them using the Medical Expenditure Panel Survey data set to
explore high to moderate utilization rates [16]. Due to the older
demographic of their population, the study found age,
unemployment, insurance status, and number of chronic
conditions and medications as key clustering factors. Two
separate studies in Singapore applied LCA to segment
populations into different utilization classes [18,19]. Their first
study focused on primary health care patients enrolled in
governmental insurance programs, and found that a specific
class with metabolic diseases and multiorgan complications had
the highest hospital admissions and ED visits [18]. Their second
study focused on patients enrolled in the government-sponsored
hospital-to-home transitional care program, and found that
patients with frailty and cognitive impairment had the highest
hospital readmission rate [19]. Another study in the United
States further explored the use of LCA grouping for improving
the prediction of superutilizers; however, that study was limited
to veterans experiencing homelessness [15]. Veterans who were
in an LCA group representing older, male, White, unmarried,
and disabled patients proved most likely to be superutilizers.
However, none of these studies explored the Medicaid
population (with a high percentage of pediatric patients),
assessed the LCA classes in separate diagnostic subpopulations
in addition to the full population, or compared the value of LCA
classes in predicting PHUs compared to a standard/complex
utilization prediction model.

Practical Implications
Health care providers increasingly use risk stratification tools
to manage their patient populations. However, providers often
do not have access to insurance claims data and use local EHRs
to risk stratify patients and predict PHUs [6,7,28]. Despite the
advances in using unique EHR data in improving risk prediction
[29-34], quality issues render EHR data challenging to use in
complex predictive models of utilization [35-38]. Using an
unsupervised methodology to classify underlying diagnostic
and medications can enable providers to surmount some of these
deficiencies and improve the prediction of PHUs using EHR
data [37]. Furthermore, LCA and similar classification
approaches can help providers to better understand the unique
needs of their underlying patient populations and to better target
their population health interventions [39]. Nonetheless, fully
automating the LCA classes, and excluding clinical feedback
in the process, may result in identifying subpopulations that
may not provide a meaningful clinical context for targeted care
management.

Limitations
Our study has several limitations. First, the results of our LCA
approach, and the improvement of the PHU prediction, may not
generalize to other populations (eg, older adults, Medicare),
settings (eg, inpatient only), or data sources (eg, EHRs). Future
research should explore the use of LCA in new populations and
settings using alternate data sources. Second, our specific
definition for PHU (ie, percentile of cost and time period) may
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not fit all populations. The risk stratification research community
should offer a harmonized definition of PHU so that various
research findings on PHUs can be compared effectively to
establish generalizable evidence. Third, results of the logistic
regression should be interpreted with caution as race and
ethnicity are likely to be closely linked to differences in health
care coverage and quality rather than being directly related to
PHU [40,41]. Fourth, although the LCA approach automates
the classification of the populations, clinical feedback is still
key to produce useful results. Hence, the LCA process may
become more complex to incorporate in clinical settings
compared to the traditional regression models such as ACGs
[1,21]. Finally, our selection of the diagnostic subpopulations
was based on subjective feedback provided by clinical experts.
Future research should examine a mix of qualitative and
quantitative methods to normalize and expedite this process.
Moreover, with even ideal classification of high-cost health care
users, effective operational use of these classes in clinical and
operational settings remains to be determined.

Conclusion
A small percentage of patients use most of the health care
services continuously over extended periods. We used LCA,
an unsupervised clustering approach, to automate the process
of extracting classes of comorbidity and medication probabilities
for individual patients that can be effectively used in predicting
PHUs. The latent classes highlight broad differences in health
care utilization patterns among groups of people, while also
providing a way to condense critical information into a smaller
set of variables to simplify the PHU prediction model and
improve its interpretability. From a care management
perspective, the LCA and PHU prediction models provide care
managers with insights on specific resource utilization variables
that are strongly associated with PHU. Future studies should
investigate the value of LCA-derived classes for predicting
PHUs in other health care settings with potentially different
underlying populations.
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Abstract

Background: Although electronic health record systems have facilitated clinical documentation in health care, they have also
introduced new challenges, such as the proliferation of redundant information through the use of copy and paste commands or
templates. One approach to trimming down bloated clinical documentation and improving clinical summarization is to identify
highly similar text snippets with the goal of removing such text.

Objective: We developed a natural language processing system for the task of assessing clinical semantic textual similarity.
The system assigns scores to pairs of clinical text snippets based on their clinical semantic similarity.

Methods: We leveraged recent advances in natural language processing and graph representation learning to create a model
that combines linguistic and domain knowledge information from the MedSTS data set to assess clinical semantic textual similarity.
We used bidirectional encoder representation from transformers (BERT)–based models as text encoders for the sentence pairs
in the data set and graph convolutional networks (GCNs) as graph encoders for corresponding concept graphs that were constructed
based on the sentences. We also explored techniques, including data augmentation, ensembling, and knowledge distillation, to
improve the model’s performance, as measured by the Pearson correlation coefficient (r).

Results: Fine-tuning the BERT_base and ClinicalBERT models on the MedSTS data set provided a strong baseline (Pearson
correlation coefficients: 0.842 and 0.848, respectively) compared to those of the previous year’s submissions. Our data augmentation
techniques yielded moderate gains in performance, and adding a GCN-based graph encoder to incorporate the concept graphs
also boosted performance, especially when the node features were initialized with pretrained knowledge graph embeddings of
the concepts (r=0.868). As expected, ensembling improved performance, and performing multisource ensembling by using
different language model variants, conducting knowledge distillation with the multisource ensemble model, and taking a final
ensemble of the distilled models further improved the system’s performance (Pearson correlation coefficients: 0.875, 0.878, and
0.882, respectively).

Conclusions: This study presents a system for the MedSTS clinical semantic textual similarity benchmark task, which was
created by combining BERT-based text encoders and GCN-based graph encoders in order to incorporate domain knowledge into
the natural language processing pipeline. We also experimented with other techniques involving data augmentation, pretrained
concept embeddings, ensembling, and knowledge distillation to further increase our system’s performance. Although the task
and its benchmark data set are in the early stages of development, this study, as well as the results of the competition, demonstrates
the potential of modern language model–based systems to detect redundant information in clinical notes.
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Introduction

Electronic health records (EHRs) have introduced efficiencies
in clinical documentation via the automatic insertion of
commonly used documentation phrases and the use of the copy
and paste command, which copies the content of one day’s notes
into that of the next day’s notes, but at the same time, these
tools have resulted in notes becoming increasingly bloated with
sometimes outdated, irrelevant, and even erroneous information
[1]. To trim down bloated clinical documentation, one approach
of interest is to identify highly similar text snippets for the goal
of removing such text. Wang et al [2,3] created the MedSTS
data set—a clinical analogue of the natural language
understanding benchmark task of assessing semantic textual
similarity (STS)—to be a resource for this line of study. In this
paper, we show the model, as well as subsequent improvements,
that was used in the August 2019 National NLP Clinical
Challenges (n2c2)/Open Health Natural Language Processing
(OHNLP) Consortium semantic similarity shared task challenge
[2], which featured the MedSTS data set.

In the broader natural language processing (NLP) community,
STS assessment is a task in which the similarity of semantic
meanings and content among natural language texts is calculated
[3], and at the time of its release in late 2018, the bidirectional
encoder representation from transformers (BERT) language
model had the best published performance on the commonly
used general English STS Benchmark (STS-B) data set [4]. For
the MedSTS data set, it was shown that a BERT model that was
fine-tuned to the biomedical domain also outperformed most
prior state-of-the-art models [5]. The first iteration of the
MedSTS challenge in 2018 (ie, prior to the release of BERT)
saw 4 submissions involving the mixed use of traditional
machine learning models, like random forests, and more recent
deep learning architectures, like recurrent neural networks and
convolutional neural networks. The 2019 MedSTS challenge
saw over 30 submissions, and the majority of these submissions
used BERT in some capacity. The increased number of
submissions, as well as the increased average performance of
submissions, can be attributed in large part to the recent progress
in the development of language models, of which BERT is a
popular example.

Despite such advances, researchers have noted that although
language models demonstrate a small degree of commonsense
reasoning and basic knowledge, such models are very limited
in terms of their ability to generate factually correct text or even
recall explicit facts from training data [6]. The attempts to
mitigate these shortcomings of language models have often
involved the use of graph representation learning techniques
[7-9], which provide a natural way for working with knowledge
in the form of graphs.

Recent progress in graph representation learning has given rise
to 2 promising classes of methods that can be used in
conjunction with NLP models to incorporate knowledge (either
domain knowledge or commonsense knowledge)—graph
convolutional networks (GCNs) [10] and knowledge graph
embeddings (KGEs) [11].

GCNs generalize the notion of convolution from images to
graph-structured data, thereby enabling the application of deep
learning techniques on graphs. KGE methods are used to encode
entities (nodes) and relationships (edges) in a knowledge graph
into dense vector representations, much like word embeddings.
KGEs provide a way of obtaining embeddings of concepts, and
GCNs provide a natural way of using that information in the
context of graph-based learning. For instance, GCNs can be
used to initialize node features with pretrained KGEs.

In this study, we leveraged these recent advances in NLP and
graph representation learning to develop a more
knowledge-aware approach to assessing the MedSTS benchmark
data set. We further investigated the benefits of other techniques,
such as data augmentation, multisource ensembling, and
knowledge distillation, and they resulted in competitive
performance values for the 2019 n2c2/OHNLP Consortium
semantic similarity shared task challenge.

Methods

Data Set
MedSTS is a data set of sentence pairs that were gathered from
the clinical EHRs at Mayo Clinic. Deidentified sentences were
selected based on their frequency of appearance and an
assumption that frequently appearing sentences tend to contain
less protected health information. Sentence pairings were
arranged so that they had at least some degree of surface-level
similarity. This was based on a combination of surface lexical
similarity metrics. Broadly speaking, sentences generally fell
into the following four categories: signs and symptoms,
disorders, procedures, and medications. Further details are
discussed in the original MedSTS paper [3]. For the 2019
n2c2/OHNLP competition and this study, a subset of annotated
sentence pairs was examined; of the 2054 sentence pairs in this
subset, 1652 (80.4%) were included in the training set, and 412
(20.1%) were included in the test set [2]. This subset was
independently scored by 2 medical experts for semantic
similarity. A 6-point (range: 0-5) rubric was provided to the
annotators; 0 denotes complete dissimilarity, 1 indicates that 2
sentences are topically related but are otherwise not equivalent,
and 5 represents complete similarity. The agreement between
the two annotators received a weighted Cohen κ score of 0.67.
The average of the two scores served as the gold standard against
which STS systems would be evaluated [3].

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e23101 | p.100https://medinform.jmir.org/2021/11/e23101
(page number not for citation purposes)

Chang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://dx.doi.org/10.2196/23101
http://www.w3.org/Style/XSL
http://www.renderx.com/


Concept Graph Construction
For each sentence in the MedSTS data set, we constructed a
corresponding concept graph to represent the domain knowledge
aspect of the data set. The concept graphs consisted of concepts
that were tagged with a domain-specific tagger called MetaMap
[12] and were mapped to a specified medical terminology. The
idea was that such a graph would provide an additional
representation of data containing explicit domain knowledge
in the form of mapped concepts and their connections.

The Unified Medical Language System (UMLS) [13] is an
important resource in biomedical and health care research that
integrates many health and biomedical vocabularies and
terminologies under a unified, interoperable system. MetaMap
[12] is a widely used NLP tool that maps concepts in biomedical
and clinical text to the UMLS Metathesaurus. We applied
MetaMap on the MedSTS data set to extract biomedical and
clinical entities that belonged to the Systematized Nomenclature
of Medicine Clinical Terms (SNOMED CT) terminology of the

UMLS. Thus, for each sentence, we obtained a corresponding
list of extracted concepts, their concept unique identifiers, and
semantic type information.

We then constructed a graph of SNOMED CT terminology from
the raw UMLS files by using the concepts (MRCONSO.RRF
files) as nodes and by using the relationships (MRREL.RRF
files) among them as edges. For simplicity, we only considered
the connectivity information among the concepts and left the
semantic information in the relation types for future work. Once
we had a full SNOMED CT graph, we induced subgraphs for
each sentence from MedSTS by taking the shortest paths
between the concepts that were extracted from the sentences.
More concretely, this was done by using the shortest path
method via the Dijkstra algorithm in the Networkx [14] library.
Although there are many possible ways of constructing such
sentence graphs, we decided to use the simple and heuristic
shortest path method to obtain a connected graph that represents
each sentence. Examples of such concept graphs, along with
their original sentences, are shown in (Figure 1).

Figure 1. An example sentence pair, its similarity score, and a visualization of the corresponding concept graphs constructed from the concepts in the
sentences.

Data Augmentation
Given the small size of the data set, we decided to augment it
by including additional domain knowledge from the MetaMap
output files. Notably, there were 2 pieces of information that
we chose to use—the preferred name of the mapped concept in
the source terminology and the semantic type of the concept
within the UMLS Semantic Network. The preferred name of a

mapped concept can often be the same as how the concept
appears in the text, but the preferred name sometimes provides
potentially valuable information in the form of synonyms or
abbreviation expansions. For example, in the text snippet “the
patient was taken to the pacu in stable condition,” the term pacu
is mapped to the UMLS concept postoperative anesthesia care
unit (PACU), thereby providing the full description of the
abbreviated term. The strings of the preferred names of mapped
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concepts were simply appended to the original sentences in the
data set. Likewise, the semantic types of the mapped concepts
(eg, Health Care Related Organization for the term pacu) were
appended to the original sentences. Another method we used
was doubling the data set size by simply feeding the model a
copy of the data set that included sentences formatted in the
reverse order (ie, “sentence2:sentence1”). This yielded slightly
better results than those that were obtained by simply doubling
the number of training epochs, suggesting that feeding the model
the reverse copy of the data set might have given it more explicit
hints that the task was agnostic to the order of the sentences.
Although the data augmentation techniques we used were simple
and yielded moderate improvements in performance, a recent
paper [15] provides more interesting approaches to data
augmentation. In the paper [15], the authors used
back-translation and performed segment reordering to augment
the MedSTS data set.

The BERT Model
The BERT model is a widely used NLP model that is part of
the recently emerging class of language models that use
transformers [16] as the building blocks. The BERT model
stacks multiple layers of transformer-based modules that
primarily use the multiheaded self-attention mechanism to
encode text into dense embeddings. The model is trained by
using the masked language modeling objective and the next
sentence prediction objective, and pretrained models for BERT
(and other similar models) are readily available on the
HuggingFace Transformers library [17]. Shortly after the BERT
model dominated the general NLP field, several variations of
the BERT model that were adapted to the biomedical and
clinical domains also became available [5,18,19]. These
domain-adapted versions of the BERT model were trained on
some combination of the Medical Information Mart for Intensive
Care version 3 [20], PubMed [21], and PubMed Central [22]
databases, and these versions have been shown to outperform
the original BERT model in several clinical NLP tasks,
suggesting that they are more appropriate for working with
clinical text data sets like MedSTS.

The GCN Method
Kipf et al [10] contributed to the popularization of graph neural
networks by providing an efficient implementation method for

GCNs and demonstrating their effectiveness in analyzing several
benchmark graph data sets for graph classification, node
classification, and link prediction. Variants of GCNs were soon
applied successfully to various domains and problems, including
the modeling of interactions in physical systems [23], drug-drug
interactions [24], and text classification [25]. GCNs have
become a popular deep learning model for working with
graph-structured data, and we used GCNs to encode the concept
graphs.

KGE Methods
KGEs are a relatively novel class of methods for learning dense
vector representations of entities and relations in
multi-relational, heterogeneous knowledge graphs. Essentially,
a KGE model maps entities and relations to embedding spaces
by using a predefined scoring function. Due to their growing
popularity and the availability of implementation methods,
KGEs have recently been applied to various domains, including
biomedical knowledge graphs [26]. Chang et al [26] showed
that using KGEs for learning concept embeddings from medical
terminologies and knowledge graphs is arguably a more
principled and effective approach than using previous methods
based on skip-gram–based models like Cui2Vec [27] or network
embedding–based models like Snomed2Vec [28]. Although we
initially used Cui2Vec for our entity vectors at the time of
submission, we later used SNOMED CT KGEs after they
became available in recent months.

Augmenting BERT With KGEs for MedSTS
We combined the components of GCNs and KGEs into a single
model in the following way: we used a BERT-based model as
our text encoder for the sentence pairs in MedSTS, used a
GCN-based model as our graph encoder for the concept graphs
that corresponded to the sentence pairs, initialized the node
embeddings in the graphs by using pretrained SNOMED CT
KGEs, concatenated the outputs of the text and graph encoders,
and passed the final concatenated vector to a fully connected
layer to obtain a semantic similarity score. We also tested the
benefits of using the SNOMED CT KGEs by comparing this
method to random initialization and initialization with Cui2Vec
embeddings. A visualization of the pipeline is shown in Figure
2.
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Figure 2. A simplified diagram of our pipeline. We passed the sentences through MetaMap to extract concepts belonging to the SNOMED CT and
induced concept graphs by using the relationships among the terminology. We then passed the augmented sentence pairs to the text encoder and passed
the concept graphs to the graph encoder. The outputs from the encoders were concatenated and passed to a fully connected layer to obtain an S. BERT:
bidirectional encoder representation from transformers; FFN: feed-forward network; GCN: graph convolutional network; S: similarity score; S1: sentence
1; S2: sentence 2; SNOMED CT: Systematized Nomenclature of Medicine Clinical Terms.

Ensemble and Knowledge Distillation
After training our model, we took an ensemble to further
improve the model’s performance. In accordance with Xu et al
[29], we performed multisource ensembling with the following
variants of BERT: BERT_base [4], SciBERT [30],
ClinicalBERT [18], multi-task deep neural networks
(MT-DNNs) [31], and BlueBERT [32]. Afterward, we
performed knowledge distillation—an effective model
compression method in which a smaller model is trained to
mimic a larger model (ie, the ensemble). We used the predictions
of the multisource ensemble model as soft labels in a teacher
bounded regression loss function, in accordance with Chen et
al [33], to train more individual models and obtain a final
ensemble of the knowledge-distilled models.

Results

We split the provided training set of MedSTS into 1313 training
examples and 329 validation examples and reported the Pearson

correlation coefficient for the held-out test set of 412 examples.
The Pearson correlation coefficient was the chosen metric for
the competition. We used the HuggingFace Transformers library
for implementations related to language models, and we used
PyTorch Geometric [34] for implementations of GCNs. Many
of the default training and fine-tuning hyperparameters were
used, while the following hyperparameters were tuned on the

validation set: a learning rate of 1e−4 for BERT-based models

(chosen from 5e−5, 1e−4, and 5e−4), a learning rate of 1e−3 for

GCNs (chosen from 1e−2, 1e−3, and 1e−4), and 4 epochs (chosen
from 3, 4, and 5 epochs).

Table 1 shows the contributions of the different components in
the pipeline. Simply using the off-the-shelf BERT_base model
and fine-tuning it on MedSTS yielded higher performance values
compared to those of the 2018 submissions. Using ClinicalBERT
and using our previously described data augmentation technique
each yielded moderate gains.
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Table 1. The results for the base model and each model version (an additional component was added to each system). The columns under Pearson
correlation analysis show the scores for the test set (all) and the four subsets of the test set, which included sentences regarding patients’ conditions or
statuses (status), patients’ education or interactions (education), patients’ medications (meds), and miscellaneous topics (miscellaneous).

Pearson correlation analysisModel name

Miscellaneous, rMeds, rEducation, rStatus, rAll, r

0.4140.5220.7210.6430.842BERT_base

0.4250.5410.7350.6620.848ClinicalBERT

0.4320.5530.7370.6710.855ClinicalBERT-DAa

0.4270.5320.7420.6750.861ClinicalBERT-DA + GCN_rand

0.4420.5360.7530.6820.863ClinicalBERT-DA + GCN_cui2vec

0.4630.5620.7610.6930.868ClinicalBERT-DA + GCN_snomedkge

aThe ClinicalBERT-DA model refers to the ClinicalBERT model after data augmentation.

Adding a graph encoder, in addition to our other modifications,
to incorporate the concept graphs resulted in minor
improvements when the node embeddings were either initialized
randomly or initialized with pretrained Cui2Vec embeddings.
However, using SNOMED CT KGEs as the node features in
the GCN resulted in an increase in performance, that is, an
increase of 1.3% above the performance of ClinicalBERT (ie,
after data augmentation), suggesting that SNOMED CT KGEs
served as better starting representations of the concepts. It is
worth noting that since the BERT-based text encoder is
initialized with a pretrained checkpoint, it might be especially
important to initialize the graph encoder with decent pretrained
embeddings to allow the graph encoder to “catch up” with the
text encoder. We called this best performing setting
ClinicalBERT_all.

We also manually categorized the sentence pairs into the
following four categories: sentences related to patients’
conditions and statuses (status), education or interactions with
patients (education), medications (meds), and miscellaneous or
clearly dissimilar topics (miscellaneous). The columns in Table
1 (those under Pearson correlation analysis) show the scores
for the test set (all) and for the four categories described.
Sentence pairs in the status and education categories received
relatively higher scores, as expected, since many of the sentences
and text snippets in these categories often repeated. Specifically,

text snippets beginning with “patient arrives...,” “discussed the
risks...,” or “identified illness as a learning need...” recurred
noticeably in these two categories. Further, the medication and
miscellaneous categories received relatively low correlation
scores. For the miscellaneous category, this was expected, since
many of the sentence pairs in this category were more difficult
for the model to learn due to their greater variability. For the
medication category, the gold-standard scores assigned by the
annotators proved to be rather inconsistent and challenging to
predict, even upon manual review by a medical expert.

Table 2 shows the results for ensembling and knowledge
distillation. First, we took the ensemble of 10 ClinicalBERT_all
models with slightly varied hyperparameters and saw a moderate
increase in performance, as expected of ensembles. Second, in
accordance with Xu et al [29], we took an ensemble of 10
models consisting of a variety of model types (BERT_base,
SciBERT, ClinicalBERT, MT-DNNs, and BlueBERT), along
with the graph encoder, based on their validation performance
and saw a slight improvement. Finally, by using a teacher
bounded regression loss function [33], we used the outputs of
the multisource ensemble model as soft labels to train more
best-setting models of different types and took an ensemble
consisting of 10 such knowledge-distilled models for slight
performance gain.

Table 2. Results for the ensembling of the best performing models from (ClinicalBERT_all), the ensembling of multiple language models (LMs; each
with a graph convolutional network), and the ensembling of knowledge-distilled (KD) multisource ensembles.

Performance, %Ensemble type

87.5Ensemble of ClinicalBERT_all

87.8Ensemble with multiple LMs

88.2Ensemble of KD models

90.1IBM-N2C2a

aThe best performing model from the IBM team at the time of the competition was included for reference.

Discussion

Main Findings
We implemented a list of techniques in our pipeline for the
clinical MedSTS benchmark task and reported slight to moderate

improvements in performance for each technique. Using a
pretrained, off-the-shelf, BERT-based model and fine-tuning it
alone served as a strong baseline that outperformed all
pre-BERT systems in the task. We found that our data
augmentation technique helped slightly, but again, Wang et al
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[15] has provided more interesting and effective data
augmentation approaches for MedSTS.

Adding a graph encoder to incorporate concept graphs into the
pipeline yielded decent gains, especially when the graph encoder
was initialized by using pretrained SNOMED CT KGEs. We
stress that since the graph encoder was trained jointly with a
pretrained text encoder, it is important to consider providing
the graph encoder with pretrained embeddings as well, so that
it does not fall too far behind in training.

As expected, ensembling leads to improved performance.
Further improvements can be achieved by using language
models from different sources as well as by performing
knowledge distillation, which can be followed by the ensembling
of the distilled models.

We also attempted to use several other techniques that did not
yield any performance gains. First, we tried multi-task learning
by using different general and clinical domain NLP data sets,
including the Medical Natural Language Inference [35],
Recognizing Question Entailment [36], and English STS-B [37]
data sets, following an implementation of multi-task learning
for MT-DNNs, but this approach did not result in any
improvements and substantially increased the training time.
Second, we tried manually annotating the MedSTS data for
different sentence categories (medication, status, education, and
miscellaneous). This was done as an auxiliary classification
task (also an example of multi-task learning), but this did not
lead to noticeable gains in performance. Lastly, we tried
experimenting with different variants of GCNs, but we found
that training multiple types of graph neural networks jointly
with a large language model was difficult in terms of
hyperparameter tuning and decided to limit our analysis to basic
GCNs.

Limitations of the Method
Although the results show that the strategies for data
augmentation and the incorporation of domain knowledge
through concept embeddings and GCNs do confer some benefit,
we address some of the limitations in this section.

The data augmentation techniques we used involved including
additional textual and semantic information from the MetaMap
output and reversing the sentence order to double the data set
size. There are many other potential data augmentation
techniques in the general NLP field that could be useful.
Notably, Wang et al [15] recently performed segment reordering
and back-translation to substantially improve their model’s
performance on a task.

As for the pretrained concept embeddings and GCNs, combining
them with a large pretrained language model is still largely
experimental. This can be improved by using recent
developments in the field of graph representation learning, such
as graph attention networks [38] and graph matching networks
[39].

Limitations of the Data Set
Both the positive and negative findings should be considered
with caution due to the abundance of the potential ways of
implementing each component as well as the size and quality

of the data set, which was relatively smaller and of lower quality
compared to data sets in mainstream, nonclinical NLP domains
that have less complicated access to labeled data.

After working closely with the data set for several months, we
noticed that certain sentence pairs had large irregularities in
terms of their scores from the two annotators of the data set.
This was the most notable in the sentence pairs that discussed
medications; often, these sentence pairs described the
prescribing of medications to patients and differed in terms of
dosing or drug class. At one level of categorization, the
similarity of a sentence pair related to prescribing could be seen
as high, regardless of the medication class or dosing. At another
level of categorization, it appeared that several such pairs were
noted to be of low similarity when the medications or dosing
regimens differed. This discrepancy in scoring also seemed to
differ depending on the drug classes being mentioned. Without
knowing which annotator was responsible for a given score, it
is difficult to speak conclusively, but we speculate that certain
drug classes were of greater salience to each annotator. As an
example, someone with a specialty in a mental health may
subjectively perceive 2 different psychiatric medications of
different classes to be quite different but view cardiology drugs
to be subjectively more similar. In contrast, an individual in the
field of cardiology may perceive various cardiology drugs as
being different but may perceive drugs in the psychiatric
medications category overall as being more similar. Such
differences in perspectives may also be influenced by aspects
of an annotator’s practice, such as whether their practice occurs
in inpatient settings, outpatient settings, the operating room, or
the medical clinic.

Many of the scoring irregularities may have been related to the
nature of the task of rating subjective similarity. One approach
to mitigating annotator bias, as discussed in the original MedSTS
paper [3], is to increase the number of annotators and set the
average score as the gold standard. For example, in the English
STS-B, 5 annotators were used for each sentence, and annotators
were limited to a certain number of sentence pairs that they
could annotate [37]. Although such an approach can be
prohibitively expensive due to the need to hire enough medical
annotators and be very cumbersome to implement for clinical
text due to patient privacy protections, another approach for the
case of having few annotators could be to reveal potentially
biasing factors toward annotation, such as clinical background,
or to assign an annotator ID to each score. Stating the biases or
allowing teams to model the annotator biases may help with
understanding scoring irregularities that may be difficult to
resolve without the use of specifically tailored algorithm designs
or features, which require specific domain knowledge to adapt
to unique annotator biases.

Despite our concerns with the fundamental difficulty of
objectively rating subjective semantic similarity, the high
Pearson correlation coefficient achieved by our model suggests
that the task is still largely tractable. MedSTS also remains one
of the few, if not only, publicly available data sets for studying
clinical STS in EHRs. We hope that our suggestions may
introduce additional strategies for modeling the variance from
subjective elements and provide some insights to future data
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set annotation processes for this important yet challenging
problem.

Conclusions
As participants of the 2019 n2c2/OHNLP shared task challenge,
we developed a system for the clinical MedSTS benchmark task
by combining BERT-based text encoders and GCN-based graph
encoders in order to incorporate domain knowledge into the
NLP pipeline. We also experimented with other techniques
involving data augmentation, pretrained concept embeddings,
ensembling, and knowledge distillation to further increase our
model’s performance. Although our results lagged behind those
of the top scoring model at the n2c2 workshop, the incorporation

of domain knowledge into deep learning NLP models via
graph-based methods was a new advance in clinical NLP. We
highlight our concerns about the impact of specific difficulties
with subjective semantic similarities in data set annotation, but
overall, we believe that clinical semantic similarity remains an
important topic of study, and continued work on the MedSTS
benchmark—one of the few clinical STS data sets
available—will yield advances in processing valuable
unstructured data in EHRs. The MedSTS data set should
continue to be improved and enlarged through the further careful
annotation of the original pool of sentence pairs, and future
work should explore novel methods that can effectively leverage
both linguistic and domain knowledge.
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Abstract

Background: A new illness can come to public attention through social media before it is medically defined, formally documented,
or systematically studied. One example is a condition known as breast implant illness (BII), which has been extensively discussed
on social media, although it is vaguely defined in the medical literature.

Objective: The objective of this study is to construct a data analysis pipeline to understand emerging illnesses using social
media data and to apply the pipeline to understand the key attributes of BII.

Methods: We constructed a pipeline of social media data analysis using natural language processing and topic modeling.
Mentions related to signs, symptoms, diseases, disorders, and medical procedures were extracted from social media data using
the clinical Text Analysis and Knowledge Extraction System. We mapped the mentions to standard medical concepts and then
summarized these mapped concepts as topics using latent Dirichlet allocation. Finally, we applied this pipeline to understand BII
from several BII-dedicated social media sites.

Results: Our pipeline identified topics related to toxicity, cancer, and mental health issues that were highly associated with BII.
Our pipeline also showed that cancers, autoimmune disorders, and mental health problems were emerging concerns associated
with breast implants, based on social media discussions. Furthermore, the pipeline identified mentions such as rupture, infection,
pain, and fatigue as common self-reported issues among the public, as well as concerns about toxicity from silicone implants.

Conclusions: Our study could inspire future studies on the suggested symptoms and factors of BII. Our study provides the first
analysis and derived knowledge of BII from social media using natural language processing techniques and demonstrates the
potential of using social media information to better understand similar emerging illnesses.

(JMIR Med Inform 2021;9(11):e29768)   doi:10.2196/29768

KEYWORDS

breast implant illness; social media; natural language processing; topic modeling

Introduction

Background
The ubiquity of social media has resulted in early descriptions
of new and evolving diseases on social media platforms before
they can be systematically studied [1-7], particularly during the
era of the medical internet [8-14]. Social media users
increasingly turn to platforms such as Twitter (Twitter Inc),

Facebook (Facebook Inc), and YouTube (Google LLC) to share
personal experiences, including diseases and illnesses they have
experienced, or to seek support and resources, such as health
and medical resources. Recent studies have shown the potential
of social media in the detection of mental illness and depression
[15-17] and in the early detection of food-borne illnesses [18-20]
and other infectious diseases [2,21-24]. Furthermore, several
studies have demonstrated social media as an effective tool to
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disseminate information regarding symptoms, personal
well-being, and public health resources during multiple influenza
outbreaks [25-28]. During the early stages of COVID-19, studies
[4,29,30] analyzed posts on Sina Weibo (Weibo Corporation)—a
major Chinese microblogging site—to characterize patient
symptoms and public concerns in multiple provinces of China.
From the analysis of Weibo (Weibo Corporation) posts, Huang
et al [30] concluded that most of the affected patients were older
persons, with fever as the most common symptom. These studies
demonstrate that public social media data can be leveraged to
better understand emerging illnesses and to accommodate
prompt responses.

One new illness we studied in this manuscript was breast implant
illness (BII). Breast implants have gained popularity over the
last 20 years [31]. During this period, more than 400,000 women
have undergone breast augmentation or postmastectomy
surgeries every year in the United States [32]. There was a 4%
increase in the number of breast augmentation procedures
between 2017 and 2018, and a 6% increase in breast implant
removal procedures occurred over the same period [32].
Concerns about the safety of breast implants have also arisen
[33-38] and persisted [39-45]. However, although a causal link
between breast implants and systemic diseases has not been
definitively shown, a phenomenon called breast implant illness,
which attributes systemic symptoms to breast implants, has
emerged [46]. Unlike other new medical illnesses, however,
BII has been reported minimally in the medical literature, being
primarily limited to social media [11,47-50]. For example, a
recent analysis [49] demonstrated increasing public interest in
BII based on Twitter and Google Trends data from February
2018 to February 2019. To summarize the key symptoms,
diseases, and disorders defining BII, several cohort studies
[51,52] have analyzed patient-reported outcomes before and
after breast explant surgeries. These studies showed some
potential relationships between explant surgeries and the
improvement of specific symptoms in the patient population.
Unfortunately, these studies were not definitive because of their
limited study design secondary to their lack of control groups,
data collection bias, and lack of randomization. The lack of
medical knowledge about BII makes it difficult to define the
condition, and therefore, it is nearly impossible to conduct
rigorous epidemiological or clinical studies. BII is just one
disease process for which the lack of medical knowledge is
apparent, but there are many other new illnesses for which this
is the case. Any initial knowledge that is supported by sufficient
social media data would be meaningful as a reference for formal
studies in the future, and thus, the techniques to discover such
knowledge are highly required.

Objectives
To identify and summarize the key attributes of a new illness,
in this study, we constructed a data analysis pipeline for the
social media data analysis of BII. The pipeline incorporated
natural language processing (NLP) and topic modeling methods.
Our primary objective is to derive novel knowledge about BII,
a medical condition that has not yet been systematically studied
and defined in the medical literature, by constructing a data
analysis pipeline and applying the pipeline to social media data.
As medical knowledge and literature on BII have not been

established and the related concepts are not well defined or
accepted, using social media data to understand emerging issues
could be a meaningful starting point. We applied this pipeline
to better understand the symptoms and signs associated with
BII. To the best of our knowledge, this study is the first to use
social media data to derive the knowledge of BII from social
media. This demonstrates the potential of using social media
information to better understand the conditions that have
primarily been reported on social media. It also establishes the
effectiveness of our pipeline and its potential application to
understand other new illnesses. In the following discussion, we
have described our analysis pipeline in the context of BII.
However, our pipeline is not specific to BII and is applicable
to other illnesses as well.

Methods

Data
We collected and used data from select social media websites.
These websites were selected because they were dedicated to
BII discussions and information and were focused on user
groups with interest in BII. Often, dedicated social media
websites (eg, forums and Twitter pages) are available for a
particular illness or disease. For example, some dedicated
websites [53-55] contain the stories and experiences of patients
fighting different cancers, some [56,57] contain posts and stories
of users experiencing chronic pain and illness, and others
[58-60] contain stories and experiences from COVID-19
survivors. The social media sources used in our study were as
follows:

• BII [61]: This was a dedicated public website with articles
on BII-related topics and offered resources related to
implant and explant procedures, etc. This website also
allowed individuals to post their experiences and concerns
about breast implants and related health issues. We extracted
individual posts from the website (up to May 10, 2019),
and the resulting data set was referred to as BIIweb.

• Healing BII [62]: This website contained information on
postimplant disorders, postexplant healing, breast implant
safety, etc. The discussion board of this website had
multiple posts and comments on symptoms, signs, etc,
which are experienced by individuals with a breast implant
or by those who have undergone an explant. The data set
extracted from the discussion board of this website (up to
May 10, 2019) was referred to as HealingBII.

• Instagram posts about BII [63]: This website contained a
collection of publicly available Instagram posts that used
breastimplantillness as a hashtag. We extracted the
associated texts for each Instagram post with a timestamp
between January 10, 2012, and September 4, 2019. The
data set extracted from this site was referred to as IG-BII.

All the comments and posts from the 3 websites were included
in the corresponding data sets. Table 1 presents a summary of
the social media data collected. The BIIweb data set had only
187 posts (where each post on average has 129 words, SD 124)
but these were larger (larger average length of posts in words)
on average than those in the other 2 data sets. HealingBII was
the second largest data set, with 1920 posts, each with 85 words
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on average (lavg) (SD 107). IG-BII was the largest data set, with 28,987 posts and 123 words per post on average (SD 113).

Table 1. Statistical summary of social media data analyzed.

Wordse, n (%)lavg
d, mean (SD)lmin

clmax
b

Postsa (n=31,094), n (%)Data set

24,191 (0.64)129 (124)3669187 (0.6)BIIweb

165,090 (4.38)85 (107)113301920 (6.17)HealingBII

3,581,081 (94.98)123 (113)151528,987 (93.22)IG-BII

aPosts: the number of posts and comments in the respective data sets.
blmax: the minimum length of a post in words.
clmin: the maximum length of a post in words.
dlavg: the average length of posts in words.
eWords: the total number of words in the respective data sets.

The Pipeline

Overview
Figure 1 shows an overview of the pipeline. We extracted major
topics of interest primarily related to symptoms, diseases, and
medical procedures from our data sets through the following 3
steps. Each of the steps will be discussed in detail later. The
first step involved data preprocessing. We removed all stop
words, numeric characters, hyperlinks, hashtags, etc, and
converted the remaining characters into lowercase. The second
step was of mention extraction and concept mapping. We
extracted mentions related to signs, symptoms, diseases,
disorders, and medical procedures using the clinical Text
Analysis and Knowledge Extraction System (cTAKES) [64].
The extracted mentions were further mapped to standard medical
concepts represented by concept unique identifiers (CUIs) in
the unified medical language system (UMLS) [65] ontology.
The third step involved topic modeling. We summarized the

mapped concepts to topics using latent Dirichlet allocation
(LDA) [66]. LDA is a probabilistic generative model for topic
modeling. It represents each document as a mixture of latent
topics, where each topic is modeled as a distribution over words.
This modeling consisted of 3 stages: (1) mention replacement,
(2) topic modeling using LDA, and (3) analysis and evaluation.
In mention replacement, we replaced each extracted mention
in the posts with its mapped CUIs and discarded all other words
in the posts. We have discussed this step in more detail in the
section Topic modeling. Then, in topic modeling using LDA,
given the corpus of mapped CUIs, LDA generates
document-topic and topics-CUI probability distributions. We
have discussed this step in more detail in the section Topic
modeling. Finally, during our analysis and evaluation, we further
analyzed these distributions to derive a list of topics using the
most representative mentions and summarized the extracted
mentions for each data set. We have discussed this step in more
detail in the section Results: LDA topics.

Figure 1. Pipeline for breast implant illness social media analysis. ASCII: American standard code for information interchange; CUI: concept unique
identifier; LDA: latent Dirichlet allocation; cTAKES: clinical Text Analysis and Knowledge Extraction System.

Data Preprocessing
We used the Natural Language Toolkit tokenizer [67] to tokenize
the raw text for each data set. Out of the obtained tokens, we
removed the stop-words (most frequently occurring, function
words such as conjunctions, prepositions, determiners, etc)
using the Natural Language Toolkit English stop-words list. As

stop-words carried little or no information on our topics of
interest in BII, they could be safely removed, as is typically
done in NLP. We also removed all the numeric characters,
emojis, non–American Standard Code for Information
Interchange (ASCII) characters, hyperlinks, hashtags, and
Instagram handles using regular expression matching and
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converted all the remaining tokens into lower cases to unify
different cases for downstream processing.

Mention Extraction and Concept Mapping
Mention extraction refers to the extraction of words or phrases
that convey a medical concept. We used the cTAKES tool for
mention extraction. The cTAKES tool is an open-source NLP
tool for clinical information extraction from unstructured clinical
texts. cTAKES extracts mentions (ie, words or phrases that
convey a medical concept) from posts and maps these mentions
to standard medical concepts. In doing so, it also categorizes
each extracted mention into one of 5 cTAKES categories: sign,
symptom, disease, disorder, medication, procedure, and
anatomy; that is, while cTAKES extracts mentions, it also
automatically classifies the mentions into one of the 5 categories.
For example, in the sentence “Over the years, my tinnitus has
become worse to almost debilitating levels,” cTAKES extracts
tinnitus as a mention of sign and symptom category. Below, we
discuss how to configure the cTAKES in detail.

We used the fast-dictionary-lookup annotator in cTAKES to
extract mentions from the processed data. This annotator
identifies and extracts mentions in texts and normalizes them
into CUIs in the UMLS standard medical ontology. This
normalization of extracted mentions into CUIs is referred to as
concept mapping. Each CUI in the UMLS ontology uniquely
identifies a medical concept. Hence, we represented extracted
mentions using the standard medical concepts of CUIs that
cTAKES maps the mentions to. We configured the annotator
to use an exact string match and to use the all-term-persistence
property. Thus, the annotator could retain all terms, irrespective
of the semantic properties of each term. For example, for the

phrase back pain, the annotator would annotate the generic term
pain as well as the precise term back pain. We chose to use the
all-term-persistence property to retain maximum information
with respect to precise and generic medical concepts. Finally,
the annotator stored the generated annotations in XML Metadata
Interchange (XMI) files.

To obtain the annotations in a human-readable format from the
XMI files, we performed the following steps (Figure 2). We
used a custom interpreter to process the XMI files produced by
cTAKES and to obtain mappings between mentions and CUIs
from cTAKES. We first searched for UmlsConcept XML
identifiers in the XMI files, where each UmlsConcept XML
identifier is generally grouped under the FSArray, and each
FSArray is associated with a single ontology concept and the
category of the concept. Each concept is assigned one category
out of 5 cTAKES categories: sign, symptom, disease, disorder,
medication, procedure, and anatomy. Each ontology concept is
further associated with a UMLS CUI and an
ontologyConceptArr identifier. It must be noted that a mention
can be mapped to multiple CUIs. For example, the mention
allergic reaction is categorized as sign and symptom but mapped
to 2 different CUIs: C1527304 and C0020517. Then, we
extracted the ontology concepts that describe any of these
categories: diseases, disorders, signs, symptoms, and medical
procedures. Finally, we used the begin and end markers
associated with each ontologyConceptArr identifier to obtain
the position of the annotated mention in the input post. In this
work, we were only interested in the first 3 categories (ie, sign,
symptom, disease, disorder, and procedure) to understand
BII-related issues. Hence, we only used the mentions categorized
into either of these 3 categories.

Figure 2. Pipeline for obtaining annotations out of Clinical text analysis and knowledge extraction system. cTAKES: clinical Text Analysis and
Knowledge Extraction System; CUI: concept unique identifier; UMLS: unified medical language system.

Topic Modeling
To conduct topic modeling, we processed the posts as follows:
we substituted each mention in the posts with its mapped CUIs
and discarded all other words in the posts, which were
considered as nonmedical concepts by cTAKES or were not
among the 3 categories of interest. If a mention was mapped to
multiple CUIs, we replaced it with multiple CUIs. If multiple
mentions were mapped to the same CUI, we replaced all such
mentions with the CUI. In this way, each post was represented

as a bag-of-CUI, instead of a collection of mentions, as the input
to the topic modeling and our vocabulary consisted of CUIs.
Upon topic modeling, we interpreted the topic-CUI distribution
to derive the topics.

We used LDA [66] to learn the topic distributions of each post
and the CUI distributions of each topic. LDA is a generative
probabilistic model for modeling topics within a document
corpus. LDA models each document in the corpus as a mixture
of latent topics, where each topic is modeled as a distribution
over words in all documents. LDA derives the optimal
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distributions by maximizing the likelihood of observing the
corpus, following perspective distributions. A brief description
of LDA is provided in Multimedia Appendix 1 [66]. In our
experiments, a bag-of-CUIs generated as described above was
used as a document in LDA, and the CUIs were words in the
document. We used the lda-c software [68], which is a very
efficient implementation of the LDA method, to conduct topic
modeling.

When LDA is used in topic modeling for general documents
(eg, news, scientific literature), words and their frequencies in
the documents are used. However, in our analysis, we aimed to
understand the medical concepts related to BII from social media
texts. Different words may indicate the same medical concepts.
For example, joint aches, painful joints, arthralgia, and aching
joints all indicate joint pain and are associated with a single
medical concept represented by a single CUI. Therefore, instead
of using words, we used medical concepts, represented by CUIs,
in our LDA analysis. Because multiple words indicating the
same medical concept can be mapped to the same CUI, using
CUIs can also aggregate and strengthen the information from

multiple words, compared with using words, which may be
sparse and thus not easy to learn topics from.

Results

cTAKES Annotations
Table 2 presents the summary statistics for the annotated
mentions and their CUIs mapped by cTAKES. In BIIweb,
cTAKES extracted 2186 mentions and mapped them to 475
unique CUIs. In HealingBII, cTAKES extracted 11,080
mentions and mapped them to 1177 unique CUIs. In the largest
data set IG-BII, cTAKES extracted 5530 unique mentions and
mapped them to 2871 unique CUIs. Note that the same mention
can be mapped to multiple CUIs and can have multiple
categories (each CUI has only one category). For example, the
mention flashes is mapped to 2 different CUIs and then 2
different categories: diseases and medical procedures. Table 2
presents the statistics for each category of extracted mentions.
For each data set, most of the extracted mentions were
categorized as signs and symptoms by cTAKES.

Table 2. Statistical summary of annotations of the clinical Text Analysis and Knowledge Extraction System.

PjDiShC/MgM/CfCeMdmapscannotsbcwordsaData set

1061493851.031.39475640661218624,034BIIweb

2925038911.031.4811771685174011,080163,352HealingBII

932154930491.031.98287155305694185,3393,116,966IG-BII

acwords: the total number of words recognized by the clinical Text Analysis and Knowledge Extraction System.
bannots: the total number of extracted mentions belonging to the 3 semantic types (ie, signs, symptoms, diseases, disorders, and medical procedures).
cmaps: the number of unique mention–concept unique identifier mappings.
dM: the number of unique extracted mentions.
eC: the number of unique mapped concept unique identifiers.
fM/C: the average number of extracted mentions mapped to a given concept unique identifier.
gC/M: the average number of concept unique identifiers mapped to an extracted mention.
hS: the number of unique extracted mentions mapped to the signs and symptoms category.
iD: the number of unique extracted mentions that are mapped to the diseases and disorders category.
jP: the number of unique extracted mentions mapped to the medical procedures category.

To determine if cTAKES can sufficiently extract relevant
mentions, we performed a manual annotation and compared the
2 lists of extracted mentions: one from using cTAKES and the
other from using manual annotation. We randomly sampled 50
posts from each of the 3 data sets and manually annotated these
posts. Upon manual annotation, we extracted mentions (words
or phrases) that conveyed the concerns and experiences of social
media users involving BII-related symptoms, diseases, and
medical procedures. For a random sample of 50 posts
(lavg=134.18) from BIIweb, we obtained a total of 575 mentions
from using manual annotation, and 637 mentions using
cTAKES; there were 479 common mentions. Each mention was
associated with a post identifier and a character offset. A
mention was considered to belong to both lists if it occurred in
both lists with the same post identifier and character offset. We
found that 83.3% (479/575) of manually annotated mentions
were covered by cTAKES. This high coverage demonstrates
that cTAKES can capture most of the relevant medical concepts.
In contrast, 75.2% (479/637) of the annotated mentions by

cTAKES were covered by manual annotation. This further
demonstrates that most of the annotated mentions of cTAKES
can be confirmed by manual annotation. Similarly, for a random
sample of 50 posts (lavg=80.02) from HealingBII, 69.5%
(194/279) of manually annotated mentions were covered by
cTAKES; 70.3% (194/276) of mentions annotated by cTAKES
were confirmed by manual annotation. For a random sample of
50 posts (lavg=121.00) from IG-BII, the corresponding values
were 75.2% (182/242) and 64.3% (182/283), respectively.
According to the high overlap in the results between manual
annotation and cTAKES across multiple data sets used in our
study, it is reasonable to assume that cTAKES is a decent
surrogate of manual annotation for BII study through social
media data.

LDA Topics
To identify the best topic models, we used a grid search to
identify the best parameter values for the Dirichlet prior α ∈
{0.01,0.05,0.1,0.5,1,1.5,2,5,10,15,20,25} and the number of
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topics K ∈ {3,4,5,10,15,20}. To evaluate topic models, we
analyzed each LDA topic modeling result for every combination
of α and K values corresponding to low perplexity scores
[66,69,70].

For each topic modeling result, we analyzed the document-topic
and topic-CUI probability distributions to derive topics and
their respective top 10 representative mentions. The top 10
representative mentions for a given topic were the most frequent
mentions, corresponding to the top 10 CUIs, with the highest
probabilities of belonging to the topic. Multiple mentions could
be mapped to a given CUI (Table 2). We only presented the
most frequent mention because all mentions mapped to the same
CUI had similar semantics. We further evaluated the quality of
topic modeling based on how well the derived topics
summarized the most representative mentions. We analyzed
each LDA topic modeling result for every combination of α
and K and chose the one where the derived topics were distinct
and best summarized the most representative mentions. Finally,
we identified distinct and meaningful topics using (1) K=4 and
α=10 for BIIweb, (2) K=5 and α=10 for HealingBII, and (3)
K=5 and α=1.5 for IG-BII. We observed that with higher K
values, the most representative mentions were similar across
the topics. Hence, the derived topics were not distinct and were
difficult to interpret.

Tables 3-5 present the top 10 representative mentions, the
frequencies of CUIs corresponding to the mentions (in %), and
the interpretations of the topics indicated by the mentions (eg,
common signs and symptoms). Note that the frequencies of

CUIs are among all the posts, not only in those posts with the
highest probability belonging to a certain topic. We presented
these frequencies because each post had a certain probability
of belonging to a certain topic, and thus frequencies among all
posts would better represent the topic information across all the
posts. These tables also present examples of posts that have a
high probability of belonging to the respective topic. In the
examples, the mentions that had high probabilities of belonging
to the corresponding topics are italicized. Note that we used
CUIs in LDA to derive the topic and word distributions (as
discussed in the section Methods—Topic modeling), but we
have presented the most frequent mentions (with clear
semantics) that were mapped to the respective CUIs (which are
identifiers without semantics) in these tables. The mentions in
these tables were sorted based on the probabilities of their
corresponding CUIs belonging to the respective topics. Please
note that these probabilities have not been presented in the tables
(they are not the frequencies presented in the tables). Therefore,
each topic was represented by its most representative mentions,
and thus, summarized such mentions. For example, we
interpreted a topic as pain and other signs if there were a
significant number of mentions related to pain, such as neck
pain, chest pain, and headache. Please note that the topics have
not been sorted, and the first columns in Tables 3 to 5 are
nominal identifiers. Below, we have discussed the topics derived
from LDA for BIIweb and HealingBII data sets from the original
posts. Note that 2 topics can still share the same representative
mention with different probabilities in the LDA.

Table 3. Derived topics in BIIweb.

InterpretationTop 10 mentionsTopic

Common signs and symptoms1 • Testing (2.34); illness (4.46); problem (2.82); work (1.17); swollen (0.78); drains (0.61); feel common
(2.51); fatigue (1.82); exhausted (0.39); sensitivity (0.95)

• Example: “I had silicone implants done 5 years ago, three years ago after going to the doctor with

extreme fatiguea (I was sleeping 14-16 hours a day and was still exhausted)”

Diseases or disorders2 • Breast implant (6.80); removal (1.30); cancer (0.95); autoimmune (0.95); infection (0.87); scleroderma
(0.39); pain (3.68); diagnosis (0.30); alcl (0.30); breast cancer (0.30)

• Example: “I had stage 4 breast cancer and had chemo and radiation. I tried to have my breast implants
removed due to pain...Then I had an acute infection occur a month and a half after they put the new
implants in and they were forced to perform an emergency removal of the newer implants. I have
had all the symptoms of breast implant illness—even after their removal.”

Toxicity3 • Breast implant (6.80); illness (4.46); toxicity (1.17); foreign body (0.87); heal (0.78); support (0.65);
rupture (0.52); cancer (0.95); awareness (0.35); inflammation (0.56)

• Example: “...I never had a problem until 2006 at which time I thought something had happened
however, my surgeon said I must have just pulled a muscle and that the implants seemed fine. Now
that surgeon is old and the shop is closed up. I have been suffering for the past 13 years with arthritis,
fatigue, brain fog, inflammation, hormone imbalances, and adrenal fatigue...”

Pain and stress-related disor-
ders

4 • Pain (3.68); feel (2.51); fatigue (1.82); back pain (0.87); illness (4.46); joint pain (0.56); worse (0.65);
anxiety (0.52); ear ringing (0.39); headache (0.39)

• Example: “It wasn’t until 2017 where I started to experience anxiety and panic attacks (which I didn’t
know I was having at the time). With that, along came crazy headaches, feeling dizzy, sick, light-
headed, and my right eye would always be swollen and never knew why.”

aThe mentions in the examples that had high probabilities of belonging to the corresponding topics are italicized.
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Table 4. Derived topics in HealingBII.

InterpretationTop 10 mentionsTopic

Surgeries and procedures1 • Rupture (1.34); supported (0.87); read (1.17); suffering (0.87); happy (0.6); mastectomy (0.46); work
(0.96); scare (0.77); reconstruction (0.41); mri (0.72)

• Example: “Double mastectomya in 2015. Reconstruction process with expanders then permanent
1000 ml saline implants in early 2016. After that was 9 procedures, a hysterectomy and now MANY
health problems.”

Pain and other signs2 • Pain (3.91); joint pain (0.79); fatigued (0.96); ailment (4.70); removal (0.84); hair loss (0.52); headache
(0.47); muscle ache (0.34); rash (0.39); infection (0.84)

• Example: “In addition to the neuromuscular spasms and pain, I’ve suffered with incapacitating
chronic fatigue, BRAIN FOG and confusion (yes, even while driving), loss of vision and hearing,
vertigo, mysterious skin rashes, hair loss, migraines...”

Cancer and other disorders3 • Problem (2.64); cancer (0.90); autoimmune (0.57); breast cancer (0.38); scars (0.35); treatment (0.43);
diagnose (0.29); autoimmune disorder (0.27); lupus (0.29); arthritis (0.26)

• Example: “I had capsules form on both breasts from about 2010. I got sick with BII symptoms from
2005 with lots of infections required intravenous and oral antibiotics. My environmental and drug
allergies got worse, onset of arthritis, skin rashes, autoimmune symptoms, started growing low grade
cancers...”

Toxicity4 • Breast implant (3.85); ailment (4.70); toxicity (3.05); healing (1.56); capsulectomy (0.64); infection
(0.84); inflammation (0.39); detoxification (0.32); foreign object (0.25); bleed (0.23)

• Example: “Some women with silicone toxicity have bruising and bleeding problems. If I was you, I
would try and have the lymph node localized and checked for silicone and removed if it is contami-
nated beyond detoxing much like a silicone granuloma is removed.”

Mental health5 • Emotion (3.70); think (2.26); feel (0.84); normal (0.65); anxiety (0.50); ill (0.61); sensation (0.33);
tired (0.28); sores (0.27); depression (0.33)

• Example: “Even more heartbreaking and discouraging, has been the emotional pain of not being able
to freely play with her on the floor due to hip and knee pain, along with leg and foot spasms...but I
struggle with many feelings of failure as a wife and mother due to physical limitations.”

aItalic text indicates the mentions in the examples that had high probability of belonging to the corresponding topics.
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Table 5. Derived topics in IG-BII.

InterpretationTop 10 mentionsTopic

Physical health1 • Heal (1.46); working (0.90); weighted (1.05); able (0.99); rest (0.37); stress (0.29); exercise (0.28);
therapeutic (0.35); sleep (0.36); run (0.23)

• Example: “It’s been 14 months since my explant. The journey to healinga hasn’t been an easy one
due to setbacks and relapses but better than daily anaphylaxis from getting cold, food, smells, crying,
exercise and stress, then add angina attacks from anaphylaxis.”

Cancer and medical proce-
dures

2 • Malignancy (1.10); removal (0.96); scar (0.75); capsulectomy (0.68); rupture (0.43); ciactrice (0.43);
alcl (0.41); augmentation (0.37); lymphoma (0.35); removal of implants (0.29)

• Example: “The ugly side of breast implants. It’s not a matter of IF you will get sick...it’s WHEN.
implants leak toxic heavy metals without rupture It’s called a gel bleed. Women with implants are
3 times more likely to develop brain, lung and lymphatic cancer than women with implants.”

Mental health3 • Loving (2.43); happiness (2.11); emotion (1.64); think (1.05); feel (0.87); scare (0.55); confidence
(0.35); tired (0.38); emotional (0.27); sensation (0.33)

• Example: “I was scared of looking incomplete. After much deep, inner work on myself, I realized
that my worth wasn’t dependent on what I looked like or how big my chest was. I realized that true
happiness would come from 100% acceptance of what and who I was”

Toxicity4 • Breast implant (7.21); ailment (5.67); toxicity (1.67); aware (0.96); felt worse (0.36); test (0.64);
foreign body (0.45); alone (0.33); suffering (0.21); complication (0.20)

• Example: “...We get toxic from the chemical makeup of the silicone, the toxic chemicals that are re-
leased when the shell degrades, sick from rupture and sometimes mold.”

Common disorders5 • Pain (2.52); inflammatory reaction (0.89); fatigue (0.83); anxiousness (0.72); allergy (0.43); depression
(0.37); joint pain (0.33); autoimmune disorder (0.32); swell (0.43); infection (0.31)

• Example: “For three years, doctors have been unable to diagnose or explain upper body weakness,
hand pain, and general inflammation. I have suffered from periods of high inflammation, debilitating
fatigue, migraines, inability to lose weight, insomnia, low libido, body and joint pain, hair loss, dry
skin, dry eyes, brain fog, etc.”

aItalic text indicates the mentions in the examples that had high probability of belonging to the corresponding topics.

Table 3 presents the topics in the data set BIIweb data set.
Although BIIweb was the smallest the data set (Table 1), we
were still able to identify 4 distinct topics with the most
representative mentions, namely, fatigue, infection, toxicity,
and anxiety. Table 4 presents the topics in the data set
HealingBII, which shared some common topics and
representative mentions with those in BIIweb. For example,
pain, cancer, and toxicity were common across these 2 data sets.
However, a focused topic unique to HealingBII was surgeries
and procedures, where people (mostly patients) discuss the
procedures among themselves and share their related
experiences. Another unique topic in HealingBII was mental
health.

In addition to physical symptoms, individuals reported
significant emotional and mental difficulties, such as depression,
and expressed serious symptoms on social media. Table 5
presents the topics in the data set IG-BII data set. IG-BII was
the largest data set (Table 1) and had significantly more posts
than the other two. We observed that cancers, mental health,
and toxicity emerged as significant topics in this large data set,
consistent with those in HealingBII. In IG-BII, people also
discussed their recovery process from the issues or events
associated with BII. We identified from these 3 data sets
frequent mentions of rupture, pains, and fatigue. We also
identified mentions of cancer, lupus, and autoimmune disorders.

Please note that Table 3 contains 4 topics for BIIweb, but Tables
4 and 5 contain 5 topics for HealingBII and IG-BII, respectively.
This is because the number of topics was determined by how
distinct the topics were, not by the prespecified number of
topics.

Table 6 presents the top 10 representative mentions, the
frequencies of CUIs corresponding to the mentions (in %), and
interpretations of the topics on the unified data set, combining
all 3 data sets BIIweb, HealingBII, and IG-BII. We obtained a
unified data set by combining all the posts from the 3 data sets
into one corpus. To perform topic modeling, we processed the
posts in the unified data set in the same way as we processed
the posts in the individual data sets (discussed in the section
Methods—Topic modeling). Upon topic modeling, we identified
5 distinct topics using K=5 and α=1.5. We observed that
physical health, cancers, mental health, toxicity, and common
disorders emerged as significant topics in the unified data set,
consistent with those in IG-BII. This was because IG-BII was
the largest data set out of the three and comprised 93.22%
(28,987/31,094) of the unified data set. We also identified
common concerns such as pain, allergy, depression, weight
gain, cancer, inflammation, and toxicity issues from the
individual and unified data sets. This implies that the
above-mentioned factors were frequently associated with BII.
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Table 6. Derived topics in the unified data set.

InterpretationTop 10 mentionsTopic

Physical health1 • Working (1.45); ate (0.92); weight (0.79); runs (0.40); thinking (2.68); exercise (0.25); talk (0.50);
walking (0.35); nutrition (0.15); move (0.28);

• Example: “...I’m now healthier than I have been in the last 7 years of my life!...I explanted in Feb

of 2018, a few months after explant, I gained my weighta back and found a love for true self care
and working out.”

Cancer and medical proce-
dures

2 • Illnesses (4.45); cancer (0.87); ruptures (0.77); removal (0.76); awareness (0.73); suffers (0.83);
capsulectomy (0.54); autoimmune (0.52); breast augmentation (0.30); augmentation (0.28);

• Example: “I was diagnosed with breast cancer at the young age of 30 and ended up with a double
mastectomy as part of that process...now 10 years later I have just 15 weeks ago had my implants
removed. They had ruptured, were toxic and giving me health issues”

Mental health3 • Feel (5.94); loved (2.97); thinking (2.68); happier (1.64); feelings (1.47); afraid (0.66); confidence
(0.27); support (0.79); able (0.77); alive (0.17);

• Example: “When I found out I was sick and I had to tear apart my body to get better I never thought
I’d be happy with myself again. I am 4 weeks post op and feeling more happy and healthy than ever.
I was worried I’d never be loved again.”

Common signs, symptoms,
and toxicity

4 • Heal (2.26); scars (0.58); scarred (0.33); drain (0.26); toxic (1.97); sights (1.25); inflammation (0.68);
bulge (0.36); tenderness (0.20); red (0.15); damage (0.16);

• Example: “I was so worried about how red and raised up my scars were...then they got really inflamed,
sore and raised up around 3 weeks and i was really stressed over it. then overnight the inflammation
and redness went down...”

Common disorders5 • Pain (2.09); tired all the time (0.69); anxiety (0.57); joint pain (0.46); alopecia (0.39); weight gain
(0.37); allergies (0.35); depression (0.29); pain back (0.23); headache (0.22)

• Example: “Before I had the explant, I had many unexplained symptoms (brain fog, joint pain, back
and neck pain, tired all the time, psoriasis, afib, just to mention a few) since I awoke from surgery I
have had absolutely no neck, back, or joint pain.”

aItalic text indicates the mentions in the examples that had high probability of belonging to the corresponding topics.

Table 7 presents the percentage of posts per topic, where a post
d is considered to belong to a topic z if among all topics that d
has, z has the highest probability. Although the distributions
are not completely consistent across data sets, toxicity remained

a notable topic among all data sets. This indicates that these
were common issues that were significantly associated with
BII. In addition, pain, cancer, mental health, and other disorders
were also associated with breast implants.
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Table 7. Distribution of posts among the topics.

Posts, n (%)Data set and topics

BIIweb

62 (33.2)Common signs and symptoms

28 (15)Diseases or disorders

50 (26.7)Toxicity

47 (25.1)Pain and stress-related disorders

HealingBII

713 (37.1)Surgeries and procedures

221 (11.5)Pain and other signs

221 (11.5)Cancer and other disorders

505 (26.3)Toxicity

260 (13.6)Mental health

IG-BII

11,299 (39)Physical health

3890 (13.4)Cancer and medical procedures

4879 (16.8)Mental health

5415 (18.7)Toxicity

3504 (12.1)Common disorders

Unified

4760 (15.3)Physical health

10,637 (34.2)Cancer and medical procedures

7954 (25.6)Mental health

4030 (13)Common signs, symptoms, and toxicity

3713 (11.9)Common disorders

Discussion

Principal Findings
To understand the signs, symptoms, and diseases or disorders
associated with BII, a condition reported primarily on social
media rather than in medical reports, we collected social media
posts and analyzed them using NLP and topic modeling. We
extracted mentions related to signs, symptoms, diseases,
disorders, and medical procedures using cTAKES, mapped
them to standard medical concepts, and summarized the mapped
concepts to topics using LDA. We found that mentions such as
rupture, infection, inflammation, pain, and fatigue were common
self-reported issues. We also found that mental health–related
concerns such as stress, anxiety, and depression, as well as
diseases such as cancers and autoimmune disorders, were
common concerns. The cTAKES was able to extract medication
and anatomy information as well, but they were not used in our
LDA analysis, given that the objective of our study was not to
study the medications used or the anatomy related to BII.

In our method, we relied on cTAKES and the rich UMLS
dictionary to extract all relevant mentions, including their lexical
variants (synonyms, abbreviations, paraphrases). To determine
if cTAKES could sufficiently extract relevant mentions, we

performed a manual annotation to extract all the relevant
mentions and compared them with the extracted mentions from
cTAKES. We found that cTAKES could sufficiently capture
relevant medical concepts and was comparable with manual
annotation. It is worth noting that we did not evaluate the
performance of our mention extraction module on all the posts
of each data set, which is typically performed using precision
and recall metrics when there are ground-truth labels associated
with each mention. However, in order to have such labels,
careful manual annotations based on domain knowledge of BII
are required. Unfortunately, such domain knowledge on
complications, symptoms, and other issues associated with or
caused by BII were not fully available. Our goal in this study
is to provide useful information from social media data that
could complement our current knowledge. Therefore, in this
preliminary study, we used all annotated mentions, assuming
that cTAKES enabled high-quality annotations.

Strengths and Limitations
We acknowledge that cTAKES might not have been able to
extract all relevant mentions from our social media data sets.
This is because cTAKES was originally designed for extraction
of medical entities from clinical notes, which have very different
wording and writing styles compared with social media data.
As social media data comprise informal phrases, short
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ambiguous texts, emoticons, and a wide range of lexical variants
corresponding to a single concept, cTAKES might not work
flawlessly on social media data, although we observed
reasonable output from cTAKES. We also observed that
cTAKES often associated a single mention with multiple CUIs
belonging to the same category. We think this was because of
the presence of multiple mappings for a given mention in the
UMLS metathesaurus. Regardless, the extracted mentions and
the mapping of mentions to UMLS CUIs, as generated by
cTAKES, were used for topic modeling without any manual
verification or evaluation. In the future, we will develop a
detailed guideline to further evaluate the extracted mentions
before using them in topic modeling.

Our study had some limitations. First, LDA is an unsupervised
learning technique in which the number of topics (K) is assumed
to be known a priori. However, it is difficult to accurately
estimate K for a given data set. In our study, we used a grid
search to obtain different K values. Even without full domain
knowledge, it remains nontrivial to evaluate the LDA results
for each K value. In our study, we selected the topics based on
α and K values. We did not use perplexity [66,69,70], a widely
used metric in topic modeling, to select the topics, because as
studied in the literature (eg, Chang et al [71]), perplexity often
does not correlate well with topic interpretability; in our case,
the lowest perplexity did not always enable intuitive or
meaningful topics. In the future, we will develop more rigorous
ways to select the number of topics and evaluate the topic
modeling results. In this study, we did not conduct a sentiment
analysis of the posts to understand the positive or negative
opinions expressed in the posts. We plan to include this process
before topic modeling to generate a cleaner data set for topic
modeling.

It is worth noting that social media data could be of variable
quality (eg, misspelling, misconception, and biased opinions),
particularly compared with medical literature data. Anyone can
post on social media, and so the derived content may be from
individuals who may have other implant-specific issues such
as capsular contracture or implant infection. Thus, understanding
the diseases, disorders, symptoms, signs, etc, associated with a
drug, disease, or medical procedure from social media data
would always be at risk from confounders or errors. However,
given that the medical knowledge and literature on BII have
not been well established, and the related concepts are not well

defined or well accepted, using social media data to understand
emerging issues could be a meaningful starting point. Still, any
findings from social media data would require a rigorous
evaluation and validation based on medical and biological
knowledge, experiments, clinical practice, etc. In addition, we
have only analyzed 3, though the most relevant and prolific
websites dedicated to BII discussions. A more comprehensive
analysis of social media data on a much larger scale would be
beneficial to better understand BII in a larger, diverse
population. Sentiment analysis of social media data could be
another valuable analysis to enable more insights into the health
experiences of users or patients and their emotions or feelings.
We will consider sentiment analysis in our future research when
BII is better understood, and we can accurately annotate social
media data.

Conclusions
This study has important implications for future methodological
and clinical research. Future methodological research on NLP
could include causality inference between BII and symptom
and sign mentions from social media to understand their
relations, etc. Our findings could provide the relevant domains
for clinical research studies seeking to develop measures of BII
and to identify its causes. More specifically, our results can
provide a patient-derived definition of BII, which can be useful
to clinicians treating patients with BII concerns to use this
patient-centered language. Our methods and informatics
strategies applied in this study would also provide working
examples for analyzing other emerging but not well-defined
illnesses from social media data.

Our analysis of social media data identified mentions such as
rupture, infection, inflammation, pain, and fatigue, which were
common self-reported issues on social media sites dedicated to
BII. In addition, our analysis showed that a significant number
of user comments and posts were also concerned with mental
and physical health and toxicity issues after having breast
implants. The findings from our study could be used to further
the scientific study of BII, as well as the care of patients
presenting with the described symptoms, by allowing clinicians
to develop a patient-centered language to better approach the
patients with concerns. Our study provides the first analysis and
derived knowledge of BII from social media using NLP
techniques and demonstrates the potential of using social media
information to better understand emerging illnesses.
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Abstract

Background: Medicines may cause various adverse reactions. An enormous amount of money and effort is spent investigating
adverse drug events (ADEs) in clinical trials and postmarketing surveillance. Real-world data from multiple electronic medical
records (EMRs) can make it easy to understand the ADEs that occur in actual patients.

Objective: In this study, we generated a patient medication history database from physician orders recorded in EMRs, which
allowed the period of medication to be clearly identified.

Methods: We developed a method for detecting ADEs based on the chronological relationship between the presence of an
adverse event and the medication period. To verify our method, we detected ADEs with alanine aminotransferase elevation in
patients receiving aspirin, clopidogrel, and ticlopidine. The accuracy of the detection was evaluated with a chart review and by
comparison with the Roussel Uclaf Causality Assessment Method (RUCAM), which is a standard method for detecting drug-induced
liver injury.

Results: The calculated rates of ADE with ALT elevation in patients receiving aspirin, clopidogrel, and ticlopidine were 3.33%
(868/26,059 patients), 3.70% (188/5076 patients), and 5.69% (226/3974 patients), respectively, which were in line with the rates
of previous reports. We reviewed the medical records of the patients in whom ADEs were detected. Our method accurately
predicted ADEs in 90% (27/30patients) treated with aspirin, 100% (9/9 patients) treated with clopidogrel, and 100% (4/4 patients)
treated with ticlopidine. Only 3 ADEs that were detected by the RUCAM were not detected by our method.

Conclusions: These findings demonstrate that the present method is effective for detecting ADEs based on EMR data.

(JMIR Med Inform 2021;9(11):e28763)   doi:10.2196/28763
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Introduction

The investigation of adverse events in clinical trials and
postmarketing surveillance requires an enormous amount of
money and effort [1-3]. As clinical trials are performed with
limited numbers of participants and limited investigation
periods, they do not always clearly identify the full range of
possible adverse events [4-6]. Although postmarketing
surveillance, which is executed by specialized agencies in many
countries, has focused on gathering information on adverse drug
events (ADEs), the identification of ADEs in actual clinical
settings remains insufficient due to its dependence upon
voluntary reporting [7-11]. The introduction of electronic
medical records (EMRs) by many hospitals has allowed for the
secondary use of EMR data from multiple hospitals [12-15].
This enables a greater understanding of the ADEs that occur in
actual patients without the costs associated with the traditional
methods of determining the incidence of adverse events.

The occurrence of ADEs can be detected based on the
chronological relationship between the presence of the adverse
event and the medication period. The key data for the detection
of an ADE are the date when a patient started to take the
medicine and the date on which the medication was
discontinued. It is not easy to accurately determine the
medication period based on patient records because the
medication data obtained from EMRs are based on a computer
physician order entry (CPOE) system in which prescription
orders are created for each prescription. In the clinical setting,
physicians usually consider the amount of remaining medicine
due to missed doses or overlapping previous prescriptions when
they are preparing the prescription order. In the present study,
we developed a medication history database in which both the
start and end dates of medication were determined by combining
the prescription order data according to the estimated amount

of remaining medicine. To verify our ADE detection method,
we focused on identifying ADEs with alanine aminotransferase
(ALT) elevation using the medication history database and the
serum ALT values obtained from the EMR. The accuracy of
the detection of ADEs was examined by a review of medical
records and by comparison with the Roussel Uclaf Causality
Assessment Method (RUCAM), which is a standard method
for detecting drug-induced liver injury (DILI) [16-25].

Methods

Experimental Environment
This study was performed in accordance with the World Medical
Association Declaration of Helsinki, and the study protocol was
approved by the institutional review board of the Osaka
University Hospital (OUH), National Cerebral and
Cardiovascular Center (NCVC), and Tottori University Hospital
(TUH). This study was an observational study and did not obtain
individual informed consent from the participants included in
the study. However, the study protocol was posted on our
webpage, giving the study participants an opportunity to opt
out.

Because each CPOE system has its own database, the systems
have different structures. We first developed an intermediate
database to unify the database structure. The data from the
original CPOE database were transferred to this intermediate
database. We then generated the medication history by applying
a medication history generation (MHG) program to the
intermediate database (Figure 1). The medication history
generation program was developed with Microsoft Visual Basic
for Applications 7.0, and Microsoft Access 2010 was used for
the intermediate database. Both the program and the database
were installed on a laptop PC ( Intel Core i7-2640M CPU; 8
GB of memory) with the Microsoft Windows operating system.

Figure 1. Procedure for generating the medication history. The data were extracted with an individually customized Structured Query Language from
each CPOE database in the different medical facilities and transferred to an intermediate database. The MHG program was applied to the data in the
intermediate database to generate the medication history. DB: database; CPOE: computer physician order entry; EMR: electronic medical record; MHG:
medication history generation.
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Generation of the Medication History
The medication history includes the start and the end dates of
medication for each medicine prescribed to a patient. To

construct the medication history database, the CPOE records
were combined with consideration to the remaining medicine
(Figure 2).

Figure 2. Process to generate a medication history. A. Generation of medication history with consideration to the overlapped period and gap period.
The prescription order records (P-1, P-2, and P-3) were combined if the calculated remaining medicine was more than that needed for the days of the
gap period. B. The medication history was generated under consideration of missing doses, assuming that missing doses occur once in 5 days. The
prescription order records (P-4 and P-5) were combined if the amount of a remaining medicine was more than that needed for days of the gap period.
Open circles indicate the days on which the patient took the medicine. Closed circles indicate the days in which the prescription orders overlapped.
Closed squares indicate the days of missing doses.

First, the CPOE records for each medicine taken by an individual
patient were extracted and combined sequentially from the oldest
record to the newest record. As shown in Figure 2A, in cases
where the last day of prescription 1 (P-1) was after the first day
of P-2, the first day of P-1 was set as the start date of medication
while the last day of P-2 was set as the end date, and the amount
of the remaining medicine was estimated. In the case that a gap
period lay between the last day of P-2 and the first day of P-3,
if the amount of the remaining medicine was not less than the
amount of medicine that would have been consumed during the
gap period, P-2 and P-3 were combined.

We estimated the amount of the remaining medicines due to
noncompliance by the patient, assuming that the rate of missed
doses was constant. Accordingly, we set an unused medicine
index (UMI), which indicated the rate of missing doses as a
ratio of the period in which patients actually took the medicine
to the prescription period. The amount of remaining medicine
due to missing doses in P-4 was calculated (Figure 2B). If the
amount of the remaining medicine was greater than that needed
for the days during the gap period, P-4 and P-5 were combined.
Figure 2 shows the algorithm for generating the medication
history database.

The appropriate UMI value was determined by generating the
medication history records for 9 medicines (pravastatin,
cilostazol, isosorbide, nifedipine, ursodeoxycholic acid,
rebamipide, amlodipine, aspirin, and methylcobalamin), which
were considered to be long-term prescriptions. We set the UMI
value as 1.4 because unnatural short-term gap periods tended

to be observed when the UMI was <1.3 and because gap periods
of a few months (considered to be the cessation of medicine)
tended to be combined when the UMI was >1.5. To evaluate
the validity of the UMI, we randomly selected 9 patients who
had been treated for cardiovascular disease for >5 years and
generated 725 medication history records. The medication
history records were reviewed by the chief physicians, resulting
in 98% of the records being considered appropriate.

Detection of ADEs with Serum ALT Elevation
We detected the occurrence of ADEs based on the chronological
relationship between the presence of the adverse event and the
medication period. In this study, we focused on identifying
ADEs with ALT elevation, which is known to reflect
hepatocellular injury-type DILI. The elevation of ALT was
selected because, in the RUCAM, the severity of hepatocellular
injury-type DILI is defined by serum ALT. The ALT values
were obtained from the laboratory test data in the EMR database.
The criteria for the diagnosis of ADE with ALT elevation are
shown in Table 1. ADEs with ALT elevation were detected
during the medication period, and those with a decrease in the
ALT level were detected after the cessation of the medication
(criteria 1 and 2). If the elevated value decreased during the
medication period, then the medicine was considered not to be
causative; thus, it was excluded as a cause of ADE (criterion
3). Because it was difficult to distinguish an ALT elevation
caused by a previous liver injury, viral hepatitis, or an operation
from hepatocellular injury-type DILI, we excluded patients with
any of these factors (criterion 4-III).
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Table 1. Criteria for the diagnosis of hepatocellular injury with ALT elevation.

Criterion detailsCriterion

Inclusion criteria

Peak ALTb> ULNc of ALT

and

Peak ALT ≥ ALT (before start of medication)d × 2

Elevation of ALTa after initiation of medication

ALT (after cessation of medication)e < Max ALT f × 0.5

or

ALT (after cessation of medication) < ALT (ULN)

Decrease of ALT after cessation of medication

Exclusion criteria

ALT (during medication period)g < peak ALT × 0.25

or

ALT (during medication period) < ULN of ALT

Decrease of ALT during the medication period but after the day of
peak ALT

Previous liver injuryh, viral hepatitisi, or surgical operationjLiver injury induced by nondrug causes

aALT: alanine aminotransferase.
bHighest ALT value within 90 days from the start of medication.
cULN: upper limit of normal.
dALT value on the last day before the initiation of medication.
eLowest ALT value within 30 days after the cessation of medication.
fMaximum ALT value during the medication period.
gLowest ALT value during the medication period from the day of peak ALT to within 30 days from the date of medication cessation.
hPatients whose electronic medical records showed the following diseases (International Classification of Disease code 10): alcohol dependence (F10),
liver disease (K70-K77), and gallbladder and bible duct disease (K80-K87).
iPatients whose electronic medical records showed positive results in the following laboratory blood tests: viral hepatitis A, B, and C ( immunoglobulin
M antibody to hepatitis A virus antigen, hepatitis B surface antigen, hepatitis C virus core antigen); cytomegalovirus; and Epstein-Barr virus.
jPatients whose EMRs indicated that they had undergone surgery within 14 days before the day of peak ALT.

The Study Population and the Target Medicines
In the present study, EMR data were obtained from 3 medical
facilities: OUH, NCVC, and TUH. These medical institutions

have independent EMR systems. In the study period, the data
from a total of 1,587,939 patients were registered, and the total
number of CPOE records was 37,935,783 (an average of 23.9
records per patient; Table 2).

Table 2. The medical facilities in the present study.

TUHcNCVCbOUHaCharacteristic

IBM Corp.NEC Corp.NEC Corp.Manufacturer

Database 2OracleOracleCPOEd database model

0/01/03-09/01/1304/01/00-02/01/1404/01/00-12/01/12Data range (mm/dd/yy)

307,944251,1431,028,852Patients, n

9,360,2818,128,05920,447,443CPOE records, n

aOUH: Osaka University Hospital.
bNCVC: National Cerebral and Cardiovascular Center.
cTUH: Tottori University Hospital.
dCPOE; computer physician order entry.

The target medicines were aspirin, clopidogrel, and ticlopidine.
These are antiplatelet drugs that have been reported to cause
hepatocellular injury-type DILI [26-28]. Earlier studies have
suggested that clopidogrel is associated with a lower risk of
hepatocellular injury-type DILI in comparison to ticlopidine
[29].

The Rates of ADE With ALT Elevation With Each
Target Medicine
To calculate the rates of ADE with ALT elevation that occurred
with each medicine, we counted the number of patients who
met the diagnostic criteria (Table 1). The severity of ADE with
ALT elevation was categorized according to the maximum ALT
value as mild elevation (maximum ALT ≥40 IU/L), moderate
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elevation (maximum ALT ≥80 IU/L), and severe elevation
(maximum ALT ≥200 IU/L). The rate of ADEs with ALT
elevation was calculated by dividing the number of ADE patients
by the number of patients who took the targeted medicine, and
the ALT values were tested at least 3 times (before, during, and
after the medication period).

Evaluating Results That Were Indicative of ADE With
ALT Elevation.
We selected the patients with moderate and severe ALT
elevation (maximum ALT ≥80 IU/L) whose medical records
were recorded electronically at OUH and TUH and checked the
progress notes recorded from 3 days before to 3 days after the
date of the peak ALT value. The numbers of medical records
subjected to review for each of the drugs were as follows: aspirin
(n=83), clopidogrel (n=29), and ticlopidine (n=8). These records
were used to determine whether or not the elevation of ALT
was due to an ADE. The ADE cases were categorized into 3
groups: (1) ADE caused by the targeted medicine, (2) ADE
caused by a concomitant medicine, and (3) offending medicine
not identified.

Comparison of the Detection of ADE With ALT
Elevation Between Our Proposed Method and the
RUCAM
The RUCAM is the standard method for detecting DILI. The
RUCAM uses a 5-stage scoring system to assess the possibility
of DILI by classifying the condition as hepatocellular,
cholestatic, or mixed based on the laboratory test data and
clinical data.

We compared the accuracy of detecting hepatocellular-type
ADE between our method and the RUCAM. Patients with ALT

levels of >200 were included in the analysis (10,608 patients
from OUH and 5464 patients from TUH).

The primary screening was performed to select
hepatocellular-type ADE for the RUCAM. The screening
criterion was as follows: ALT level >200 and (ALT/upper limit
of normal/(alkaline phosphatase/upper limit of normal)>5 within
90 days of the first day of using the verified medication. Next,
we determined the RUCAM score based on a review of medical
records. Probable and highly probable scores according to the
RUCAM system were classified as hepatocellular-type DILI in
this study.

Statistical Analysis
Multiple comparisons were performed using the Ryan method,
and the Fisher exact test was used to compare the rates of ADE.
P values of <0.05 were considered to indicate statistical
significance. All statistical analyses were performed using the
R software version 3.1.2 (The R Foundation for Statistical
Computing).

Results

Table 3 shows a summary of the medication history records for
the target medicines that were generated by our system. Aspirin
was the most frequently used medication in our study
population. The numbers of patients who were treated with
clopidogrel and ticlopidine were approximately equal. The
CPOE records were combined into a single medication history
record in 8.80% (58,873/668,765), 13.81% (12,224/88,520
patients), and 8.51% (8654/104,003) of the patients treated with
aspirin, clopidogrel, and ticlopidine, respectively, which
indicated that the medication histories were correctly generated.

Table 3. The medication histories generated for the target medicines (N=1,587,939).

TiclopidineClopidogrelAspirinValues

6224 (0.39)10,263 (0.65)40,938 (2.58)Patients, n (%a)

104,00388,520668,765CPOEb records, n

16.78.616.3CPOE records per patient, mean

8,85412,22458,873Medication history records, n

1.41.21.4Medication history records per patient, mean

aPercentage of the study population treated with the target medicine/electronic medical record–registered population (1,5879,939 patients).
bCPOE: computer physician order entry.

The rate of ADEs with ALT elevation among patients who
received ticlopidine was significantly higher than that among
patients who received the other 2 medicines (Table 4). The rates
of ADE with ALT elevation in patients who received aspirin
and clopidogrel did not differ to a statistically significant extent.
The rates of severe ALT elevation with each of the target
medicines showed the same tendency.

We reviewed the medical records of the patients in whom an
ADE with ALT elevation was detected by our system (Table
5). The number of records subjected to review for each of the
drugs was 83 for aspirin, 29 for clopidogrel, and 8 for
ticlopidine. The number of records in which the cause of liver
injury was described was 30 for aspirin, 9 for clopidogrel, and

4 for ticlopidine. Among these, the number of records in which
an ADE with ALT elevation was diagnosed was 27 (90%) for
aspirin, 9 (100%) for clopidogrel, and 4 (100%) for ticlopidine.
These findings demonstrated that the method of the present
study was appropriate for detecting ADE with ALT elevation.
However, the causative medicines of ADEs with ALT elevation
described in the medical records were not only the target
medicine but also concomitant medicines. There were cases in
which the offending medicine was not specified. In the cases
in which the concomitant medicine was described as the
causative medicine of an ADE with ALT elevation, the target
medicine was also thought to be a candidate based on the
chronological pattern of the medication period and ALT
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elevation. This may be due to physicians suspecting an ADE and then discontinuing all of the possible causative medicines.

Table 4. The rates of adverse drug events with ALT elevation.

TiclopidineClopidogrelAspirinPatients

3974507626,059Target patient distribution, n

DILIa patients

226 (5.69%)e188 (3.70%)868 (3.33%)(MAXb ALTc >ULNc)

83 (1.43%)e69 (0.93%)341 (0.95%)MAX ALT ≥ 80 IU/L

26 (0.65%)f22 (0.43%)93 (0.36%)MAX ALT ≥ 200 IU/L

aDILI: drug-induced liver injury.
bMAX: maximum.
cALT: alanine aminotransferase.
dULN: upper limit of normal.
eP<.001 vs other groups.
fP<.001 vs Aspirin.

Table 5. Evaluation by review of medical records.

TiclopidineClopidogrelAspirinMedical record values

4927ADEsa with ALTb elevation, n

168Caused by target medicine

2111Caused by concomitant medicine

128Offending medicine not specified

003Other causes of liver injury, n

4930Total, n

aADE: adverse drug event.
bALT: alanine aminotransferase.

The number of patients diagnosed with hepatocellular-type ADE
with our proposed method and the RUCAM are shown in Table
6. The first RUCAM screening identified 10 patients at OUH
and 39 patients at TUH as candidates of hepatocellular-type
ADE. The number of candidate patients was very few at OUH
because the testing rate of alkaline phosphatase (ALP) within
90 days from starting the medication was very low (882/16,735,
5.26%) for OUH. As a result, none of the patients were
suspected as hepatocellular-type ADE at OUH, while 51 patients
were suspected as hepatocellular-type ADE by our method. On
the other hand, the rate of ALP testing within 90 days from

starting the medication was not low at TUH (6692/9097,
73.56%). At TUH, 11 patients were detected as DILI by both
our method and the RUCAM. Two patients were detected as
hepatocellular-type ADE only by our method, and both patients
were thought to be hepatocellular-type ADE by the review of
medical records. Three patients were not detected as
hepatocellular-type ADE by our method because the ALT levels
of these patients did not recover within 30 days of termination
of the medication (within 33 days, 40 days, and 45 days,
respectively).
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Table 6. ADE with alanine aminotransferase level elevation detection results by RUCAM and the proposed method.

TotalTiclopidineClopidogrelAspirinValues

TUHOUHTUHOUHTUHOUHTUHbOUHa

546410,6085111731951126640027611Target patients

RUCAMc

39102293285Firstd screening

1401030100ADEe,f

1351118271026ADE medication historyg

aOUH: Osaka University Hospital.
bTUH: Tottori University Hospital.
cRUCAM: Roussel Uclaf Causality Assessment Method.
dAlanine aminotransferase level >200 and (alkaline phosphatase /200)/(alanine aminotransferase/40) <5.
eADE: adverse drug event.
fThe number of patients diagnosed with “probable” suspected of drug-induced liver injury or with a degree greater than “probable” by the RUCAM
(alanine aminotransferase ALT level >200) includes first screening patients.
gThe number of patients diagnosed with an ADE by the proposed method (alanine aminotransferase level >200).

Discussion

Principal Findings
Accurate demonstration of the start and end dates of a
medication period is important in pharmacoepidemiologic
research. However, the CPOE records in EMRs cannot clearly
demonstrate the total duration of the medication period. In the
present study, we generated a medication history database from
the CPOE databases of 3 hospitals and systematically diagnosed
ADEs with ALT elevation according to the chronological
relationship between the changes in ALT values and the duration
of medication using a medication history database. Because the
medication history database can be applied not only to the
detection of ADEs but also to crossover studies that compare
drug efficacy in the same patients, it can become a basis for
pharmacoepidemiologic research.

The comparison of the RUCAM and our method revealed that
the rates of ALT and ALP testing influenced the accuracy of
the RUCAM in the detection of ADEs. In a prospective study,
laboratory test data can be obtained according to a research
plan. However, in a retrospective study, missing data often
become problematic. Scoring in the RUCAM requires
information such as the use of concomitant medications, drug
risk information, the presence or absence of a rechallenge, and
the history of alcohol consumption. This information is not
registered as structured data in EMRs. In this study, a review
of medical records was needed to determine the score for the
RUCAM. In contrast, our method used only standardized data,
such as laboratory test data, prescription data, disease name
data, and surgical data. For this reason, our method is applicable
to the detection of ADEs in a retrospective analysis of big data
generated by EMRs.

The population characteristics greatly affect the rate of adverse
events. In clinical trials, the incidence of adverse events may
be accurate because blood testing is routinely performed in all
patients. On the other hand, in observational studies, the timing

of blood testing differs for each patient. There may be great
differences in the rates of adverse events depending on how the
study population is defined. A previous clinical study in Japan
reported that the rates of serious liver injury among patients
receiving ticlopidine and clopidogrel were 13.6% (129/948)
and 5.1% (115/2261), respectively [30,31]. However, these
studies had different study populations, and caution must be
exercised when interpreting the comparison of the rates of
adverse events. The present method determined the rates of
adverse events for some medicines under the same conditions
for ticlopidine (188/5076 ,3.70%) and clopidogrel (226/3974,
5.69%); thus, this method could be used to compare the risk of
adverse events between medicines (ticlopidine therapy is
associated with a greater risk of developing ADEs in comparison
to clopidogrel).

When physicians suspect an ADE with ALT elevation, all of
the medicines that might have caused the ADE are likely to be
discontinued. Thus, it was difficult to differentiate the causative
medicine from the concomitant medicines using our method.
Our method demonstrated the maximum rate of ADEs with
ALT elevation induced by a targeted medicine, assuming that
the targeted medicine was the causative medicine in all cases.

Although aspirin has been reported as a cause of liver injury,
the rate in Asian populations remains unclear. According to the
clopidogrel versus aspirin in patients at risk of ischemic events
(CAPRIE) Steering Committee report, the rates of liver injury
in patients receiving aspirin and clopidogrel were 2.97%
(285/9599) and 3.15% (302/9586), respectively, which are in
line with the rates obtained in the present study (aspirin:
868/26,059, 3.33%; clopidogre: 188/5076, 3.70%) [32]. The
rates of severe liver injury in the same report were 0.19% for
aspirin (93/5076, 0.36% in this study) and 0.11% for clopidogrel
(22/5076, 0.43% in this study). Similar to our study, the rates
of severe liver injury did not differ between patients using
aspirin and those using clopidogrel.
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Even though the absolute risk of a medicine is difficult to
estimate, our method can estimate the upper limit of the risk.
Furthermore, for some medicines, our method can estimate the
risk of for ADE with ALT elevation one at a time under the
same conditions, and the risk can be compared among different
medicines.

Limitations
In this study, we used the medication history database created
from CPOE records to detect DILI, but we did not detect all
cases of DILI. First, we focused on elevated serum ALT levels.
Elevated serum ALT can capture hepatocellular-type DILI, but
it may not detect cholestatic-type DILI, which is characterized
by elevation of the serum ALP level. Second, we were not able

to detect DILI that did not meet our diagnostic criteria, such as
delayed DILI, even the hepatocellular-type DILI. This type of
detection requires a different set of criteria.

Conclusions
The generation of a medication history database enabled us to
detect ADEs with ALT elevation through the chronological
relationship between the medication period and occurrence of
liver injury. As our method used only standardized data from
EMRs, it was possible to analyze real-world data accumulated
by EMRs in multiple hospitals. Although our method could not
identify the causative medicine among concomitant medicines,
it was possible to compare the risk of ADEs for different
medicines.
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Abstract

Background: Stroke is a worldwide cause of disability; 40% of stroke survivors sustain cognitive impairments, most of them
following inpatient rehabilitation at specialized clinical centers. Web-based cognitive rehabilitation tasks are extensively used in
clinical settings. The impact of task execution depends on the ratio between the skills of the treated patient and the challenges
imposed by the task itself. Thus, treatment personalization requires a trade-off between patients’ skills and task difficulties, which
is still an open issue. In this study, we propose Elo ratings to support clinicians in tasks assignations and representing patients’
skills to optimize rehabilitation outcomes.

Objective: This study aims to stratify patients with ischemic stroke at an early stage of rehabilitation into three levels according
to their Elo rating; to show the relationships between the Elo rating levels, task difficulty levels, and rehabilitation outcomes; and
to determine if the Elo rating obtained at early stages of rehabilitation is a significant predictor of rehabilitation outcomes.

Methods: The PlayerRatings R library was used to obtain the Elo rating for each patient. Working memory was assessed using
the DIGITS subtest of the Barcelona test, and the Rey Auditory Verbal Memory Test (RAVLT) was used to assess verbal memory.
Three subtests of RAVLT were used: RAVLT learning (RAVLT075), free-recall memory (RAVLT015), and recognition
(RAVLT015R). Memory predictors were identified using forward stepwise selection to add covariates to the models, which were
evaluated by assessing discrimination using the area under the receiver operating characteristic curve (AUC) for logistic regressions

and adjusted R2 for linear regressions.

Results: Three Elo levels (low, middle, and high) with the same number of patients (n=96) in each Elo group were obtained
using the 50 initial task executions (from a total of 38,177) for N=288 adult patients consecutively admitted for inpatient
rehabilitation in a clinical setting. The mid-Elo level showed the highest proportions of patients that improved in all four memory
items: 56% (54/96) of them improved in DIGITS, 67% (64/96) in RAVLT075, 58% (56/96) in RAVLT015, and 53% (51/96) in
RAVLT015R (P<.001). The proportions of patients from the mid-Elo level that performed tasks at difficulty levels 1, 2, and 3
were 32.1% (3997/12,449), 31.% (3997/12,449), and 36.9% (4595/12,449), respectively (P<.001), showing the highest match
between skills (represented by Elo level) and task difficulties, considering the set of 38,177 task executions. Elo ratings were
significant predictors in three of the four models and quasi-significant in the fourth. When predicting RAVLT075 and DIGITS
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at discharge, we obtained R2=0.54 and 0.43, respectively; meanwhile, we obtained AUC=0.73 (95% CI 0.64-0.82) and AUC=0.81
(95% CI 0.72-0.89) in RAVLT075 and DIGITS improvement predictions, respectively.

Conclusions: Elo ratings can support clinicians in early rehabilitation stages in identifying cognitive profiles to be used for
assigning task difficulty levels.

(JMIR Med Inform 2021;9(11):e28090)   doi:10.2196/28090

KEYWORDS

cognitive rehabilitation; Elo rating; predictors; stroke rehabilitation; web-based tasks

Introduction

Background
Stroke is currently considered one of the top global causes of
disability, with most survivors of stroke in need of inpatient
rehabilitation at specialized clinical centers [1]. Recent studies
have reported that almost 40% of survivors of stroke sustain
cognitive impairment [2]. The World Health Organization
definition of cognitive impairment has been recently referred
[3] to as problems experienced by an individual in remembering
things, making decisions, learning abilities or concentrating
on tasks that affect their everyday life.

Cognitive rehabilitation (neuropsychological rehabilitation)
relies on brain plasticity to induce neuroplastic changes to
compensate for cognitive impairments [4]. Brain injury is one
of the key causes of cognitive impairment; however, other
factors contribute to the ever-increasing number of people in
need of cognitive rehabilitation (one of them being the global
trend in population aging).

One of the most frequent cognitive problems reported by
poststroke patients in their daily lives is related to memory loss
[5,6]. To date, associations between factors for ischemic stroke
and clinical outcomes have been analyzed predominantly in
older rather than younger patients [7]; however, the incidence
rates of ischemic stroke have increased in young adults in the
United States [8] and also in Europe [9].

New strategies for providing cognitive rehabilitation services
are constantly required and are continuously being integrated
into clinical practice [10]. One such strategy is the use of
web-based systems, and several of these systems have already
been used to optimize cognitive interventions [11,12]. However,
because of the relatively recent development of these services,
the best strategies to integrate them into everyday clinical
practice are still unclear [13]. Nevertheless, strategies targeting
the personalization of the proposed activities for patients
according to their specific needs appear to be more effective
[14].

A typical cognitive rehabilitation program mainly provides
exercises that require repetitive use of the impaired cognitive
system in a progressively more demanding [15] sequence of
tasks. The impact of a task or exercise execution depends on
the ratio between the skills of the treated patient and the
challenges involved in the execution of the task itself. Thus,
determining the correct training schedule requires a quite precise
trade-off between sufficient stimulation and sufficiently

achievable tasks, which is far from trivial and is still an open
issue, both empirically and theoretically [16,17].

Furthermore, prediction of specific outcomes after stroke
rehabilitation is used by clinicians to improve the accuracy of
prognoses, set attainable goals, reach shared decisions,
personalize rehabilitation plans, and inform patients and relatives
[18].

In this study, we propose the application of Elo ratings to
provide clinicians with a ranking of patients at an early stage
of cognitive rehabilitation by using the results of web-based
cognitive rehabilitation tasks. We hypothesize that (1) such
ranking of patients will allow clinicians to match patient’s skills
with task difficulties, thereby enabling better treatment
personalization, and (2) such a rating will be a significant
predictor of patients’ outcomes for memory cognitive function.
The original proposal of the Elo rating system was designed to
rate chess players, and the rating system was named after its
creator Arpad Elo [19].

The Elo system works as follows: an initial rating is assigned
to each player every time a player plays a match. This rating is
updated for both players depending on the result of the match.
If the winner is the player with the higher rating, the update is
small, and it is larger depending on how unexpected the victory
is, according to their previous ratings [20].

The basic Elo rating system is used in several types of contests
beyond chess, for example, football [21]; however, different
applications have been extensively reported elsewhere. It has
been used for eliciting user preferences in community-based
sites [22], assessing security and vulnerability risks [23], ranking
posts in web-based forums [24], rating patterns in videogames
[25], detecting fabric defects in the textile industry [26],
providing students with individualized learning materials in
educational settings [20], studying traffic congestion in urban
transportation [27], studying dominance hierarchies in
behavioral and evolutionary animal ecology [28], forecasting
sales and optimizing prices of new product releases [29],
allocating resources for criminal justice to support supervision
officers [30], and identifying people using facial comparative
descriptions [31].

Nevertheless, to the best of our knowledge, Elo ratings have
not been applied in cognitive rehabilitation in general or in the
specific use–case of a web-based application where patients
perform web-based cognitive tasks during their rehabilitation
period.
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Objectives
In this study, we propose that instead of considering matches
between, for example, chess players, we consider matches
between patients and web-based cognitive rehabilitation tasks.

The aims of this study are (1) to demonstrate the feasibility of
the approach by presenting a synthetic data set where we obtain
an Elo rating for each patient by considering each execution of
a cognitive rehabilitation task by the patient as a match between
the patient and the task; (2) to obtain the Elo rating of each
patient in a real rehabilitation setting where adult patients with
ischemic stroke follow cognitive rehabilitation by executing
web-based rehabilitation tasks and use these Elo ratings to
perform a stratification of patients into 3 groups according to
their Elo rating (low, middle, and high); (3) to analyze the
relationship among the three Elo rating levels and the proportion
of tasks executed at three increasing difficulty levels (1, 2, and
3) with the rehabilitation outcomes in the memory cognitive
function; and (4) to develop and internally validate four
predictive models for auditory verbal learning memory and
working memory outcomes using Elo ratings obtained at early
stages of rehabilitation as independent variables and
state-of-the-art variables (eg, sex, age, and length of stay). The
first two models are developed for predicting auditory verbal
learning memory and working memory at discharge and the
other two for predicting improvements in auditory verbal
learning memory and working memory at discharge.

Methods

Participants and Clinical Setting
The setting was the inpatient acquired brain injury rehabilitation
unit of the Institut Guttmann hospital, a specialized clinical
center certified in quality of care and patient safety (Joint
Commission International since 2005 and consecutively
recertified in 2009, 2012, and 2018). The initial study population
consisted of 344 patients with ischemic stroke who were
consecutively admitted for inpatient rehabilitation from March
2009 to September 2019. Patients were included in the study if
they had been admitted within 180 days of the onset of an
ischemic stroke. Patients who were admitted >180 days after a
stroke (31/344, 9%), who had no cognitive assessment within
a week after stroke rehabilitation admission (18/344, 5.2%), or
had missing data (7/344, 2%) were excluded. Therefore, 83.7%
(288/344) of the patients were available for analysis. Patients
with aphasia were not included in the n=344 initial sample as
they follow a different rehabilitation protocol involving a
different set of cognitive assessments and, therefore, need to be
analyzed separately (in future work).

At admission, each patient was assigned a physician who
coordinated the rehabilitation team (a nurse, a
neuropsychologist, a physiotherapist, an occupational therapist,
a social worker, and a clinical psychologist based on the
characteristics of the case). Therefore, admission and discharge
cognitive assessments (as well as all clinical and demographic
data analyzed in this study) were systematically recorded in the
electronic health records of the hospital. The authors confirm
that this study is compliant with the Helsinki Declaration of

1975, as revised in 2008, and it was approved by the Ethics
Committee of Clinical Research of Institut Guttmann.

The participants were anonymized and nonidentifiable. A
specific written informed consent was not required for
participants to be included in this study; nevertheless, at
admission to Institut Guttmann, participants provided written
informed consent to be included in research studies addressed
by the Institut Guttmann hospital.

Web-Based Cognitive Rehabilitation System
The Guttmann, NeuroPersonalTrainer web-based cognitive
rehabilitation platform used in this study comprises a set of 149
different web-based cognitive rehabilitation tasks. There is no
established previous order in which patients should execute
such tasks. Therefore, every patient executed (eventually) a
different subset of them in a different order during their
rehabilitation process, taking between 2 and 6 months,
distributed over two to five sessions a week. During each
session, the patient executed between 4 to 10 cognitive
rehabilitation tasks, and the total duration of one session ranged
between 45 minutes to 1 hour. Each task mainly addressed one
of the following functions: memory, executive functioning,
attention, gnosias, calculus, orientation, language, and social
cognition. Immediately after each execution of a task, the patient
received a feedback on performance (ranging from 0-100, as
the percentage of compliance), with 0% being the lowest level
of compliance and 100% being the highest.

Cognitive Assessments at Admission
Before starting web-based cognitive rehabilitation using the
Guttmann, NeuroPersonalTrainer platform, every patient was
assessed once using standardized tests specifically validated for
the population under study. Specific linguistic abilities were
assessed using three subtests of the Barcelona test [32,33]: (1)
repetition (maximum score=10), (2) denomination (maximum
score=14), and (3) comprehension (maximum score=16). For
assessing verbal fluency, the phonetic verbal fluency test [34]
was used. The Trail Making Test was used to assess executive
functioning [35] and the Wechsler Adult Intelligence Test–III
[36] to assess visuospatial construction and perception.

Cognitive Assessments at Admission and Discharge:
Memory Variable
In this study (without loss of generality), we assessed
improvements in the memory cognitive function using the Rey
Auditory Verbal Memory Test (RAVLT) [37] and the DIGITS
subtest of Barcelona test [32]. RAVLT comprises three subtests:
RAVLT learning (RAVLT075), free-recall memory
(RAVLT015), and recognition (RAVLT015R). In RAVLT075,
the patient was asked to recall as many words as possible from
a list of 15 words, repeated five times. After a latency of 20
minutes, the patient was asked to recall the words (RAVLT015),
and then the patient heard a list of 50 words containing the 15
initial sets that had to be recognized by the patient
(RAVLT015R).

The DIGITS subtest (direct version) of the Barcelona test
addresses working memory, and the patient was asked to repeat
a series of numbers of variable lengths (3-9) until they failed
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in two consecutive series, reporting the largest series before
failure [32].

Elo Rating Formulation
The Elo rating system [19] is formally defined as [20]: given a
rating estimate θi for each player i, the result of a match between
players i and j is represented by Rij∈{0,1}.

The actual ratings of each player are used to estimate the
probability that player i wins:

which is used to update the ratings as follows, based on the
Bradley-Terry model [38]:

where K is a constant parameter that controls how quickly θi

changes, with large K values resulting in θi changing quickly
and small K values resulting in θi changing slowly. In this study,
we considered three extensions to the original Elo system:
Glicko [39], Glicko-2 [40], and Stephenson [41]. Glicko models
introduce a measure of reliability to assess the accuracy of the
rating; that is, the rating deviation. Stephenson rating can be of
interest in our context as it introduces a parameter that considers
the strengths of the opponents, [41] being in our case, player i,
the patient, and player j, the cognitive rehabilitation task.

Regression Models

Overview
Demographic and clinical state-of-the-art variables such as age,
gender, marital status, and variables related to the rehabilitation
program, such as the time in between the onset of stroke and
initiation of the rehabilitation program or length of stay, were
considered as candidate predictors. Categorical variables were
dichotomized: female=0, male=1; low level of education=0,
high level of education=1 (depending on the number of years
of education); married=1, not married=0. Forward stepwise
selection was used to add covariates to the models, which were
evaluated by assessing discrimination using area under the

receiver operating characteristic curve (AUC), accuracy,
sensitivity, and specificity for logistic regressions and to

maximize R2 and adjusted R2 for linear regressions. The variance
inflation factor and tolerance (1/variance inflation factor) were
used to test the multicollinearity of independent variables
(tolerance ≤0.40 indicates a multicollinearity problem) [42].
The Durbin-Watson (D-W) test was used to assess the
assumption of independent errors (D-W should be close to 2 to
meet the assumption of independence [42]). The Elo rating
algorithm calculations (including Glicko, Glicko-2, and
Stephenson) were applied using the PlayerRatings R package
[41]. R v3.5.1 (R Foundation for Statistical Computing) was
used for all statistical analyses. The level of significance was
set at P=.05.

Dependent Variables
In linear regressions, the dependent variables were RAVLT075
and DIGITS at discharge. In logistic regressions, the aim was
to predict improvement in RAVLT075 (if RAVLT075 at
discharge–RAVLT075 at admission ≥5, then improvement=true;
else, improvement=false) and improvement in DIGITS (if
DIGITS at discharge–DIGITS at admission ≥1, then
improvement=true; else, improvement=false).

Results

Demographic Characteristics and Cognitive
Assessments
Table 1 shows the demographic characteristics and clinical
assessments of the 288 included patients.

The mean age at the time of the lesion was 51 (SD 9) years. The
proportion of participants aged <65 years was 93.8% (270/288)
(as opposed to most studies addressing ischemic stroke, we
analyzed working-age participants). In relation to sex, in our
data set, the proportion was 67.7% (195/288) men and 32.3%
(93/288) women, which seems to suggest a bias in favor of men.
Nevertheless, it somehow reflects reality in the general
population, where the proportion of men experiencing ischemic
stroke is larger than that of women [43-45]; however, women
experience more hemorrhagic strokes [46].
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Table 1. Demographics and clinical assessments (N=288)a.

DischargeAdmissionVariables

N/Ab51 (9)Age (years), mean (SD)

N/A270 (93.8)Age <65 years, n (%)

N/A195 (67.7)Males, n (%)

N/A180 (62.5)Marital status (married), n (%)

Educational level, n (%)

N/A9 (3.1)Read and write

N/A114 (50)Primary

N/A88 (30.5)Secondary

N/A66 (22.9)Higher

N/A11 (7-15)NIHSSc, median (IQR)

N/A82 (64)TMTd A, mean (SD)

N/A157 (90)TMT B, mean (SD)

N/A27 (12)PMRe, mean (SD)

N/A23 (12)VCf–CUBS, mean (SD)

N/A17 (3)VPg-IMAGES, mean (SD)

N/A37 (15)VP–WAIS IIIh, mean (SD)

N/A9 (1)Barcelona test–repetition, mean (SD)

N/A13 (1)Barcelona test–denomination, mean (SD)

N/A15 (1)Barcelona test–comprehension, mean (SD)

4 (1)3 (1)Barcelona test–DIGITS, mean (SD)

4 (3-5)4 (3-4)Barcelona test–DIGITS, median (IQR)

43 (11)37 (10)RAVLTi 075, mean (SD)

44 (35-52)37 (30-45)RAVLT075, median (IQR)

8 (3)6 (3)RAVLT015, mean (SD)

9 (6-12)7 (5-9)RAVLT015, median (IQR)

11 (3)10 (4)RAVLT015R, mean (SD)

13 (10-14)12 (8-14)RAVLT015R, median (IQR)

N/A88 (36)Length of stay (days), mean (SD)

N/A84 (55-113)Length of stay (days), median (IQR)

N/A55 (35)Time since onset to rehab admission (days), mean (SD)

N/A43 (29-75)Time since onset to rehab admission (days), median (IQR)

aResults are presented as mean (SD), median (IQR), or percentage, when appropriate.
bN/A: not applicable.
cNIHSS: The National Institutes of Health Stroke Scale.
dTMT: Trail Making Test.
ePMR test assesses the capacity of word generation according to an initial letter (P, M, and R).
fVC: visual construction.
gVP: visual perception.
hWAIS-III: Wechsler Adult Intelligence Test–III.
iRAVLT: Rey Auditory Verbal Memory Test.
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Elo Rating: Feasibility Case
We initially ran the four different Elo rating approaches
(standard Elo, Glicko, Glicko-2, and Stephenson) in a reduced
data set of 20 patients, each of whom executed the same task
20 times. Two screenshots of the selected task are presented in
Figure 1. The task addresses executive functioning (planning),
and the objective is to move a blue ball from an initial position
in a maze to the final position, minimizing the number of moves.
The bar at the right indicates the time left to perform the task.
Figure 1 top shows the initial position of the ball, and Figure 1

bottom shows the status 20 seconds later when the objective
was accomplished.

The included 20 patients were stratified into three categories
according to their compliance in the maze task as follows:

• low compliance={id1, id2, id3, id4, id5, id6};
• mid compliance={id7, id8, id9, id10, id11, id12, id13};
• high compliance={id14, id15, id16, id17, id18, id19, id20}.

Figure 2 presents the boxplots of the obtained results in the
maze task at each execution in the 3 groups, showing their
different levels of compliance.

Figure 1. Two screenshots of the maze task, showing the initial position of the blue ball (top) and its position at the end of the task (bottom).
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Figure 2. Boxplots of the obtained results in the maze task at each execution in the 3 groups, showing the high, middle, and low levels of compliance
in the task.

We then ran the four Elo rating systems with default values for
the initial ratings and K. We considered that when a patient gets
a result >50%, they win the match against the maze; however,
if their result is <50%, the maze wins. The ratings obtained
using the Glicko approach are presented in Table 2. Patients are
ordered in Table 2 according to their obtained ratings. Table 2

shows patients id19, id20, id16, id14, id17, id15, and id18 at
the first seven positions. Similarly, patients from the
midcompliance group are in positions 8-14, and patients from
the low compliance group are in the bottom positions. The maze
task itself is also considered as a player; it played all 400
matches, winning 118 and losing 282.

Table 2. Glicko ratings after 20 executions of the maze task (n=20 synthetic patients).

LossWinGamesGlicko rating (deviation)Player

020202565 (146.26)id19

020202565 (146.26)id20

119202450 (124.22)id16

218202368 (118.61)id14

218202364 (124.24)id17

317202293 (113.49)id15

317202273 (119.90)id18

416202240 (104.33)id12

515202195 (97.57)id10

515202190 (99.44)id13

515202177 (103.78)id9

614202143 (95.22)id11

614202122 (101.43)id7

713202112 (91.53)id8

1010202035 (86.81)id3

2821184001999 (36.77)Maze

119201981 (87.77)id2

119201965 (88.01)id5

128201960 (87.11)id4

128201957 (87.46)id6

137201930 (89.33)id1
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Figure 3 shows the obtained ratings using all four approaches
for patient representatives of each of the compliance groups;
we plotted id1 and id6 patients from the low-level group, id10

from the midlevel group, and id19 from the high level of
compliance group to visualize how the Elo ratings represented
their compliance levels.

Figure 3. Elo ratings using all four approaches (traditional Elo, Stephenson, Glicko, and Glicko-2) for patient representatives of each of the compliance
groups; id1 and id6 (low level), id10 (midlevel) and id19 (high level).

Cognitive Task Executions in Guttmann,
NeuroPersonalTrainer Platform

Overview
Table 3 summarizes all task executions during the whole
rehabilitation process for all 288 included patients. A total of

44,814 task executions were performed in 5088 sessions during
the period under study. Each patient performed 155 task
executions on average. When considering the different functions
addressed by the tasks, the most frequently executed were those
addressing memory (18,183 executions), comprising almost
40.57% (18,183/44,814) of the total executions.
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Table 3. Cognitive rehab task executions (N=288 patients).

ValuesDescription

44,814Total number of task executions

155 (113.2)Executions per patient, mean (SD)

5008Total number of sessions

17 (11.5)Sessions executed per patient, mean (SD)

9 (4.4)Tasks executed per session per patient, mean (SD)

18,183Total number of memory tasks executed

14,061Total number of executive functioning tasks executed

8062Total number of attention tasks executed

1795Total number of gnosias tasks executed

1695Total number of calculus tasks executed

741Total number of orientation tasks executed

261Total number of language tasks executed

16Total number of social cognition tasks executed

53.1 (36.4)Memory task results, mean (SD)

49.6 (38.7)Executive functioning tasks results, mean (SD)

59.4 (36.7)Attention task results, mean (SD)

74.4 (30.8)Gnosias task results, mean (SD)

72.9 (35.8)Calculus task results, mean (SD)

75.6 (38.0)Orientation task results, mean (SD)

55.5 (38.4)Language task results, mean (SD)

56.7 (37.1)Social cognition task results, mean (SD)

Preprocessing: Removing Less Executed Tasks
As introduced in the section Web-Based Cognitive Rehabilitation
System, the Guttmann, NeuroPersonalTrainer cognitive platform
includes 149 different web-based tasks. There is no established
previous order or frequency in which patients should execute
such tasks; therefore, in this section, we analyze task execution
frequencies. As shown in Table S1 (Multimedia Appendix 1),
several tasks were very infrequently executed. As detailed in
Table S2 (Multimedia Appendix 1), 68 tasks accounted for
38,177 executions. Therefore, 45.6% (68/149) of all available
tasks accounted for 85.18% (38,177/44,814) of all executions.
In this section, we analyzed these 68 tasks (executed by all
N=288 patients) and stratified them into three difficulty levels,
considering their input parameter configurations during the
38,177 executions.

Ranking Patients Using the Initial 50 Task Executions:
Elo Rating
We used the Stephenson rating with default parameters,
considering the following criteria:

• If the result ≤39%, then the task wins.
• If 40% ≤ result ≤ 64%, then the result is a draw.
• If the result ≥65%, then the patient wins.

The Stephenson ratings were obtained by considering the first
50 task executions for every patient. We then stratified all 288
patients into 3 groups (each group comprised n=96 patients),
according to their Elo ratings (low, middle, and high). Table 4
shows the memory assessments at admission and discharge,
percentage of patients that improved, mean number of executed
tasks, and obtained result comparisons for the three Elo levels
(low, mid, and high) obtained using the 50 initial task executions
for n=288 patients, with 96 patients in each Elo group that
performed 38,177 task executions of the most frequent 68 tasks
during rehabilitation.
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Table 4. Memory assessments at admission and discharge, percentage of patients that improved, mean number of executed tasks, and obtained results
comparisons for the three Elo levels (low, middle, and high) obtained using the 50 initial task executions (N=288 patients, 96 patients in each Elo group
that executed 38,177 tasks during rehabilitation).

P valueHigh Elo (n=13,297)Mid Elo (n=12,449)Low Elo (n=12,431)Variables

<.0013793 (28.52)4607 (37.01)4396 (35.36)Sex (female), n (%)

<.00148 (10)51 (8)52 (8)Age (years) when starting rehabilitation, mean (SD)

<.0014.0 (1.0)3.8 (0.9)3.4 (0.9)DIGITS at admission, mean (SD)

<.00138 (10)36 (10)37 (9)RAVLTa 075 at admission, mean (SD)

<.0017 (3)6 (3)6 (3)RAVLT015 at admission, mean (SD)

<.00111 (4)10 (4)10 (4)RAVLT015R at admission, mean (SD)

.05106(40)105 (35)104 (37)Length of stay (days), mean (SD)

<.001241 (124)222 (122)245 (129)Executed tasks, mean (SD)

<.00168 (33)56 (36)37 (36)Obtained results in tasks, mean (SD)

<.0014.4 (0.8)4.5 (0.9)3.5 (1.0)DIGITS at discharge, mean (SD)

<.00145 (12)45 (11)42 (11)RAVLT075 at discharge, mean (SD)

<.0019 (4)9 (3)8 (3)RAVLT015 at discharge, mean (SD)

<.00112 (3)12 (3)11 (3)RAVLT015R at discharge, mean (SD)

<.0015353 (40.26)7059 (56.7)2859 (22.99)DIGITS IMPb (yes), n (%)

<.0017484 (56.28)8356 (67.12)5308 (42.69)RAVLT075 IMP (yes), n (%)

<.0017482 (56.26)7325 (58.84)6136 (49.36)RAVLT015 IMP (yes), n (%)

<.0017132 (53.64)6683 (53.68)6802 (54.72)RAVLT015R IMP (yes), n (%)

Task difficulty level, n (%)

<.0013536 (26.59)3997 (32.11)4812 (38.71)Level 1

<.0014346 (32.68)3857 (30.98)3999 (32.17)Level 2

<.0015415 (40.72)4595 (36.91)3620 (29.12)Level 3

aRAVLT: Rey Auditory Verbal Learning Test.
bIMP: improved.

Importance of Elo Rating in Predicting Outcomes:
RAVLT075 and DIGITS
Table 5 presents the obtained predictors of RAVLT075 at
discharge (model 1), 54% of the variance explained and the

obtained predictors of DIGITS at discharge (model 2), 43% of
the variance explained.

When the Elo rating feature is excluded from model 1, it
explains 52% of the variance, and when it is excluded from
model 2, the resulting model explains 42%.
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Table 5. Multivariate linear regressions, nonstandard β (95% CI), standard β, Durbin-Watson (D-W) test, variance inflation factor, and R2 and adjusted

R2 for RAVLT075 and DIGITS at discharge (N=288).

Adjusted R2R2P value1/VIFaStandard ββ (95% CI)Variables

Model 1 predictors of RAVLTb 075 at discharge

0.540.55.020.95.09.01 (.01 to .02)Elo rating

0.540.55<.0010.92.66.76 (.67 to .85)RAVLT075 at admission

0.540.55.0020.98.13.04 (.01 to .06)LOSc

0.540.55.010.93–0.10−2.48 (−4.48 to −0.48)Sex

0.540.55.060.92–0.07−0.09 (−0.19 to .01)Age (years)

0.540.55.37N/AN/AN/AeD-Wd=1.89

Model 2 predictors of DIGITS at discharge

0.430.44.020.88.10.00 (.00 to .00)Elo rating

0.440.44<.0010.91.63.63 (.54 to .72)DIGITS at admission

0.440.44.220.98.05.00 (.00 to .00)LOS

0.440.44.670.95.01.04 (−0.15 to .23)Sex

0.440.44.530.94.02.00 (.00 to .01)Age (years)

0.440.44.95N/AN/AN/AD-W=2.01

aVIF: variance inflation factor.
bRAVLT: Rey Auditory Verbal Memory Test.
cLOS: length of stay.
dD-W: Durbin-Watson test.
eN/A: not applicable.

Importance of Elo Rating in Predicting Improvement:
RAVLT075 and DIGITS
Table 6 presents the models used for predicting improvement
in RAVLT075 and DIGITS. We used the criteria to decide
whether a patient improved as described in the Dependent
Variables section; 50.6% (146/288) of patients improved in
RAVLT075, and 34% (98/288) of patients improved in DIGITS.
We used the same Elo ratings as described in the Ranking
Patients Using the Initial 50 Task Executions: Elo Rating
section. Model 3 yielded an AUC of 0.73 (95% CI 0.64-0.82)
for improvement in RAVLT075, with an accuracy=0.64 (95%
CI 0.54-0.72), specificity=0.55, and sensitivity=0.73. Model 4
yielded an AUC of 0.81 (95% CI 0.72-0.89) for improvement

in DIGITS, with an accuracy=0.73 (95% CI 0.64-0.81),
specificity=0.22 and sensitivity=0.97. Models 3 and 4 are
detailed in Table 6. When the Elo rating was excluded as an
independent variable for model 3, the model yielded an AUC
of 0.66 (95% CI 0.56-0.76) for improvement in RAVLT075,
with an accuracy=0.62 (95% CI 0.52-0.71), specificity=0.62,
and sensitivity=0.62. When the Elo rating was excluded as an
independent variable for model 4, the model yielded an AUC
of 0.73 (95% CI 0.62-0.83) for improvement in DIGITS, with
an accuracy=0.72 (95% CI 0.62-0.80), specificity=0.34, and
sensitivity=0.92. As shown in Table S3 (Multimedia Appendix
1), RAVLT075 was highly correlated with RAVLT015 and
RAVLT015R at admission and at discharge.
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Table 6. Multivariable logistic regressions, nonstandard β, odds ratio (95% CI), variance inflation factor for RAVLT075, and DIGITS improvement
at discharge (N=288).

P value1/VIFaβ coefficientsOdds ratio (95% CI)Variables

Model 3b predictors of RAVLTc 075 improvement at discharge

.020.93.611.00 (1.00-1.00)Rating

<.0010.88−0.950.95 (0.92-0.97)RAVLT075 at admission

<.0010.98.671.00 (1.00-1.01)LOSd

.120.92−0.400.64 (0.37-1.11)Sex

.040.92−0.520.97 (0.94-0.99)Age

Model 4e predictors of DIGITS improvement at discharge

.060.86.571.00 (0.99-1.00)Rating

<.0010.86−2.040.38 (0.26-0.52)DIGITS at admission

.010.97.711.00 (1.00-1.01)LOS

.920.96.021.02 (0.57-1.85)Sex

.950.95.011.00 (0.97-1.02)Age

aVIF: variance inflation factor.
bArea under the receiver operating characteristic curve=0.73 (95% CI 0.64-0.82), accuracy=0.64 (95% CI 0.5451-0.7281), specificity=0.55, and
sensitivity=0.73.
cRAVLT: Rey Auditory Verbal Memory Test.
dLOS: length of stay.
eArea under the receiver operating characteristic curve=0.81 (95% CI 0.72-0.89), accuracy=0.73 (95% CI 0.64-0.81), specificity=0.22, and sensitivity=0.97.

Discussion

Principal Findings
To the best of our knowledge, in this study, Elo ratings were
applied in the context of web-based cognitive rehabilitation
tasks for the first time. We demonstrated the feasibility of using
Elo ratings by using a publicly available R library
(PlayerRatings) [41] on a synthetic use–case of 20 patients
executing one task 20 times.

We then obtained the Elo ratings for each patient in a real
rehabilitation setting where 288 adult patients with ischemic
stroke followed cognitive rehabilitation, executing 68 different
web-based rehabilitation tasks 38,177 times. We then performed
a stratification of the patients into 3 groups (96 patients each)
according to their Elo rating (low, middle, and high). We have
shown the relationships among the three Elo rating levels and
the proportion of tasks executed at three increasing difficulty
levels (1, 2, and 3) with the rehabilitation outcomes in the
memory cognitive function. We then developed four predictive
models, where the Elo rating variables were significant in three
of them (and quasi-significant in the fourth) for auditory verbal
learning memory and working memory outcomes. We found
that including Elo ratings as independent variables increased
the model performance (for both linear and logistic regressions).

Clinical Implications
Several web-based cognitive rehabilitation platforms integrate
some kind of stratification of patients as an initial step for
treatment personalization. The web-based platform used in this
study integrates an automatic therapy planning

functionality—the intelligent therapy assistant (ITA) [47]. The
ITA takes a set of patients’ cognitive profiles as the starting
point, obtained using cluster analysis on the baseline cognitive
evaluation. When a new patient starts cognitive training in
Guttmann, NeuroPersonalTrainer, the ITA dynamically assigns
the patient to the appropriate cluster. The ITA then schedules
different cognitive tasks during a user-defined rehabilitation
period for the new patient. Therefore, an important clinical
implication of our results in this study involves the ITA (or any
other data-driven therapy assistant) starting point: using Elo
rating as a starting point, alternative to cluster analysis.

Obtaining an initial Elo rating for each patient is a simple
process (in terms of both implementation and interpretation of
results). As remarked in previous research, for example, in the
field of educational tutoring systems, Elo rating use is
encouraged because of its simplicity [20]. As shown in Table
3, the mean number of tasks executed by a patient in a session
is 9, so in about five sessions (usually 2 weeks), an Elo rating
for each patient obtained using the first 50 task executions will
be available.

Therapists can then use the Elo rating to assign the patient to a
skill level. In this study, in Table 4, we present the results using
three skill levels, each of them with the same number of patients
(96; or one-third of the N=288 total participants). Table 4 shows
that, for example, 67% (64/96) of patients in the mid-Elo group
improved in the RAVLT075 item, and 58% (56/96) of patients
in the mid-Elo group improved in the RAVLT015 item.
Meanwhile, for example, only 23% (22/96) of patients in the
low Elo group improved in the DIGITS item. The low Elo group
performed 29.1% (3,617/12,431) of their tasks at difficulty level
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3, whereas the mid-Elo group performed 31% (3,859/12,449)
of their tasks at difficulty level 2. This seems to suggest that
patients in the low Elo group could have performed a higher
proportion of tasks at difficulty level 1, which is more
appropriate to their skills. Patients in the mid-Elo group
performed a higher proportion of tasks according to their skill
levels, which seems to be related to a higher proportion of
patients obtaining improvements in the four memory items
presented in Table 4.

Another clinical implication was noted on in a recent systematic
review on computerized cognitive training [48]. The review
highlighted the need to develop interventions focused on specific
cognitive functions by means of concrete training or
rehabilitation activities (or tasks). Our results contribute in that
sense; considering, for example, model 1 for predicting
RAVLT075 at discharge, we obtained a standard β=.09 for the
Elo rating variable. Therefore, for every 113 points obtained in
the Elo rating, an extra point in RAVLT075 at discharge is
obtained. If we consider, for example, in the maze task presented
in Figure 1, patient id12 (Elo ranking=2240) and patient id8
(Elo ranking=2112) presented in Table 2, the difference between
their Elo ratings is 128 points, with both patients belonging to
the intermediate compliance group. Similar Elo rating scores
were obtained for the final sample of N=288. Therefore,
therapists can identify at the early stages of the rehab
process–specific cognitive tasks where patients are close to
obtaining a draw or a win (result ≥40%) and address different
strategies [48] to improve performance in such specific tasks.

Limitations of This Study
Several limitations to the study need to be highlighted. First,
we conducted a single-center study, an advantage of which is
that data were obtained and included by clinicians trained in
neurological rehabilitation, and all patients were managed under
the same stroke rehabilitation protocols. The Guttmann,
NeuroPersonalTrainer platform has already been integrated into
the clinical practice of several acquired brain injury centers;
nevertheless, their patients were not included in this analysis.
A multicenter stroke study may include an initial preprocessing
phase, wherein patients are grouped according to their initial
National Institutes of Health Stroke Scale severity to avoid
additional heterogeneity. Thereafter, Elo rating techniques, such
as those proposed in this study, maybe applied within such
groups. External validation assessments common to all
participating centers are also an important aspect to be addressed
in this future multicenter study. Second, the studied health area
belongs mainly to the urban population, with a small rural
population or populations from other regions. Third, our analysis
lacked computerized tomography or magnetic resonance
imaging examinations that describe the presence of contusion,
hematoma, hemorrhage, ischemia, or other signs of parenchymal
lesions in the frontal, temporal, parietal, occipital, and cerebellar
lobes or diffuse axonal injury.

Fourth, our sample did not include any patients with missing
data. All data used as inputs were complete. Fifth, our analysis
did not include indicators of mental health or other
comorbidities. Persons who experience a stroke may have one
or more preexisting medical comorbidities at the time of injury
(eg, alcohol use and depression). Therefore, we plan to include
comorbidity analyses in future research studies. Sixth, in all our
Elo rating calculations, we used the default value for the K
constant. Several approaches to K optimization have been
reported, such as hill climbing, gradient descendent, or Bayesian
[20], which can also be addressed in future work. Finally, the
criteria for defining wins, draws, and losses in our Elo ratings
were also constant for every task, and another possible
improvement could be to fit such criteria according to the task
difficulty level, considering the strength of the opponents
(patients’ skills and task difficulty levels) that can be addressed
using the Stephenson extension [41].

Comparison with Prior Work
Cluster analysis has been extensively proposed in previous
research to address heterogeneity in patients with acquired brain
injury [49-51] and as an initial step for patient profiling. Most
previous studies use commercial software products for cluster
analysis, which are, in turn, not integrated into the web-based
cognitive rehabilitation platform.

In a recent study, Faria et al [52] presented a framework for the
creation of personalized cognitive rehabilitation tasks based on
a participatory design strategy. They selected 11
paper-and-pencil tasks from standard clinical practice and
parameterized them with multiple parameter configurations. A
modeling approach was used to quantitatively determine how
the task parameters affect each of the cognitive domains
(memory, executive functions, attention, and language). For
modeling this relationship, the parameters of each task were
used as predictors of the demands in each cognitive domain. In
our case, the parameters of each task were used by experts to
assign a difficulty level to each task (difficulty level 1, 2, and
3, as presented in Table 4), where each task aims to address one
main cognitive domain (memory, executive functions, attention,
and language).

Conclusions
We have shown the feasibility of Elo ratings for identifying
patients’ profiles at the early stages of cognitive rehabilitation
in a real clinical setting. Elo ratings can be used to match skills
with task difficulties, aiming to maximize improvements in
specific cognitive functions. Such Elo ratings are also significant
in predicting cognitive outcomes. Elo ratings increased the
models’ performance (for both linear and logistic regressions).
Generalization of the use of Elo ratings beyond patients with
stroke to any other population with acquired brain injury
requiring cognitive rehabilitation in any web-based platform is
straightforward because of the simplicity of existing open-access
Elo rating implementations.
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Abstract

Background: Studies evaluating strategies for the rapid development, implementation, and evaluation of clinical decision
support (CDS) systems supporting guidelines for diseases with a poor knowledge base, such as COVID-19, are limited.

Objective: We developed an anticoagulation clinical practice guideline (CPG) for COVID-19, which was delivered and scaled
via CDS across a 12-hospital Midwest health care system. This study represents a preplanned 6-month postimplementation
evaluation guided by the RE-AIM (Reach, Effectiveness, Adoption, Implementation, and Maintenance) framework.

Methods: The implementation outcomes evaluated were reach, adoption, implementation, and maintenance. To evaluate
effectiveness, the association of CPG adherence on hospital admission with clinical outcomes was assessed via multivariable
logistic regression and nearest neighbor propensity score matching. A time-to-event analysis was conducted. Sensitivity analyses
were also conducted to evaluate the competing risk of death prior to intensive care unit (ICU) admission. The models were risk
adjusted to account for age, gender, race/ethnicity, non-English speaking status, area deprivation index, month of admission,
remdesivir treatment, tocilizumab treatment, steroid treatment, BMI, Elixhauser comorbidity index, oxygen saturation/fraction
of inspired oxygen ratio, systolic blood pressure, respiratory rate, treating hospital, and source of admission. A preplanned subgroup
analysis was also conducted in patients who had laboratory values (D-dimer, C-reactive protein, creatinine, and absolute neutrophil
to absolute lymphocyte ratio) present. The primary effectiveness endpoint was the need for ICU admission within 48 hours of
hospital admission.

Results: A total of 2503 patients were included in this study. CDS reach approached 95% during implementation. Adherence
achieved a peak of 72% during implementation. Variation was noted in adoption across sites and nursing units. Adoption was
the highest at hospitals that were specifically transformed to only provide care to patients with COVID-19 (COVID-19 cohorted
hospitals; 74%-82%) and the lowest in academic settings (47%-55%). CPG delivery via the CDS system was associated with
improved adherence (odds ratio [OR] 1.43, 95% CI 1.2-1.7; P<.001). Adherence with the anticoagulation CPG was associated
with a significant reduction in the need for ICU admission within 48 hours (OR 0.39, 95% CI 0.30-0.51; P<.001) on multivariable
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logistic regression analysis. Similar findings were noted following 1:1 propensity score matching for patients who received
adherent versus nonadherent care (21.5% vs 34.3% incidence of ICU admission within 48 hours; log-rank test P<.001).

Conclusions: Our institutional experience demonstrated that adherence with the institutional CPG delivered via the CDS system
resulted in improved clinical outcomes for patients with COVID-19. CDS systems are an effective means to rapidly scale a CPG
across a heterogeneous health care system. Further research is needed to investigate factors associated with adherence at low and
high adopting sites and nursing units.

(JMIR Med Inform 2021;9(11):e30743)   doi:10.2196/30743

KEYWORDS

COVID-19; anticoagulation; clinical practice guideline; evidence-based practice; clinical decision support; implementation
science; RE-AIM

Introduction

COVID-19, caused by SARS-CoV-2, has infected millions of
people worldwide. This disease has shown many unique
attributes including a hypercoagulable profile [1-4].
COVID-19–associated coagulopathy results in widespread
macrovascular and microvascular thrombosis that contributes
to multisystem organ failure and thus contributes to significant
mortality and morbidity [5]. Observational and recent
randomized controlled studies involving COVID-19 and other
viral pneumonias have suggested that routine anticoagulation
is associated with improved clinical outcomes for hospitalized
patients [6-10]. Considering this, our health care system
developed a clinical practice guideline (CPG) delivered as a
clinical decision support (CDS) system to facilitate
guideline-driven anticoagulation for COVID-19 patients.

CDS technology solutions offer a mechanism that in support of
the learning health system (LHS) facilitates long-term process
and quality measure improvements [11,12]. CDS systems
leverage electronic health records (EHRs) to deliver
process-specific information to health care teams, aiding clinical
decision-making. When designed well and implemented
effectively, CDS systems have been shown to improve
adherence with evidence-based practice and, in some cases,
improve clinical outcomes [11-13]. Unfortunately, the best

practices for successful implementation and scaling of CDS are
still unknown [14]. Furthermore, very little is known about
developing, implementing, and scaling CDS interventions during
a pandemic with a rapidly changing evidence base and strained
clinical resources across diverse sites.

On April 9, 2020, our institution developed and disseminated
a 3-tiered CPG for anticoagulation in COVID-19 in
collaboration with national experts (Multimedia Appendix 1).
Given the rapid evolution of evidence, this CPG has evolved
over time to reflect the best practice based on the available
evidence at the time [4,7]. To maximize the dissemination and
reach of the CPG, a CDS solution was developed to deliver the
CPG, including both passive and interruptive alerts, piloted at
a single site on May 14, 2020, and was successfully scaled
across a 12-hospital Midwest health care system on May 24,
2020. An interim reach, adoption, and effectiveness evaluation
occurred 3 months following implementation on August 19,
2020 (Figure 1).

This study represents a preplanned 6-month implementation
evaluation guided by the RE-AIM (Reach, Effectiveness,
Adoption, Implementation, and Maintenance) framework [15]
of the anticoagulation CPG CDS system for patients admitted
with COVID-19 between March 4, 2020, and December 4, 2020,
across a large 12-hospital Midwest health care system.

Figure 1. Overall development, dissemination, implementation, and evaluation strategy. CDS: clinical decision support; D&I: Dissemination and
Implementation; CPG: clinical practice guideline; D2K: data to knowledge; K2P: knowledge to practice; P2D: practice to data; RE-AIM: Reach,
Effectiveness, Adoption, Implementation, and Maintenance.
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Methods

Context and Evidence Synthesis
A COVID-19 evidence-based medicine (EBM) team was created
in March 2020 to rapidly review, catalogue, and publicly
disseminate evidence related to proposed COVID-19
therapeutics including anticoagulation management [16]. Due
to a lack of high-quality evidence from randomized controlled
trials and a lack of expert guidelines, the EBM team developed
a novel rubric to grade COVID-19 evidence [17]. Using this
rubric, a multidisciplinary team, including COVID-19
physicians, LHS researchers, pharmacists, public health
epidemiologists, and medical librarians, reviewed and graded
the evidence to date for anticoagulation in COVID-19.

CPG Development
Guided by the EBM team’s recommendations, system
hematology service line leads (S Shah and MR) oversaw the
development of a CPG in collaboration with national
hematology experts (Multimedia Appendix 1). This CPG was
initially disseminated beginning April 9, 2020. Significant
controversy existed at the time regarding the appropriate
anticoagulation strategy, with some studies suggesting no
anticoagulation (conservative treatment approach) due to
concerns for bleeding and disseminated intravascular
coagulopathy, and some studies suggesting tissue plasminogen
activator infusions (aggressive treatment approach) for patients
with severe respiratory failure [8,18]. Ultimately, the CPG
adhered to a “middle of the road” approach by instituting
universal prophylactic weight-based anticoagulation for all
patients. Similar to anticoagulation CPGs for other disease
processes [19], we incorporated a risk stratification model,
whereby the intensity of anticoagulation was increased to
moderate intensity (0.5 mg/kg BID enoxaparin or low intensity
heparin infusion in case of renal failure) for patients with a
history of thrombosis, cancer, admission to the intensive care
unit (ICU), or D-dimer >10 times the upper limit of normal.
The CPG is a “living” framework, and has since undergone
several iterations of modifications (upstratification of patients
with a prior history of deep venous thrombosis or cancer, and

ICU patients, and exclusion of pregnant patients) based on
evolution of the evidence.

CDS Development, Dissemination, and Implementation
The COVID-19 anticoagulation CPG CDS system was
developed by the M Health Fairview clinical informatics
development team (KK and PW) in collaboration with the
Associate Chief Medical Informatics Office for CDS (S Switzer)
in May 2020. Multimedia Appendix 2 displays a process map
for the CDS system. In brief, the CDS solution includes the
following (representative screenshots displayed in Multimedia
Appendix 3 and Multimedia Appendix 4): a tiered
anticoagulation order set, a passive “reminder” of the
anticoagulation CPG for COVID-19 patients without
anticoagulation orders displayed in the EHR admission and
transfer navigator, 3 “triggers” that activate interruptive alerts,
and various interactive and interruptive alerts.

The interruptive best practice advisories were essentially “safety
checks” to surveil if patients were on venous thromboembolism
(VTE) chemoprophylaxis on admission or if the criteria for
VTE risk changed (eg, increase in D-dimer above the threshold
or transfer to the ICU) and were only triggered for providers
with ordering privileges. To ensure the best practice advisory
would not trigger for patients who have recovered from
COVID-19, an infection status of Recovered COVID-19 was
built into the EHR.

Development, dissemination, and implementation followed our
system protocol SCALED (scaling acceptable CDS) for CDS
user-centered design, pilot testing, scaling, and evaluation. Prior
to pilot testing, the CDS underwent iterative user interface/user
experience improvement during May 2020. The CDS was
piloted on May 14, 2020, and scaled on May 24, 2020. To
support adoption and usability, a discipline-specific CDS
dissemination strategy was carried out in May 2020 (Figure 1).
To ensure embeddedness of the CDS in provider and pharmacist
workflow, dissemination overlapped with implementation for
1 month after the intervention went live or was “turned on.”
The specific dissemination strategies are presented in Textbox
1.
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Textbox 1. Dissemination strategies.

Providers

• The clinical decision support (CDS) system was presented to intensivist, hospital medicine, and primary care practice groups via formal didactic
methods.

• Our system utilized a daily workflow document for intensivists and hospital medicine providers caring for COVID-19 patients representing best
practices, recent publications, and ongoing trials. The anticoagulation CDS was integrated into this workflow document and remained as a constant
on this document throughout the implementation period.

• In the university setting, CDS was presented at grand rounds on divisional, departmental, and medical school platforms.

Pharmacy

• The CDS system was presented routinely at the System-wide Anticoagulation Committee.

All

• Our system utilized a COVID-19 intranet COVID-19 resource page. This CDS was placed within the system guidelines for management of
COVID-19 patients.

• The CDS was also posted on the University of Minnesota evidence-based medicine COVID-19 website, on a public facing webpage for COVID-19
evidence-based practice geared toward clinicians.

Data Extraction and Evaluation
Members of the study team (CJT, GBM, and MU) developed
a COVID-19 data mart to facilitate near real-time evaluation of
the CDS. Structured query language was used to automate daily
export of COVID-19 EHR data into the data repository. A
preprocessing pipeline was developed and implemented using
Python 3.7.3. (CreateSpace) and Stata 16 (StataCorp) to generate
a flat file for each patient, including patient anticoagulation risk
stratification, tier of anticoagulation received, reach, adherence,
clinical outcomes (in-hospital and out-of-hospital mortality,
complications, ICU admission, and mechanical ventilation),
comorbidities, home medications, inpatient medications received
(eg, remdesivir, tocilizumab, and steroids), daily laboratory and
vital data, and demographics. LogicStream Health (LogicStream
Health Inc), an analysis platform for EHR content, was utilized
to evaluate order set, passive, and interruptive alert utilization.

CDS RE-AIM Evaluation
A preplanned 6-month implementation evaluation was
conducted with guidance from the RE-AIM framework.

Reach was defined as the number of patients admitted each
month, who received CDS (CDS reach) or appropriate
anticoagulation (CPG reach) (numerator) over the number of
patients admitted each month with COVID-19 (denominator).
These 2 definitions of reach were used to facilitate internal
performance monitoring. For example, the state where CPG
reach is high but CDS reach is low represents integration of the
CPG into normal workflow without the need for CDS.

Adoption was defined at the implementation site and nursing
unit level as the number of patients admitted each month, who
received guideline-concordant anticoagulation therapy
(numerator) over the number of patients admitted each month
with COVID-19 (denominator). It was not possible to define
adoption accurately at the provider level as we were unable to
assign a single provider responsible for a patient’s initial care.
Patient’s receive orders from a variety of provider types,
including house staff, advanced practice providers, or attending

physicians either within the emergency department or the
inpatient team, and thus we are unable to assign a single provider
responsible for CPG adherence.

An implementation evaluation was conducted to investigate the
effect of various CDS alert methods (passive and/or interruptive
alerts) on anticoagulation CPG adherence. Adherence was
defined at the patient level as receiving guideline-concordant
care within 24 hours of admission. Additionally, CPG fidelity
was evaluated for each VTE risk stratification (Multimedia
Appendix 1).

To evaluate maintenance, following a wash-out period without
any continued dissemination, we evaluated adherence during
months 5 and 6 after implementation.

Statistical Approach
To evaluate effectiveness, the association of CPG adherence on
admission (at the patient level) with clinical outcomes was
assessed via multiple methods.

First, multivariable logistic regression was used for binary
dependent variables and negative binomial regression was used
for continuous variables with a skewed distribution (hospital
length of stay) using all 2406 patients who either received
adherent care (n=1650) or did not receive adherent care (n=853).
All models were risk adjusted using the confounding variables
included below.

Second, 1:1 nearest neighbor propensity score matching was
used to create cohorts of patients who received CPG-adherent
care (exposure or treatment of interest). Univariate logistic
regression was then used to compare the need for ICU admission
within 48 hours (primary outcome) for patients who received
(vs did not receive) CPG-adherent care on admission (exposure).
Kaplan-Meier curves were also estimated via a time-to-event
analysis (censored at 48 hours following hospital admission)
and compared using the log-rank test. Propensity scores were
estimated with logistic regression using the confounding
variables listed below. Two evenly matched groups were formed
with the common caliper set at 0.01. Following matching, there
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were 1342 patients included (671 patients in each
propensity-matched cohort). Standardized difference was
evaluated prior to and after propensity matching to ensure that
the standardized difference was <0.1 in the propensity-matched
cohort for each confounding variable (Multimedia Appendix
5). The distribution of propensity scores was well balanced
between propensity-matched cohorts (Multimedia Appendix
6).

Third, to account for the competing risk of death prior to ICU
admission by 48 hours, which occurred in 5 patients, a
competing risk regression model (censored at 48 hours following
hospital admission) was used in the propensity-matched cohort.
Cumulative incidence curves were also estimated. Due to the
importance of age as a confounding variable, age-stratified
cumulative incidence curves were also generated.

The primary clinical outcome for the above models was the
need for ICU admission within 48 hours of hospital admission.
This endpoint was chosen clinically as the primary outcome
because adherence with anticoagulation best practices is
hypothesized to reduce microthrombosis and macrothrombosis
events, and minimize progression of the disease and critical
illness.

Secondary outcomes of interest for the above models were also
evaluated, including all-cause in-hospital mortality, the need
for ICU admission at any time during hospitalization, the need
for mechanical ventilation, hospital length of stay, and the
development of VTE or bleeding complications. Additionally,
a binary composite outcome metric was developed and coded
as positive if a patient had all-cause in-hospital mortality,
required ICU admission, required mechanical ventilation, or
required a hospital length of stay greater than 7 days.

The exposure or treatment of interest for the above models was
defined as a binary variable if patients received
guideline-adherent care on hospital admission.

With regard to confounding variables for the above models,
variables known to be associated with the outcome of more
severe COVID-19 infection (defined as requiring ICU admission
or mechanical ventilation) were included as confounding
variables for all analyses. This list of variables was developed
by our team of subject matter experts with clinical and research
expertise managing patients with COVID-19. All models were
risk adjusted to account for patient-level baseline demographics
(age, gender, race/ethnicity, English vs non-English speaking,

and area deprivation index [a marker of neighborhood
socioeconomic status] [20]), the month of admission, in-hospital
treatments for COVID-19 (remdesivir, tocilizumab, and
steroids), BMI, Elixhauser comorbidity index, the most aberrant
vital signs within the first 24 hours of hospital admission
(minimum saturation/FiO2 ratio, minimum systolic blood
pressure, and maximum respiratory rate), the initial hospital of
treatment, and the source of admission (home, emergency
department, skilled nursing facility, intrahospital transfer,
prescheduled admission for surgery, and admission from a
clinic/office appointment).

With regard to subgroup analysis, of the 2503 patients, initial
D-dimer, C-reactive protein, creatinine, and absolute neutrophil
to absolute lymphocyte ratio data were present for 1181 patients.
As these laboratory values have been shown on admission to
be predictive of worse clinical outcomes [21-23], a secondary
analysis was conducted in these 1181 patients.

With regard to data missingness, overall missingness was low
(<2.04% for any individual variable, with 3.9% of patients
missing at least one covariate). Given the low rate of
missingness, imputation was deemed unnecessary [24].

Statistical analyses were performed using Stata MP, version 16
(StataCorp). Statistical significance was defined as a P value
<.05.

Data Availability
The data underlying this article were provided by M Health
Fairview (Minneapolis, MN) with permission from M Health
Fairview Research and IT. Data will be shared on request to the
corresponding author with the permission of M Health Fairview.

Results

Patient Characteristics
A total of 2503 patients required in-hospital admission during
the study period, with polymerase chain reaction–confirmed
COVID-19 (Multimedia Appendix 7). The median patient age
was 64.9 years (IQR 48.4-77.7 years). Of the patients, 1180
(47.1%) were male and 262 (10.5%) had in-hospital death. The
baseline characteristics of patients who received CPG-adherent
(vs nonadherent) care are shown in Table 1. Similarly, the
baseline unadjusted clinical outcomes by CPG adherence are
shown in Multimedia Appendix 8.
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Table 1. Patient characteristics.

P valuea
Received adherent anticoagulation
(n=1650)

Did not receive adherent anticoagu-
lation (n=853)Characteristic

<.00166.2 (52.7-78.4)60.1 (35.2-75.7)Age (years), median (IQR)

.60Race, n (%)

945 (57.3)476 (55.8)White

187 (11.3)117 (13.7)Black

211 (12.8)105 (12.3)Asian

114 (6.9)62 (7.3)Hispanic

161 (9.8)74 (8.7)Declined

32 (1.9)19 (2.2)Other

<.001830 (50.3)350 (41.0)Male, n (%)

.58Area deprivation index quintile, n (%)

312 (18.9)168 (19.7)0%-19%

499 (30.2)256 (30.0)20%-39%

478 (29.0)231 (27.1)40%-59%

227 (13.8)114 (13.4)60%-79%

134 (8.1)84 (9.8)80%-100%

.40477 (28.9)233 (27.3)Non-English Speaking, n (%)

<.0015.0 (2.0-8.0)4.0 (1.0-8.0)Elixhauser comorbidity index, median (IQR)

<.00129.8 (25.7-35.4)28.6 (24.6-33.6)BMI, median (IQR)

.01113.0 (100.0-127.0)111.0 (98.0-124.0)Lowest systolic blood pressure in the first 24 hours (mmHg),
median (IQR)

<.00124.0 (20.0-32.0)22.0 (18.0-29.0)Highest respiratory rate in the first 24 hours (bpm), median
(IQR)

<.001355.6 (286.4-447.6)438.1 (320.0-459.5)Lowest S/Fb ratio in the first 24 hours, median (IQR)

.021.1 (0.6-2.0)1.2 (0.7-2.3)Initial D-dimer, median (IQR)

.1872.0 (30.8-132.0)64.3 (24.0-125.0)Initial CRPc, median (IQR)

.391.0 (0.8-1.3)1.0 (0.8-1.4)Initial creatinine, median (IQR)

.974.9 (3.0-8.6)5.1 (3.1-8.4)Initial NLRd, median (IQR)

<.001843 (51.1)203 (24.2)Received remdesivir, n (%)

.00790 (5.5)26 (3.0)Received tocilizumab, n (%)

<.001575 (34.8)153 (17.9)Received steroids, n (%)

.06Admission month of 2020, n (%)

20 (1.2)18 (2.1)March

103 (6.2)64 (7.5)April

238 (14.4)90 (10.6)May

103 (6.2)51 (6.0)June

121 (7.3)65 (7.6)July

159 (9.6)100 (11.7)August

112 (6.8)70 (8.2)September

291 (17.6)143 (16.8)October

503 (30.5)252 (29.5)November

<.001Implementation site, n (%)
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P valuea
Received adherent anticoagulation
(n=1650)

Did not receive adherent anticoagu-
lation (n=853)Characteristic

59 (3.6)13 (1.5)Hospital 0

26 (1.6)14 (1.6)Hospital 1

363 (22.0)182 (21.3)Hospital 2

21 (1.3)12 (1.4)Hospital 3

51 (3.1)18 (2.1)Hospital 4

268 (16.2)134 (15.7)Hospital 5

264 (16.0)135 (15.8)Hospital 6

163 (9.9)56 (6.6)Hospital 7

50 (3.0)58 (6.8)Hospital 8

148 (9.0)110 (12.9)Hospital 9

152 (9.2)72 (8.4)Hospital 10

85 (5.2)49 (5.7)Hospital 11

<.001Source of admission, n (%)

672 (40.8)391 (46.0)Home

815 (49.5)374 (44.0)Emergency department

62 (3.8)36 (4.2)Skilled nursing facility

87 (5.3)33 (3.9)External hospital transfer

1 (0.1)8 (0.9)Admission for surgery

11 (0.7)8 (0.9)Clinic

aThe Pearson chi-square test was used to compare categorical and binary variables, and the Wilcoxon rank-sum test was used to compare continuous
variables with a skewed distribution.
bS/F: oxygen saturation to fraction of inspired oxygen.
cCRP: C-reactive protein.
dNLR: neutrophil-to-lymphocyte ratio.

Reach
Figure 2 displays the reach of the CPG by month. Reach was
purposefully measured in 2 ways (CPG reach or CDS reach).
CPG reach was measured by the percentage of patients who
received appropriate anticoagulation. CDS reach was measured
by the percentage of patients whose providers received a CDS
“reminder” to adhere to the CPG (Figure 2). Figure 2 displays
the combined CPG and CDS reach (blue line) compared with
CDS reach alone (red line). In an ideal setting, reach (blue line)
would approach 1.0 and CDS reach (red line) would approach
0. This would represent the state where all patients are receiving

adherence without the need for interruptive CDS and would
reflect complete uptake of the CPG by providers. Baseline reach
of the anticoagulation CPG in April was approximately 61%.
System-wide implementation of a CDS strategy in May resulted
in 97% reach. The reduced triggering of CDS after August
represents increased ordering of any anticoagulation for
COVID-19 patients.

CPG reach improved following implementation of the CDS
system. CPG reach peaked during piloting and scaling of the
CDS system with an adherence rate of 74.4%. In the 6 months
since scaling, adherence averaged 67% (Figure 3).
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Figure 2. Average implementation reach by month. The blue line represents the combined CPG (patient received adherent anticoagulation) and CDS
reach (patient’s ordering providers received the CDS system suggesting adherent anticoagulation) by month. The red line represents only CDS reach.
CDS: clinical decision support; CPG, clinical practice guideline.

Figure 3. Average implementation reach by month. (A) Average CPG reach by health care system by month. CDS: clinical decision support; CPG:
clinical practice guideline.

Effectiveness
The primary hypothesis tested was if adherence with the
anticoagulation CPG on hospital admission was associated with
a reduced need for ICU management by 48 hours. Adherence
with the anticoagulation CPG was independently associated
with reduced need for ICU admission within 48 hours of hospital
admission on multivariable logistic regression analysis (odds
ratio [OR] 0.39, 95% CI 0.30-0.51; P<.001) (Table 2 and

Multimedia Appendix 9). In the propensity-matched cohorts,
patients who received CPG-adherent care on admission had a
21.46% incidence of ICU admission within 48 hours compared
with 34.28% for patients who did not receive adherent care on
admission (chi-square P<.001; logistic regression OR 0.52;
P<.001). A time-to-event analysis was also conducted. Patients
who received adherent care on admission (vs patients who did
not) were more likely to not require ICU admission by 48 hours
(log-rank test P<.001; Multimedia Appendix 10). Five patients
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died prior to 48 hours, and thus, to account for this competing
risk, a competing risk-regression analysis was conducted.
Patients who received adherent care according to the CPG on
admission had significantly reduced hazards for ICU admission
by 48 hours when accounting for the competing risk of death
(subhazard ratio 0.58, P<.001). Cumulative incidence functions
are provided in Multimedia Appendix 11. As older patients may
elect for comfort measures and die in the hospital ward in lieu
of aggressive ICU care, an age-stratified cumulative incidence
function is provided in Multimedia Appendix 12.

Secondary outcome analysis identified that adherence with the
anticoagulation CPG was associated with reduced need for ICU
admission at any point during hospitalization (OR 0.53, 95%
CI 0.42-0.69; P<.001) and reduced all-cause in-hospital

mortality (OR 0.67, 95% CI 0.48-0.94; P=.02; Table 2).
Adherence with the anticoagulation CPG significantly reduced
the odds of death, ICU admission, requirement for mechanical
ventilation, and hospital length of stay greater than 7 days (OR
0.75, 95% CI 0.60-0.94; P=.01). Adherence with the
anticoagulation CPG was independently associated with reduced
bleeding complications (OR 0.39, 95% CI 0.21-0.72; P=.003),
but not VTE complications (OR 0.87, 95% CI 0.65-1.17; P=.40).
Adherence with the anticoagulation CPG was independently
associated with an increased hospital length of stay (incident
rate ratio [IRR] 1.15, 95% CI 1.08-1.22; P<.001). This effect
persisted on excluding patients who had in-hospital death (IRR
1.13, 95% CI 1.06-1.2; P<.001). None of the other secondary
analyses reached statistical significance (Table 2).

Table 2. Likelihood of adherence with the clinical practice guideline on multivariable logistic regression.

C-statisticbP value95% CI
Odds ratio for CPGa adherence (vs nonad-
herence)Variable

Model 1: Risk adjustment without initial labs (n=2406)

0.87<.0010.30-0.510.39ICUc admission within 48 hours

0.87<.0010.42-0.690.53ICU admission

0.93.400.79-1.771.18Required mechanical ventilation

0.88.020.48-0.940.67All-cause in-hospital mortality

0.82.010.60-0.940.75Composite outcomed

0.79.400.65-1.170.87VTEe complication

0.83.0030.21-0.730.39Bleeding complication

Model 2: Risk adjustment including initial labs (n=1181)

0.90<.0010.19-0.430.28ICU admission within 48 hours

0.89<.0010.29-0.640.44ICU admission

0.94.500.67-2.201.20Required mechanical ventilation

0.88.700.56-1.520.92All-cause in-hospital mortality

0.82.0060.42-0.870.61Composite outcomed

0.81.900.64-1.711.05VTE complication

0.87.100.17-1.260.47Bleeding complication

aCPG: clinical practice guideline.
bC-statistic or concordance statistic was calculated for each model.
cICU: intensive care unit.
dComposite outcome is defined as need for ICU admission, mechanical ventilation, all-cause in-hospital mortality, or hospital length of stay greater
than 7 days.
eVTE: venous thromboembolism.

In the model that included initial D-dimer, C-reactive protein,
creatinine, and the neutrophil-to-lymphocyte ratio, adherence
with the anticoagulation CPG was independently associated
with reduced need for ICU admission within 48 hours of hospital
admission (OR 0.28, 95% CI 0.19-0.43; P<.001) or the need
for ICU admission at any time during hospitalization (OR 0.44,
95% CI 0.29-0.64; P<.001) (Table 2). Adherence with the
anticoagulation CPG significantly reduced the odds of death,
ICU admission, requirement for mechanical ventilation, or
hospital length of stay greater than 7 days (OR 0.61, 95% CI
0.42-0.87; P=.006). Adherence with the anticoagulation CPG

was independently associated with an increased hospital length
of stay (IRR 1.12, 95% CI 1.03-1.22; P=.008). This effect
persisted on excluding patients who had in-hospital death (IRR
1.1, 95% CI 1.004-1.2; P=.04). None of the other secondary
analyses reached statistical significance (Table 2).

Adoption
To investigate adoption rates across the system, we evaluated
adoption by hospital. Our system includes 12 hospitals, 2
university settings that include resident and fellow trainees, 2
COVID-19 cohorted hospitals [25] staffed by attending
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physicians and advanced practice providers, and 8 community
hospitals staffed by attending physicians and advanced practice
providers. Adoption was the highest at the COVID-19 cohorted
hospitals and lowest at the university hospitals (Multimedia
Appendix 13). Variability was similarly noted across nursing
units (Multimedia Appendix 14). No discernable difference was
noted in adoption analyses performed by patient race/ethnicity,
encounter type, or investigation for COVID-19 status on
admission (versus known COVID-19).

Implementation and Maintenance
Adherence was evaluated in the context of CDS. Adherence
when CDS was delivered was 70% as compared to 62% without
CDS (OR 1.43, 95% CI 1.2-1.7; P<.001).

The CDS 5 Rights Framework recommends delivery of CDS
at the “right” time in workflow. Four passive CDS elements
were included to facilitate CPG adherence within various areas
of the EHR and clinical workflow. For example, passive CDS
was delivered within EHR navigators used during the admission,
discharge, or transfer (ADT) workflow, during the rounding
navigator, and within the general EHR order environment.
Adherence with anticoagulation was the highest when these
passive elements were integrated within the admission (75%),
rounding (75%), or transfer (80%) navigators (Multimedia
Appendix 15) than when outside of an EHR care navigator
(57%).

We then sought to investigate the relationship between
adherence and passive versus interruptive CDS intervention
formats. Overall, 1423 (56.9%) patients had no CDS elements
that were passive or interruptive. On the other hand, 699 (27.9%)
patients had passive-only CDS delivered to providers, 111
(4.4%) patients had interruptive-only CDS delivered to
providers, and 270 (10.8%) patients had a combination of
passive and interruptive CDS delivered to providers. The
combination of passive CDS and interruptive alerts was
associated with the highest adherence with the anticoagulation
CPG (Multimedia Appendix 16).

Variation in adherence was noted across baseline risk groups.
Patients in the moderate-risk group were less likely to receive
adherent care (606/1016, 59.6%) compared with patients in the
high- (145/223, 65%) and low-risk groups (899/1264, 71%).
Following implementation, wash-out maintenance stabilized at
67% in months 5 to 6 (October to November 2020).

Discussion

Real-World Application of the LHS
This study represents the completed iteration of a continuous
LHS cycle [26]. Adherence with the anticoagulation CPG was
associated with significantly improved clinical outcomes.
Adoption improved following the delivery of the CPG within
a CDS system. Despite these improvements, variation was found
in adoption across hospitals and units. Adoption was the highest
at hospitals specializing in treating patients with COVID-19
and was the lowest in tertiary academic hospitals. An evaluation
of CDS delivery methods identified that the combination of
passive and interruptive alerts was associated with the highest
adherence rate.

This study provides an important and early example of the
real-world application of the LHS during COVID-19, a period
with surged clinical resources and uncertain evidence base.
Critical to our success was the early development of a
COVID-19 data mart that included highly granular structured
and unstructured patient-level data. Integration with an EHR
analysis solution (LogicStream Health) facilitated near real-time
evaluation of CDS alert activities by providers.

Our health care system has a rigorous and validated protocol
for the development, implementation, scaling, and evaluation
of user-centered CDS systems with over 20 use cases
implemented each year overseen by various enterprise CDS
committees. Typically, the process of development,
implementation, and scaling requires months, and in this case,
it occurred in a matter of weeks. COVID-19 provided a
heightened sense of urgency and purpose in health care research
and quality improvement that resulted in rapid progress in CDS
development. The dedicated EBM team facilitated prompt CPG
updates in response to rapidly changing evidence. Augmented
stakeholder engagement and buy-in from the informatics
development team were also critical elements for success. The
combination of expedited access to fully preprocessed and
analyzable EHR data updated daily along with extraordinary
team engagement and stakeholder support were critical for rapid
implementation.

Despite these successes, the room for optimization was identified
from this analysis. First, in an attempt to minimize alert fatigue,
the CDS system was initially designed to only trigger for
patients with COVID-19 but not on anticoagulation. While it
was successful for the months of June and July in achieving
near 95% reach, based on the data presented in this study, we
hypothesize that providers became comfortable attempting to
order anticoagulation independent of the order set, resulting in
patients being on incorrect anticoagulation and preventing
corrective triggering of the CDS system. Others have shared
this experience, where an attempt to develop a user-centered
CDS system minimizing alerts resulted in a system that was
overly passive and could not change behavior [27]. Despite all
the negative press for interruptive alerts, we were surprised that
interruptive alerts and the combination of interruptive alerts and
passive CDS were associated with improved adherence
compared to passive CDS alone. It is possible due to the
COVID-19 pandemic and the augmented sense of unity and
purpose between clinicians and quality improvement researchers
that interruptive alerts were received more favorably.

Second, we identified a large variation in adoption across
hospitals and nursing units. Our academic health system is
unique in the sense that we created specialty cohorted hospitals
for COVID-19 patients [25] needing care across our academic
health medical center, which was staffed by attending clinicians
well versed with institutional guidelines. Despite the availability
of the same resources at all sites, adoption of the CPG via the
use of the CDS system was much lower at noncohorted sites.
Specifically, we identified that adoption was very poor at
university sites where the majority of orders are placed by house
staff compared with advanced practice providers at other sites.
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Third, following each LHS evaluation cycle (practice to data),
it is imperative that positive findings are disseminated widely.
We were surprised that adherence did not improve following
our interim effectiveness analysis in August 2020, which
identified a significant and independent improvement in clinical
outcomes with anticoagulation. The unified theory of acceptance
and use of technology posits that a key construct affecting
technology use intention (in this case, using the CDS system)
is performance expectancy [28]. Essentially, if the provider
believes that the CDS system will improve patient outcomes,
they will have higher intentions to use it. In response to this
RE-AIM evaluation, we will pilot an education intervention,
provide continuing medical education (CME) credit as an added
incentive for participation at sites with lower adoption, and
assess the impact at our next Plan-Do-Study-Act (PDSA) cycle.

In the early phase of the pandemic, there was widespread
confusion about the underlying pathogenic mechanism and its
implications for patient outcomes, leading to highly variable
practice in the medical community. To date, limited data exist
on the management approach for COVID-19–associated
coagulopathy, particularly in high-risk critically ill populations
and for patients who are either managed as outpatients or
posthospital discharge patients [29,30]. At the time of writing
this manuscript, there were 147 (32 from the United States)
randomized trials ongoing or recently completed to assess
different anticoagulation approaches in COVID-19 [31]. Since
the completion of this evaluation in December 2020, results of
multiple COVID-19 anticoagulation randomized trials have
since been published. While a formal review of the literature
was outside the scope of this study, controversy persists as 2
recently published open-label randomized trials offered
conflicting evidence, with one suggesting a lack of benefit from
therapeutic-dose anticoagulation in critically ill patients [10]
and the other showing significant improvement in survival and
increased organ support-free days in noncritically ill patients
[9]. However, both these studies had multiple limitations [32]
and both evaluated therapeutic anticoagulation doses, whereas
our consensus guideline includes a tiered approach including
intermediate anticoagulation for specific high-risk subsets.
During the study period, our tiered approach recommended an
intermediate dose for critically ill patients. In March 2021, the
INSPIRATION trial reported its findings and did not identify
an advantage of intermediate-dose versus prophylactic-dose
anticoagulation for critically ill patients with COVID-19 [33].
Although this was an observational study, it provides additional
support that adherence with a tiered approach for anticoagulation
in patients with COVID-19 is associated with improved clinical
outcomes and, in our health care setting, reduced bleeding
complications. Interestingly, we noted that adherence was
associated with reduced bleeding but not VTE complications.
This may suggest that this approach does not impact large vessel
VTE, but improved outcomes overall suggest that patients may
be developing fewer microvessel thrombi, causing less systemic
complications that typically lead to ICU admissions and adverse
outcomes.

COVID-19 is a global emergency; given the lack of
robust/consistent guidelines from leading societies, institutions
had to develop a local approach to create a uniform plan of care
and an approach for its implementation. This is specifically
problematic in larger systems with multiple hospitals. Our health
system was particularly vulnerable to this issue owing to
significant heterogeneity resulting from a recent merger
(different instances of the same EHR, heterogeneous
administrative policies, and site-specific management protocols).
As described above, there were concerns for an increased risk
of bleeding, and many individual practitioners in our system
were apprehensive to order anticoagulation in patients with
COVID-19, leading to variable VTE prevention strategies and
adverse patient outcomes.

Our study has several limitations. First, our institutional
preference for implementation evaluation is typically a
mixed-methods approach. However, due to contact precautions
surrounding COVID-19 and significantly increased provider
workload, it was not feasible to perform a qualitative analysis
of staff. Thus, this represents a quantitative-only approach,
which may not fully discern specific trends. To expand on
hypotheses that arose from this research, a future direction
includes a voluntary survey of health care providers (initiated
on December 14, 2020) surrounding their familiarity with
COVID-19 institutional guidelines and their experiences
interacting with the CDS system. Survey question development
was guided by unified theory of acceptance and use of
technology constructs for technology acceptance. Additionally,
while we identified an association with adherence and the
effectiveness of anticoagulation, it is important to not
misconstrue this analysis. We did not evaluate anticoagulation
versus no anticoagulation and the association with outcomes,
but rather we evaluated adherence with the guideline versus
nonadherence with the guideline. Thus, nonadherent patients
could have been receiving either more or less aggressive
anticoagulation than the comparison group. In our institution,
adherence was associated with improved clinical outcomes;
however, this may not be generalizable to other institutions with
different baseline cultural practices for anticoagulation
management. VTE and bleeding complications were extracted
using structured EHR data. These events may be underreported.
Our relatively small cohort size (n=2503) and single health care
system represent additional limitations of the study.

Conclusion
This study provides an early example of the real-world
application of the LHS during COVID-19. With or without a
pandemic, there is a need for the implementation of
evidence-based practice that is most up-to-date. Traditionally,
the largest barrier to this effort has been the need for making
major changes in the workflow. With the widespread use of
EHRs and increasing consolidation of health care systems, the
application of a CPG through the use of a CDS system can offer
an easy tool for implementation without adding confusion
related to workflow changes, thus bringing uniformity in care
at every level in the system and influencing the quality of care
and patient outcomes.
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Abstract

Background: The use of electronic medical records (EMRs)/electronic health records (EHRs) provides potential to reduce
unwarranted clinical variation and thereby improve patient health care outcomes. Minimization of unwarranted clinical variation
may raise and refine the standard of patient care provided and satisfy the quadruple aim of health care.

Objective: A systematic review of the impact of EMRs and specific subcomponents (PowerPlans/SmartSets) on variation in
clinical care processes in hospital settings was undertaken to summarize the existing literature on the effects of EMRs on clinical
variation and patient outcomes.

Methods: Articles from January 2000 to November 2020 were identified through a comprehensive search that examined
EMRs/EHRs and clinical variation or PowerPlans/SmartSets. Thirty-six articles met the inclusion criteria. Articles were examined
for evidence for EMR-induced changes in variation and effects on health care outcomes and mapped to the quadruple aim of
health care.

Results: Most of the studies reported positive effects of EMR-related interventions (30/36, 83%). All of the 36 included studies
discussed clinical variation, but only half measured it (18/36, 50%). Those studies that measured variation generally examined
how changes to variation affected individual patient care (11/36, 31%) or costs (9/36, 25%), while other outcomes (population
health and clinician experience) were seldom studied. High-quality study designs were rare.

Conclusions: The literature provides some evidence that EMRs can help reduce unwarranted clinical variation and thereby
improve health care outcomes. However, the evidence is surprisingly thin because of insufficient attention to the measurement
of clinical variation, and to the chain of evidence from EMRs to variation in clinical practices to health care outcomes.

(JMIR Med Inform 2021;9(11):e30432)   doi:10.2196/30432

KEYWORDS

clinical variation; unwarranted clinical variation; electronic health record; EHR; electronic medical record; EMR; PowerPlan;
SmartSet; acute care; eHealth; digital health; health care; health care outcomes; outcome; review; standard of care; hospital;
research; literature; variation; intervention
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Introduction

Variation in Health Care
Any health care service seeks to raise and refine the standard
of care it provides to patients and to satisfy the quadruple aim
of health care, that is, to improve patient care, population health,
cost of care, and clinician experience [1,2]. It is commonly
accepted that achieving this aim involves minimizing
unwarranted clinical variation, that is, unjustified differences
between health care processes or outcomes compared with peers,
or with a gold standard [3].

Health care clinical practice variation has been observed,
studied, and documented for many decades [4,5]. There are a
plethora of potential causes of variation, such as the individuals
involved (clinician and patient), their level of agency or
motivation, organizational or system factors (eg, capacity) and
the nature of the evidence available (clinical and scientific)
[6,7]. The method of diffusion of best practice clinical
knowledge and clinician adoption of these guidelines and
standards has been long been identified as a potential cause of
variation [8,9].

Many countries mandate efforts to reduce unwarranted clinical
variation in health care provided [10]. While some level of
variation is required for innovation and learning, low levels of
variation are generally thought to be best [11]. As stated in [12],
“The idea is to hold on to variation across patients (to meet the
needs of individual patients) and to limit variation across
clinicians (which is driven by individual clinician preferences
or differences in knowledge and experience)”.

Variation is unwarranted if it is not justified by clinical
imperatives, patient needs or preferences, or innovation. In its
most basic form, clinical variation that leads to positive
outcomes may be warranted, whereas variation that leads to
negative outcomes is deemed unwarranted. Many health care
services have looked to electronic medical record (EMR)
systems to reduce unwarranted variation and thereby improve
outcomes [10].

EMRs
EMR use has become virtually ubiquitous in health services in
developed countries [13]. EMRs can offer many benefits,
including improvements in billing and cost management,
reporting and analytics, real-time access to data by clinicians,
information sharing, treatment management, patient safety, and
clinical decision making [14-21].

EMRs provide the means to both monitor and address clinical
variation through the provision of best practice guidelines and
clinical decision support (CDS) to improve care and reduce
waste [22]. At the same time, EMRs can also create variation
by offering users multiple ways to perform a task. Work-as-done
by clinicians also often varies from the work-as-imagined
expectation of EMR designers [23]; as a result, it is an empirical
question as to whether EMRs actually reduce unwarranted
clinical variation.

Theoretical Framework
Studying how EMRs may affect unwarranted clinical variation
requires understanding 3 elements: why clinical variation occurs,
why and how EMRs may reduce clinical variation, and how
measuring and altering variation are operationalized in practice
(Textbox 1).

Textbox 1. Clinical variation factors. CDS: clinical decision support, EMR: electronic medical record.

• Clinical variation can occur due to supply-side, demand-side, or contextual factors [24]:

• Clinician factors (supply side): expertise, training and experience, preference, practice style;

• Consumer factors (demand side): case complexity, consumer preference, social determinants of health; and

• Environmental factors (context): local guidelines, available resources, hospital case mix.

• EMRs may reduce clinical variation through their ability to control process delivery and outcomes. It is common for health services to tackle
clinical variation through EMR-related process control efforts (eg, clinical guidelines and pathways), and process design and development efforts
[25,26]. EMRs hold promise for reducing unwarranted clinical variation because they can help tackle each of the 3 aforementioned factors:

• Clinician factors: EMRs can constrain clinicians to perform similarly via restrictions to particular behaviors or range of behaviors.

• Consumer factors: EMRs can inform and guide patients in a consistent manner via patient portals, and they can help standardize the reporting
of patient outcomes.

• Environmental factors: EMRs can provide standardized decision support and data that health services can use to monitor and improve
operations and achieve greater consistency.

• Understanding precisely how an EMR can reduce unwarranted variation requires opening the EMR “black box” and assessing its components.
One set of EMR components designed to help reduce unwarranted clinical variation is CDS. There are numerous CDS tools and features in the
marketplace, with EMR vendors naming and implementing components in proprietary ways. This review focuses on 2 CDS components from
the 2 most prevalent EMR vendors globally (>50% of acute care market), with products that have similar aims to help reduce unwarranted clinical
variation: PowerPlan (Cerner Corporation) and SmartSet (Epic Systems Corporation) [27-29]:

• PowerPlan: “A Power Plan is a group of orders under a single title designed to support a procedure or a process.” [30]

• SmartSet: “A documentation template. A group of orders and other elements, such as notes, chief complaints, SmartGroup Panels, and levels
of service, that are commonly used together to document a specific type of visit.” [31].
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EMRs can implement tools to guide and constrain practice;
however, clinicians do not always use these interventions as
intended. For example, they may focus on using a PowerPlan
to make ordering easier rather than using it to reduce variation.
For this reason, it is important to empirically test whether in
practice they reduce clinical variation as intended.

To understand how EMR interventions might or might not
reduce unwarranted clinical variation as intended, a variation
in clinical care framework was devised (Figure 1). The
framework highlights the expected factors that must be
accounted for if EMRs are to reduce unwarranted clinical
variation. That is, the expectation is that EMRs—through their
components—should help reduce unwarranted clinical variation
if the following factors are considered:

• Design: if the EMR and its PowerPlan or SmartSet
components are configured to reduce unwarranted variation.

• Implementation: if the goal of reducing unwarranted
variation is kept in focus during implementation.

• Use: if clinicians use the EMR as intended.
• Clinical theory: if the clinical logic or theory underlying

the design of the intervention and the clinical practice is
mature (rather than lacking evidence and having ambiguity,
allowing variation among clinicians).

• Monitoring and intervention: if the health service monitors
outcomes that flow from changes in clinical variation and
iteratively improve the design and use of the EMR based
on this learning feedback loop.

Figure 1. Variation in clinical care - theoretical framework. EMR: electronic medical record.

If the use of an EMR can lead to changes in unwarranted clinical
variation, how can this variation be measured? The framework
(Figure 1) suggests that there are 2 archetypal changes in
variation (Textbox 2), conveying different meanings of
“variance.”

Combinations of these 2 archetypes may also occur. For
instance, a health service may implement an EMR to both
change a standard and encourage clinicians to achieve greater
consistency around that standard.

Textbox 2. Changes in variation.

• Variation from a level or a standard: For example, assume that a health service has a guideline for a clinical practice. If clinicians follow the
guideline, with appropriate variation in adherence and excellent outcomes, this will be reflected in an average level on that practice with variation
around the average. If the health service shifts the guideline, unwarranted variation can be viewed as the degree to which the distribution of
behavior fails to shift to the new standard and improve outcomes. Statistically, this can be tested by comparing the average practices (accounting
for the variation around each average) before and after the intervention, (eg, via a t test).

• Variation around a level or a standard: For example, assume that a health service has no guideline for a practice, and clinicians just follow their
own practices. Assume also that the average behavior is close to the desired level, but the variation around this average is concerning. If the
health service then implements a guideline to reduce this variation, unwarranted clinical variation and monitoring of outcomes can be operationalized
as the degree to which the level of variance in practices fails to be reduced. Statistically, this can be tested by a change in the level of variance
(eg, range or SD).

The implication of these different meanings of clinical variation
is that researchers need to be precise as to which type of
variation and associated outcomes they are studying and how.
In short, studying changes in variation requires careful attention
to measurement.

Finally, variation is only unwarranted if it impairs outcomes,
such as any of the quadruple aims of health care (Figure 1).
That is, variance itself is not the outcome, nor it is necessarily

negative. Rather, the aim is to learn how to design, implement,
use, and monitor the EMR and find the “right” level of variation
to achieve the best outcomes.

Objective of This Review
We aim to summarize the existing literature on the effects of
EMRs on variation in clinical care processes and patient
outcomes as mapped to the quadruple aim of health care. To
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account for the specifics of EMR systems, and for the specific
ways that variation can occur, searches were conducted not only
for the effects of EMRs in general, but also for the components
of EMRs (PowerPlan and SmartSet). Studies were coded for
changes in clinical variation and for how changes in variance
affected both process and patient outcomes.

Because of differences in tools and methods used to achieve
clinical standardization between the primary and acute care
settings (eg, case complexity, technology utilized), this study
focuses purely on the acute sector and hospital-based EMRs.

Methods

Eligibility Criteria
A Preferred Reporting Items for Systematic Reviews and
Meta-Analyses (PRISMA)–compliant systematic review of
studies examining clinical variation and EMRs was undertaken
[32].

Inclusion Criteria
To be included in the review, studies were required to meet the
following criteria:

• The article is published in English.
• The topic of the study is relevant to clinical variation and

EMRs.
• Articles published after 2000, due to the prominence of

EMR/electronic health record (EHR) articles published
since then (Multimedia Appendix 1).

• Participants to include clinicians performing medical care
duties or patients receiving medical treatment.

• Measured outcomes were reported, whether immediate (eg,
test results) or longer term (eg, length of stay, economic),
and whether measured objectively or by self-report.

• Peer-reviewed studies only.
• Empirical studies are either qualitative or quantitative (or

mixed): quantitative studies may have included
experimental and observational study designs such as
randomized controlled trials, quasi-experimental studies,
before-and-after studies, case–control studies, cohort
studies, and cross-sectional studies.

• Quality improvement initiatives.
• Articles focused on acute care settings (including

ambulatory specialist care).

Exclusion Criteria
Studies were excluded from the review if they met any of the
following criteria:

• Abstracts in which full study data were unavailable.
• Nonempirical studies.
• Outcome measures of expected variation (not actual).
• Articles with a care focus of primary care.

Information Sources
Searches were made on ACM Digital Library, CINAHL,
EMBASE/MEDLINE, Google Scholar, IEEE Xplore, PubMed,

Scopus, and Web of Science for articles from the year 2000 to
November 2020.

The search query used was: “EHR” OR “EMR” AND “practice
variation” OR “clinical variation” OR “unwanted variation”
OR “unwarranted variation” OR “reduction in waste” OR
“PowerPlan” OR “SmartSet”.

As noted earlier, understanding how EMRs have their effects
requires opening the “black box” of the EMR to study its
components, in this case PowerPlan and SmartSet. However, a
given study may use these proprietary terms or instead use more
generic terms. Including these specific vendor EMR components
in the search string with an OR term increased the extent to
which articles that examined clinical variation, even if an article
did not specifically use those words (ie, to increase the level of
recall), would be found.

Additional applicable search terms were assessed but excluded
as they added no additional search results (eg, medical-order
entry systems). The term “order sets” was excluded from the
search as they are not necessarily electronic (often paper based)
and many studies focus on discrete point-in-time events (eg,
prescribing anithrombotics) rather the patient’s entire care
process (as implemented in PowerPlan and SmartSet for specific
conditions). As noted earlier, the focus of this study was on
clinical care processes and outcomes.

The ultimate searches were undertaken in February 2021. Both
backward and forward citation searching were undertaken for
all included articles with a quality score over 50% (35/36
studies; Multimedia Appendix 2) [33-67]. Forward searches
were undertaken with the assistance of Anne O’Tate, PubMed,
Google Scholar, and Scopus [68].

Once duplicates were removed, these searches resulted in 4622
potential articles. Titles and abstracts were then identified and
screened, with 3935 initial further exclusions, with 40 cases
having only partial text available or requiring further information
to make an assessment, resulting in 687 full texts that were
retrieved and evaluated.

Interrater agreement during the screening phase was assessed
based on 30 randomly sampled papers screened by 2 reviewers
(TH [first author] and TL [research assistant]). The observed
agreement was 90% (27/30), with an acceptable κ (Cohen κ)
of 0.67 [69]. Given the reliable coding, the remainder of the
screening phase was undertaken by TH.

Each of the included articles was assessed independently by 2
reviewers (TH and TL) against the inclusion criteria. After
assessment, 36 studies remained [33-67,70] (Figure 2) (Table
1). In instances of doubtful eligibility, a consensus assignment
was made after deliberation (5 articles were excluded). The 2
reviewers also measured the disposition of these studies as
positive, mixed, or negative based on how the authors of the
study discussed the outcomes.
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Figure 2. Systematic review flow diagram (after Preferred Reporting Items for Systematic Reviews and Meta-Analyses [PRISMA] [32]).
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Table 1. Summary of included studies (N=36).

Clinician

experiencee

Costs/

efficiencye

Population

healthe
Patient careeVariance

typed
Variation in
clinical care
processes

Quality assess-
ment (QATS-

DDc), %

Study

disposition
EMRa/EHRb

vendor

Study author

Quality

(clinician)

Length of
events

Clinical
events

2Orders/pre-
scription

54.17PositiveEPIC
(SmartSet)

Adelson et al
[33]

Quality

(clinician)

Costs2Orders/pre-
scription

64.58PositiveVendor not
stated

Akenroye et
al [34]

Clinical
events

2Patient as-
sessment

78.57PositiveCerner
(PowerPlan)

Amland et al
[35]

Clinical

burden

5Care provi-
sion

66.67NegativeEPIC
(SmartSet)

Asan et al
[36]

Length of stayQuality (pa-
tient)

4Orders/pre-
scription

66.67PositiveOther:
Allscripts
Sunrise Clin-
ical Manager

Attaar et al
[37]

Length of stayClinical
events

Test mea-
sures

2Orders/pre-
scription

66.67PositiveEPIC
(SmartSet)

Ballesca et
al [38]

Clinical

burden

4Orders/pre-
scription

Referrals

61.90PositiveEPIC
(SmartSet)

Borok et al
[39]

Length of stay

Length of
events

Quality (Pa-
tient)

Clinical
events

4Clinical care
pathway

80.95PositiveVendor not
stated

Bradywood
et al [40]

Quality

(clinician)

Costs

Length of stay

5Orders/pre-
scription

77.08PositiveVendor not
stated

Chisolm et
al [41]

Length of stay

Length of
events

Clinical
events

5Clinical care
pathway

73.81PositiveVendor not
stated

Dort et al
[42]

Costs

Length of stay

Clinical
events

4Care provi-
sion

66.67PositiveVendor not
stated

Ebinger et al
[43]

Test mea-
sures

2Patient as-
sessment

71.43MixedVendor not
stated

Geltman et
al [44]

4Orders/pre-
scription

54.76PositiveVendor not
stated

Goga et al
[45]

Length of stay

Length of
events

Clinical
events

2Orders/pre-
scription

76.19PositiveCerner
(PowerPlan)

Gulati et al
[46]

Number of
tests

Clinical
events

2Orders/pre-
scription

78.57PositiveVendor not
stated

Hendrickson
et al [47]

Test mea-
sures

2Patient as-
sessment

66.67PositiveVendor not
stated

Hooper et al
[48]

Test measuresQuality (pa-
tient)

Clinical
events

2Orders/pre-
scription

59.52PositiveEPIC
(SmartSet)

Horton et al
[49]

2Ordering71.43PositiveOther: ICIS,
a web-based
EHR

Jacobs et al
[50]
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Clinician

experiencee

Costs/

efficiencye

Population

healthe
Patient careeVariance

typed
Variation in
clinical care
processes

Quality assess-
ment (QATS-

DDc), %

Study

disposition
EMRa/EHRb

vendor

Study author

Length of
events

Length of stay

Clinical
events

5Orders/pre-
scription

54.76PositiveCerner
(PowerPlan)

Karajgikar et
al [51]

Costs

Length of
events

2Ordering

Preparation

57.14PositiveVendor not
stated

Kicker et al
[67]

Costs

Length of stay

4Orders/pre-
scription

Use of inter-
vention

59.52PositiveVendor not
stated

Lewin et al
[52]

Test levels2Patient as-
sessment

76.19PositiveEPIC
(SmartSet)

Lindberg et
al [53]

Test levels5Patient as-
sessment

73.81PositiveEPIC
(SmartSet)

Lindberg et
al [54]

Costs

Length of
events

4Ordering69.05MixedCerner
(PowerPlan)

Morrisette et
al [55]

Test measures2Patient as-
sessment

73.81MixedOther: Perci-
pio; Medi-
calis Corp

Prevedello et
al [56]

4Orders/pre-
scription

61.90NegativeEPIC
(SmartSet)

Reynolds et
al [57]

Costs

Length of
events

Clinical
events

2Orders/pre-
scription

Patient as-
sessment

59.52PositiveCerner
(PowerPlan)

Rooholamini
et al [58]

4Ordering45.24PositiveEPIC
(SmartSet)

Rosovsky et
al [70]

2Ordering69.05PositiveOther:
AllScripts

Sim et al
[59]

Length of stayClinical
events

4Ordering69.05PositiveEPIC
(SmartSet)

Sonstein et
al [60]

Clinical

burden

Length of
events

4Ordering68.75NegativeCerner
(PowerPlan)

Soo et al
[61]

Clinical
events

2Orders/pre-
scription

61.90PositiveVendor not
stated

Studer et al
[65]

2Ordering42.86PositiveVendor not
stated

Teich et al
[66]

2Patient as-
sessment

64.29PositiveEPIC
(SmartSet)

Terasaki et
al [62]

Volume of
drugs

Quality (pa-
tient)

4Orders/pre-
scription

52.38PositiveEPIC
(SmartSet)

Wang et al
[63]

Costs4Ordering57.14PositiveCerner
(PowerPlan)

Webber et al
[64]

aEMR: electronic medical record.
bEHR: electronic health record.
cQATSDD: Quality Assessment Tool for Studies with Diverse Designs.
d1=Mean constant; variance change, 2=mean change; variance change, 3=mean change; variance constant, 4=mean change; variance unknown, 5=mean
unknown; variance unknown (or N/A, assumed only).
eWhere the outcomes were not observed within the study table cells remain empty.
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Study data including the intervention, population, study design,
and effects were extracted by both reviewers using a
standardized template within Covidence systematic review
software (Multimedia Appendix 3) [71]. Data quality was
assessed via a bespoke Covidence template employing the
Quality Assessment Tool for Studies with Diverse Designs

(QATSDD), a 16-item mixed methods quality assessment tool
(Multimedia Appendix 2) [72].

Risk of Bias
The studies were examined to determine the risk of drawing
biased inferences [73]. Five risks were identified (Textbox 3).

Textbox 3. Risk of bias. EMR: electronic medical record.

1. Publication bias: most papers (30/36, 83%) reported positive results [33-35,37-43,45-54,58-60,62-66,70], with a minority reporting mixed
[44,55,56] or negative results [36,57,61] (3/36, 8% for both). The completeness of results including nonsignificant effects was not always assured.

2. Selection: participation in the trials varied from compulsory to voluntary. Where the study was voluntary, it was more likely that those with
interest in, and with a positive opinion toward, EMRs participated [36,41,57,58,67].

3. Randomization of intervention: this only occurred in 1 study which randomized the use of the SmartSet intervention using block randomization,
stratified by provider subspecialty [57].

4. Performance: the studies were all composed of unblinded trials, and in many cases the participants of the study knew if they were utilizing the
intervention or not.

5. Time lag bias: some papers were reporting on data collected much earlier than publication date (eg, Teich et al [66] was based on 1993 data)
[41,66].

Recruitment
The recruitment of participants for clinicians utilizing the
interventions was voluntary in all but 2 studies, and existing
clinic/hospital EMR data were utilized for patient data [33,55].

Coding
Following the earlier description of how variation in clinical
practices can be observed, studies were coded for 5 types of

variation, each reflecting different patterns in the change of a
distribution (Figure 3 and Multimedia Appendix 3). Types 1
and 3 refer to the 2 archetypes noted earlier (“variance from”
and “variance around”), whereas Type 2 reflects their
combination. Type 4 reflects the possibility that a study refers
to changes in average behavior without reporting changes in
variance. Type 5 is where change is assumed but not measured.

Figure 3. How changes in variance can be operationalized in clinical practice.

As this study’s aim is to learn the effects of the EMR on changes
in clinical variation, the focus is on variance types 1, 2, and 3,
which reflect different ways in which clinical variation can be
expressed. By contrast, Types 4 and 5 do not provide clear
measures of variation.

To code the study’s disposition, 2 reviewers (TH and TL) coded
the overall disposition of a study as either positive, mixed, or
negative, based on the following criteria:

• Positive: a majority of studies stated expected outcomes
were met.

• Mixed: some elements of expected outcomes were met,
some not (with an approximate 50/50 split).

• Negative: intervention not used, majority of expected
outcomes not met, or reverse outcomes seen.

Disposition reflects the authors’ overall conclusions in that
study in favor of or against the EMR or the intervention. It is
not a measure of whether a study measured clinical variation
or outcomes. Interrater agreement on study disposition was
calculated using Cohen κ, and showed high levels of agreement
(33/36, 92%, κ=0.71) [69].
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Clinical outcomes were coded according to the quadruple aim
of health care: quality of patient care, population health,
cost/efficiency, and clinician experience [1,2].

Results

Almost all the studies were based on the implementation of an
intervention (new or refined) into a clinical setting (35/36, 97%)
with 1 qualitative analysis of EMRs by clinicians [36]. Most
studies were quality or process improvement based (28/36, 78%)
[33-35,37,39-45,47-49,51,52,54,55,58,59,61-67] or best
practice/evidence-based intervention related (27/36, 75% for
both) [33-35,37,38,40-42,45,47,48,50,52-60,62-66,70]. Over
half of the studies examined EMR elements such as order sets
(23/36, 64%) [33,34,36-38,40-42,46,47,49-51,52,54,55,
58,60,61,64-66,70] and care pathways/treatment plans (22/36,
61%) [33-36,39-43,46-48,50,52,54,58,60,62,63,65,66,70]. Many
papers addressed the minimization or elimination of a particular
drug prescription/use (17/36, 47%) [39,40,45,46,49,51-54,57,
58,60,63,65-67,70].

Of the papers where the specific EMR used by the health facility
was identified (24/36, 67%), half were Epic (12/24, 50%)
[33,36,38,39,49,53,54,57,59,60,62,63], some Cerner (7/24,
29%) [35,46,51,55,58,61,64], and few with other vendors (5/24,
21%) [37,50,52,56,59].

Regarding overall disposition, most studies reported positive
results (30/36, 83%) [33-35,37-43,45-54,58-60,62-67,70], while
a minority reported mixed [44,55,56] or negative results
[36,57,61] (3/36, 8% each). That is, the authors concluded in
most studies that the EMR was used successfully as part of an
initiative to address clinical variation.

However, most studies did not measure or report variation. Of
the 5 codes for coding variance (Figure 3), no studies reported
Type 1 or 3, half reported Type 2 (18/36, 50%)
[33-35,38,44,46-50,53,56,58,59,62,65-67], some reported Type
4 (13/36, 36%) [37,39,40,43,45,52,55,57,60,61,63,64,70], and
a few reported Type 5 (5/36, 14%) [36,41,42,51,54]. The studies
that reported results for variation coded as Types 2 and 4
generally examined how an intervention led to changes in the
average of a clinical behavior. Such studies reflected Type 2
variation if they explicitly referred to measures of variance in
addition to average practices or if the distribution of the variable
examined was such that a change in the average clearly implied
a change in variance (the dependency between the average and
variance of a distribution is dependent on the type of
distribution).

For example, if clinician behaviors were coded in a study as
adhering or not adhering to a guideline, the rate of adherence
would reflect a binomial distribution and so an increase in
adherence (eg, from 60% to 80%), implying both an increase
in the average behavior and a reduction in variance. Where this
connection between a change in a behavior and the change in
variance was not explicitly reported or could not be inferred
clearly from the distribution, this reflected a Type 4 change.
That is, the 13 studies coded as Type 4 found that the EMR
affected clinical practices but not necessarily clinical variation.

Regarding the quadruple aims of health care outcomes, over
half of the studies addressed individual care outcomes (19/36,
53%) [33,35,37,38,40,42-44,46-49,51,53,54,58,60,63,65], many
examined efficiency (21/36, 58%) [33,34,37,38,
40-43,46,47,49,51,52,55,56,58,60,61,63,64,67], a handful
examined clinician experience (6/36, 17%) [33,34,36,39,41,61],
and none examined population health outcomes (Table 1). Some
studies examined just 1 quadruple aim of health care outcome
(13/36, 36%) [35,36,39,44,48,52-56,64,65,67], most studies
examined 2 outcomes (15/36, 42%) [34,37,38,40-43,
46,47,49,51,58,60,61,63], 1 study examined 3 outcomes [33],
and none of the studies examined all 4 outcomes associated
with the widely accepted quadruple aims of health care.

Of the studies that measured changes in variation (18/36, 50%),
many (11/18, 61%) [33,35,38,44,46-49,53,58,65] examined
follow-on changes in clinical-care outcomes, half assessed cost
outcomes (9/18, 50%) [33,34,38,46,47,49,56,58,67], few
examined clinician experience outcomes (2/18, 11%) [33,34],
and none addressed public health outcomes. In other words,
even though studies generally reported positive findings (in
terms of overall study disposition), this positive conclusion was
based on a partial (rather than comprehensive) assessment of
outcomes.

There was heterogeneity in study data quality, with QATSDD
scores ranging from a low of 43% through to a high of 81% and
a mean of 65% across all included studies (Multimedia
Appendix 2).

Discussion

Principal Findings
This review finds some evidence to justify that EMRs can help
reduce unwanted clinical variation and thereby improve health
care outcomes. The evidence, however, is not strong. This
reflects that (1) study quality was not high, (2) not many studies
examined the effect, and (3) clinical variation and outcomes
were not examined consistently (different outcome measures
across studies) or comprehensively (rarely studying more than
1 outcome).

Surprisingly, while all the studies retrieved by our search
discussed clinical variation, few studies measured it, and even
fewer tied these changes in clinical variation to a broad set of
health care outcome measures.

The theoretical framework proposed earlier can be used to
understand the results of the review and identify directions for
research. Specifically, 5 factors can enhance the EMR’s effects
on unwarranted clinical variation and follow-on health care
outcomes: design, implementation, use, clinical theory, and
outcome monitoring and re-adjustment (Figure 1). These factors
were examined only sporadically across studies with an average
of 3 addressed per paper, and only 4 of the 36 retrieved studies
examined all 5 factors [34,41,43,49].

Design
Intervention design was discussed in most studies (27/36, 75%)
[33,34,36,37,40-50,53-55,58,59,61-65,67,70] but not in depth.
While not a core focus of the studies, design-related issues that
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may affect clinical variation were identified, such as in the
insights that “design characteristics that are intended to make
documentation more efficient can have unintended
consequences” and that “some of the suboptimal design
characteristics of the EHR may be exacerbated by user-related
practices.” [36].

Implementation
Almost all the studies (35/36, 97%) [33-35,37-67,70] examined
the implementation of a new or refined intervention into a
clinical setting, but specific implementation details were found
in fewer studies (23/36, 64%) [33-35,37,40-46,
48-50,52,55,56,59-62,64,70]. The introduction of EMRs and
their components are in large part a change management process,
with both situational and psychological aspects to consider [74].
The successful implementation of change requires the
participation, commitment, and support of key organizational
stakeholders throughout the life span of the process to provide
the highest chance of success [75,76].

Use
One way to improve outcomes is to educate and train users to
employ the EMR more effectively. The role of education and
training was addressed in the majority of studies (25/36, 69%)
[34,37,39-41,43,44,46-49,52-58,60-64,66,70] and frequently
mentioned as critical for the intervention’s success or failure.
Education/training was also identified as requiring primary
focus in those studies deemed as having a negative or mixed
disposition [36,44,55-57,59]. A multifaceted approach with
local super-user support, high-quality training materials, and
education and feedback sessions is likely to help. For instance,
a 2018 study by Robinson [77] of Kaiser Permanente saw a
significant increase in the use of many order sets after the
implementation of a 3-day intensive EMR education intervention
specifically tailored for the physicians with interactive teaching
methods.

Underlying Clinical Theory
The interventions in the retrieved studies were all developed
on underlying clinical theory that explicitly or implicitly directs
clinical practice via pathway, program, or guidelines. These
varied from locally developed standards established from journal
articles and consensus guidelines, or more commonly the
implementation of established national or peak body guidelines.
Given that clinical care should be tailored to the needs of
patients in the local setting, how best to identify and customize
the appropriate underlying theory for a guideline and how
stringently to implement it in the EMR are open questions that
require further research.

Outcome Monitoring and Re-adjustment
Only 10 studies addressed monitoring of clinical outcomes and
re-adjustment of the interventions. Even when addressed, they
were typically confined to the implementation phase, rather
than long-term and ongoing monitoring and revisions. Using
EMRs to implement feedback loops and quality management
life cycles can help health care organizations improve safety
and quality and become learning organizations [78].
Intermountain Healthcare has shown how this can be achieved

via repeated cycles of create, distribute, use, monitor, and
feedback [79,80].

Limitations
Despite steps taken to perform high-quality searching, sample
bias may still exist. Because this is an understudied topic, the
required search terms and meta-tags on the topic are not yet
mature and validated. As a result, different search terms could
potentially have retrieved additional relevant publications. Gray
literature (such as internal health service reports) may also exist
on the topics that were not retrieved. The time span of included
studies was broad, covering over 20 years, but a longer time
span may have identified additional papers.

Differences in the design and scope of the retrieved papers
prevented direct comparisons among studies and meta-analytic
tests. Judgment also needed to be exercised when coding articles.
While interrater reliability tests suggested that the coding was
reliable, some subjectivity inevitably remained. Finally, the
context faced by a health service (eg, its resources and patient
mix) influences how an EMR can help. Given the small number
of studies in this area and their heterogeneity, it was not possible
to pinpoint the most salient elements of context.

Expanding the study to include nonacute health care settings,
articles in languages other than English, and specifying
additional EMR vendors may provide valuable insight into
additional means and methods available to address EMR-based
clinical variation beyond those identified within this review.

Comparison With Prior Work
Existing studies and reviews on comparable topics were
examined and while there is much existing work addressing the
effects of EMRs on health care quality and outcomes, and
measuring various criteria (efficiency, guideline adherence,
errors, clinical outcomes), none adequately or directly address
these aspects through the lens of clinical variation and outcomes
[81,82]. No previous studies related variation and clinical
outcomes back to the quadruple aims of health care. The ability
to map variation in EMR-related clinical care processes and
outcomes to all 4 of the quadruple aims (patient experience,
public health, cost, and clinician experience) sets this review
apart from any prior work in the field (Figure 1).

Conclusions
EMRs and their components such as PowerPlans/SmartSets are
not a panacea, but rather tools to assist health care provision. It
is widely thought that evidence-based clinical guidelines play
an essential role in promoting quality of care and minimizing
unwanted variation [83]. Ideally, EMRs should be able to
improve both the average clinical practices and reduce
unwarranted variation. However, the effects of unwarranted
variation on clinical outcomes are unclear and understudied.

This review finds some evidence to suggest that unwarranted
variation can be reduced, but the evidence is not strong. Many
studies focused on technical outcomes (eg, adoption, reduction
in variation), rather than on the clinical health care outcomes
themselves. More research is needed to learn how EMRs can
be implemented and used to reduce unwarranted variation;
however, it is important to remember that reduction in clinical
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variation itself is not the desired outcome. Rather, improved
health care outcomes are the ultimate goal.

It is critical that these health care outcomes are clearly defined
and monitored, in concert with the ongoing reduction in
variation driven by EMRs as a mechanism, to create a
continuous learning health care system with appropriate
governance to keep iteratively improving health care outcomes
over time.

Recommendations
Additional empirical research on EMRs and how their elements
such as PowerPlans/SmartSets affect clinical variation and
patient outcomes is needed. More attention needs to be given
on how to: (1) measure clinical variation and unwarranted
variation; (2) improve the effects of an EMR on reducing
unwarranted clinical variation; (3) measure multiple elements
of the quadruple aim of health care in a single study; and (4)
articulate and test the chain of evidence from the EMR to
changes in clinical variation to outcomes.
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Abstract

Background: This study describes the conversion within an existing electronic health record (EHR) from the International
Classification of Diseases, Tenth Revision coding system to the SNOMED-CT (Systematized Nomenclature of Medicine–Clinical
Terms) for the collection of patient histories and diagnoses. The setting is a large acute hospital that is designing and building its
own EHR. Well-designed EHRs create opportunities for continuous data collection, which can be used in clinical decision support
rules to drive patient safety. Collected data can be exchanged across health care systems to support patients in all health care
settings. Data can be used for research to prevent diseases and protect future populations.

Objective: The aim of this study was to migrate a current EHR, with all relevant patient data, to the SNOMED-CT coding
system to optimize clinical use and clinical decision support, facilitate data sharing across organizational boundaries for national
programs, and enable remodeling of medical pathways.

Methods: The study used qualitative and quantitative data to understand the successes and gaps in the project, clinician attitudes
toward the new tool, and the future use of the tool.

Results: The new coding system (tool) was well received and immediately widely used in all specialties. This resulted in
increased, accurate, and clinically relevant data collection. Clinicians appreciated the increased depth and detail of the new coding,
welcomed the potential for both data sharing and research, and provided extensive feedback for further development.

Conclusions: Successful implementation of the new system aligned the University Hospitals Birmingham NHS Foundation
Trust with national strategy and can be used as a blueprint for similar projects in other health care settings.

(JMIR Med Inform 2021;9(11):e29532)   doi:10.2196/29532
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Introduction

Background
The Digital Age has brought fast and convenient technology to
almost all industries, and latterly to health care. The current
system in Britain is divided between primary health care, where
general practitioners increasingly manage chronic disease, and
secondary and tertiary care, which largely remain modeled on
hospitals. General practitioner records have been electronic for
20 years [1], but hospital records are only being ubiquitously
considered for digital conversion now. These electronic health
records (EHRs) are variable and often either overly simplistic
[2] or require so much data input that they overburden clinicians
[3]. EHRs have grown up separately and most still do not allow
easy sharing of data, a situation further compounded by
variability of the data themselves and lack of standardized
coding [4]. Paucity of data exchange is not only a barrier to
treating patients [5] but also prevents remodeling of medical
pathways [6] locking the National Health Service (NHS) into
artificial divisions between primary and secondary care. NHS
Digital has issued guidance on the use of standards, including
the universal use of the SNOMED-CT (Systematized
Nomenclature of Medicine–Clinical Terms) for diagnoses [7]
and other standards for medications, data messaging, and patient
identification [8].

University Hospitals Birmingham (UHB) is a large secondary
and tertiary referral NHS Foundation Trust comprising 4
hospitals and community services across Birmingham, the
second largest city in the United Kingdom. UHB has an annual
turnover of £1.4 (US $1.88) billion and treats 2.2 million people
per year [9]. Across its 4 sites it has 3000 inpatient beds and
employs more than 20,000 people. UHB has been at the
forefront of digital innovation and is unique in the United
Kingdom in employing programmers to build its own EHR.
The organization was recognized as a global digital exemplar
in 2017 [10]. It has strong links to primary care and is engaged
in building regional data-sharing platforms [11]. Therefore, it
is highly influential in digital health care development regionally
and nationally in the United Kingdom.

The University Hospitals Birmingham NHS Foundation Trust’s
(the Trust, hereafter) central EHR, named Prescribing
Information and Communication System (PICS), [12] comprises
contemporaneous clinical noting; electronic prescribing and
medicines administration; electronic observations; electronic
ordering; patient barcoding; and electronic results display and
complex clinical decision support (CDS). UHB builds other
software, including clinical and patient portals.

Electronic health care systems are ubiquitously used, and their
design has been controlled by clinicians over many years.
Diagnostic coding within PICS was based on the International
Classification of Diseases, Tenth Revision (ICD-10) [13], which
is the current system used for payment of hospitals. The ICD-10
was originally designed for population studies and is, therefore,
not ideally suited to hospital settings. Clinicians often cannot
find diagnoses they need because detailed or rare conditions are
listed under any other.... Consequently, diagnoses are often not

recorded and are therefore lost to use within any CDS rules and
lost to data exchange beyond the organizational boundaries.

Implementation of SNOMED-CT coding into PICS was
predicted to allow clinicians to more accurately enter detailed
diagnoses, enable more complex CDS, and facilitate more
accurate data collection, provided the tool was intuitive. In
addition, there was a strong interest from the central government
and the public to share health data. Primary care has already
encoded diagnoses using SNOMED-CT, and similar data
collection in hospitals would enable data exchange across
previously incompatible data entry applications. This approach
enables the remodeling of medical pathways and begins to
address the siloed nature of medical care.

Objectives
The organization’s mission is to improve the health of patients
and communities, and UHB is committed to transformation
through consistent innovation across digital systems. The goals
of UHB align with national expectations around standardized
electronic data collection and the easy and seamless sharing of
data [14]. In addition, clinicians require a more enriched and
relevant system to record medical diagnoses. To address these
goals, this study sought to establish coding within all
components of the EHR based on the SNOMED-CT by April
2020. Therefore, the question was whether the current EHR,
with all relevant patient data, could be migrated to the
SNOMED-CT coding system, to optimize clinical use and CDS
and facilitate data sharing across organizational boundaries for
national programs and remodeling of medical pathways.

Methods

Overview
The formal methodology was designed to assess the success of
the tool (utility or clinical relevance), success of mapping and
safeguarding CDS rules in the software, and successful data
collection for direct clinical care, research, and data exchange.
This used pre-existing data sets, interviews, focus groups, and
surveys of the stakeholders, and formal assessment of the use
of the tool with quantitative data, using a mixed methods
approach.

Existing Data Sets: Fixed Points
The design and build of the SNOMED-CT tool were created
by clinicians and developers using an iterative model. Design
meetings included clinicians, developers, business analysts, and
a project manager, and a specification document was initially
developed; development followed, and demonstrations of the
software build and modifications were reviewed as they
progressed over time. Many of the questions that the study
explores in the postlaunch analysis (eg, “Is the tool useful?”)
can be analyzed in this predata set, where the clinicians and
developers worked together (eg, to create a tool that they
believed would have clinical utility). The project specification
document, specifically the user stories, provides a fixed point
for analysis (Multimedia Appendix 1).
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Surveys
A survey targeted at a large sample of clinicians after the launch
of the SNOMED-CT tool assessed clinician opinion on utility
and improvements in clinical care associated with the tool. The
survey was sent by email across the Trust via Typeform [15]
to all junior doctors and all consultants on the master staff index.
Senior nurses (the only nursing group using the tool) were sent
the same survey via the divisional leads; Allied Health
Professionals (AHPs) were sampled using group leaders.

The SNOMED-CT tool was designed to collect consistent and
standardized data, independent of which health care workers
from the multidisciplinary team were collecting it. Thus, the
tool had to work for doctors, nurses, and AHPs and be intuitive
and accessible to junior and senior staff. To qualitatively assess
whether this was successful, the study used a wide sample of
users.

The sampling strategy was typical purposeful sampling, aiming
to represent the average clinical situation and sample across all
types of staff using the new tool. The sampling aimed to
highlight the experience of this tool and understand the typical,
normal, and average experience of a clinician using the tool
[16].

Survey questions were developed with a focus on understanding
staff experiences and future expectations regarding the use of
a tool in constructing a problem list within a patient record. The
tool’s utility in gathering data for direct clinical care, onward
sharing, and the creation of research sets was explored. There
were 7 elements to the survey (Multimedia Appendix 2)
designed on a Likert scale [17] with one open-ended question,
allowing for more detailed data collection.

From previous surveys of this type within the organization, the
expected response rate was about 20%. The survey was designed
for easy and rapid completion. Clinicians are busy, and
traditionally ignore feedback requests. On the basis of previous
experience and supported by market research [18], it was known
that surveys exceeding 5 minutes would not be completed. The
survey was therefore much shorter than a classical qualitative
study survey, but accrued as much qualitative information as
possible.

The validity and reliability of these items were tested by
adequate engagement to saturation (the survey was repeatedly
sent out to the staff lists until there were no new elements to
answers) [19] and by triangulation or crystallization [20] of
pre-existing data sets, focus groups, and data collection.

Interviews
Senior programmer interviews created an understanding of build
success in relation to the original specification. Senior
developers worked closely with clinicians and identified flaws
in the design and implementation. Interviews with senior
developers revealed difficulties and workarounds in the course
of the build and illuminated reasons for subsequent clinician

behavior. Interviews were designed as one-time sessions with
each of the 2 principal developers in a meeting room in the
building in which they worked. The interviews were informal
and semistructured, asked open questions and allowed for
follow-up and probing. The interviews were recorded and
transcribed later, and notes were taken during the interviews.
The questions (Multimedia Appendix 3) were designed to
investigate, from the developers’ perspective, the success of the
project, and the aspects that they viewed as strengths and
weaknesses. Interviews also queried how developers viewed
users and requested opinions about the implications of the
project beyond the software build. The questions were
deliberately open [16].

In similar previous projects, it was noted that developers who
worked closely with clinicians often had insight into the software
and possible enhancements that would improve user experience
and data exchange. Developers are often reserved in their
judgment and often do not proffer an opinion unless specifically
asked.

Focus Groups and Email Feedback
Focus groups aimed to understand the validity and utility of the
final product from clinicians involved in the iterative design
and build of the software. In addition, unsolicited feedback from
clinicians is a frequent part of the EHR build, and email
feedback was therefore included in the thematic analysis. There
were up to 50 clinicians involved in the design of the EHR, but
the focus groups included between 5 and 10 participants, as this
was an optimal number to support vibrant discussion while
allowing all voices to be heard [21], thus using nonprobability
unique sampling [19]. Clinicians who were invited were the
ones most actively involved in the design and build, and to
whom the tool was most relevant (because of direct clinical
care, a research interest, or an interest in onward data sharing).
Additional email feedback was not requested, but extensive
feedback from this source was provided and was therefore
included in the analysis. Clinicians in the focus groups and those
who provided email feedback were likely to be a subset of those
responding to the survey.

Two focus groups were conducted with 6 and 8 clinicians. The
focus groups were informal and semistructured with prompts
(Figure 1), which not only allowed for expression of opinion
on the entire conceptual framework but also allowed for
discussion, so that aspects of the project that had not been
previously understood by the investigators were revealed.

The questions were designed to understand the utility of the
tool in terms of clinical use and acceptability. This requires
careful assessment, as clinicians may welcome even clunky
digital tools if they think that patient care is improved. In
relation to the conceptual framework, questions on the
applicability of the tool to direct clinical care, research, and data
sharing were also explored.
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Figure 1. Importance of the themes to the users. PICS: Prescribing Information and Communication System; SNOMED-CT: Systematized Nomenclature
of Medicine–Clinical Terms.

Data Analysis

Pre-existing Data Sets or Fixed Points
These predated the study and were analyzed by extracting data
against the key themes of improving care, improving access to
data, and ensuring usability of the tool. The data set comprised
user stories from a specification document developed iteratively
with developers and clinicians. Suggestions and actions
incorporated during the data build were analyzed and used to
understand whether the same points were discussed in the survey
responses and focus groups (eg, were they addressed in the
build? If they were not, why not?). The documents were coded
in a similar manner to that of the focus groups, which allowed
theming and issue spotting.

Surveys
Descriptive statistical analyses were conducted on the results
after all the surveys were submitted. For all questions answered
on a Likert scale, responses to each question were analyzed as
whole numbers in each group. Binary questions were presented
as percentages. The analysis of open questions gathered themes
with the quoted examples.

Interviews, Focus Groups, and Email Feedback
Interviews and focus groups were recorded and transcribed, and
thoughts, concerns, and conclusions documented by the
investigator during or immediately after the interviews or focus
groups. The transcription was coded and scored on a matrix
(Figure 1) for frequency, concern, and time spent discussing
each issue and where they overlapped using a multifactorial
balancing test-like methodology [22]. Themes or issues were
identified and cross-referenced with survey results and
pre-existing data sets.

Informal email feedback was collected by the chief investigator
and incorporated into the thematic analysis.

Use Data
Data were collected digitally on the use of the SNOMED-CT
tool across the entire organization by the Informatics

Department. The following data were collected: total number
of users, by area and specialty; number of terms used, by user
and by specialty; and application over time (for the first 4
months of use) to understand whether the use was increasing
or waning. These data were presented graphically as absolute
numbers and as the percentage use of the total user base.

Ethics
Human subjects were involved in this research, and participation
was voluntary and confidential. Informed consent was obtained
from all participants, including for recording and storing of
information, and consent could be withdrawn at any time until
results were collated in an anonymized manner. Any quotations
from the interviews and focus groups were only used with
consent. It is unlikely in a study of this type that interviews or
focus groups would cause ethical issues to be raised as private
behavior was not the subject of this study [16]. The data were
stored securely and confidentially.

Bias arising from the dual role of the researcher as a designer
or user and evaluator of the tool [16] was mitigated by processes
already in place. All software build within the organization was
controlled by a project group, with a project manager, business
analyst, standard testing, and rollout procedures. Although
researchers have invested in the project, many software
developments to date have required extensive iterations to ensure
utility, and this was expected to be necessary in this project
also.

Results

Overview
Data collection took place during September 2019-December
2019 and was conducted at UHB, United Kingdom. Statistics
for the problem list in PICS were gathered by the Informatics
Department, from the date of the tool release into PICS software,
September 2019, to the end of December 2019.

The 5 key themes with subthemes that emerged from this study
are detailed in Table 1.

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e29532 | p.184https://medinform.jmir.org/2021/11/e29532
(page number not for citation purposes)

Pankhurst et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Themes emerging from user feedback, with positive and negative aspects.

Negative feedbackPositive feedbackTheme and subtheme

Design commitment and project success

—aIn general • All project objectives met
• Positive user feedback

Usability •• Changes to user interface neededHigh use
•• Some terms not foundEasy to find
•• Too many choicesSearch tool affective

Engagement •• Time constraintsThings clear and in the same place
• Incentive low

Data quality •• Incomplete dataMuch more detailed data
• •Enriched data sets Too much data

Improving patient care •• Lists too longUse in safety rules
• •Improves communication Lists not sorted in my order

Research •• Too many codesData rich source

Data sharing

—In general • Standardized data collection
• Sharing with general practitioners
• Sharing with other hospitals

—Standards and payment • Provides standard

aNo data obtained.

Questionnaires were sent to 585 junior doctors, 315 consultants,
40 senior nurses, and 20 AHPs. In total, 15.3% (147/960)
responded to the survey. The survey was anonymous; thus, the
role of the respondents was not recorded.

Design, Commitment, and Project Success
The project delivered the planned tool. The requirement for
programmer time was high, up to 40 hours per week in the last
month of the project, with extensive preceding groundwork for
the project team. A total of 300,000 new codes were added to
the EHR, and 15,000 old codes were mapped to new codes.
Because of the considerably increased detail in SNOMED-CT
compared with the ICD-10, this mapping was complicated and
multiple SNOMED-CT codes had to be mapped back to each
ICD-10 code. In addition to coding, the existing EHR had over
1000 existing CDS rules, all of which were successfully mapped
to new codes. All these changes required a new user interface
(UI), which was iteratively built with clinicians.

The programmers who built the new tool felt that the overall
project was well organized and well managed. However,
programmers were frustrated at the time required for mapping
and checking the codes. The programmers felt that coders should
have been involved earlier and more extensively. Before the
project, the programmers were concerned that loading thousands
of new codes would slow down the application, reducing both
the speed of the search and the EHR application itself. This
concern did not materialize because search speeds and EHR
stability were not impacted by the loading of a large number of
new codes.

Programmers further commented that predicting problems in
organizing and anticipating questions was difficult in innovation
projects of this scope. Fixed data sources (Multimedia Appendix
1) included specification documents and these outlined user
stories identifying what users articulated as their need. All phase
1 requirements were delivered. Some modifications were
requested in the feedback, which are outlined in the themes
below. Similar to the programmers, users fed back that the
project was successful. Users had assumed that it would be
successful, as the build of EHR in our organization has a good
track record for the delivery of successful tools.

Usability
This tool has been widely used. After the first month, codes
entered into the EHR rapidly rose to between 6000 and 7000 a
month and continued to be high over the 4 months of the study
(Figure 2). This was higher than expected, as no specific
communications or advertising was put out to the organization.
The expectation is that the number of codes entered each month
will fall as more returning patients have most of their medical
history added to the EHR. It is anticipated that a steady state
will be reached in approximately 12 months with only new
patients or new problems being added to the system.

Codes were used in all specialties. As expected, the highest use
was in general medicine, short-stay ambulatory care, and critical
care, but use was seen across all hospital specialties (Figure 2).
Most users were doctors and a significant minority nurses. Small
numbers of pharmacists and AHPs were starting to use the tool
during the study period, and this is expected to rise as these
groups of professionals generally follow doctors’ behavior.
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Figure 2. Use of the new tool. (A) Monthly problem list use. (B) Use of problem lists by clinician type. AMB: ambulatory care; BRN: Burns Medicine;
CAR: cardiac surgery; CC: critical care; CRD: cardiology; ED: emergency medicine; ENT: ear nose and throat; HAE: haematology; LIV: liver medicine;
MAX: maxillo-facial surgery; MED: general medicine; NEU: neurology; ONC: oncology; PLS: plastic surgery; REN: renal medicine; SUR: general
surgery; TNO: trauma and orthopaedics; URO: urology; VSC: vascular surgery.

Most study participants thought the tool was easy to find (Figure
3) and that diagnoses could be searched for effectively. Most
participants also thought that the new problem list was displayed
in the right places in the EHR. There were several examples of
user feedback requesting changes to the UI; dates did not appear
until final commitment to the record that confused some users,
and users suggested the addition of abbreviations in the search
box.

Most of the required diagnoses seemed to be available, although
ophthalmology was reported to be sparse, and some specific
diagnoses were not found. Some doctors asked how to add
diagnoses to the SNOMED-CT itself. Overall, however, users

more frequently commented that there were too many diagnoses
rather than too few, and they did not understand that synonyms
mapped back to the same codes (Textbox 1).

More fundamentally, surgeons commented that end dates did
not make sense for operations. They felt that even though the
problem had ended, surgical history should persist on diagnostic
lists. Specific dates for some diagnoses were also thought to be
irrelevant. Textbox 1 below is a compilation of free text data
from the combined methodology, detailing respondents’
perspectives around the core areas of utility, diagnosis search,
and dating diagnoses.
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Figure 3. Questionnaire summary for user feedback. PICS: Prescribing Information and Communication System; SNOMED-CT: Systematized
Nomenclature of Medicine–Clinical Terms.
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Textbox 1. Usability of new tool.

The tool was easy to use

• “More abbreviations would make search engine more efficient” [user]

• “Agree it’s unlikely that we will find anything better for our speciality” [consultant in cardiac surgery]

Users could find the right diagnoses but some additions were needed

• “Even a small number of extra terms for the VAD [ventricular assist device] complication would be very useful and of course there are new
devices coming out that aren't covered” [doctor]

• “I’ve tried quite a few orthopaedic trauma diagnoses and it seems comprehensive” [orthopedic surgeon]

• “The search option for some of the diagnoses may need improvement. For example, when I type TB, several tuberculosis- related diagnoses are
available. Miliary TB however only appears if I type in Miliary. Similarly some diagnoses seem to have been only tagged to human
immunodeficiency virus rather than HIV (eg, Lymphoma with HIV)” [HIV consultant]

• “Only one condition (glaucoma) in ophthalmology section” [ophthalmology doctor]

• “There are still some diagnoses missing from the list, for example Non-specific interstitial pneumonia. Is there any facility for us to add diagnoses
to the list?” [HIV consultant]

Large numbers of diagnoses to choose from

• “So many to choose from when updating problem list” [doctor]

• “Multiple names for the same thing an issue” [anesthetic consultant]

• “It is quite time consuming to enter data and sometimes it is hard to find the exact diagnosis needed” [user]

• “Many of the diagnoses are repeated so it is not clear which to put down. This may make auditing tricky” [user]

• “Agree. Better than ICD10. There are often multiple options for the same disease -are they automatically clustered together for analysis or would
you need to do this manually? CT concept seems to be mainly irrelevant stuff” [hematology consultant]

Modifications of dates needed

• “One of the slight frustrations is that when you enter a procedure, for example repair of extensor tendon of hand, the start date has to be different
from the end date” [hand surgeon]

• “Some diagnosis patients tend to remember the date like MI [myocardial infarction]. Others such as hypertension are hard to date exactly” [doctor]

• “It seems a little clunky; perhaps I am using it wrong. When I try to enter comorbidities, the SNOMED-CT diagnosis disappears I try to put in
the start date” [user]

• “I commonly find a correct problem with search and when I click it just disappears rather than gets added. I am not sure what I am doing wrong
but the interface may need attention” [user]

Engagement
The issue of clinicians not entering all relevant diagnoses was
raised many times, but as these are persistent data, users thought
these may accumulate over time. Doctors felt motivated to enter
data but were restricted by time constraints and demotivated by
the perception that other doctors and other staff members were
not doing a share of the work. Nurses, patients, and coders were
all expected to be potentially powerful contributors to the

problem list. Finally, education was raised as important in user
engagement.

Data Quality
Users expressed that the data needed to be correct and updated.
Ensuring that all users entered correct and complete lists was
thought to be potentially problematic, and deletion of irrelevant
or incorrect items from the lists was raised as a concern. Typical
feedback about the quality of data entry and barriers to the
affective gathering of data are illustrated in Textbox 2.
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Textbox 2. Data entry and data quality.

Data entry improved by the new tool

• “Once all the data was in there updating it wouldn’t take too long” [hand surgeon]

• “In clinic now I feel inclined to do things properly” [oncologist]

Barriers to data entry

• “Ideally I should do this with all my patients but there is simply not enough time (or perhaps incentive) to do this for all the OPD [outpatient
department] patients I see. I do this for my day case patients currently” [user]

• “Too much effort needs to go into entering data, a huge amount of time went into this in a previous Trust but responsibility and effort decrease
over time and I’m worried that this may happen here” [nephrologist]

• “Used it today and the PPM [permenant pacemaker] hadn't been entered by the team...still relies on the entry! I hope that my entering the PPM
will stay on prescribing information and communication system for all future episodes” [user]

• “The challenge will be making sure that people use it so that it becomes habit” [user]

• “I think the main challenge will be to get enough doctors, of all grades and specialties, to use it to populate the list accurately. The second challenge
is how we will know.”

• “I tend to put some stuff in. Not everyone is doing this. In radiology they are not adding” [vascular surgeon]

Quality of data entry

• “If I ask a junior doctor to add problems in the problem list they will miss lots of stuff. How can we ensure quality” [ICU consultant]

• “I think we need to take the history properly” [vascular surgeon]

• “We need to make sure things are deleted as well as added” [neurologist]

• “It will only improve things if the user is taken to it and encouraged to review and increase content” [user]

• “Data accuracy is an issue – if I’m coding other people’s diagnoses I’d probably get this wrong” [doctor]

Involvement of patients and the multidisciplinary team

• “If engage with it will be useful, but often find there is only half the patients’ past medical history is there. Is there scope that this could be update
by pharmacists so when they are taking meds rec they ensure that it is updated on the system as well” [user]

• “The main problem I see with this is like before whether doctors are inputting ‘problem list’. I know that when patients come to [the] angio[graphy
suite] it is unlikely that any one will add anything. Can the coders do something with this??” [user]

• “Nurses are good at taking a history – they should put this in there” [ICU consultant]

• “Why don’t we give the patients a copy and ask them ‘is this accurate’?” [upper gastrointestinal surgeon]

Improving Patient Care
In the questionnaire, users were ambivalent about the tool
positively impacting patient care (Figure 3). However, in focus
groups, clinicians thought that the problem list positively
contributed to patient care and could have wide implications
for safety rules. It was also recognized as improving
communication.

There were concerns about lists becoming too long and that loss
of human sorting of lists could lead to a loss of nuance. Many
doctors use clinical letters to present a list of patient problems,
which are subtly changed in each specialty with a different

ordering or grouping of problems. Doctors may also exclude
problems that are less relevant to their specialty or add details
that are not understood (or transcribed) by other specialists.
Building relevant patient lists that cater for all is probably the
most challenging aspect of building relevant electronic lists.
The current situation in which some information is missed or
excluded by doctors may be dangerous, but an alternative that
overloads clinicians with information is also not ideal. Pragmatic
solutions, where “one size fits all,” will require extensive
clinician collaborations and consensus. Detailed feedback from
the various methodologies that exemplify these points is
presented in Textbox 3.
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Textbox 3. Impact of the tool on patient care.

 

Positive impact on patient care

• Having a problem list improves patient care and safety

• “In general surgery we need to know about a lot of other specialties. If these were summarised in a problem list this would really help”
[upper gastrointestinal surgeon]

• “From a clinical point of view, it ought to be a good thing certainly because just looking at what is in ICD 10 which is what we were using,
there is an awful lot in there that really is not clinical classification suitable for individual patients whereas in SNOMED that should be,
they should all be suitable for individual patients for at least the disease and the implications that we are using should be. So yes, I think
that it is probably worthwhile” [programmer]

• “Yes useful if its filled out for example, steroids – if these are missed but are on the problem list this would be very useful” [upper
gastrointestinal surgeon]

• “If you get wrong things in the record, like ‘heart attack’ this may prevent chemotherapy in the future” [consultant oncologist]

• Correct coding has implications for safety rules

• “Once this replaces paper notes as a single instance of truth, it will be very valuable and can be used to drive decision support and indication
based prescribing or decision support” [doctor]

• Improvement in communication

• “I think having the problem list is very helpful, but I think a clerking page on prescribing information and communication system for the
admission would be very helpful especially with patients who have been in for a while” [user]

• “For people in highly specialised specialities they don’t cross over into other peoples’ fields. In general surgery we need to know about a
lot of other specialities. If these were summarised in a problem list this would really help” [upper gastrointestinal surgeon]

• “For ED/pre-assessment - this is where it’s so important to document this” [neurologist]

• “If you saw a new patient with 30-40 letters you would be missing very important information that you would really want to know” [upper
gastrointestinal surgeon]

• “I think it’s important because when people go away and come back lots of important information is there” [HIV consultant]

• “The problem is sometimes not too much information but too little” [hand surgeon]

 

Negative impact on patient care

• Lists may get too long

• “Terms are so detailed that a patient could end up with several codes for the same diagnosis, and this will make the problem list overly
complicated and the letters cluttered” [consultant geriatrician]

• “It’s lovely to have this list in the medical record but I’m not sure a 30 year list is all relevant and can lead to confusion, failure to triage
and fatigue” [consultant nephrologist]

• Human nuance may be lost

• “For me in cardiology I do detailed problem lists. There is not sufficient detail in this tool” [cardiologist]

• “It’s difficult you can’t replicate the problem list [that a human created] at the top of the clinical letter without there being too much
information” [consultant nephrologist]

• “Yes we need more detail on the lists we need the notes ‘this patient requires steroids’ – is this part of SNOMED?” [upper gastrointestinal
surgeon]

• “I don’t use this at all I only use my letters. I only summarise for my specialty” [liver medicine]

Use in Research or Audit
The principal concern regarding the use of codes for research
was the overlapping of codes and lack of granularity. However,
users also noted that the tool was already being used in audits.
Many clinicians have recognized the potential for research and
expected that digital development could contribute extensively.

Use in Data Sharing
In the questionnaire, users generally thought that the tool would
improve data exchange (Figure 3). It was generally agreed that
more standard and detailed coding made data sharing easier and
that this was desirable for patient care. Users were interested in
sharing the data with general practitioners and other hospitals.
Clinicians were also interested in the idea that data could be
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pulled into the hospital system for acute and outpatient care.
User feedback is presented in Textbox 4. Of note is that users
remained concerned about the number of codes available,
although there is some recognition that these can be mapped to
each other or grouped for the purposes of research and clinical
care.

Standards and Payment
Data sharing was also discussed in relation to payments and
uploads to national registries. Programmers were the only group
that discussed the NHS standards (Textbox 4).
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Textbox 4. Use in research, audit, data sharing and payment.

The tool is useful in research

• “The only difficultly I find with the patient group I see is that there tend to be multiple overlapping codes which could be used and unless easy
consensus is reached across the organisation you may get lots of codes of one condition. We used to be able to see the 'code' behind the 'description'.
This would still be useful, particularly for future informatics searches based on code” [doctor]

• “Assuming it is used correctly it will be helpful (more for research than for clinical care) but it can be tricky to know what to code and how to
code - there are often a lot of similar diagnoses on SNOMED which can make it confusing” [user]

• “I used to use this list in order to code patients with a view to doing audit on out patients - however when we have requested the list of patients
with a certain diagnosis for audit purposes we are told that we can only search for in patients this way. As a result people have stopped coding
outpatient episodes as they can no longer see the relevance. It would be good to be able to generate a list of certain outpatient diagnoses on request
so that we can improve patient care” [user]

• “More granularity for research is likely to be needed but with less overlap” [user]

• “Used by NIV [non-invasive ventilation] physio team to record patient as receiving acute NIV data. This should allow data to be collated for the
COPD [chronic obstructive pulmonary disease] national audit. I would like to know if it can be used locally to pull data for NIV service audit at
QEHB [Queen Elizabeth Hospital Birmingham]” [user]

• “If the information was structured this would be a valuable source of data for any future admissions, audit and research” [acute medicine consultant]

• “The more coded information we have the more useful it will be for the future – information in the system means computers will be able to pull
this and write queries, your own brain can’t do this when there is too much information” [consultant nephrologist]

• “In the old days there was no information, computing has revolutionised this but there is now irrelevant data overload” [HIV consultant]

Data sharing

• In general

• “Well certainly in terms of sharing, the codes that we are using should have, it is difficult to say agreed semantics but there should be less
disagreement over what the semantics of them are. Certainly within the use of local codes that were being used maybe in terms of ICD10
codes, I can think of some ICD10 codes that, depending on whether you interpret the description of the code as being about a single patient
or about a patient population which are completely different things because of the use of the word and where it kind of gets turned around
when it is a bucket to really mean for a single patient” [programmer]

• “It is something which seems to be highly detailed so presumably is going to make it easier for sharing data between systems which is, I
guess it has to be an aim in the long run for most organisations” [programmer]

• “So we must facilitate data sharing and this improves patient care doesn’t it?” [hands surgeon]

• With general practitioners

• “Discharge codes should go into letters and be sent to the GP” [fixed point data]

• “Also by definition it would be nice if that were put on the discharge letter (not that I usually see what is actually on them), but I guess that
by “finishing” the code, it isn’t put anywhere?” [consultant in hand and plastic surgery]

• “GP Systems are really clunky, this needs to be transcribed, if this was intelligent it would help GP colleagues a lot” [HIV consultant]

• With other health care providers

• “So I think I understand how this feeds into data sharing. Improving clinical care – when I go to the Women’s Hospital I am completely
blind, if this could join things together that would be great” [consultant nephrologist]

• “So the Ambulance Service have very little understanding about what has gone on with the patient, and end of life. We don’t know the post
mortem data” [hands surgeon]

• To pull data into the organization

• “Prescribing information and communication system needs to be able to pull things in from other systems” [plastics and hands surgeon]

• “We need the clerking in emergency department” [vascular surgeon]

• “On the post take ward round we are checking letters, if it was there it would be much quicker” [upper gastrointestinal surgeon]

• “Confused elderly patient, this is important when you are trying to get GP information – it will be fantastic” [ICU consultant]

• “There are lots of patients who have had other things in other hospitals, but no proper data sharing exists” [consultant cardiologist]

Standards and payment

• “Plus it is mandated by the National Health Service” [programmer]

• “Well, yes it is something that has been mandated” [programmer]
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“If you do things incorrectly the clinical commissioning group will take money off you” [upper gastrointestinal surgeon]•

• “We have been caught out by poor coding” [ICU consultant]

• “In Transcatheter Aortic Valve Implantation the list is strange for payment, on prescribing information and communication system we list these
in the right order so that the coders get it right – this is very difficult and specific to do – it’s all manual. It’s now a game – there are points”
[consultant cardiologist]

• “One of the issues is that codes may be hidden in notes and you might not get your money” [upper gastrointestinal surgeon]

The Importance of Various Themes to Users
To understand which aspects of the tool were most important
to users, feedback from the focus groups, interviews, emails,
and free comment text in the questionnaires were marked to
understand where comments or conversation had been based
on particular themes, and analyzed for time spent (Figure 1). In
the focus groups and interviews, this was measured as the actual
time spent in discussing an item; in the questionnaire, and email
feedback, this was the length of free text comments written by
respondents.

Overall, users were most concerned about the ease of use of the
tool and its direct use. They were then equally concerned with
patient care, data sharing, and further development. All users
talked about all the themes except for programmers who, as
expected, did not talk about usefulness, as they were not users.
Questionnaire comments focused on how easy it was to use the
tool, with some focus on usefulness and patient care.

Interestingly, the 2 focus groups spent time on different themes,
despite having been shown the same facilitation tools. One
group discussed data sharing extensively and the other future
developments. Neither focus group discussed patient care in
depth, which may be because of the seniority of the doctors in
these groups, for whom the importance of good patient care is
already assumed to be high.

Validity and Reliability of Data
Data were triangulated from fixed-point data sets, surveys,
interviews, and focus groups with the data collected on actual
use statistics. Survey data were collected until saturation or
redundancy was reached. To reduce nonresponder bias, the
survey was constructed carefully using proven techniques to
ensure experience, opinion, and emotional response without
deploying leading questions or resulting in dead-end answers
[16]. Reminders were deployed to increase response rates, and
the survey was deliberately short so that it was easy to complete.
The survey was digital to ensure the ease of returning completed
responses. The principal investigator has a relationship with
many clinicians across the organization, and this was exploited
to increase response rates. Member checks ensured internal
validity by soliciting feedback on preliminary findings from
participants to check the correct interpretation [23].

Discussion

Principal Findings
This study demonstrates the successful conversion of a hospital
electronic record to SNOMED-CT with high clinician
acceptability, which forms the basis of data sharing, innovative

use of data, and availability of coded clinical information for
research.

SNOMED-CT as an ontology has been developed over several
decades [24] and represents a detailed and multifaceted database
that can be used to accurately describe patients’ conditions,
medical and surgical history, and current problems. The
ontology is divided into several levels, allowing both specific
detail and broader general categories, and these are linked
together in a web structure [7].

There are several coding structures currently in use in the
English NHS, including the ICD-10 and Office of Population
Censuses and Surveys Version 4, which are the current methods
of payment for hospitals [13,25]. In general, these methods do
not provide the depth or detail required to describe patient
conditions. This lack of detail leads clinicians to look for better
ways to encode clinical information [26-28].

Data Exchange
Clinicians and patients increasingly demand safe exchange of
clinical data to optimize clinical care [29]. This can be leveraged
in secondary data collection for research to safeguard future
population health [30]. The interoperability of health systems,
and in particular, moving data between systems, has been
discussed extensively but has not been realized to date [4]. One
of the major hurdles is nonstandard data collection [31]. It is
difficult to transfer data where mapping from one coding system
to another is needed, especially when the mapping is from one
generalized diagnosis to many more detailed ones. In an ideal
situation, the primary data sources would collect data in a single
standard coding structure, facilitating easy data exchange [14].
Clinicians in our study recognized the need for data exchange
and welcomed a tool that actively facilitates sharing.

The national strategy in England is clearly set out by NHS
Digital with aspirations for all aspects of the English NHS to
use SNOMED-CT from 2020. Conversion is under way in
primary care and secondary care, acute care, mental health,
community systems, dentistry and other systems used in direct
patient care must use SNOMED-CT as the clinical terminology,
before April 1, 2020 [7]. The conversion of commercial systems
has been slow [32], but continues to increase.

Previous Transitions
There are no published examples of SNOMED-CT conversion
in a complex hospital EHR that supports CDS, but there are
several case studies of smaller successful and unsuccessful
implementations of SNOMED-CT in EHRs. Lee et al [33]
studied 13 implementations, 5 of which were hospital-wide,
and 4 of these involved diagnostic lists. Clinicians found that
SNOMED-CT did not always include all diagnoses that they
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required. In a small Portuguese study [34], user acceptance was
high, and the adoption of SNOMED-CT enabled system
interoperability. More recently, in Wales, the successful
development of a neurology database using SNOMED-CT has
influenced direct patient care, allowing accurate web-based
reporting and informing clinical research [35].

Currently, there is very little published literature and there are
no peer-reviewed papers describing the impact of primary or
whole system secondary care transition to SNOMED-CT in
England. Many of these implementations also reported benefits
not directly related to SNOMED-CT, but rather to transition
from paper to digital recording [33]. The principal trends from
previous implementations were reflected in our study—the
hierarchy was challenging to use, some concepts were
ambiguous, and there was some syntactic inconsistency. The
combining of multiple terms used in SNOMED-CT was also
challenging and consequently created difficulties in data retrieval
[33-35]. Success trends could also be found; implementations
were successful as the UI was simple and immediate value was
demonstrated to clinicians. Synonyms allowed clinicians to
easily find terms and reuse the data.

Interface
Clinicians not only require a coding system that encompasses
all the diagnoses and procedures that affect patients; they also
want a seamless UI for data entry [33]. By providing a more
complex and detailed coding structure, an unintended
consequence may be that the data entry application is so
complicated that clinicians disengage, resulting in a paradoxical
decrease in acquired data [36,37]. The SNOMED-CT database
is complex and needs to be presented in a way that makes sense
to clinicians [38,39]. The interface must be intuitive and not
overwhelming, and the search engine must return specific terms
in a helpful order [40]. Data exchange must be considered at
inception [4], and mapping back to other coding structures must
be possible, for example, to national data sets for reporting [41]
and to the ICD-10 for payment [42]. Of note, where enriched
data are collected by clinicians, mapping back to the ICD-10
for payment can be effective in increasing hospital income [43].
Reflecting these points, we found in our study that clinicians
accepted the use of SNOMED-CT, but care was needed in the
presentation and utility of this vast database in clinical EHR.
In general, clinicians report success in using the tool, finding
the depth of the coding useful and applicable [33]. Clinicians,
particularly doctors, are in general interested primarily in
providing excellent patient care, and drivers for successful
projects are therefore efficient patient safety [26,44] and research
for population health [45].

The organization has a long history of user-led design, and the
strength of the EHR is that it is “designed for clinicians by
clinicians.” Increasingly successful digital health systems are
reported to have a human-based design at their core [4,46-48].
Bringing developers and users together is reported to increase
usability and value [49,50], forming the basis of user-based
co-design [51].

Embedded in Complex EHR With CDS
In addition to the literature on SNOMED-CT and its
implementation, the design of the EHR is crucial to the success
of the project. Independent of the coding structure behind it,
the EHR must be highly usable to engage clinicians, and must
be intuitive and helpful or risks disengagement [3]. Data sharing
for direct health care, or for population research to safeguard
future generations, is only possible if data are entered into the
record in the first place. Therefore, interface design is crucial
[40,46], more so in implementations involving extremely
complex coding systems such as SNOMED-CT. In addition to
design, standards that are universally adopted (or enforced) are
required to allow data sharing and interoperability of systems
to work [5,8,52]. Sophisticated CDS or artificial intelligence
algorithms cannot be leveraged if clinical records are devoid of
data.

Beyond the transition of EHR to SNOMED-CT, there is limited
literature on its subsequent use in CDS and artificial intelligence.
Previous studies in this area have briefly discussed the use of
SNOMED-CT in CDS [53,54], but have not explored the
complex mapping that is needed to link existing rules to multiple
codes as a result of the one-to-many mapping. SNOMED-CT
has the potential to greatly enrich medical records [34] and
therefore enhance the safety and quality of care via CDS [53].
The detailed diagnostic codes in SNOMED-CT may also allow
the development of more precise CDS in the future. The
extensive work needed to map all the codes in an existing system
was completed, although it took time.

In addition, the transition of complex EHR to SNOMED-CT
must consider some unique problems. SNOMED-CT is
compositional, negating the need for a large number of specific
terms. Therefore “left pneumothorax as a complication of a
chest drain” does not exist in SNOMED-CT; terms must be
combined to reach concepts that are applicable to patients.
Compositional systems allow greater reuse of data without the
need for human intervention for the interpretation of the
categories [55]. The challenge is to allow clinicians to choose
from the richness of the database, including combining of
concepts, while safeguarding the CDS rules so that any concept
related to the conditions in the rule is fired by all of the relevant
SNOMED-CT codes that clinicians choose.

Health Ecosystem
This project took place in a large secondary and tertiary care
hospital ecosystem consisting of 4 hospitals and community
services. This ecosystem has nascent links to primary care
records via a project that does not yet exchange data but uses a
“look up and leave” data sharing platform [56]. Beyond the
institution itself, the EHR has been acquired by 2 other hospitals
in the West Midlands [57,58]. Similar ecosystems in the United
Kingdom are now increasingly implementing EHR [59,60], and
in North America, many have already done so [61]. There are
limited examples of acute care ecosystems that implement a
change in coding, but a few exist [34,62]. None of these studies,
however, achieved recoding in a complex EHR that supported
complex CDS rules, and none of these examples reported on
data exchange after the coding change.
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Of note, although this study is restricted to the acute hospital
setting, the whole of the NHS is influenced by projects of this
kind. By converting coding central to one of the largest acute
trusts in the country whose influence through its software
extends beyond the institution itself, this project contributes to
the facilitation of national data exchange.

Limitations and Delimitations
The limitations of this study are largely related to the
time-limited nature of the study; thus, a pragmatic approach
had to be taken for the number of respondents for the survey
and the number of focus groups that could be undertaken. The
study protocols aimed to continue the survey until saturation
was reached and to reduce bias from nonresponders. However,
this was not entirely possible, and the study therefore needed
to focus on deep analysis of smaller data sets rather than
unrealistic expectations of analyzing extensive data sets.

Limitations beyond the control of the investigator were the
truthfulness of the responders, the attendance of participants to
invited groups, and consent for research inclusion.

The research was only able to study the response to the new
tool for the first 4 months after its launch. This may not have
been representative, as novel software may be used extensively
initially with a reduction in use over time, or conversely, may
increase as more clinicians become committed to data sharing.
Pre-existing data sets were brief notes, capturing requirements
for software build and modification. Although imperfect, these
were valuable resources for comparing the attitudes and
requirements of both stakeholders before and after the launch
of the tool. Finally, the study could not study the repetitive loops
of development, and it is likely that iterative changes to the tool
are needed.

Lessons Learned
The following lessons were learned during the development
and implementation process:

1. Clinicians will accept the task of adding
SNOMED-CT–coded diagnoses into an electronic record
provided the UI is intuitive, but they will disengage if the
process is too complex.

2. The underlying EHR must be highly usable to engage
clinicians.

3. Bringing developers and users together increases usability
and value by engaging in user-based co-design.

4. Clinicians are driven by patient safety, data exchange across
the health system, and research for population health.

5. Sophisticated and CDS or artificial intelligence algorithms
cannot be leveraged without this data collection.

Conclusions
This study demonstrates the successful conversion of a hospital
electronic record to the updated standardized coding of
diagnoses, with high clinician acceptability. The project began
with clinician demand, followed by the building of a clinically
led tool and extensive examination of its success and
requirement for iteration. Starting in one institution, this has
implications for the entire NHS. This tool is important because
it supports national aspirations for enhancing patient care
through CDS and allows for data sharing, innovation, and
research. The project is a blueprint for capturing the data that
form the bedrock for driving artificial intelligence and full
digitalization of health care, and it is therefore a benchmark for
transformation and innovation, influencing the aspiration to
safeguard health for future generations.
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Abstract

Background: Electronic medical records (EMRs) are integrated information sources generated by health care professionals
(HCPs) from various health care information systems. EMRs play crucial roles in improving the quality of care and medical
decision-making and in facilitating cross-hospital health information exchange. Although many hospitals have invested considerable
resources and efforts to develop EMRs for several years, the factors affecting the long-term success of EMRs, particularly in the
EMR infusion stage, remain unclear.

Objective: The aim of this study was to investigate the effects of technology, user, and task characteristics on EMR infusion
to determine the factors that largely affect EMR infusion. In addition, we examined the effect of EMR infusion on individual
HCP performance.

Methods: A questionnaire survey was used to collect data from HCPs with >6 months experience in using EMRs in a Taiwanese
teaching hospital. A total of 316 questionnaires were distributed and 211 complete copies were returned, yielding a valid response
rate of 66.8%. The collected data were further analyzed using WarpPLS 5.0.

Results: EMR infusion (R2=0.771) was mainly affected by user habits (β=.411), portability (β=.217), personal innovativeness

(β=.198), technostress (β=.169), and time criticality (β=.168), and individual performance (R2=0.541) was affected by EMR
infusion (β=.735). This finding indicated that user (habit, personal innovativeness, and technostress), technology (portability),
and task (mobility and time criticality) characteristics have major effects on EMR infusion. Furthermore, the results indicated
that EMR infusion positively affects individual performance.

Conclusions: The factors identified in this study can extend information systems infusion theory and provide useful insights
for the further improvement of EMR development in hospitals and by the government, specifically in its infusion stage. In addition,
the developed instrument can be used as an assessment tool to identify the key factors for EMR infusion, and to evaluate the
extent of EMR infusion and the individual performance of hospitals that have implemented EMR systems. Moreover, the results
can help governments to understand the urgent needs of hospitals in implementing EMR systems, provide sufficient resources
and support to improve the incentives of EMR development, and develop adequate EMR policies for the meaningful use of
electronic health records among hospitals and clinics.
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Introduction

Background
Electronic medical records (EMRs), as an important health
information technology (HIT), have been developed to solve
problems arising from the use of paper medical records,
including the difficulty in searching for information,
incompleteness of information, illegibility of handwriting,
difficulty in management and storage, and inaccessibility [1].
EMRs are computerized medical information systems that
collect, store, and display patient information generated by
health care professionals (HCPs) from various health care
information systems, including hospital information systems
(HISs), picture archiving and communication systems,
laboratory information systems, radiology information systems,
and others [2]. EMR systems can be regarded as both electronic
health record (EHR) systems and clinical information systems
to provide clinical (including patient history and clinical notes,
prescription management and patient demographics, and patient
care management), communicational (visualization of results,
communication with other institutions, and electronic transfers),
and administrative (appointments scheduling and distance
access, and billing and data security) functionalities [3].
Therefore, EMRs play a crucial role in improving the care
quality, continuity, safety, efficiency, and decision-making in
health care, and facilitate the cross-hospital exchange of health
information [1,2,4-9].

Prior studies found positive correlations between information
technology (IT)/information system (IS) utilization and
individual and organizational performance [10-12]. With the
wide-ranging use of HITs in the health care industry,
understanding the usage behavior of HCPs is an important
research topic for further HIT development. Underutilization
of a system is often a major problem contributing to lack of
complete infusion or integration of the implemented IS into
employees’ daily work or organizational processes after it is
introduced [13,14]. Underutilization of a system has been
considered as one of the key causes for a system not meeting
the initial expectations in increasing productivity and yielding
reasonable returns [15-17]. IS infusion, the final stage of the IS
development process in Cooper and Zmud’s [18] IS
implementation model, is defined as using the system to its full
potential in an extended, integrative, and emergent way.
Organizations can fully leverage their investments in IS infusion
because users voluntarily go beyond standardized system usage
and exploit the system’s full potential to improve their task
performance [19,20]. Despite being recognized as critical to the
long-term success of an IS, particularly for full realization of
its potential [19], relatively little attention has focused on how
infusion occurs [3,14,21-23]. In addition, some studies argued
that most IS infusion studies have mainly focused on
technological aspects at an organizational level rather than an
individual level [22-24]. This is a problem as the results obtained
from such studies cannot offer useful suggestions and

improvements to major system users for further explorative,
integrative, and future use, and may further cause negative
effects in individual and organizational performance derived
from use of the IT/IS.

Although EMRs can provide clinical and operational benefits,
EMR adoption is lagging because of user resistance and other
barriers [2]. Most EMR-related studies have mainly focused on
issues that arise in the early stage of EMR development,
particularly for investigating the factors or barriers affecting
EMR adoption or acceptance [2,9,25-32]. Trudel et al [33] found
that an increase in EMR adoption does not lead to physicians’
progress in using EMR systems during EMR assimilation, which
are the routinization and infusion stages mentioned by Cooper
and Zmud [18]. Raymond et al [34] called for a deeper
understanding of the factors leading to greater performance
outcomes from EMR systems after extended EMR use.
Moreover, Bhattacherjee [35] confirmed that the long-term
success of an IT/IS depends on its continued use rather than its
first use, and the influencing factors toward the use of an IT/IS
may vary in various IT/IS implementation stages. Ng and Kim
[36] argued that IS infusion requires the authentic motivation
of users, which is not the case for IS adoption and continuance,
and they indicated a lack of understanding about the authentic
motivations leading to infusion in the existing literature. Due
to the paucity of HIT infusion studies [21,22], the factors
(motivations) concerning EMR infusion in the context in which
EMR systems are being integrated in clinical settings and
incorporated in routine practice should be evaluated.
Identification and understanding of the key determinants and
consequents of EMR infusion will be helpful to minimize the
gaps between IT practitioners and HCPs in EMR design and
implementation, and enable further improvements to meet
organizational expectations.

Numbeo [37] reported that the health care system of Taiwan
ranks first among 93 countries. The successful implementation
of HIS and EMRs with full integration of various ITs/ISs in
health care institutes is considered the key to the early success
of cross-hospital exchange of EMRs in Taiwan. For example,
during the COVID-19 pandemic, authorized HCPs in Taiwanese
clinics or hospitals can request patient medical records within
3 months and check patients’ travel history, occupation, contact
history, and cluster history using the patient’s health insurance
card information to help reduce the infection risk to HCPs and
to enable electronic transfer, if necessary, for providing better
patient care. Although many Taiwanese hospitals have invested
substantial resources and efforts to develop EMRs, with
long-term government support for eHealth and EMR
development since 2009, factors that affect the long-term success
of EMR infusion and performance remain unclear. This situation
calls for further research from a practical perspective to provide
significant insights for EMR development, particularly in the
EMR infusion stage, and the results may further provide
contributions to HIT development.
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Moreover, the initial success of EMR adoption and acceptance
does not ensure its long-term success in terms of its
incorporation into the daily operating procedures of hospitals
in the technology infusion stage. Therefore, the purpose of this
study was to understand the determinants and consequences
(performance impacts) of EMR infusion at the individual level.
The research questions addressed in this study were: (1) What
are the salient factors (motivations) of technology, task, and
user influencing EMR infusion by HCPs? (2) How do these
factors (motivations) influence EMR infusion and performance?

Prior Related Studies

IT Infusion and Performance
ITs and ISs have the potential to substantially improve the
operational effectiveness and efficiency of an organization if
used appropriately. IT implementation is a dynamic IT adaption
process in organizations with various stages, including initiation,
adoption, adaptation, acceptance, routinization, and infusion,
as identified by Cooper and Zmud [18] based on a technological
diffusion approach. This general IT implementation model has
been widely accepted and used in the IS discipline by various
users and contexts for exploring the key factors influencing
different implementation stages of specific systems. The IT
postadoption stages, including IT acceptance, routinization, and
infusion as defined by Cooper and Zmud [18], are often the
main focus of such research because they are highly relevant
to actual IT usage and organizations can observe the realized
benefits obtained through IT usage [15,36].

Saga and Zmud [20] investigated the nature and determinants
of IT acceptance, routinization, and infusion, and they identified
key variables and determinants related to various IT
postadoption stages. They found that standardized use, use
perceived as “normal,” and administration infrastructure
development are key characteristics of IT/IS routinization,
whereas extended use, integrative use, and emergent use of
IT/IS can be represented as the measurement variables for IT/IS
infusion. For the IT implementation stages, IT assimilation and
IT infusion are two relevant and similar concepts but with slight
differences in nature and the applied theories. Armstrong and
Sambamurthy [38] defined IT/IS assimilation as “the success
achieved by firms in utilizing the capabilities of IT/IS to enhance
their business performance.” IT/IS assimilation can bring
significant business value if IT/IS becomes a routinized element
of value-chain activities and business strategies in a firm [18,38].
They further argued that IT assimilation “focuses more on the
extent of which IT has been infused into specific business
activities” and “how effectively IT is enabling the conduct of
those activities relative to rivals.” Thus, IT/IS assimilation can
be viewed as a broader and integrative stage across IT/IS
routinization and infusion stages [18].

Some well-known theoretical models have been proposed and
validated for IT/IS postadoption stages, including technology
adoption [17,39,40], IS continuance [35], and IS infusion
[41,42]. Technology acceptance models (TAMs) are widely
used for IT/IS evaluation in the technology adoption stage
[17,39,40], whereas IS continuance models are used for
evaluation in the IS routinization stage [35]. Ng and Kim [36]
argued that most IS research has placed substantial attention on

initial system adoption and continuance; however, only few IS
infusion studies have been performed to date, which have
produced mixed and inconclusive results due to the lack of
consideration of the authentic motivation of users in IS infusion.
Tennant et al [23] argued that existing implemented systems
are often underutilized or not used effectively. They suggested
focusing on a deeper level of usage (ie, the infusion stage) that
can enhance work tasks and performance. Tennant et al [23]
summarized the definitions of infusion used by researchers into
two main types: (1) use of IT in a more comprehensive and
integrated manner to support the higher-level aspects of
organizational work, resulting in the use of IT at its full potential
[18]; and (2) the extent to which the full potential of innovation
has been embedded in an organization’s (or individual’s) work
system [43].

Ng and Kim [36] investigated the relationships between user
empowerment, which is regarded as the authentic motivation
derived from psychological empowerment theory, and IS
infusion. They also examined the moderating effect of habit
between user empowerment dimensions and IS infusion types.
The results showed that user empowerment dimensions have
significant effects on the IS infusion types. In addition, the
moderating role of habit between motivations of user
empowerment and IS infusion (extended use and integrative
use) was confirmed. O’Connor et al [22] and Tennant et al [23]
argued that the majority of infusion studies have largely focused
on technological aspects at an organizational level rather than
an individual level. This may lead to difficulty in the extent to
which the full potential of IT/IS can be embedded in an
organization’s or individual’s work system. Tennant et al [23]
proposed a conceptual research model based on concepts derived
from the system usage perspective reported by Burton-Jones
and Straub [44] and the task-technology fit (TTF) perspective
described by Goodhue and Thompson [10] to examine IS
infusion and performance. According to the research model,
factors related to the characteristics of the system, individual
or user, and task are the antecedents of IS infusion, which may
subsequently affect an individual’s performance. Although the
IS infusion model proposed by Tennant et al [23] provided a
starting point to understand the nature of IS infusion and its
effects on consequences, the model should be further validated
in various contexts.

Performance evaluation is a key surrogate measure for IS
success within the IS discipline in the postimplementation stage
[10-12]. Goodhue and Thompson [10] proposed a TTF model
by integrating the perspectives of fit and utilization focus to
explore the antecedents (task, technology, and individual factors)
of TTF, and the relationship between TTF, utilization, and
individual performance. They reported that IT/IS can positively
affect individual performance if the technology is used
(utilization) and is a good fit for the supported task. Some
studies have adopted the TTF model to investigate task,
technology, and individual fit, and to explore their effects on
individual performance [45,46]. By contrast, other studies have
examined IT/IS models by incorporating the TTF construct
across various contexts (user groups, technologies, and tasks)
[47-49]. For example, Hsaio and Chen [45] examined the TTF
of mobile nursing ISs for nursing performance on the basis of
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the TTF model. Dishaw and Strong [48] integrated two IT
utilization models (TTF and TAM, as an extension of the TAM
with the TTF construct) and found that the integrated model
had more explanatory power than each individual model (TTF
or TAM) and facilitated a more favorable understanding of IT
utilization.

The TTF model has been considered as the core of investigating
IS infusion and its effect on individual performance [21-23]. In
a study based on the TTF perspective, Tennant et al [23]
indicated that future studies related to IS infusion should
incorporate the elements of user, task, and system, because IS
infusion involves the use of technologies that assist individuals
in performing their tasks. Hsaio and Chen [50] and O’Connor
et al [21,22] proposed research models by incorporating user,
task, and system characteristics as the determinants to investigate
mobile health (mHealth) continuance and infusion based on the
TTF perspective. In addition, Goodhue and Thompson [10]
indicated that the feedback mechanism of performance may
affect subsequent TTF, utilization, and performance. For the
long-term evaluation of an IS, the fit among the task, technology,
and individual should be evaluated, and the IS should be
continuously used for supporting the tasks. Thus, this process
of IS infusion may affect individual performance.

EMR-Related Studies
HIMSS Analytics defined an EMR as “an application
environment composed of the clinical data repository, clinical
decision support, controlled medical vocabulary, order entry,
computerized provider order entry, pharmacy, and clinical
documentation applications.” Moreover, the environment
contains patients’EMRs across inpatient and outpatient services,
and is used by HCPs to document, monitor, and manage health
care delivery within a health care organization [2]. Boonstra
and Broekhuis [2] mentioned that EMRs are computerized
medical information systems that collect, store, and display
patient information. Yamamoto and Khan [9] indicated that the
perceived advantages of EMRs include:

optimizing the documentation of patient encounters,
improving the communication of information among
physicians, improving access to patient medical
information, reducing errors, optimizing billing,
improving reimbursement for services, forming a data
repository for research and quality improvement, and
reducing the use of papers.

Furthermore, EMRs designed to document patient care
information and enable data sharing among clinicians [29,51]
can disrupt work practices, thus causing a significant decrease
in productivity with their initial use [52,53].

EMR systems are viewed as both EHR systems and clinical
information systems in hospital settings to provide clinical,
communicational, and administrative functionalities [3]. Among
the investigated three functionalities, Raymond et al [3] found
that clinical functionalities can explain why certain primary
care physicians make more extended use of EHRs than others
because clinical functionalities can better support or fit their
main medical tasks. The core components of an EHR are
administrative functions, computerized physician order entry,

lab systems, radiology systems, pharmacy systems, and clinical
documentation [54]. Raymond et al [3] indicated that EHR
systems have been slowly adopted by health care providers in
the United States due to the challenges of costly software
packages, system security, patient confidentiality, and unknown
future government regulations.

Although the appropriate use of EMRs can improve quality,
continuity, safety, and efficiency in health care, they have not
been widely adopted in health care institutions as expected
because of resistance among HCPs [2]. To understand the key
barriers to the use of EMRs, Boonstra and Broekhuis [2]
performed a comprehensive systematic review of studies related
to the use of EMRs among physicians in the early stage of EMR
development in health care institutions. They identified the
following 8 key barriers affecting physicians’ acceptance of
EMR implementation: organizational, process change, financial,
technical, time, psychological, social, and legal barriers.
O’Donnell et al [55] investigated primary care physicians’
attitudes toward EMR adoption and proposed a clinical adoption
framework to understand the disparate performance among
health care institutions in EMR implementation. Some studies
have explored EMR adoption based on technological evaluation
theories, namely the theory of planned behavior and the unified
theory of acceptance and use of technology (UTAUT) [56-58].
Ahmed et al [56] investigated predicators of intention to use
EMR based on the expanded UTAUT model (UTAUT2). They
identified performance expectancy, effort expectancy, social
influence, facilitating conditions, and computer literacy as key
predicators of intention to use EMRs by health care providers;
however, hedonic motivation and habit had no significant effect
on intention to use EMRs. In addition, Sayyah Gilani et al [59]
performed a study on EMR continuance intention of HCPs based
on technology continuance theory. They found that EMR
continuance was influenced by attitude and satisfaction. Attitude
is mainly influenced by perceived ease of use, perceived
usefulness, and satisfaction, whereas satisfaction is influenced
by perceived usefulness and confirmation. In turn, perceived
usefulness is affected by perceived ease of use and confirmation.

However, previous studies have argued that the scope of these
theories is limited because they do not address the causes related
to the adoption process, specifically for the postimplementation
stage [28,57,60]. In addition, Trudel et al [33] reported the
presence of the ceiling effect on EMR assimilation based on
their observation that the growth of EMR adoption does not
lead to physicians’ progress in using EMR systems. Raymond
et al [34] called for a deeper understanding of the factors leading
to greater performance outcomes from EMR systems after
extended EMR use. Goh et al [61] proposed a dynamic process
model based on adaptive structuration theory for improving
understanding of the interplay between HIT and patterns of
clinical work embodied in daily routines. O’Connor et al [21]
investigated the determinants (factors adapted from technology,
user, and task) of individual infusion of mHealth technologies
and their subsequent outcomes. In their conceptual model,
technology, user, and task were considered key enablers of
successful mHealth infusion, and mHealth infusion led to
improvements in preventative care, greater decision-making,
and reduced medical errors. O’Connor et al [22] further
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proposed an mHealth infusion model to investigate the effects
of the characteristics of technology (availability, maturity, and
portability), individuals (habits, self-efficacy, and technology
trust), and tasks (time criticality, interdependence, and mobility)
on the integrative and exploratory use of mHealth infusion by
HCPs and the relationship between mHealth infusion and
performance.

Bhattacherjee [35] indicated that the long-term success of an
IS depends on its continued use in the postimplementation stage,
and proposed the expectation confirmation model (ECM) to
understand IS continuance by examining the relationships among
confirmation, perceived usefulness, satisfaction, and IS
continuance. In addition, the author indicated that the key factors
determined for IS acceptance are not necessarily crucial in the
IS postimplementation or infusion stage. This finding implied
that factors affecting ISs may exert different effects on different
IS implementation stages. Hsaio and Chen [50] investigated the
determinants of HCPs’ perspectives on mHealth continuance
and performance based on the ECM proposed by Bhattacherjee
[35] and the mHealth infusion model proposed by O’Connor et
al [22]. They found that mHealth continuance is mainly affected
by perceived usefulness, technology maturity, individual habits,
task mobility, and user satisfaction, whereas individual
performance is substantially affected by mHealth continuance.

The aforementioned findings provide the theoretical basis for
this study in terms of understanding the effects of the
antecedents of EMR infusion (task, technology, and individual
characteristic) on the exploratory, integrative, and future
(emergent) use of EMRs, and the subsequent effects on
individual performance.

Methods

Research Model
On the basis of the results reported by Hsaio and Chen [50] and
O’Connor et al [22] regarding mHealth infusion, and those by
Goodhue and Thompson [10] regarding the TTF model, we
constructed an EMR infusion model to investigate the effects

of technology, user, and task characteristics on EMR infusion
by HCPs and their subsequent effects on individual performance.
In addition, some variables mentioned by Hsaio and Chen [50]
and O’Connor et al [22] were included to accommodate the
EMR utilization and health care context in Taiwan. In this study,
we excluded self-efficacy and technology trust from the user
characteristics reported by O’Connor et al [22] because
self-efficacy was reported to be a nonsignificant factor affecting
HCPs’ IT acceptance [62,63]. EMRs have been developed, used
(not mandatorily), and incorporated into daily procedures in
Taiwanese hospitals for several years; thus, technology trust
was not considered in this model. In addition, personal
innovativeness of IT and technostress were added as variables
in the research model. Rai et al [64] indicated that personal
innovativeness positively and significantly affected mHealth
usage intention and assimilation. Technostress is an emergent
problem derived from the pervasive use of technologies, which
may significantly affect individual productivity and daily life
[65]. We considered that EMR use in its infusion stage may be
affected by technostress exerting an effect on EMR infusion
and individual performance. However, the effects of personal
innovativeness and technostress on EMR infusion and
performance should be empirically validated. Thus, the research
model (Figure 1) involved nine EMR infusion antecedents:
accessibility, maturity, portability (technology), time criticality,
interdependence, mobility (task), EMR infusion, and individual
performance (the outcomes of EMR infusion). The
measurement, operational definition, and number of items for
the variables investigated in this study are summarized in Table
1.

The technology characteristics examined in this study included
accessibility (availability), maturity, and portability; these
factors determine the functionality or usability of an EMR. The
task characteristics examined in this study included time
criticality, interdependence, and mobility. The user
characteristics examined in this study included personal
innovativeness in IT, technostress, and habit. These
characteristics represent individual traits and perceptions toward
the use of IT.
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Figure 1. Research model. EMR: electronic medical record. H: hypothesis.
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Table 1. Measurement and operational definitions of variables.

Number of itemsReferencesOperational definitionConstruct

Technology characteristics

3Gebauer et al [66], Liang
et al [67]

The ability of accessing EMRa information when requiredAccessibility

5O’Connor et al [22],
Liang et al [67]

The existence of a level of EMR quality that is perceived as satisfac-
tory and the perceived need for system improvement by the user

Maturity

3O’Connor et al [22],
Gebauer et al [66]

The degree of ease associated with transporting the EMRPortability

Task characteristics

3O’Connor et al [22],
Liang et al [67]

The urgency when accessing information through the EMRTime criticality

3Hsiao and Chen [45],
Gebauer et al [66]

The degree to which completing tasks using the EMR requires inter-
action with other people

Interdependence

3Gebauer et al [66], Liang
et al [67]

The extent to which a task is being performed in different locations
using the EMR

Mobility

User characteristics

4Agarwal and Prasad [68],
Thatcher and Perrewe
[69]

Willingness to try out any new technologyPersonal innovativeness

5Ragu-Nathan et al [70],
Tu et al [71]

A problem of adaptation resulting from the health care professional’s
inability to cope with EMR use in a healthy manner

Technostress

3Limayem et al [72],
Venkatesh et al [73]

The extent to which an individual tends to use the EMR automaticallyHabit

9O’Connor et al [22],
Tennant et al [23]

The extent of EMR infusion related to the exploratory, integrative,
and future use of EMR

EMR infusion

8Junglas et al [74]The extent to which EMR use (continuance) can improve the health
care professional’s efficiency, effectiveness, and quality of medical
activities

Individual performance

aEMR: electronic medical record.

EMR infusion is the extent of the exploratory, integrative, and
future use of the EMR. Individual performance is defined as
the improvement in HCPs’efficiency, effectiveness, and quality
of medical activities through EMR continuance (use). O’Connor
et al [22] and Tennant et al [23] reported that IT assimilation
and infusion are two types of uses that are beyond routine use
and refer to a deeper level of usage that enhances work tasks
and performance. Technology, task, and user characteristics are
considered key antecedents that affect IS infusion or continuance

[22,23,50] and the extent of IS infusion can affect individual
performance. However, not all technology, task, and user
characteristics examined by Hsaio and Chen [50] were reported
to be significant antecedents, implying that the factors affecting
IS infusion may vary among different technology, task, and
user groups. Thus, the antecedents of EMR infusion should be
empirically examined and tested for long-term EMR system
evaluation. We proposed four research hypotheses with nine
subhypotheses, which are summarized in Textbox 1.
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Textbox 1. Research hypotheses and subhypotheses.

H1: The technology characteristics of health care professionals (HCPs) significantly affect electronic medical record (EMR) infusion

• H1a: The accessibility of an EMR significantly affects EMR infusion

• H1b: The maturity of an EMR significantly affects EMR infusion

• H1c: The portability of an EMR significantly affects EMR infusion

H2: The task characteristics of HCPs significantly affect EMR infusion

• H2a: Task time criticality significantly affects EMR infusion

• H2b: Task interdependence significantly affects EMR infusion

• H2c: Task mobility significantly affects EMR infusion

H3: The user characteristics of HCPs significantly affect EMR infusion

• H3a: Personal innovativeness in information technology significantly affects EMR infusion

• H3b: Technostress significantly affects EMR infusion

• H3c: Individual habit significantly affects EMR infusion

H4: EMR infusion significantly affects individual performance

Instrument and Respondents
The respondents were HCPs (doctors and nurses) who worked
at different departments in the case hospital, and we elaborated
rigorous instrument design processes to minimize the potential
risks of common method bias derived from a single-respondent
questionnaire-based survey as reported by Podsakoff et al [75].
In the first stage, we established 50 preliminary measurement
items by referencing the literature and validated the instrument
to ensure its appropriateness for the purpose of this study.
Individual performance was measured using 8 items adapted
from the study of Junglas et al [74]. EMR infusion was assessed
with 9 items adapted from the studies of O’Connor et al [22]
and Tennant et al [23]. Technology characteristics, namely
accessibility, maturity, and portability, were measured using 11
items adapted from studies conducted by Gebauer et al [66],
Liang et al [67], and O’Connor et al [22]. Task characteristics,
namely time criticality, interdependence, and mobility, were
measured using 9 items adapted from Gebauer et al [66], Hsiao
and Chen [45], Liang et al [67], and O’Connor et al [22]. User
characteristics, namely personal innovativeness, technostress,
and habit, were measured using 12 items adapted from Agarwal
and Prasad [68], Limayem et al [72], Ragu-Nathan et al [70],
Thatcher and Perrewe [69], Tu et al [71], and Venkatesh et al
[73].

The second stage of the questionnaire design focused on the
evaluation and selection of the measurement items. To evaluate
the content validity of the questionnaire, the content validity
index (CVI) was calculated, and a threshold value of >0.80 was
recommended [76]. Two experts on EMRs and one health
informatics professional were invited to examine the content
validity of the instrument. One item in habit was excluded
because its value was <0.80, and the average CVI of the
questionnaire was 0.98. Ultimately, a final research
questionnaire consisting of 49 items was developed, and each
item of the questionnaire was scored on a 5-point Likert scale
(1 for strongly disagree and 5 for strongly agree). The detailed

description of the research instrument can be found in
Multimedia Appendix 1. The questionnaire consisted of two
major parts. The first part focused on the demographic data of
respondents, namely age, sex, educational level, and experience
using the EMR in the hospital. The second part included
measurement items related to the antecedents of EMR, EMR
infusion, and individual performance.

To ensure that the data collected were in line with the research
objectives, only HCPs with >6 months experience using the
EMR in the case hospital were included as participants in this
study. A total of 120 doctors and 500 nurses from hospitals in
southern Taiwan were recruited. The case hospital has been
using EMRs since 2009 to improve their quality of care,
continuity, safety, efficiency, and medical decision-making. In
addition, the case hospital obtained the EMR accreditation issued
by the Ministry of Health and Welfare of Taiwan. This
certification indicates that the core EMR functionality can
provide the services of cross-hospital health information
exchange and EHRs with the support of the existing IT and IS
infrastructure.

Model Evaluation

Measurement Model
The collected data were further analyzed using WarpPLS 5.0
[77], with the partial-least squares (PLS) approach to perform
extensive, scalable, and flexible casual modeling [78]. Chin
[79] suggested using the PLS technique to analyze measurement
and structural models. Several common model data fit and
quality indices are recommended for WarpPLS because of their
advantages compared with other variance-based structural
equation modeling (SEM) methods, including the average path

coefficient (APC), average R2 (ARS), average adjusted R2

(AARS), average block variance inflation factor (AVIF), average
full collinearity variance inflation factor (AFVIF), Tenenhaus

goodness of fit (GoF), and R2 contribution ratio (RSCR) [77].
Kock [77] indicated that the addition of latent variables into a
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model can increase the ARS value but reduce the APC value;
however, both ARS and APC can increase concurrently only
when the addition of variance can improve the predictive and
explanatory qualities of the overall model. The AARS is used

to correct inappropriate increases in R2 coefficients when
predictors cannot adequately improve the explanatory value of
each latent variable [77]. Both AVIF and AFVIF are often used
to evaluate the collinearity of a model if new latent variables
are added. Kock [80] mentioned that if all variance inflation
factors resulting from a full collinearity test are equal to or lower
than 3.3, the model can be considered free of common method
bias for PLS-SEM. The GoF is an index used to evaluate the
explanatory power of a model, and RSCR is used to examine

the degree to which a model is free from negative R2 effects
[77].

Structural Model
WarpPLS 5.0 with the bootstrap resampling method was used
to analyze the structural model, which was mainly evaluated

using the path coefficient (β) and R2 value. Path coefficients
represent the strength and direction of the relationship between
variables, and they are meaningful to research if they achieve

a statistically significant level. R2 values indicate the total
variance of dependent variables explained by influencing
variables, demonstrating the predictive power of the investigated
model.

Ethical Considerations
To address potential ethical concerns, our study protocol and
informed consent forms were reviewed and approved by the
institutional review board (IRB) of St. Martin De Porres Hospital

in Taiwan before the distribution and collection of surveys.
After receiving approval from the IRB of the target hospital
(IRB-15B-021), we obtained voluntary and verbal consent from
the study participants. The requirement to document consent
was waived. The responses of HCPs were anonymous and
unidentified.

Results

Demographic Data and Descriptive Statistics
The questionnaire was administered to collect data from HCPs
who worked at the case hospital at the time of the survey and
had at least 6 months of experience in using EMRs. A total of
316 questionnaires were distributed and 211 complete copies
were returned, resulting in a valid response rate of 66.8%.
Voluntary participation might explain the relatively high
response rate. According to the collected demographic data
(Table 2), most of the respondents were aged <40 years, were
women, and had a bachelor’s or higher degree. Furthermore,
over 70% of the respondents worked in the nursing department
and the remaining respondents worked in the medical
department. In addition, 93.4% (203/211) of the respondents
had >1 year of experience in using EMRs, indicating the
representativeness of the participants. Among the investigated
demographic variables, experience in using the EMR and
respondents’ department were found to be significantly related
to EMR infusion and performance responses based on analysis
of variance. This is reasonable because doctors are heavy EMR
users, and users with abundant experience in using EMRs tend
to have more positive attitudes toward exploratory, integrative,
and future EMR use, and a better performance evaluation.
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Table 2. Demographic characteristics of the respondents (N=211).

Respondents, n (%)Characteristic

Age (years)

73 (34.6)<30

91 (43.1)31-40

31 (14.7)41-50

11 (5.2)51-60

5 (2.4)> 60

Gender

52 (24.7)Male

159 (75.3)Female

Education level

29 (13.8)Junior college

169 (80.1)Bachelor

13 (6.1)Master (or higher)

Experience in hospital (years)

8 (3.8)<1

42 (19.9)1-3

56 (26.6)3-6

36 (17.0)6-9

69 (32.7)>9

Experience in using EMRsa (years)

14 (6.6)<1

102 (48.4)1-3

60 (28.4)3-5

35 (16.6)>5

Department

150 (71.1)Nursing

61 (28.9)Medical

aEMR: electronic medical record.

Table 3 shows the descriptive statistics of responses to the
original questionnaire, including 49 items of the 11 investigated
constructs used in this study. Among the constructs, the mean
scores were the highest for time criticality, followed by
performance, interdependence, portability, habit, technostress,
mobility, accessibility, EMR infusion, maturity, and personal
innovativeness in IT. Time criticality, performance, and
interdependence were the top three variables and had mean
scores greater than 4.0, whereas personal innovativeness in IT

had the lowest mean score of the investigated variables. This
implied that participating HCPs have a more positive evaluation
toward EMR use for supporting their task characteristics (time
criticality and interdependence); however, they do not
demonstrate excellent personal innovativeness in IT. We further
evaluated the item appropriateness and consistency of the
measured constructs among domain experts. In total, 42 items
were used for further PLS-SEM analysis and 7 items were
excluded.
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Table 3. Descriptive statistics of constructs and their respective items.

RangeScore, mean (SD)Construct

1-53.85 (0.65)ACCa

2-53.94 (0.55)ACC1

2-53.83 (0.66)ACC2

1-53.77 (0.73)ACC3

2-53.96(.64)PORb

2-54.10 (0.68)POR1c

2-53.88 (0.64)POR2

2-53.91 (0.61)POR3

1-53.78 (0.67)MATd

2-53.68 (0.71)MAT1

1-53.64 (0.76)MAT2

2-53.85 (0.60)MAT3

2-53.88 (0.61)MAT4c

2-53.85 (0.60)MAT5

1-54.05 (0.62)TCe

1-53.89 (0.66)TC1c

2-54.08 (0.60)TC2

2-54.18 (0.61)TC3

2-54.02 (0.65)INTf

2-54.09 (0.65)INT1

2-54.02 (0.64)INT2

2-53.96 (0.67)INT3

1-53.89 (0.66)MOBg

1-53.91 (0.71)MOB1

2-53.93 (0.60)MOB2

2-53.83 (0.68)MOB3

1-53.60 (0.72)PIh

1-53.48 (0.70)PI1

1-53.43 (0.75)PI1

2-53.72 (0.73)PI3c

2-53.76 (0.70)PI4c

2-53.90 (0.67)TSi

2-53.90 (0.71)TS1

2-53.90 (0.61)TS2

2-54.10 (0.64)TS3

2-54.15 (0.62)TS4

2-53.47 (0.78)TS5c

3-53.96 (0.57)HABj

3-54.02 (0.56)HAB1
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RangeScore, mean (SD)Construct

3-53.93 (0.57)HAB2

3-53.93 (0.59)HAB3

1-53.82 (0.64)INFk

2-53.71 (0.69)INF1 (EUl1)

2-53.62 (0.71)INF2 (EU2

2-53.64 (0.66)INF3 (EU3)

2-53.97 (0.60)INF4 (IUm1)

3-53.91 (0.60)INF5 (IU2)

3-53.96 (0.58)INF6 (IU3)

2-53.97 (0.65)INF7 (FUn1)

2-54.00 (0.61)INF8 (FU2)

1-53.59 (0.67)INF9 (FU3)c

2-54.05 (0.58)PERo

3-54.20 (0.59)PER1

3-54.15 (0.55)PER2

3-54.02 (0.56)PER3

3-54.00 (0.57)PER4

3-54.00 (0.53)PER5

3-54.06 (0.56)PER6

3-54.03 (0.61)PER7

2-53.94 (0.63)PER8c

aACC: accessibility.
bPOR: portability.
cExcluded from further analysis.
dMAT: maturity.
eTC: time criticality.
fINT: interdependence.
gMOB: mobility.
hPI: personal innovativeness in information technology.
iTS: technostress.
jHAB: habit.
kINF: electronic medical record infusion.
lEU: exploratory use.
mIU: integrative use.
nFU: future use.
oPER: performance.

Measurement Model
As shown in Table 4, the results demonstrated that all of the
model data fit and quality indices met the criteria suggested by
Kock [77]. All of the APC, ARS, and AARS values exceeded
the recommended values, thereby indicating a highly satisfactory
fit. The AVIF and AFVIF values indicated the absence of the

collinearly problem in the model, demonstrating that the model
can be considered free of common method bias as suggested
by Kock [80]. The GoF value also exceeded the suggested value,
indicating a satisfactory fit, and the RSCR value indicated an
excellent fit. These findings validated the data fit and quality
indices of the EMR infusion model.
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Table 4. Model fit and quality indices.

ResultCriteriaValueFit indices

FitP<.050.193 (P<.001)Average path coefficient

FitP<.050.529 (P<.001)Average R2

FitP<.050.521 (P<.001)Average adjusted R2

FitAcceptable if ≤5, ideally ≤ 3.31.954Average block VIFa

FitAcceptable if ≤5, ideally ≤3.32.324Average full collinearity VIF

FitSmall, ≥0.1; medium, ≥0.25; large, ≥0.360.618Tenenhaus GoFb

FitAcceptable if ≥0.9, ideally=11.000R2 contribution ratio

aVIF: variance inflation factor.
bGoF: goodness of fit.

We further evaluated the reliability and validity (convergent
and discriminant validity) of the instrument as suggested by
previous studies [79,81,82]. Hair et al [82] suggested evaluating
the reliability and internal consistency of each construct as
reflective indicators by performing principal component
analysis. They recommended a cut-off value of >.70 for
Cronbach α and composite reliability (CR). Furthermore, Fornell
and Larcker [81] indicated that the value of average variance
extracted (AVE) should exceed 0.5, and each square correlation
should have adequate convergent and discriminant validity. As
shown in Table 5, the Cronbach α (>.798), CR (>0.734), and

AVE (>0.604) values of all constructs exceeded the
recommended cut-off values, indicating satisfactory reliability
and convergent validity. One criterion for adequate discriminant
validity is that the square root of the AVE for each construct
should exceed the correlation coefficient between the construct
and other constructs in the research model [79]. All square roots
of AVE values in this study (diagonals in Table 5) were higher
than the correlation coefficients (off-diagonals in Table 5),
indicating satisfactory discriminant validity. These findings
demonstrated the adequate reliability, convergent validity, and
discriminant validity of the model.
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Table 5. Correlations among variables, and the reliability and validity of the research model.

Cronbach
α (>.7)

CRc

(>0.7)
AVEb

(>0.5)
CorrelationsaVariables

PERnINFmHBlPIkTSjMBiINThTCgMATfPOReACCd

.8300.7610.6280.4560.5500.4120.5980.3820.5010.5810.5820.6430.6860.792ACC

.8220.7530.6890.5760.6630.6190.4810.4390.3740.4140.5380.7150.8300.686POR

.8700.8010.6190.4600.5380.4490.3750.3700.3210.4800.5460.7870.7150.643MAT

.8550.8710.8080.4980.5180.4300.2940.4820.5760.6530.8990.5460.5380.582TC

.8810.8570.7320.4470.5170.3090.3360.4290.6580.8560.6530.4800.4140.581INT

.8680.8230.6910.3210.5700.2950.4430.5370.8310.6580.5760.3210.3740.501MB

.8660.8750.8120.4530.6350.5310.3530.8050.5370.4290.4820.3700.4390.382TS

.7980.8270.6480.3140.4990.3180.9010.3530.4430.3360.2940.3750.4810.598PI

.9250.8990.7490.7040.6750.8650.3180.5310.2950.3090.4300.4490.6190.412HB

.8010.7340.6040.8030.7770.6750.4990.6350.5700.5170.5180.5380.6630.550INF

.9310.8920.6450.8030.6620.7040.3140.4530.3210.4470.4980.4600.5760.456PER

aThe values in the diagonal are square roots of the AVE and the off-diagonal elements are the correlation coefficients (r) among constructs.
bAVE: average variance extracted.
cCR: composite reliability.
dACC: accessibility.
ePOR: portability.
fMAT: maturity.
gTC: time criticality.
hINT: interdependence.
iMOB: mobility.
jPI: personal innovativeness in information technology.
kTS: technostress.
lHAB: habit.
mINF: electronic medical record infusion.
nPER: performance.

Structural Model
As shown in Figure 2, among the four major hypotheses
(including nine subhypotheses) of this study, those related to
technology characteristics (only H1c was positively supported)
and task characteristics (only H2a and H2c were positively
supported) were partially supported. However, all of the
subhypotheses (H3a, H3b, and H3c) related to user
characteristics were significantly supported. The results revealed
that EMR infusion was mainly affected by portability among
technology characteristics; time criticality and mobility among
task characteristics; and personal innovation, technostress, and
habit among user characteristics. Habit (H3a), portability (H1c),

personal innovativeness (H3a), technostress (H3b), time
criticality (H2a), and mobility (H2c) were identified as key
factors affecting EMR infusion according to their relative effects
on EMR infusion by ranking. In addition, individual
performance was significantly affected by EMR infusion (H4).
We further examined the direct effects, indirect effects, and
total effects of the research variables, specifically for the
mediation analysis of technology, task, and user characteristics
(through infusion) on performance. As shown in Table 6,
technostress, habit, personal innovativeness in IT, and mobility
had significant mediating (indirect) effects through infusion on
EMR performance.
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Figure 2. Results of model validity.
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Table 6. Direct, indirect, and total effects (β values) of research variables.

INFjPIiACChPORgMATfMOBeTCdINTcHABbTSaVariable

N/Ak.110.047.217.059.145.031.141.411 (P<.001).169 (P=.005)INF (direct effect)

PERl

.735 (P<.001)N/AN/AN/AN/AN/AN/AN/AN/AN/ADirect effect

N/A.081–.034.159.043.106 (P=.04)–.023.104 (P=.04).302 (P=.001).124 (P=.03)Indirect effect

.735 (P<.001).081.034.159.043.106.023.104.302 (P=.001).124 (P=.005)Total effect

aTS: time criticality.
bHAB: habit.
cINT: interdependence.
dTC: time criticality.
eMOB: mobility.
fMAT: maturity.
gPOR: portability.
hACC: accessibility.
iPI: personal innovativeness in information technology.
jINF: electronic medical record infusion.
kN/A: not applicable.
lPER: performance.

Discussion

Principal Findings

The results revealed that EMR infusion (R2=0.771) was mainly
affected by user habits (β=.411), portability (β=.217), personal
innovativeness (β=.198), technostress (β=.169), and time

criticality (β=.168), whereas individual performance (R2=0.541)
was affected by EMR infusion (β=.735). This finding indicated
that user (habit, personal innovativeness, and technostress),
technology (portability), and task (mobility and time criticality)
characteristics have major influences on EMR infusion.
Furthermore, the results indicated that EMR infusion positively
affected individual performance. Consistent with the findings
of previous IS infusion and TTF studies [10,21-23,50], EMR
infusion was found to be affected by technology, task, and user
(individual) characteristics. However, not all investigated
technology, task, and user characteristics were found to be
significant for EMR infusion. The results of this study revealed
that among technology characteristics, only portability (β=.217)
affected EMR infusion; however, the effects of accessibility
and maturity on EMR infusion were not as expected. Portability
is the degree of ease associated with transporting EMRs [22,66].
This finding is in accordance with the result reported by
O’Connor et al [22] but is not consistent with that reported by
Hsaio and Chen [50] for mHealth infusion. EMRs are
computerized medical information systems that collect, store,
and display patient information [2]; thus, they can be easily
transported to HCPs to fulfill their needs. This finding may
explain why portability was found to be a significant factor
affecting EMR infusion.

O’Connor et al [22] reported that task characteristics, namely
time criticality, interdependence, and mobility, were considered
to be salient factors affecting mHealth infusion; however, Hsaio
and Chen [50] found that mobility was the only significant factor

affecting mHealth continuance. We found that among task
characteristics, time criticality (β=.168) and mobility (β=.143)
affected EMR infusion. The tasks of HCPs are complex and
time-critical, and require mobility, specifically for providing
services in inpatient and emergency departments. Real-time and
accurate information obtained from an EMR is critical to
increase efficiency and effectiveness in patient care duties [45].
These findings explain why time criticality and mobility were
significant factors affecting EMR infusion. Consistent with the
results of Hsaio and Chen [45,50], interdependence was found
to be insignificant for EMR infusion.

This study found that user characteristics, namely personal
innovativeness (β=.198), technostress (β=.217), and habit
(β=.411), significantly affect EMR infusion. All three user
characteristics exerted significantly stronger effects compared
with those of technology and task characteristics on EMR
infusion. This finding implied that user characteristics are the
key antecedents of EMR infusion. The individual habit of EMR
use showed a consistent result with the findings of O’Connor
et al [22] and Hsaio and Chen [50]; however, personal
innovativeness was not observed to be a significant factor in
the context of mHealth [50]. Previous studies have reported that
habit can affect future behavior if technology use becomes a
habit as routine behavior [83,84], which is consistent with the
findings of this study. The result of personal innovativeness in
this study is also in accordance with that reported by Rai et al
[64], who confirmed that personal innovativeness positively
and significantly affected IS usage intention and assimilation.
Consistent with the results reported by La Torre et al [65], we
found that technostress significantly affected EMR infusion and
individual productivity.

In this study, EMR infusion referred to the extent of EMR
infusion related to the exploratory, integrative, and future use
of EMRs, whereas individual performance was defined as the
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improvement in HCPs’ efficiency, effectiveness, and quality of
medical activities through EMR continuance (use). Previous
studies have indicated that IT assimilation and infusion are two
types of use that are beyond routine use, and refer to a deeper
level of usage that enhances work tasks and performance
[22,23]. Consistent with findings of previous studies [22,23,50],
this study indicated that EMR infusion significantly affected
its outcomes (individual performance). We also found that
technostress, habit, personal innovativeness in IT, and mobility
have significant mediating (indirect) effects through EMR
infusion on EMR performance. This implied that technostress,
habit, and personal innovativeness in IT have both positive and
significant direct effects on EMR infusion and indirect effects
on EMR performance. Moreover, mobility was found to only
have positive and significant indirect effects on EMR
performance. Therefore, we should pay more attention to these
significant factors of EMR infusion and performance.

We performed an additional analysis to determine HCPs’
performance based on EMR use. As shown in Table 3
(PER1-PER8), the top three items were as follows in descending
order: PER1 (“EMR use accelerates information exchange with
other members of the health care team”; score=4.20), PER2
(“EMR use reduces information retrieval time in clinical care
practice”; score=4.15), and PER6 (“EMR use can make me
more efficient at patient care”; score=4.06). Of all the items
investigated, most respondents only provided a high and positive
evaluation toward EMR performance, and only the mean value
of the item “EMR use facilitates estimating and managing the
costs of patient care” did not exceed 4 (mean 3.94, SD 0.63),
indicating that this item had a slightly lower value than the other
items. The results confirmed that EMR use can improve HCPs’
performance (mean 4.05, SD 0.58) related to efficiency,
effectiveness, and quality of medical activities.

Contributions to Medical Informatics Theory
Previous studies have suggested investigating the IS infusion
chain, including the antecedents of IS infusion and the outcomes
of IS infusion at the individual level with broader considerations,
to examine the extent to which the full potential of ITs and ISs
has been embedded in an organization’s or individual’s work
system [22,23]. This study attempted to determine the reasons
underlying the ceiling effect in EMR assimilation observed by
Trudel et al [33]. From the theoretical perspective of TTF, the
results of this study are in accordance with those reported by
Goodhue and Thompson [10], who indicated that IT/IS can
positively affect individual performance if the technology has
been used continuously (utilization) and is a good fit for the
supported task (TTF) in the EMR context. For the long-term
evaluation of an IS, the fit among task, technology, and
individual should be evaluated for the IS, and the IS should be
continuously used for supporting the tasks. Thus, the IS infusion
process can substantially affect individual performance. The
appropriate, integrative, and exploratory use of EMRs in the
infusion stage can significantly improve quality of care,
continuity, safety, efficiency, and medical decision-making,
and facilitate the exchange of cross-hospital health information
and EHRs [1,2,4-9].

This is one of the few studies to specifically focus on EMR
infusion by considering technology, task, and user aspects, and
to examine EMR infusion effects on individual performance.
The results of this study can be helpful for extending IS infusion
research and identifying critical factors affecting EMR
assimilation and infusion where EMRs have been deeply
incorporated into the daily operating procedures of hospitals.
In addition, EMR design and implementation should meet HCP
task needs, particularly for time critically and mobility, and
technology needs, specifically for EMR portability. Moreover,
future studies can extend the results of this study by
incorporating different behavioral theories and factors as the
antecedents of IS infusion, and investigating their effects on IS
infusion and individual performance. We found that accessibility
(availability) and maturity among technology characteristics
and interdependence among task characteristics were
insignificant factors for EMR infusion. Therefore, additional
studies should be performed to validate the factors investigated
in the research model because their effects on IS infusion may
vary depending on technology, task, and user groups. In
addition, inspired by Kim et al [85] on what clinical information
is valuable to doctors toward using a mobile EMR, we suggest
that further studies pay attention to investigating the critical
clinical information and functionalities of EMRs used by
different HCPs in EMR infusion and to what extent they can
effectively support their tasks with long-term technology use.

Contributions to Medical Informatics Practice
The key factors identified in this study provide useful insights
for the further improvement of EMR development in hospitals
and the government, specifically for the infusion stage. In
addition, the developed instrument can be used as an assessment
tool for identifying the key considerations of EMR infusion,
and for evaluating the extent of the EMR infusion and individual
performance of hospitals that have implemented EMR systems.
The results can help the government to understand the urgent
needs of hospitals in implementing EMRs, provide sufficient
resources and support for improving the incentives of EMR
development, and develop adequate EMR policies for the
widespread use of health information exchanges and EHRs.
Future studies should focus attention on these characteristics,
specifically user characteristics (personal innovativeness,
technostress, and habit) and task characteristics (time critical
and mobility), to further facilitate EMR infusion. Our findings
indicate that the routine use of EMRs by HCPs in their daily
workflow processes can reduce their technostress related to the
use of EMRs and increase their perceived personal
innovativeness, thus promoting EMR infusion.

Limitations
This study has several limitations. First, we collected samples
from a regional teaching hospital in Taiwan, restricting the
generalization of the findings to other medical institutions.
Second, the data were derived from questionnaires provided to
participants with more than 6 months experience in using EMRs.
Respondents answered questions based on their perceptions,
experiences, and understanding. Thus, the data collected may
not be adequately objective. However, due to the nature of this
study (exploratory research), the quality of the collected data
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is acceptable. Furthermore, this study was based on a sample
of voluntary participants. This type of recruitment is not

considered to have negatively affected the results because this
approach is commonly used in the field.
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Abstract

Background: In the field of medicine and medical informatics, the importance of comprehensive metadata has long been
recognized, and the composition of metadata has become its own field of profession and research. To ensure sustainable and
meaningful metadata are maintained, standards and guidelines such as the FAIR (Findability, Accessibility, Interoperability,
Reusability) principles have been published. The compilation and maintenance of metadata is performed by field experts supported
by metadata management apps. The usability of these apps, for example, in terms of ease of use, efficiency, and error tolerance,
crucially determines their benefit to those interested in the data.

Objective: This study aims to provide a metadata management app with high usability that assists scientists in compiling and
using rich metadata. We aim to evaluate our recently developed interactive web app for our collaborative metadata repository
(CoMetaR). This study reflects how real users perceive the app by assessing usability scores and explicit usability issues.

Methods: We evaluated the CoMetaR web app by measuring the usability of 3 modules: core module, provenance module, and
data integration module. We defined 10 tasks in which users must acquire information specific to their user role. The participants
were asked to complete the tasks in a live web meeting. We used the System Usability Scale questionnaire to measure the usability
of the app. For qualitative analysis, we applied a modified think aloud method with the following thematic analysis and
categorization into the ISO 9241-110 usability categories.

Results: A total of 12 individuals participated in the study. We found that over 97% (85/88) of all the tasks were completed
successfully. We measured usability scores of 81, 81, and 72 for the 3 evaluated modules. The qualitative analysis resulted in 24
issues with the app.

Conclusions: A usability score of 81 implies very good usability for the 2 modules, whereas a usability score of 72 still indicates
acceptable usability for the third module. We identified 24 issues that serve as starting points for further development. Our method
proved to be effective and efficient in terms of effort and outcome. It can be adapted to evaluate apps within the medical informatics
field and potentially beyond.

(JMIR Med Inform 2021;9(11):e30308)   doi:10.2196/30308
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Introduction

The Importance of Metadata
Raw data are useless without metadata that characterizes and
contextualizes its content. A number is meaningless without
the information on which parameter it describes (eg, blood
pressure) and a finding is of no use without its context (eg,
sepsis as a comorbidity vs sepsis as cause of death). Metadata
itself always needs context (eg, the concept it describes). In
many cases, metadata are merely implied by column headers
of tabular databases and the implicit knowledge of the few
people working with the database. Many information scientists
have researched the field of metadata, for example, Wilkinson
et al [1], who published the FAIR (Findability, Accessibility,
Interoperability, Reusability) principles, which is a guideline
for well-designed metadata. Whenever data are reused (for
analysis, validity checks, etc), the corresponding metadata must
be attached to the actual data. Thus, explicitly formulated, rich,
and comprehensive metadata are indispensable for any
sustainable research project [2]. At present, most data processing
is done automatically by computers, which necessitates all
metadata to be available in machine-readable form [3]. In
addition to data processing, metadata are used to describe data
sets to a broader audience, such as the national or international
research community. BioPortal [4], for example, is a
comprehensive repository of biomedical ontologies
interconnecting researchers globally. In addition, there are
approaches for recording the variety of existing data and
metadata repositories in public registers [5,6].

Metadata in the Field of Data Integration

Overview
Particularly in the context of data integration within large
research networks, comprehensive metadata are essential. “Data
integration is the problem of combining data residing at different
sources, and providing the user with a unified view of these
data” [7]. Although the process of exporting, transforming, and
loading data is a huge task, this unified view is an achievement
by itself. In medical informatics, the purpose of data integration
is to promote translational research and to have access to a larger
data pool for retrospective data analysis and prospective patient
recruitment. The amount of integrated data and the way they
are presented to users determine their acceptance and
accessibility. If too few concepts are covered by a repository
or if too few instances of data are integrated, researchers have
no sufficient basis for analysis. If metadata are not presented
accessibly, users will presume app shortcomings rather than
investing in exploration time. This applies especially to
entry-level users and, in most cases, yields in rejection of the
software.

Data Integration: Main Components and Roles
Software-driven data integration involves multiple technical
components: various heterogeneous source databases are
harmonized and integrated into a collective data repository. All
affected parameters, more precisely the canonical concepts
behind these parameters, are annotated in a separate metadata
repository. Both repositories are linked through identifiers

[8-10]. Configuration files define the harmonization process of
different source database schemata into a target schema. These
configuration files vary in format and syntax, but all of them
are written in a formal computer-readable language [11-14].

From the user perspective, these components are managed and
elaborated by the following roles: data providers know the
meaning of their data and its acquisition processes. In medical
informatics, this knowledge is essential for data harmonization,
because labels such as column names or form labels are not
always sufficiently specific. According to Nadkarni and
Marenco [15], “[...] column names may be quasi-gibberish,
heavily abbreviated, and their names may follow arbitrary
conventions that are idiosyncratic to the system designer or
organization.” Rahm and Bernstein [16] showed that even
automatic schema matching can only provide mapping
candidates. The formulation of mapping rules is performed by
the local and central data managers (responsible for the source
databases and collective database repository, respectively) as
they have the required technical background to maintain the
formally written configuration files. Data coordinators elaborate
the metadata repository content, incorporating multiple studies
and registers with varying scopes and the focus of research.
This process includes rating for relevance, harmonization,
annotation, curation, and clustering. The clustering and
hierarchical organization of metadata have a direct impact on
the presentation of user interfaces. It determines how intuitively
information can be found and used.

Information Access Barriers
To provide a data warehouse with comprehensive and accurate
data, different roles need access to different classes of
information residing in the described data integration system.
We identified 3 cases in which access barriers prevent users
from contributing their expertise [17,18]:

1. All users need access to the listing of all data elements
represented in the data warehouse. These annotations and
context information can be derived from the metadata
repository and must be visualized.

2. Data managers and, in particular, data providers need full
access to the mapping rules for data harmonization. They
are only available in the formal language, which requires
the respective information technology background. Data
providers usually do not have that knowledge.

3. Data coordinators need access to the provenance
information of the metadata to be able to curate it.
“Especially in collaborative metadata development, a
comprehensive annotation about ‘who contributed what,
when and why’ is essential” [17].

In most cases, barrier (1) is resolved through metadata browsers
[4,19,20]. For metadata repositories in the context of data
integration, barriers (2) and (3) often form a huge gap between
users and the required information.

The Implementation of Collaborative Metadata
Repository
The German Center for Lung Research (German: Deutsches
Zentrum für Lungenforschung [DZL]) implemented the
collaborative metadata repository (CoMetaR), applying
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principles of collaborative metadata development and FAIR
metadata warehousing [1,17,18,21]. It is based on open and
commonly used standards. The DZL metadata constitutes a
highly specified thesaurus specifically developed for lung
research, and till July 2021, it contains 3.474 distinct concepts.
CoMetaR supports storing a single thesaurus in the Resource
Description Framework (RDF) format based on the Simple
Knowledge Organization System (SKOS) and Dublin Core
(DC) knowledge organization systems [22-24]. The ISO/IEC
21526 [25] standard explicitly “mandates the use of SKOS to
provide user-interface surfaced content classification.”
Versioning occurs via Git, which also provides information
about the changes among different versions [26,27]. The latest
thesaurus version is loaded in a triple store and accessible
through the SPARQL Protocol and RDF Query Language
(SPARQL) interface [28]. This interface can be used to extract
metadata information and, as in our case, to set up tree-like
metadata in a data warehouse [29]. The extracted metadata
information can also be used to generate a visual metadata
representation similar to our user front end, the CoMetaR web
app. This front end was developed to dissolve access barriers
for all user roles and thereby support them in contributing to
their expertise. However, it has yet to be proven scientifically
that the CoMetaR web app meets the requirements for metadata
management and data integration support.

This study evaluates the usability of 3 modules built for common
tasks in the field of data integration and metadata maintenance.

Methods

Study Design

Overview
The usability evaluation performed was a combination of (1)
the think aloud method and (2) usability questionnaires. By
combining both methods, we wanted to measure both observable
and perceived usability. The execution consisted of two phases:
(1) a screen sharing–supported training specific to the respective
user’s roles and (2) solving of the given tasks by the participant
with subsequent retrospection, including the completion of a
usability questionnaire. All evaluations were performed by the
same experimenter.

The Think Aloud Method
This method is commonly applied to the usability evaluations
of web interfaces [30,31]. The idea behind the think aloud
method is that participants verbalize their thoughts while
performing given tasks. Their expressions were recorded and
later transcribed and analyzed according to an interpretation
model.

We decided not to record the participants but to make notes on
their expressions as well as their app use behavior. These notes
focused on usability, functional, and methodological issues.
The advantage of this approach is a more comfortable setting
for the user on the one hand and less effort for the experimenter
on the other hand. The downside is the potential information
loss because the experimenter already filters information.

As our interpretation model, we used the 7 categories described
in ISO 9241-110 [32]: suitability for the task, conformity with
user expectations, suitability for learning, suitability for
individualization, self-descriptiveness, controllability, and error
tolerance.

System Usability Scale
We used the System Usability Scale invented by Brooke in 1996
as a measurement tool for the usability of the app. This scale
was introduced as a quick and dirty but a meaningful
measurement tool for user experience [33,34]. It consists of 10
questions answered on a scale from 0 to 4. All questions are
available in multiple languages, including German, which we
used for our evaluation.

Materials

CoMetaR Modules

The CoMetaR web app is divided into a concept tree navigation
area and a module area. Modules can be selected in the module
menu in the top-right corner, as shown in Figure 1. In the
following paragraphs, we will briefly describe the functionality
of the 3 evaluated modules: the core module, provenance
module, and data integration module. In the Introduction
section, we described 3 user roles involved in the data
integration process: data managers, data providers, and data
coordinators. A user may perform more than one role. Each role
makes use of the core module, whereas the data integration
module and provenance module are more role-specific (see the
Tasks section).

The core module functionality of the CoMetaR web app (Figure
1) involves browsing through all metadata concepts and showing
the corresponding detailed information. Users can navigate the
concept tree by expanding the nodes and retrieving details by
clicking them. They can also use the search function to check
if and where a concept is located in the thesaurus. Concept
details are shown in the module area. They include core
information like labels, alternative labels, data type, code, status
(on draft yes or no), and unit. In addition, we present the author,
description, and concept specifications. A dedicated panel shows
the history of all changes that have been made to the selected
concept. A button allows the export of the concept and all of
its subconcepts with basic information in the CSV format.

As our metadata are growing and developing over time with
many participants involved, we decided to provide the
provenance module, which enables users to track all changes.
These changes may be the additions, moves, or removal of
concepts in the concept tree, but also modifications of their
annotations. When selecting the provenance module (Figure 2),
the affected concept tree elements receive icons that symbolize
their changes for a given timespan. The default timespan is 1
month from the current date and can be adjusted in the module.
The module itself shows all dates concerned with metadata
changes in vertical order. Horizontal bars attached to such a
date represent single uploads, and their width indicates the
amount of change. Clicking a date or a single upload bar loads
the respective changes and shows them in the concept tree
underneath the corresponding concepts.
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Figure 1. Screenshot of the collaborative metadata repository (CoMetaR) web app core module. Left side: concept tree. Right side: module content
(concept details). Top-right corner: module navigation. Top-left corner: home button, search panel, and help panel.

Figure 2. Screenshot of the collaborative metadata repository (CoMetaR) web app provenance module. Left side: concept tree with colorized annotations
for added, moved, or removed and modified items. Light yellow box: information box for the item ATC Catalog on mouse-over. Right side: module
content (upload history visualization). ATC: Anatomical Therapeutic Chemical.
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Our data integration process is supported by the data integration
module. The integration process for a single data source is
divided into 4 parts. (1) The export of data from the source
system, (2) the preparation of data for the integration software,
(3) configuration of the integration software, and (4) its
execution. As the configuration file is written in formal language
to be interpreted by software, it is not accessible for humans
who lack the required technical background. To verify the
configurations, the respective data providers must be able to
access the formulated rules. For this task, they can upload the

configuration file to the data integration module (Figure 3). All
rules are then shown below the corresponding concept in the
concept tree. In addition, we print notifications in the module
area if any rule refers to a concept that does not exist (anymore)
or that has been reintroduced. In such a case, the correct
reference can be determined automatically, depending on the
metadata’s formal documentation. Subsequently, an updated
version of the configuration file is offered for download. Note
that this process does not invoke any kind of data upload; it is
solely used to verify the configuration itself.

Figure 3. Screenshot of the collaborative metadata repository (CoMetaR) web app data integration module. Left side: concept tree. Light yellow boxes:
corresponding mapping rules. Right side: module content (configuration file upload).

Tasks

CoMetaR was designed to support data integration tasks. In the
German Center for Lung Research, we have been practicing
data integration since 2016 and identified information that is of
high interest for data integration experts. For example, to match
and map elements of the source data to the integrated data, the
person formulating the rules needs to know which elements are
part of the integrated metadata, what are their exact
characteristics (method of measurement, scale, classification,
etc), and how they are uniquely identified. If these characteristics
change, the mapping rules must be adjusted. For various
processes, people often want the metadata to be available in
Microsoft Excel format, yielding the need for respective export
capabilities. For these and further scenarios, we defined 10 tasks
that verified CoMetaR’s suitability in the field of lung research.
The following tasks were composed by 2 experts, who have
been internationally active in the field of data integration for
>5 years. The composition process included brainstorming,
discussion, and finally consensus. To assign modules to each
participant, we considered their user roles as well as their

everyday tasks. All users must solve core module tasks, all data
coordinators must solve provenance module tasks, and all data
managers who upload data must solve the data integration
module tasks.

The first 4 tasks aim at the use of the core module. They test
the ability to search for and find specific thesaurus elements
and their annotations as well as the capability to export data:

1. Indicate which of the parameters Never smoker and
Opportunity smoker are part of the DZL metadata.

2. Indicate code, datatype, and unit of the spirometry parameter
Forced Expiratory Volume in 1 Second (FEV1) according to
the metadata.

3. Regarding the last change of the concept Comorbidities,
indicate its date and the modifications applied.

4. Describe in detail which individual steps you would take to
print the subtree of Biometric Data in tabular form.
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The following 2 tasks aim at the use of the provenance module.
They test the ability to track changes within the thesaurus:

5. Indicate which concepts have been added, moved, or removed
in the last month.

6. Pick one concept for which annotations have been changed
in the last upload. Indicate who performed this change on which
date.

The last 4 tasks aim at the use of the data integration module.
They test the ability to verify individual upload client
configurations:

7. Examine the configuration for falsely mapped concepts.

8. Examine the configuration for properly mapped concepts.

9. Examine the metadata for concepts that are not mapped in
the configuration but you could provide.

10. Update your local configuration to meet changed concept
references. Describe your approach.

Tasks 7, 8, and 9 must be seen as one task with 3 subtasks. The
participants were asked to use their own configuration files
designed for uploading the data they administered. Some
configuration files comprise hundreds of mapping rules.
Depending on the size and coverage of certain data sources,
task fulfillment takes a considerable amount of time. During
the live evaluation, the participants were asked to work on each
of these 3 tasks exemplarily to be able to fill out the System
Usability Scale questionnaire. They completed the tasks
asynchronously and reported their results when they finished.

Configuration Files

For 3 of the 4 data integration module tasks, we asked the
participants to use their own configuration file for analysis.
These comprise rules to define how local concepts are mapped
to concepts in the central data warehouse. The file format is
XML. The configuration files are used by a data transformation
and upload client software. Configuration files do not contain
any instance data. By using real configuration files instead of
an artificial example, we were able to test our app in a realistic
scenario and identify faulty mappings. In addition, this setup
allowed participants to work with familiar information.

Experimenter Notes

The experimenter completed a notes sheet alongside following
the evaluation procedure. It was structured to contain one row
per participant and the following columns: Experience level,
English level, age, profession, roles (see the Introduction
section), evaluation date, training start timestamp, training
finished timestamp, notes for training. Each of the 3 modules
contains the following columns: module tasks (stating whether
tasks were solved successfully), module finished timestamp,
notes for module, timestamp module questionnaire filled.

System Usability Scale Questionnaires

The questionnaires handed to the participants contained 10
usability questions defined in the System Usability Scale. They
were put into a Microsoft Excel sheet with one row for each
question and columns for values of 0 to 4. The final score for

the 10 questions was calculated within the sheet. The
participants were handed one sheet per evaluated module.

Quantitative Analysis Sheet

A spreadsheet was used to collect the scores per participant and
module to calculate the quantitative analysis parameters, that
is, range from, range to, mean score, and SD. These 4
parameters were additionally calculated with respect to the
participant’s experience level, using the following formula:

Score weighted by experience = score − 4 ×
(experience level−1)

Given an experience level from 1 to 5, the score weighted by
experience differs by up to 16 points, which corresponds to
previous findings [35]. In addition to scores from the
questionnaires, the corresponding experience levels, and the
calculated values, no participant-related information was put
into the sheet.

Setting
To evaluate our web app, we decided to interact with the
participants remotely (participants were not invited to a local
test laboratory) and synchronously (the evaluator and participant
executed the test session in real time). We made one exception
for a very time-consuming task type, which certain participants
completed asynchronously. This method appeared to be the
most efficient in terms of preparation effort, travel time, and
risk of SARS-CoV-2 infection. Its suitability was shown in a
comprehensive study: Bastien [36] summarized multiple studies
stating that remote evaluations yield comparable results with a
local laboratory evaluation. Although he found that automatic
recording of every user interaction with the app can provide
more insights about the app’s usability, the setup is very
time-consuming and would only be rational for larger participant
numbers. The participants were approached in April and May
of 2020. Data collection took place in May and June of 2020.
Data analysis was conducted in July of 2020.

As a communication platform, we used the GoToMeeting web
conference software by LogMeIn [37]. It allows participants to
dial in via phone or software app. The latter also offers screen
sharing capabilities, which all but one participant with technical
issues were able to use.

Sampling
The target audience of CoMetaR is experts who contribute to
the task of data integration as data providers, data managers, or
data coordinators. Our implementation of CoMetaR is dedicated
to lung research. Therefore, in this evaluation, we included
members of the German Center for Lung Research and
collaborating organizations. The included participants should
cover a wide range of roles and responsibilities. These
characteristics determine the module that they can work on
effectively. For example, data managers who load data into a
data warehouse have a data integration configuration file and
can use the data integration module. The core module is relevant
to all the user roles. In contrast, the provenance module is mostly
relevant for data coordinators and data managers, whereas the
data integration module is mostly relevant for data managers
and data providers. In addition to their user role, profession,
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age, and English level, we also asked for the participants’
experience with the app. English and experience levels were
measured on a scale of 1 to 5.

Bastien [36] cited studies showing that most usability problems
can be found in 5-15 participants. As Virzi [38] showed, only
4 to 5 participants were needed to identify about 80% of all
usability issues, and this number is enough to reveal the most
severe issues. Therefore, we planned to recruit at least 5
participants for each aspect of the web app. In total, we
approached 13 potential participants, of whom 12 agreed to
participate.

Ethical Considerations
All methods were performed in accordance with the relevant
guidelines and regulations. This study was granted an exemption
from requiring ethics approval by the ethics committee of the
Faculty of Medicine at the Justus-Liebig-University in Giessen,
Germany. Informed consent for participation in the study was
obtained from all the participants.

All patient-related data were recorded anonymized. It covers
age, profession, role, evaluated modules, English level, and
experience with the app. The data were further coarsened using
age classes of 10 years to prevent participant reidentification.

Procedure and Data Collection

Overview
Before any evaluation, we performed a screen sharing–supported
training specific to the respective user’s roles, regardless of
previous experiences with the app. The goal of this training was
to provide participants with equal basic knowledge about the
web app’s structure and functionality. We asked for the
participants’ previous experiences with the system, which may
influence the evaluation outcome [35]. After the training, the
participants shared their screens and completed the tasks given
by the evaluator. After using the module, the participants filled
out the System Usability Scale questionnaire. This also gave
them the chance for retrospection and a short dialogue with the
experimenter, potentially revealing more usability issues.

Instructions
After giving each participant introductory training regarding
the app’s functionalities, they had the option to ask questions
and clarify misunderstandings. Following, for each tested
module, they were asked to fulfill each task one by one. The
tasks were communicated via speech. The experimenter asked
the participants to verbalize their thoughts during the evaluation
and reminded them whenever they forgot. After the participant
solved the tasks for a module, the experimenter asked them to
fill out the usability questionnaire we sent them previously via
email. Furthermore, they were invited to participate in a
retrospective dialogue, again noting the findings.

Role of the Experimenter
The experimenter played a passive role. During the evaluation,
he was not supposed to speak besides reminding the participant
to verbalize their thoughts. In cases where the participants were
stuck, the experimenter gave hints to lead to the information
that had to be received from the app. Meanwhile, the

experimenter completed the structured notes sheet documenting
the participants’ verbalized thoughts, spontaneous reactions,
and their app use behavior, focusing on the previously
mentioned usability categories [32].

Recording and Transcription
The traditional think aloud method requires recording the entire
evaluation session and the following transcription. As mentioned
in the study design, we did not record sessions because
transcription occurred during the session.

Analysis

Quantitative Analysis
For quantitative analysis, we calculated aggregated scores (range
from, range to, mean score, and SD) based on the System
Usability Scale questionnaires. We additionally calculated the
same aggregations factoring in the experience level. This
adjustment is motivated by previous findings, which show that
usability scores vary up to 16 points based on the participant’s
experience level [35]. For example, a user with no experience
(level 1) has the same base and adjusted score, whereas a user
with a score of 70 and experience level 4 (of 5) has an adjusted
score of 58. By calculating these moderated scores, we hope to
obtain better insights into the app’s usability, especially
regarding entry barriers. All calculations were performed using
Excel (see Materials section). We omitted subgroup analysis
by English level, age, and profession as our sample size was
too small.

Qualitative Analysis
We conducted a thematic analysis of the information gathered
during the evaluations to identify usability issue patterns and
to present a descriptive account of users’ experiences. After
familiarization with all notes, we went through all notes again
and generated usability issue statements. We followed a latent
approach, which means that we interpreted the data to create
statements that were more meaningful. For example, task 2
asked the participants to indicate the properties of the spirometry
parameter FEV1. In one case, a participant used the search
function and entered Spiro FEV1, which led to no results (a
note in the experimenter’s structured notes file). Our conclusion
is not that our app is unable to find a specific pattern but that
users expect a more powerful search functionality, as is known
from bigger internet companies (theme). After generating
usability issue themes, we combined similar statements and
reviewed them by checking if all notes were still
well-represented by these statements. These were then assigned
to 1 of the 7 usability categories described in ISO 9241-110
[32]: suitability for the task, conformity with user expectations,
suitability for learning, suitability for individualization,
self-descriptiveness, controllability, and error tolerance. The
categorization was performed by the same person who
underwent the evaluation sessions with all participants.
Afterward, these groupings were discussed internally with
another expert and potentially adjusted.

Software
For documentation and analysis, we used only Microsoft Excel
and Microsoft Word.
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Quality Assurance
The System Usability Scale questionnaire consists of 10
questions, 5 of which stated a positive usability and 5 of them
stated negative usability. As some questions include negations,
we assumed a possible misinterpretation. Therefore, we
immediately checked each questionnaire for outliers and
inquired when we identified potential misinterpretations. When
inquiring, we again pointed out that we do not insist on better
scores but on valid answers.

We wanted to ensure correct and comprehensive categorization,
as well as unambiguous wording for qualitative analysis. A
second person who was familiar with the study design and
aspects of usability checked all categorizations. The resulting
tables are the results of in-depth dialogues.

Results

Participants
All participants in this evaluation currently work for or in
collaboration with the German Center for Lung Research. Their
operation areas and responsibilities vary, but all contribute to
the data integration task. Table 1 shows the details of all the 12
participants. They vary in age (28-63 years), experience with
the system (1-4 on a scale of 1-5), English level (2-5 on a scale
of 1-5), and profession (medical documentalists, medical
informatics specialists, graduated biologists, bioinformatics
specialists, study coordinators, and data managers).

Table 1. Characteristics of the 12 participants including age, experience level, English level, profession, user roles, and tested modules.

ParticipantsCharacteristics

LKJIHGFEDCBA

20-3060-7050-6030-4050-6030-4060-7050-6040-5030-4030-4030-40Age (years)

421333342433Experience level (1-5)

423354443433English level (1-5)

BIfMDMDDMDMMIGBeMDSCdMIcDMbMDaProfession

✓✓✓✓✓✓✓✓✓gHas role data manager

✓✓✓✓Has role data provider

✓✓✓✓✓✓Has role data coordinator

✓✓✓✓✓✓✓✓✓✓✓✓Tested core module

✓✓✓✓✓✓✓✓✓✓Tested provenance module

✓✓✓✓✓Tested data integration module

aMD: medical documentalist.
bDM: data manager.
cMI: medical informatics specialist.
dSC: study coordinator.
eGB: graduate biologist.
fBI: bioinformatics specialist.
gCharacteristic present.

Quantitative Analysis

Time Expenditure
The training took between 10 and 30 minutes, depending on
how many modules were presented and how many questions
the participants had. After training, for task completion, the
core module took between 8 and 26 (average 14, SD 6) minutes.
The provenance module took between 3 and 20 (average 9, SD
5) minutes. The configuration module took between 21 and 51
(average 37, SD 12) minutes. Regarding the latter, we did not
include the time spent asynchronously to complete the tasks.

Usability
Each participant solved the tasks of one or more CoMetaR
modules (core module n=12, provenance module n=10, data
integration module n=5). Subsequently, they completed one
System Usability Scale questionnaire separately for each
module. According to Bangor et al [39], a mean score of 50.9
or higher can be seen as OK, a mean score of 71.4 or higher is
Good, and a mean score of 85.5 or higher is Excellent; a mean
score of 70 or higher indicates that the interface is acceptable.
The System Usability Scale score results are presented in Table
2. For weighted by experience, we subtracted up to 16 points
based on the user’s own perceived experience.

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e30308 | p.228https://medinform.jmir.org/2021/11/e30308
(page number not for citation purposes)

Stöhr et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. Aggregated System Usability Scale scores.

Values, mean (SD; range)Module and score type

Core module

81.5 (9.1; 60.0-92.5)Usability score

73.8 (7.8; 60.0-84.5)Weighted by experience

Provenance module

72.3 (16.0; 37.5-90.0)Usability score

63.9 (15.20; 37.5-79.5)Weighted by experience

Data integration module

81.0 (9.9; 65.0-92.5)Usability score

73.0 (9.9; 57.0-84.5)Weighted by experience

Functional Suitability
All the participants successfully solved all given tasks. In total,
12 participants solved 48 core module tasks, 10 participants
solved 20 provenance module tasks, and 5 participants solved
20 data integration module tasks. In the case of task 2, 2
participants did not find the correct tree node and needed a hint.
During the provenance module tasks, 1 participant lost track
because he loaded too much information from multiple modules
into the tree. He needed a hint to reset the app to solve task 5.
In total, 97% (85/88) of all tasks were solved independently.

Qualitative Analysis
Our thematic analysis led to 24 usability issue themes, which
covered all functional inadequacies and complications identified
during the experiment. We grouped these themes into the 7
categories described in ISO 9241-110 (Textboxes 1-5). As the
app does not offer possibilities for individualization, the
respective category suitability for individualization does not
appear in this evaluation. None of the observed issues were
assigned to the category controllability.

Textbox 1. Issues in the category Suitability for the Task.

Core module

• Using the search function for FEV1 shows more than 100 results because it is used as criterion for many diseases. Most of the results are located
in the comorbidities-subtree.

• The help window does not help with task 2.

Provenance module

• The mouse-over tooltip of upload bars sometimes distracts and overlays other bars.

• Changing the selection of upload bars leads to changes in the concept tree. The system gives insufficient feedback that these changes were applied.

Textbox 2. Issues in the category Conformity with User Expectations.

Core module

• The search function only searches for fixed substrings and does not behave comparably to a mighty World Wide Web search engine. This might
lead to incorrect conclusions whether a concept is part of the metadata.

• The users expected the fixed headings for the currently displayed subtree to be interactive.

Provenance module

• The provenance module disappears when clicking a tree element and the element’s core information are shown instead.
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Textbox 3. Issues in the category Suitability for Learning.

Core module

• An element’s change history is part of the core module and not the provenance module.

• Structural information for elements (added, moved, or removed) are not explicitly displayed in the element’s history (last changes).

• The number of search matches is not the number of matched concepts but of all matched attributes.

• Some annotations like added have rectangular representation in the minimap or outline and round-cornered representation in the tree.

Provenance module

• The structural annotations (added, moved, or removed) refer to the selected provenance timespan and not only to the selected uploads.

• It is not intuitive that a moved element’s old and new concept tree position are both selected when clicking one of them.

Textbox 4. Issues in the category Self-Descriptiveness.

Core module

• Many people search the code for Forced Expiratory Volume in 1 Second in the Logical Observation Identifiers Names and Codes
(LOINC)–description instead of the concept’s core information.

• For some users, it is not intuitively clear that details for a tree node are shown when clicking them.

• Symbols in the tree are not explained through a legend, but only mouse-over tooltips.

• The minimap or outline next to the scrollbar is not intuitive for users that are not familiar with such.

• The scroll bar is differently styled than a standard scroll bar and might not instantly be recognized as such.

Provenance module

• For some users, it is not noticeable whether an upload was selected.

• The function of the load all changes button is not clear.

• The temporal order (left to right or right to left) of multiple uploads on the same day is not clear.

Data integration module

• For elements with more than one configuration rule, it is not intuitive that the rules are applied from top to bottom order.

Textbox 5. Issues in the category Error Tolerance.

Core module, provenance module, and data integration module

• Activating multiple modules and searches leads to an overload of information in the concept tree.

• Loading too many information into the tree and expanding many of affected tree elements leads to high central processing unit (CPU) use.

Discussion

Principal Findings
In total, 12 participants took part in the evaluation of up to 3
modules of the CoMetaR web app, and each participant
completed up to 10 tasks; 97% (85/88) of all tasks were solved
independently and successfully. The core module and data
integration module both obtained a mean usability score of 81,
which proves good and nearly excellent usability. For
inexperienced users, we estimated a mean usability score of 73,
which proves good and acceptable usability. The provenance
module has a mean usability score of approximately 72, which
implies good and acceptable usability. For inexperienced
provenance module users, we estimated a mean usability score
of 63, which indicates unacceptable usability. We identified 24
issues with the app, which we grouped into 5 usability categories

based on ISO 9241-110. From our point of view, of particular
note are (1) information displayed in the concept tree can be
overwhelming, especially if information from multiple modules
is shown at once. (2) For many users, the provenance module
and its functionalities are not accessible. The number of options,
such as filtering by timespan or upload package, demand an
extensive introduction and learning period. (3) The search
functionality can output far more hits than expected because
every literal information about concepts is considered. Some
sort of categorization or filtering may be useful.

Strengths and Limitations
The strength of our study design is the relationship between
effort and outcome. Although we omitted the step of recording
audio and video of each session, we found a considerable
compilation of usability issues and clear quantitative
categorization of our tested modules owing to the System

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e30308 | p.230https://medinform.jmir.org/2021/11/e30308
(page number not for citation purposes)

Stöhr et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Usability Scale questionnaire. All testing sessions were
performed by a single experimenter. For thematic analysis, an
additional scientist was consulted.

Retrospectively, we identified 4 problems regarding the
evaluation methodology. The web conference software used in
this evaluation was always visible and, in some cases,
overlapped crucial information in the browser window. Second,
one person tried to participate via an Apple product and was
not able to establish screen sharing because of missing technical
literacy. The third problem concerns communicational logistics,
specifically around task instructions being communicated
verbally by the evaluator. Some participants missed important
aspects of the tasks because they were inattentive or started
solving the tasks before the instruction was finished. Finally,
some tasks were not formulated in sufficient detail. For example,
for task 5, a participant thought it would be sufficient to read
the respective upload description, but we expected them to list
all changes explicitly in detail.

We did not record audio and video, for which reason we
probably missed single verbalizations and observations. Thus,
we cannot claim that our list of usability issues is complete at
100%, which arguably is never the case. In addition, the
experimenter already filtered information during the test
sessions, which might have biased the qualitative analysis
outcome. We still assume that we found most usability issues,
especially the most severe ones, because the experimenter was
able to follow every action throughout all sessions without
difficulty.

As all tasks were performed in our production environment, the
upload history and thus the collection of added, moved, or
removed or modified concepts varied. This may have led to
differing results among the participants. We assumed that these
differences were negligible in the usability evaluation.

Comparison With Previous Work
In 2009, considering 317 web apps, Bangor et al [39] found that
web apps have a mean usability score of 68.2, which confirms
the above-average usability of our app. Owing to increased
awareness regarding usability, these values might have changed,
but we did not find a more recent usability score meta-analysis.
To the best of our knowledge, our approach to calculate another
score for inexperienced users has not been done before. It allows
the assessment of usability scores for inexperienced or new
users even though some participants already have experience
with the app.

Regarding the think aloud method, it is usual to record and
transcribe all user sessions. Other studies show that this
consumes a considerable amount of time and labor, which is
often done by multiple scientists. In addition, we did not count
code quantities within a transcript, as this is often done in a
thematic analysis. We adopted the highest-level themes from
an ISO standard instead of creating them ourselves.

Implications and Future Work
After evaluating our app, we are able to improve it by addressing
all found usability issues. This will, in the first place, improve
research in the field of lung research because lung

research–specific metadata availability and accessibility will
be improved. This app has already been considered by other
German Centers for Health Research. We hope to be able to
generally improve the field of health research.

Second, we applied a methodology that allows the usability
evaluation of metadata management apps with a considerably
low effort in time and labor. In an adapted form, this method
can be applied to similar apps. Although the first 4 tasks of our
evaluation are specific to the field of lung research concerning
content, their content-agnostic intention is to check if basic
information can be retrieved from the app. This includes the
existence and findability of concepts (task 1), identification of
a concept’s annotations (task 2), its development over time (task
3), and the export of information about a unit of concepts (task
4). The application programming interface for the data
integration module is specific to our data integration
configuration file format, but the tasks represent the crucial
steps to be taken to verify such a configuration file. The next
step for this project could be the application of this evaluation
method to comparable apps to approve its reliability and to find
common usability issues.

We also hope that the findings of our qualitative analysis raise
other developers’ awareness of possible shortcomings in their
own apps. For example, they might also plan to visually annotate
concepts in the concept tree, in which case we highly
recommend not displaying too much information at once.

A potential alternative or addition to the think aloud method
with a thematic approach could be a heuristic evaluation
performed by usability experts. The advantages and
disadvantages of both methods were researched by Yen and
Bakken [30].

We experienced issues with the web conference software, whose
control panel sometimes overlapped crucial information on the
user display. For further remotely and synchronously performed
evaluations, we recommend ensuring that all relevant web app
content is always visible, for example, by choosing different
conference software.

We found that the assumed average usability score for
inexperienced users was approximately 8 points lower than the
original average score. This implies, on the one hand, that entry
barriers exist within the app. On the other hand, these barriers
can at least partly be overcome with experience. Measuring
such a score might be of special interest for apps that provide
a more efficient alternative to existing methods of information
retrieval. Entry barriers may lead to rapid rejection of the entire
software.

Conclusions
Our goal was to find usability issues of the CoMetaR web app
and to measure its usability as perceived by real users. We
identified 24 issues, which will be starting points for app
improvement. On average, the app was assessed as good and
in parts nearly excellent in terms of usability. Our method
proved effective and efficient in terms of effort and outcome.
Future research should improve our app and evaluate similar
solutions. We invite other researchers interested in evaluating
biomedical metadata repositories to adapt our methodology.
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All source codes are publicly accessible under GitHub [40].
The production instance of the German Center for Lung

Research metadata repository is publicly accessible [41].
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Abstract

Background: Routine collection of disease activity (DA) and patient-reported outcomes (PROs) in rheumatoid arthritis (RA)
are nationally endorsed quality measures and critical components of a treat-to-target approach. However, little is known about
the role electronic health record (EHR) systems play in facilitating performance on these measures.

Objective: Using the American College Rheumatology’s (ACR’s) RISE registry, we analyzed the relationship between EHR
system and performance on DA and functional status (FS) quality measures.

Methods: We analyzed data collected in 2018 from practices enrolled in RISE. We assessed practice-level performance on
quality measures that require DA and FS documentation. Multivariable linear regression and zero-inflated negative binomial
models were used to examine the independent effect of EHR system on practice-level quality measure performance, adjusting
for practice characteristics and patient case-mix.

Results: In total, 220 included practices cared for 314,793 patients with RA. NextGen was the most commonly used EHR
system (34.1%). We found wide variation in performance on DA and FS quality measures by EHR system (median 30.1, IQR
0-74.8, and median 9.0, IQR 0-74.2), respectively). Even after adjustment, NextGen practices performed significantly better than
Allscripts on the DA measure (51.4% vs 5.0%; P<.05) and significantly better than eClinicalWorks and eMDs on the FS measure
(49.3% vs 29.0% and 10.9%; P<.05).

Conclusions: Performance on national RA quality measures was associated with the EHR system, even after adjusting for
practice and patient characteristics. These findings suggest that future efforts to improve quality of care in RA should focus not
only on provider performance reporting but also on developing and implementing rheumatology-specific standards across EHRs.

(JMIR Med Inform 2021;9(11):e31186)   doi:10.2196/31186
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rheumatoid arthritis; electronic health record; patient-reported outcomes; quality measures; electronic health record; disease
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Introduction

The routine collection of disease activity (DA) and
patient-reported outcomes (PROs) such as functional status (FS)
in rheumatoid arthritis (RA) are nationally endorsed quality
measures and an important component of tracking outcomes
and improving care [1-3]. The process of collecting these
assessments is essential to the implementation of a treat-to-target
strategy, which has been shown to improve outcomes for
patients with RA and decrease health care utilization [4].
Nevertheless, studies have identified that quality of care
provided to patients with RA remains inconsistent [5,6].

Data from the early years of the American College of
Rheumatology’s (ACR’s) national Rheumatology Informatics
System for Effectiveness (RISE) Registry, an electronic health
record (EHR)–enabled registry, showed that among more than
150,000 patients with RA, only 50% had an RA DA score or a
FS recorded as structured EHR data. The use of structured data
fields facilitates disease monitoring, data retrieval, and quality
reporting, especially in comparison to storing information in
free text fields (ie, clinical notes) alone [7]. Several groups have
developed EHR-based applications to help support the
documentation of DA and FS measures as structured fields
[8-11], and some EHR vendors have incorporated similar tools
into their foundation software. However, no studies have
evaluated the relationship between the EHR system and
performance on important quality measures on a national scale
across rheumatology practices.

In this study, we use the ACR’s RISE registry to analyze the
relationship between major EHR systems used by US
rheumatologists and performance on DA and FS quality
measures. In addition, we report on the characteristics of EHRs
with higher performance on these measures.

Methods

Data Source
RISE is a national registry that passively collects data from
EHRs of participating practices, aggregates and centrally
analyzes performance on quality measures in rheumatology
[12]. RISE practices have an on-site “registry connector” that
uploads EHR data to the RISE clinical data warehouse on a
nightly basis. Data that are uploaded include information
regarding patient diagnoses, medications, laboratory studies,
and vital signs.

When a practice first joins RISE, practice personnel work with
registry staff to map structured data elements to relevant quality
measures. Occasionally, practices request data elements to be
pulled from clinical notes. This is feasible when data are
recorded in a highly reliable, “semi-structured” format. Data
elements extracted from the EHR are used to calculate electronic
quality measures for submission to Centers for Medicare &
Medicaid Services (CMS) as part of national
pay-for-performance programs. For example, patients with RA
are identified using ICD codes to enter a denominator
population. DA scores are extracted (usually from structured
fields) to determine whether denominator patients meet the

criteria established by quality measures. Practice, provider, and
patient-level performance on quality measures is fed back to
providers through a web-based dashboard. Patient-level EHR
data that include all variables mentioned above, in addition to
quality measure denominator and numerator information is
provided to RISE Data Analytic Centers for analysis. Additional
details on the structure and function of the RISE registry are
described elsewhere [12].

As of December 2018, RISE held validated data from 1113
providers in 226 practices, representing approximately 32% of
the US clinical rheumatology workforce. RISE can connect to
most certified EHR systems in the United States; as of 2018,
the registry could map to over 30 different EHRs used by
rheumatologists. EHRs largely reflect those used by community
rheumatologists, as academic medical centers (and therefore
large EHR vendors such as Epic and Cerner) are
underrepresented in the registry.

Study Population and Period
We analyzed data on individuals with RA seen in rheumatology
practices participating in RISE between January 1, 2018, and
December 31, 2018. Patients included in this study were 18
years of age or older and had ≥1 International Classification of
Diseases Clinical Modification, Ninth or Tenth Revision
(ICD-9-CM or ICD-10-CM) code for RA with at least 1 clinical
face-to-face encounter in 2018. These inclusion criteria are
based on the denominator definitions for the quality measures
used to calculate the outcomes of interest (see section below).

Outcomes
We selected two measures—routine assessment of DA and
FS—for patients with RA since these are key components of a
treat-to-target approach and among the newer process measures
introduced in the national pay scheme for performance
programs, specifically for rheumatologists. The American
College of Rheumatology is currently collaborating with the
National Quality Forum (NQF) to develop outcome measures
on the basis of DA and FS. Thus, it is especially important to
understand variations in the collection of these measures and
any potential factors influencing their documentation.
Assessment and documentation of DA and FS outcomes were
assessed at the practice-level by calculating the performance
on NQF-endorsed quality measures. Performance on each
measure was defined as follows: (1) DA: percentage of patients
aged 18 years and older with a diagnosis of RA, whose DA was
assessed using a standardized measurement tool at 50% or more
face-to-face encounters for RA during the measurement period
[13]; and (2) FS: percentage of patients aged 18 years and older
with a diagnosis of RA, whose FS was assessed using a
standardized measurement tool at least once during the
measurement period [14]. The measurement period was the
12-month period between January 1 and December 31, 2018.

Covariates
Covariates included EHR system (NextGen, eClinicalWorks,
GE Centricity, eMDs, Allscripts, Amazing Charts, Aprima,
others included Lytec MD, Medent, Medisoft, Raintree System
IC, MD office, Integrity, Carecloud, MedTrio,
Greenway/Primesuite, iPatientCare, Prime Clinical System,
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MacPractice MD, IMS, SRS EHR, PrognoCIS, Cerner, Practice
Fusion, DrChrono, Chart Maker Clinical, STI, American
Medical Software, Athena Clinicals, Praxis EMR, RheumDocs,
Greenway Intergy, Athena UniCharts, and ChartLogic) and a
variety of practice and patient characteristics previously
associated with measure performance. Practice characteristics
included the number of providers within the practice; practice
type (single-specialty group practice, solo practitioner,
multi-specialty group practice, other clinical settings, and large
health system); and geographical region in the United States
(Northeast, Midwest, South, and West). Practice-level
sociodemographic variables were calculated by aggregating the
characteristics of patients included in the study and included
the proportion of patients aged 65 years, females, non-White
individuals, and of those with noncommercial insurance. Patient
characteristics included age, sex, race/ethnicity, insurance type
(private, Medicaid, Medicare, or other), and Charlson
comorbidity index (CCI) score calculated in accordance with
the Deyo modification based on codes reported at any time
during the study period [15].

Practice Documentation Workflow Survey
To learn more about potential reasons for differences in
performance on DA and FS measures across EHR systems, we
also assessed documentation workflows among a subset of RISE
practices. A survey was disseminated electronically using a
commercial survey web application to the RISE practices’
providers and administrators between November 11, 2020, and
April 14, 2021. The survey included 9 questions (Multimedia
Appendix 1), covering the topics of practice characteristics (3
questions), and EHR system–related factors, such as the
presence of a rheumatology-specific module or dedicated
structured fields for PROs, which might influence DA and FS
documentation workflows (6 questions).

Statistical Analysis
We used descriptive statistics to summarize patient and practice
characteristics. Multivariable linear regression was used to
examine the independent effect of EHR system on practice-level
performance. We used zero-inflated models when the occurrence
of zeros for practice-performance was meaningful (27.7% for
DA; 40.4% for FS). These models allow for modeling of overly
dispersed data. The outcome variable for the zero-inflated

analyses was the count (rate) of patients in a practice, who
received recommended care [16]. Zero-inflated Poisson (ZIP)
and zero-inflated negative binomial (ZINB) models, all adjusted
for potential confounders, were compared using Akaike’s
Information Criterion (AIC), Bayesian Information Criterion
(BIC) values, and log-likelihood to assess the goodness of fit.
The incidence rate ratio (IRR) for each of the predictor variables
in both count (rate) and logit parts of the model was reported
along with 95% CIs and P values.

All the models (linear and zero-inflated) were adjusted for
practice characteristics (including practice type, size, and
geographical region) and patient case-mix (including patient
age, sex, race, and insurance) since these variables have been
previously shown to have a significant association with
performance on rheumatology quality measures [5,17], and our
goal was to isolate the impact of the EHR vendor on
performance. To account for differences in case-mix, we
adjusted for the aggregate characteristics of patients seen in the
practice (proportion of patients aged 65 years, proportion of
females, proportion of non-White patients, and the proportion
of patients with noncommercial insurance). Missing values were
included in the analyses as their own separate category without
imputation. For all analyses, P values less than .05 were
considered statistically significant.

All analyses were performed using STATA statistical software
(version 16, StataCorp). This study was approved by the Western
Institutional Review Board, Inc. as well as the Committee on
Human Research at the University of California, San Francisco.

Results

Practice and Subject Characteristics
Our practice-level analysis included 314,793 individuals with
RA who met the inclusion criteria across 220 practices in this
study; 6 practices had no patients who met the inclusion criteria
and were therefore excluded. Among all included patients
(N=314,793), the mean age was 62.0 (SD 14.3) years, 76.1%
were female, 67.7% were White, and 31.8% had private
insurance. Most practices were single-specialty group practices
(56.8%). NextGen was the most commonly used EHR system
(34.1% of practices), followed by eClinicalWorks (14.5%) and
Amazing Charts (9.5%) (Table 1).
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Table 1. Characteristics of practices in the Rheumatology Informatics System for Effectiveness registry.

Practices (n=220)Practice characteristics

Providers in practice, n (%)

162 (73.6)1-4

44 (20.0)5-9

14 (6.4)10-20

Practice type, n (%)

125 (56.8)Single-specialty group practice

62 (28.2)Solo practitioner

29 (13.2)Multi-specialty group practice

4 (1.8)Health system

Electronic health record system, n (%)

75 (34.1)NextGen

32 (14.5)eClinicalWorks

21 (9.5)Amazing Charts

11 (5.0)eMDs

10 (4.5)GE Centricity

8 (3.6)Allscripts

8 (3.6)Aprima

55 (25.0)Othera

US regions

98 (44.5)South

48 (21.8)West

42 (19.1)Northeast

32 (14.5)Midwest

Practice-level patient characteristics, mean (SD)

0.47 (0.10)Proportion of patients aged  65 years

0.77 (0.04)Proportion of female patients

0.33 (0.26)Proportion of non-White patients

0.68 (0.21)Proportion with noncommercial insurance

a“Other” electronic health systems included any system used in <2% of practices, including Lytec MD, Medent, Medisoft, Raintree System IC, MD
office, Integrity, Carecloud, MedTrio, Greenway/Primesuite, iPatientCare, Prime Clinical System, MacPractice MD, IMS, SRS EHR, PrognoCIS,
Cerner, Practice Fusion, DrChrono, Chart Maker Clinical, STI, American Medical Software, Athena Clinicals, Praxis EMR, RheumDocs, Greenway
Intergy, Athena UniCharts, and ChartLogic.

Overall, median (IQR) practice-level performance on DA and
FS quality measures was 30.1 (0, 74.8) and 9.0 (0, 74.2),
respectively. Figures 1 and 2 demonstrate the differences in

quality measure performance on the DA and FS measures for
practices using different EHR systems.
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Figure 1. Distribution of practice-level performance on the disease activity quality measure for patients with rheumatoid arthritis, stratified by the
electronic health record system.

Figure 2. Distribution of practice-level performance on the functional status quality measure for patients with rheumatoid arthritis, stratified by the
electronic health record system.

In unadjusted analyses, practices using NextGen showed
significantly higher performance on DA and FS measures
compared to practices using other EHR systems (Table 2). In
multivariate linear regression analyses adjusting for practice
characteristics and patient case-mix, practices that used NextGen
had higher performance. Specifically, NextGen practices

performed significantly better than Allscripts on the DA measure
(51.4% vs 5.0%) and significantly better than eClinicalWorks
and eMDs on the FS measure (49.3% vs 29.0% and 10.9%,
respectively; Table 2). Full models with parameter estimates
for practice and case-mix variables are included in Multimedia
Appendix 2.
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Table 2. Association of practice characteristics with measure performance, with marginal means estimated using multivariate regression models.

Functional status measure performanceDisease activity measure performanceElectronic health
record system

P valueAdjusted perfor-
mance, %

(95% CI)

P valueUnadjusted per-
formance, %

(95% CI)

P valueAdjusted perfor-
mance, %

(95% CI)

P valueUnadjusted perfor-
mance, %

(95% CI)

Refer-
ence

49.3 (39.4-59.3)Reference51.0 (42.9-59.2)Reference51.4 (42.3-60.5)Reference52.2 (44.5-59.9)NextGen

.0329.0 (15.4-42.6).0130.3 (17.9-42.8).2942.5 (30.0-54.9).3645.7 (33.8-57.5)eClinicalWorks

.2236.5 (19.8-53.2).0332.1 (16.7-47.4).9350.6 (35.3-65.8).5246.7 (32.1-61.3)Amazing Charts

.00310.9 (0-33.0).00111.3 (0-32.6).0629.8 (9.6-50.1).0631.4 (11.3-51.6)eMDs

.8847.3 (23.8-70.8).8448.6 (26.3-70.8).9951.7 (30.1-73.4).3962.0 (40.9-83.2)GE Centricity

.1528.1 (1.6-54.5).1330.7 (5.8-55.6).0015.0 (0-29.2)<.00111.4 (0-35.0)Allscripts

.3435.2 (8.9-61.5).1933.6 (8.7-58.5).8448.7 (24.6-72.8).6346.1 (22.4-69.7)Aprima

<.00116.8 (6.7-27.0)<.00115.0 (5.5-24.5)<.00117.3 (8.1-26.6)<.00113.2 (4.1-22.2)Othera

aOther electronic health records included any system used in <2% of practices, including Lytec MD, Medent, Medisoft, Raintree System IC, MD office,
Integrity, Carecloud, MedTrio, Greenway/Primesuite, iPatientCare, Prime Clinical System, MacPractice MD, IMS, SRS EHR, PrognoCIS, Cerner,
Practice Fusion, DrChrono, Chart Maker Clinical, STI, American Medical Software, Athena Clinicals, Praxis EMR, RheumDocs, Greenway Intergy,
Athena UniCharts, and ChartLogic. Adjusted models were adjusted for practice characteristics and patient case-mix.

Marginal means were estimated using multivariate regression
models. Confidence intervals of <0 were truncated at 0.

Because we found a significant number of practices with zero
performance (27.7% for DA; 40.4% for FS), we also used
zero-inflated models to analyze the association between EHR
systems and DA and FS documentation (Multimedia Appendix
3). Zero-inflated negative binomial models revealed that the
differences in performance across EHRs were driven largely
by the practices with absent documentation of DA and FS (zero

performance): although we found no differences in the count
portion of the ZINB model across EHRs, there were significant
differences between NextGen versus other EHRs in the logit
portion of the model. For example, practices using Allscripts
had approximately a 2.5 times higher rate of having zero
performance on DA and FS compared to practices that used
NextGen (Table 3). On the other hand, practices that used GE
Centricity were less likely to have zero performance on DA
than practices that used NextGen (P<.01).
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Table 3. Adjusted zero-inflated negative binomial models examining the main effect of electronic health record systems on the number of patients with
rheumatoid arthritis who received recommended care.

Functional status measure performanceDisease activity measure performanceElectronic health record system

P valueIncidence rate ratio, ratio
(95% CI)

P valueIncidence rate ratioa, ra-
tio (95% CI)

Count Model

ReferenceReferenceReferenceReferenceNextGen

.450.84 (0.55-1.31).310.84 (0.59-1.18)eClinicalWorks

.711.10 (0.66-1.82).500.88 (0.61-1.27)GE Centricity

.520.67 (0.20-2.27).490.81 (0.44-1.48)eMDs

.721.08 (0.72-1.63).250.37 (0.07-1.98)Allscripts

.271.34 (0.80-2.25).371.23 (0.78-1.92)Amazing Charts

.351.27 (0.78-2.07).461.16 (0.79-1.71)Aprima

.491.15 (0.78-1.69).400.81 (0.50-1.32)Othersb

Zero Inflated Model

ReferenceReferenceReferenceReferenceNextGen

<.001 c1.80 (0.72 to 2.89).780.21 (–1.27 to 1.69)eClinicalWorks

.071.47 (–0.11 to 3.05)<.001–19.01 (–20.08 to
–17.94)

GE Centricity

<.0012.87 (1.40 to 4.34).011.92 (0.41 to 3.43)eMDs

<.0012.82 (1.17 to 4.48).0032.48 (0.85 to 4.11)Allscripts

<.0012.21 (1.03 to 3.40).161.02 (–0.38 to 2.42)Amazing Charts

.012.31 (0.70 to 3.93).021.97 (0.28 to 3.65)Aprima

<.0013.37 (2.36 to 4.39)<.0013.17 (2.13 to 4.21)Otherb

aIn the count model, the incidence rate ratios represent the rate of having patients who received recommended care compared to NextGen; in the zero
inflated model, the incidence rate ratios represent the rate of having zero performance compared to NextGen. Incidence rate ratios were adjusted for
practice characteristics and patient case-mix.
bOther electronic health record systems included any system used in <2% of practices, including Lytec MD, Medent, Medisoft, Raintree System IC,
MD office, Integrity, Carecloud, MedTrio, Greenway/Primesuite, iPatientCare, Prime Clinical System, MacPractice MD, IMS, SRS EHR, PrognoCIS,
Cerner, Practice Fusion, DrChrono, Chart Maker Clinical, STI, American Medical Software, Athena Clinicals, Praxis EMR, RheumDocs, Greenway
Intergy, Athena UniCharts, and ChartLogic.
cItalicized P values are statistically significant.

Finally, among 40 (18.2%) practices with survey responses,
NextGen was the most commonly used EHR system (37.5%),
followed by eClinicalWorks (22.5%) and Amazing Charts
(7.5%); other EHR systems accounted for 32.5%. The majority
of the responding practices using NextGen (93.3%) reported
that they relied on structured data fields for DA and FS quality
measure documentation in the EHR. Conversely, the vast
majority of the non-NextGen practices reported that clinicians
documented DA and FS in clinical notes. After the survey was
closed, we additionally queried survey respondents to understand
local workflows. For example, we found that NextGen includes
rheumatology-specific templates that facilitate documentation
of RA outcomes and functionality to track this information over
time. In contrast, those using Amazing Charts enter DA and FS
measures in a semistructured way (ie, in the same section of the
note for every patient). This workflow, although it departs from
the structured fields used by most NextGen practices, allows
the registry vendor to manually extract these data for national

performance reporting but is not amenable to tracking outcomes
over time.

Discussion

Principal Findings
Although quality measures are often used to evaluate the
performance of individual clinicians or health systems, the
impact of health information technology on performance remains
extremely understudied. We used a unique data source, the
ACR’s RISE registry, which captures data from rheumatology
practices across the United States, to investigate the relationship
between performance on nationally endorsed RA quality
measures and the EHR system used by practices.

We found that after adjusting for both practice characteristics
and patient case-mix, performance in practices using some EHR
systems was consistently higher; the EHRs with the highest
performance generally had rheumatology-specific templates or
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modules in their foundation software, which facilitated
collection and tracking of key RA outcomes. These findings
raise important questions about the role of EHR vendors in
creating software that facilitates high quality of care in
rheumatology.

In both rheumatology and more general practice, studies that
formally assess the impact of health information technology
systems, including EHRs, on quality measure performance are
limited. In a prior study using the RISE registry, we found that
NextGen practices were able to improve performance on quality
measures more rapidly over time than practices with other EHR
systems [17]. Literature is emerging to support the notion that
EHR systems can be an important factor in quality of care; for
example, one study investigated a large group of primary care
practices with different EHRs and their frequency of unsafe
prescribing of cyclosporine, tacrolimus, and diltiazem and found
important differences across EHRs [18]. In the case of RISE
practices, NextGen practices reported the availability of
rheumatology-specific templates in the EHR foundation software
to capture key RA outcomes, facilitating quality measurement
and disease-tracking. Practices using EHRs that lack this feature
are much less likely to document effectively, although some of
them have managed to find other methods (eg, semistructured
data collection in clinical notes) for increasing accurate registry
data measures for use in quality measure calculations. However,
this type of documentation is less conducive to chronic disease
management since it renders longitudinal tracking of disease
outcomes using the EHR challenging.

Using current technology, documentation of key RA outcomes
in structured EHR data fields remains the most feasible way to
ensure accurate data capture and quality measurement. However,
in the future, it is possible that extraction of information from
clinical notes will become easier. The application of advanced
approaches using text searches, natural language processing
algorithms, or machine learning to extract information about
disease outcomes directly from clinical notes could become
more feasible in the future [19], although these strategies have
largely not been demonstrated to be reliable in nonresearch
settings to date and are often very cost prohibitive [20]. On the
other hand, our study illustrates that is feasible in the short-term
for EHR systems to modify their foundation software to include
content that facilitates rheumatology practice, including capture
of key RA outcomes such as DA and FS.

Further, although the idea is provocative, we think it is time for
health care quality measurement to consider the range of factors
that influence performance. Using a broader quality
measurement paradigm, EHR vendors, in addition to individual
physicians or health systems, should share in incentives or
penalties associated with quality measure performance for
chronic diseases such as RA [9,21,22]. Although in theory, a
marketplace with multiple competitive EHR systems might
have resulted in lower prices and increased functionality across
all systems, in reality, the costs of switching EHR systems is
high, and the risk of downtime or loss of historical data makes
changing EHR vendors difficult. A shared incentive model

could encourage EHR vendors to implement tools to support
quality measurement and improvement. Others have explored
this idea of shared responsibility for performance, particularly
in the realm of patient safety [23]. For example, poorly designed
user interfaces can reduce clinicians’ access to key data needed
to ensure patient safety [24]. In a model designed around shared
responsibility, EHR vendors would be incentivized to
incorporate a user-centered process in designing and building
software to support clinicians in meeting key quality metrics.
Whether around patient safety or management of chronic
diseases like RA, this would require EHR vendors to develop
ongoing strategies to track the usability of their product and to
set up systems for innovation and continuous quality
improvement of software [25]. Public and private agencies could
be charged with creating programs to incentivize ongoing
usability-testing and to track resulting measure performance
[26]. Such a model would, of course, require the full
collaboration of practices and clinicians, who would need to
incorporate such usability testing into their workflows and be
willing to alter existing workflows to take advantage of software
improvements.

Strengths and Limitations
Our study has important strengths. Data were collected passively
from different EHR systems and includes all patients with RA
who met criteria for the denominator of the quality measure at
each practice, thus greatly reducing the risk of selection bias
inherent in other study designs. Moreover, the large number of
practices and EHR systems represented in the RISE registry
provides a unique view of a range of rheumatology practices
using different EHR systems across the United States. Along
with these strengths, this study has some important limitations.
Information obtained from the EHR reflects care documented
rather than care delivered. Clinicians may have assessed DA or
FS for their patients but failed to document them or documented
them in ways that are not easily retrievable by the registry;
however, since our intention was to examine capture of data in
EHRs, which are used to quality measure performance, this
limitation does not impact our conclusions. A second, important
limitation, is that we were limited to studying the EHRs of
practices that participate in RISE. The registry currently has
limited coverage of some EHRs with a greater market share
among academic practices in the United States (eg, Epic and
Cerner) and covers only an estimated 32% of the US clinical
rheumatology workforce. Further research is needed to assess
the relationships between EHR systems and quality measure
performance, especially in academic settings.

Conclusions
In summary, this study shows a strong relationship between the
EHR system used by practices and performance on DA and FS
quality measures for RA. Future research should investigate
whether features of EHRs, which facilitate documentation and
tracking of RA outcomes, facilitate improved outcomes among
patients with RA over time. Developing rheumatology-specific
standards across EHRs may promote routine collection of RA
measures, which, in turn, could improve RA outcomes.

 

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e31186 | p.242https://medinform.jmir.org/2021/11/e31186
(page number not for citation purposes)

Hammam et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Acknowledgments
The authors thank Tracy Johannson and Lindsay Lewis at the American College of Rheumatology for assistance with electronic
health record (EHR) survey and all those who participated in the surveys performed as part of this project. This work was funded
by grant R18HS025638 from the Agency for Healthcare Research and Quality (AHRQ). JY and GS are supported by the
Russell/Engleman Medical Research Center for Arthritis. JY is supported by the National Institute of Arthritis and Musculoskeletal
and Skin Diseases (NIAMS) P30 AR070155 and K24AR074534. The data presented here were supported by the American
College of Rheumatology’s RISE Registry. The views expressed represent those of the authors and do not necessarily represent
the views of the American College of Rheumatology, AHRQ, or NIAMS. This study protocol was prepared by NH and the data
analysis was executed by the RISE data analytic center at University of California San Francisco (UCSF).

Conflicts of Interest
None declared.

Multimedia Appendix 1
The questionnaire used in the patient-reported outcomes documentation workflow survey.
[DOCX File , 16 KB - medinform_v9i11e31186_app1.docx ]

Multimedia Appendix 2
Association of practice characteristics with measure performance, using multivariate linear regression models.
[DOCX File , 22 KB - medinform_v9i11e31186_app2.docx ]

Multimedia Appendix 3
Comparisons of zero-inflated Poisson and zero-inflated negative binomial models’ characteristics on count patient who received
recommended care.
[DOCX File , 14 KB - medinform_v9i11e31186_app3.docx ]

References
1. NQF-Endorsed Measures for Musculoskeletal Conditions. National Quality Forum. 2015. URL: http://www.qualityforum.org/

Publications/2015/01/NQF-Endorsed_Measures_for_Musculoskeletal_Conditions.aspx [accessed 2020-08-19]
2. Hobbs KF, Cohen MD. Rheumatoid arthritis disease measurement: a new old idea. Rheumatology (Oxford) 2012 Dec;51

Suppl 6:vi21-vi27. [doi: 10.1093/rheumatology/kes282] [Medline: 23221583]
3. Gilek-Seibert K, Prescott K, Kazi S. Outcome assessments in rheumatoid arthritis. Curr Rheumatol Rep 2013 Nov;15(11):370.

[doi: 10.1007/s11926-013-0370-y] [Medline: 24072601]
4. Coulter A, Ellins J. Effectiveness of strategies for informing, educating, and involving patients. BMJ 2007 Jul

07;335(7609):24-27 [FREE Full text] [doi: 10.1136/bmj.39246.581169.80] [Medline: 17615222]
5. Schmajuk G, Trivedi AN, Solomon DH, Yelin E, Trupin L, Chakravarty EF, et al. Receipt of disease-modifying antirheumatic

drugs among patients with rheumatoid arthritis in Medicare managed care plans. JAMA 2011 Feb 02;305(5):480-486 [FREE
Full text] [doi: 10.1001/jama.2011.67] [Medline: 21285425]

6. Desai SP, Yazdany J. Quality measurement and improvement in rheumatology: rheumatoid arthritis as a case study. Arthritis
Rheum 2011 Dec;63(12):3649-3660 [FREE Full text] [doi: 10.1002/art.30605] [Medline: 22127687]

7. Yazdany J, Bansback N, Clowse ME, Collier D, Laws K, Liao K, et al. Practice-Level Variation in Quality of Care in the
Acr’s Rheumatology Informatics System for Effectiveness (RISE) Registry. 2016 Presented at: 2016 ACR/ARHP Annual
Meeting; November 11-16, 2016; Washington, DC URL: https://acrabstracts.org/abstract/
practice-level-variation-in-quality-of-care-in-the-acrs-rheumatology-informatics-system-for-effectiveness-rise-registry/
[doi: 10.1136/annrheumdis-2017-eular.5640]

8. Chernitskiy V, DeVito A, Neeman N, Sehgal N, Yazdany J. Integrating Collection of Rheumatoid Arthritis Disease Activity
and Physical Function Scores into an Academic Rheumatology Practice to Improve Quality of Care. 2014 Presented at:
2014 ACR/ARHP Annual Meeting; November 14-19, 2014; Boston, MA URL: https://tinyurl.com/y8cccst8 [doi:
10.1093/rheumatology/kev088.097]

9. Wells M, Sadun R, Jayasundara M, Holdgate N, Mohammad S, Weiner J, et al. Sustained Improvement in Documentation
of Disease Activity Measurement As a Quality Improvement Project at an Academic Rheumatology Clinic. 2016 Presented
at: 2016 ACR/ARHP Annual Meeting; November 11-16, 2016; Washington, DC URL: https://tinyurl.com/3p33k3wb

10. Collier DS, Kay J, Estey G, Surrao D, Chueh HC, Grant RW. A rheumatology-specific informatics-based application with
a disease activity calculator. Arthritis Rheum 2009 Apr 15;61(4):488-494 [FREE Full text] [doi: 10.1002/art.24345]
[Medline: 19333976]

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e31186 | p.243https://medinform.jmir.org/2021/11/e31186
(page number not for citation purposes)

Hammam et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

medinform_v9i11e31186_app1.docx
medinform_v9i11e31186_app1.docx
medinform_v9i11e31186_app2.docx
medinform_v9i11e31186_app2.docx
medinform_v9i11e31186_app3.docx
medinform_v9i11e31186_app3.docx
http://www.qualityforum.org/Publications/2015/01/NQF-Endorsed_Measures_for_Musculoskeletal_Conditions.aspx
http://www.qualityforum.org/Publications/2015/01/NQF-Endorsed_Measures_for_Musculoskeletal_Conditions.aspx
http://dx.doi.org/10.1093/rheumatology/kes282
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23221583&dopt=Abstract
http://dx.doi.org/10.1007/s11926-013-0370-y
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24072601&dopt=Abstract
http://europepmc.org/abstract/MED/17615222
http://dx.doi.org/10.1136/bmj.39246.581169.80
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=17615222&dopt=Abstract
http://europepmc.org/abstract/MED/21285425
http://europepmc.org/abstract/MED/21285425
http://dx.doi.org/10.1001/jama.2011.67
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21285425&dopt=Abstract
https://doi.org/10.1002/art.30605
http://dx.doi.org/10.1002/art.30605
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22127687&dopt=Abstract
https://acrabstracts.org/abstract/practice-level-variation-in-quality-of-care-in-the-acrs-rheumatology-informatics-system-for-effectiveness-rise-registry/
https://acrabstracts.org/abstract/practice-level-variation-in-quality-of-care-in-the-acrs-rheumatology-informatics-system-for-effectiveness-rise-registry/
http://dx.doi.org/10.1136/annrheumdis-2017-eular.5640
https://tinyurl.com/y8cccst8
http://dx.doi.org/10.1093/rheumatology/kev088.097
https://tinyurl.com/3p33k3wb
https://doi.org/10.1002/art.24345
http://dx.doi.org/10.1002/art.24345
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19333976&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


11. Newman ED, Lerch V, Billet J, Berger A, Kirchner HL. Improving the quality of care of patients with rheumatic disease
using patient-centric electronic redesign software. Arthritis Care Res (Hoboken) 2015 Apr;67(4):546-553 [FREE Full text]
[doi: 10.1002/acr.22479] [Medline: 25417958]

12. Yazdany J, Bansback N, Clowse M, Collier D, Law K, Liao KP, et al. Rheumatology Informatics System for Effectiveness:
A National Informatics-Enabled Registry for Quality Improvement. Arthritis Care Res (Hoboken) 2016 Dec;68(12):1866-1873
[FREE Full text] [doi: 10.1002/acr.23089] [Medline: 27696755]

13. Anderson J, Caplan L, Yazdany J, Robbins ML, Neogi T, Michaud K, et al. Rheumatoid arthritis disease activity measures:
American College of Rheumatology recommendations for use in clinical practice. Arthritis Care Res (Hoboken) 2012
May;64(5):640-647 [FREE Full text] [doi: 10.1002/acr.21649] [Medline: 22473918]

14. Barber CEH, Zell J, Yazdany J, Davis AM, Cappelli L, Ehrlich-Jones L, et al. 2019 American College of Rheumatology
Recommended Patient-Reported Functional Status Assessment Measures in Rheumatoid Arthritis. Arthritis Care Res
(Hoboken) 2019 Dec;71(12):1531-1539 [FREE Full text] [doi: 10.1002/acr.24040] [Medline: 31709771]

15. Deyo RA, Cherkin DC, Ciol MA. Adapting a clinical comorbidity index for use with ICD-9-CM administrative databases.
J Clin Epidemiol 1992 Jun;45(6):613-619. [doi: 10.1016/0895-4356(92)90133-8] [Medline: 1607900]

16. Atkins DC, Baldwin SA, Zheng C, Gallop RJ, Neighbors C. "A tutorial on count regression and zero-altered count models
for longitudinal substance use data": Correction to Atkins et al. (2012). Psychol Addict Behav 2013;27(2):379-379. [doi:
10.1037/a0033147]

17. Izadi Z, Schmajuk G, Gianfrancesco M, Subash M, Evans M, Trupin L, et al. Rheumatology Informatics System for
Effectiveness (RISE) Practices See Significant Gains in Rheumatoid Arthritis Quality Measures. Arthritis Care Res (Hoboken)
2020 Sep 16. [doi: 10.1002/acr.24444] [Medline: 32937026]

18. MacKenna B, Bacon S, Walker AJ, Curtis HJ, Croker R, Goldacre B. Impact of Electronic Health Record Interface Design
on Unsafe Prescribing of Ciclosporin, Tacrolimus, and Diltiazem: Cohort Study in English National Health Service Primary
Care. J Med Internet Res 2020 Oct 16;22(10):e17003 [FREE Full text] [doi: 10.2196/17003] [Medline: 33064085]

19. Ford E, Carroll J, Smith H, Scott D, Cassell JA. Extracting information from the text of electronic medical records to
improve case detection: a systematic review. J Am Med Inform Assoc 2016 Sep;23(5):1007-1015 [FREE Full text] [doi:
10.1093/jamia/ocv180] [Medline: 26911811]

20. Leaman R, Khare R, Lu Z. Challenges in clinical natural language processing for automated disorder normalization. J
Biomed Inform 2015 Oct;57:28-37 [FREE Full text] [doi: 10.1016/j.jbi.2015.07.010] [Medline: 26187250]

21. Gandrup J, Li J, Izadi Z, Gianfrancesco M, Ellingsen T, Yazdany J, et al. Three Quality Improvement Initiatives and
Performance of Rheumatoid Arthritis Disease Activity Measures in Electronic Health Records: Results From an Interrupted
Time Series Study. Arthritis Care Res (Hoboken) 2020 Feb;72(2):283-291 [FREE Full text] [doi: 10.1002/acr.23848]
[Medline: 30740931]

22. Newman E, Sharma T, Meadows A, Brown J, Rowe M, Vezendy S. Rheumatoid Arthritis Quality Measures – Automated
Display of Care Gaps and Capture of Physician Decision Making at the Clinic Visit. 2015 Presented at: 2015 ACR/ARHP
Annual Meeting; November 6-11, 2015; San Francisco, CA URL: https://tinyurl.com/m59a2nhh

23. Sittig DF, Belmont E, Singh H. Improving the safety of health information technology requires shared responsibility: It is
time we all step up. Healthc (Amst) 2018 Mar;6(1):7-12 [FREE Full text] [doi: 10.1016/j.hjdsi.2017.06.004] [Medline:
28716376]

24. Horsky J, Kuperman GJ, Patel VL. Comprehensive analysis of a medication dosing error related to CPOE. J Am Med
Inform Assoc 2005;12(4):377-382 [FREE Full text] [doi: 10.1197/jamia.M1740] [Medline: 15802485]

25. Middleton B, Bloomrosen M, Dente MA, Hashmat B, Koppel R, Overhage JM, American Medical Informatics Association.
Enhancing patient safety and quality of care by improving the usability of electronic health record systems: recommendations
from AMIA. J Am Med Inform Assoc 2013 Jun;20(e1):e2-e8 [FREE Full text] [doi: 10.1136/amiajnl-2012-001458]
[Medline: 23355463]

26. Singh H, Classen D, Sittig D. Creating an oversight infrastructure for electronic health record-related patient safety hazards.
J Patient Saf 2011 Dec;7(4):169-174 [FREE Full text] [doi: 10.1097/PTS.0b013e31823d8df0] [Medline: 22080284]

Abbreviations
ACR: American College of Rheumatology
AHRQ: Agency for Healthcare Research and Quality
AIC: Akaike’s Information Criterion
BIC: Bayesian Information Criterion
CCI: Charlson comorbidity index score
CMS: Centers for Medicare & Medicaid Services
DA: disease activity
EHR: electronic health record
FS: functional status
ICD: International Classification of Diseases

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e31186 | p.244https://medinform.jmir.org/2021/11/e31186
(page number not for citation purposes)

Hammam et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://doi.org/10.1002/acr.22479
http://dx.doi.org/10.1002/acr.22479
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25417958&dopt=Abstract
https://doi.org/10.1002/acr.23089
http://dx.doi.org/10.1002/acr.23089
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27696755&dopt=Abstract
https://doi.org/10.1002/acr.21649
http://dx.doi.org/10.1002/acr.21649
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22473918&dopt=Abstract
http://europepmc.org/abstract/MED/31709771
http://dx.doi.org/10.1002/acr.24040
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31709771&dopt=Abstract
http://dx.doi.org/10.1016/0895-4356(92)90133-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=1607900&dopt=Abstract
http://dx.doi.org/10.1037/a0033147
http://dx.doi.org/10.1002/acr.24444
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32937026&dopt=Abstract
https://www.jmir.org/2020/10/e17003/
http://dx.doi.org/10.2196/17003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33064085&dopt=Abstract
http://europepmc.org/abstract/MED/26911811
http://dx.doi.org/10.1093/jamia/ocv180
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26911811&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1532-0464(15)00150-1
http://dx.doi.org/10.1016/j.jbi.2015.07.010
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26187250&dopt=Abstract
http://europepmc.org/abstract/MED/30740931
http://dx.doi.org/10.1002/acr.23848
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30740931&dopt=Abstract
https://tinyurl.com/m59a2nhh
https://linkinghub.elsevier.com/retrieve/pii/S2213-0764(17)30020-9
http://dx.doi.org/10.1016/j.hjdsi.2017.06.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28716376&dopt=Abstract
http://europepmc.org/abstract/MED/15802485
http://dx.doi.org/10.1197/jamia.M1740
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=15802485&dopt=Abstract
http://europepmc.org/abstract/MED/23355463
http://dx.doi.org/10.1136/amiajnl-2012-001458
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23355463&dopt=Abstract
http://europepmc.org/abstract/MED/22080284
http://dx.doi.org/10.1097/PTS.0b013e31823d8df0
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22080284&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


IRR: Incidence rate ratio
NQF: National quality forum
PRO: patient-reported outcome
RA: rheumatoid arthritis
RISE: Rheumatology Informatics System for Effectiveness
ZINB: zero-inflated negative binomial
ZIP: zero-inflated Poisson

Edited by C Lovis; submitted 14.06.21; peer-reviewed by H Salmasian; comments to author 25.07.21; accepted 24.09.21; published
12.11.21.

Please cite as:
Hammam N, Izadi Z, Li J, Evans M, Kay J, Shiboski S, Schmajuk G, Yazdany J
The Relationship Between Electronic Health Record System and Performance on Quality Measures in the American College of
Rheumatology’s Rheumatology Informatics System for Effectiveness (RISE) Registry: Observational Study
JMIR Med Inform 2021;9(11):e31186
URL: https://medinform.jmir.org/2021/11/e31186 
doi:10.2196/31186
PMID:34766910

©Nevin Hammam, Zara Izadi, Jing Li, Michael Evans, Julia Kay, Stephen Shiboski, Gabriela Schmajuk, Jinoos Yazdany.
Originally published in JMIR Medical Informatics (https://medinform.jmir.org), 12.11.2021. This is an open-access article
distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in JMIR
Medical Informatics, is properly cited. The complete bibliographic information, a link to the original publication on
https://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e31186 | p.245https://medinform.jmir.org/2021/11/e31186
(page number not for citation purposes)

Hammam et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://medinform.jmir.org/2021/11/e31186
http://dx.doi.org/10.2196/31186
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34766910&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

Clinical Impact of an Analytic Tool for Predicting the Fall Risk in
Inpatients: Controlled Interrupted Time Series

Insook Cho1,2, PhD; In sun Jin3, PhD; Hyunchul Park4, MBA; Patricia C Dykes2,5, PhD
1Nursing Department, College of Medicine, Inha University, Incheon, Republic of Korea
2The Center for Patient Safety Research and Practice, Division of General Internal Medicine, Brigham and Women’s Hospital, Boston, MA, United
States
3Department of Nursing, National Health Insurance Service Ilsan Hospital, Gyeonggi-do, Republic of Korea
4Graduate School of Information & Telecommunications, Konkuk University, Seoul, Republic of Korea
5Harvard Medical School, Boston, MA, United States

Corresponding Author:
Insook Cho, PhD
Nursing Department
College of Medicine
Inha University
100 Inha-ro, namu-gu
Incheon, 22212
Republic of Korea
Phone: 82 01042323943
Fax: 82 32 874 8201
Email: insook.cho@inha.ac.kr

Abstract

Background: Patient falls are a common cause of harm in acute-care hospitals worldwide. They are a difficult, complex, and
common problem requiring a great deal of nurses’ time, attention, and effort in practice. The recent rapid expansion of health
care predictive analytic applications and the growing availability of electronic health record (EHR) data have resulted in the
development of machine learning models that predict adverse events. However, the clinical impact of these models in terms of
patient outcomes and clinicians’ responses is undetermined.

Objective: The purpose of this study was to determine the impact of an electronic analytic tool for predicting fall risk on patient
outcomes and nurses’ responses.

Methods: A controlled interrupted time series (ITS) experiment was conducted in 12 medical-surgical nursing units at a public
hospital between May 2017 and April 2019. In six of the units, the patients’ fall risk was assessed using the St. Thomas’ Risk
Assessment Tool in Falling Elderly Inpatients (STRATIFY) system (control units), while in the other six, a predictive model for
inpatient fall risks was implemented using routinely obtained data from the hospital’s EHR system (intervention units). The
primary outcome was the rate of patient falls; secondary outcomes included the rate of falls with injury and analysis of process
metrics (nursing interventions that are designed to mitigate the risk of fall).

Results: During the study period, there were 42,476 admissions, of which 707 were for falls and 134 for fall injuries. Allowing
for differences in the patients’ characteristics and baseline process metrics, the number of patients with falls differed between the
control (n=382) and intervention (n=325) units. The mean fall rate increased from 1.95 to 2.11 in control units and decreased
from 1.92 to 1.79 in intervention units. A separate ITS analysis revealed that the immediate reduction was 29.73% in the intervention
group (z=–2.06, P=.039) and 16.58% in the control group (z=–1.28, P=.20), but there was no ongoing effect. The injury rate did
not differ significantly between the two groups (0.42 vs 0.31, z=1.50, P=.134). Among the process metrics, the risk-targeted
interventions increased significantly over time in the intervention group.

Conclusions: This early-stage clinical evaluation revealed that implementation of an analytic tool for predicting fall risk may
to contribute to an awareness of fall risk, leading to positive changes in nurses’ interventions over time.

Trial Registration: Clinical Research Information Service (CRIS), Republic of Korea KCT0005286;
https://cris.nih.go.kr/cris/search/detailSearch.do/16984
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Introduction

Background
Inpatient falls are preventable adverse events that are the top
10 sentinel events in hospitals. Up to 1 million fall events occur
annually in the United States, and the average cost of each event
has been estimated at $7900–$17,099 (2019 USD) [1,2]. On
average, ~400-700 falls occur annually in Korean tertiary
academic hospitals [3-5].

Despite the availability of a considerable body of literature on
fall prevention and reduction, falls remain a difficult, complex,
and common problem that consume a great deal of time,
attention, and mitigation efforts among nurses in practice [6,7].
Considering the studies on inpatient falls, most falls are
preventable through tailored interventions and universal fall
precautions [8]. However, fall prevention efforts are hindered
by the inability to accurately estimate the risk of falling [9,10].
Several risk assessment tools developed using heuristic
approaches have been widely used to estimate fall risk in
practice. However, evidence regarding the efficacy of those
tools is lacking [11,12], potentially resulting in a high
false-positive rate and consequently increased burden on nurses.
In addition, rating fall risk without identifying the underlying
source uses nursing time but does not inform preventative
interventions [13]. Our clinical observations reveal that nurses
frequently tend to rely only on several universal precautions,
not considering risk factors [14]. Implementation of cognitive,
toileting-related, or sensory- and sleep-related assessments and
interventions was rare.

The increased adoption of electronic health record (EHR)
systems over the past decade has stimulated the development
of predictive fall risk models using machine learning techniques,
which are reported to exhibit better predictive performance than
the existing fall risk assessment tools alone [15-18]. However,
most of these models have not been validated in multiple
settings, and their implementation is restricted by their use of
aggregated data by hospital admission rather than by
patient-days. None of these models have been evaluated
prospectively to assess their performance or their impact on
nursing practice. Nursing predictive analytics can include
information regarding the likelihood of a future patient event
through risk prediction models, which incorporate multiple
predictor variables obtained automatically from the EHR. If
such models are integrated into EHR systems, nurses can
prospectively obtain information to inform their decision making
on fall prevention intervention planning.

In this study, we used the prediction model that was developed
in our previous study [18]. This model was designed to use
nursing process data from EHRs and to consider nurses’ fall
prevention workflow. Automatic and manual chart reviews were
performed to identify all positive events in the retrospective
data. The aim of this prospective study was to determine the

effect of a predictive fall risk analytic tool on fall outcomes in
patients admitted to 12 medical surgical units in South Korea,
as well as their impact on nurses’ responses. This study
hypothesized that providing nurses with information about
patients’ likelihood of falling within 24 hours of admission,
based on data routinely captured in EHRs, would enable nurses
to provide risk-targeted interventions and contribute to a
reduction in patient fall rates.

Development of an Inpatient Fall Risk Prediction
Model
This research team previously reported on the development of
a fall risk prediction model [18]. Briefly, concepts of fall risk
factors and preventive care were identified using two
international practice guidelines [10,19] and two implementation
guidelines [20,21] on preventing inpatient falls. Two standard
vocabularies, the Logical Observation Identifiers Names and
Codes [22] and the International Classification for Nursing
Practice [22,23], were used to represent the concepts in the
prediction model, which was then itself represented using a
probabilistic Bayesian network.

The model was tested in two study cohorts obtained from two
hospitals with different EHR systems and nursing vocabularies.
The model concepts were mapped to local data elements of each
EHR system, and two implementation models were developed
for a proof-of-concept approach, followed by cross-site
validation. The EHR data included in the model were
demographics, administrative information, medications, Korean
patient classification based on nursing needs, the fall risk
assessment tool, and nursing fall risk prevention processes,
including assessments and interventions. The two
implementation models exhibited error rates of 11.7% and
4.87%, with c statistics of 0.96 and 0.99, respectively. The
model performed 27% and 34% better than the existing Hendrich
II tool [24] and the St. Thomas’Risk Assessment Tool in Falling
Elderly Inpatients (STRATIFY) system [25], respectively.

Clinical Implementation of the Intelligent Nursing @
Safety Improvement Guide of Health information
Technology System
The validation site model was implemented at a 900-bed public
hospital in the metropolitan area of Seoul (Republic of Korea)
that used STRATIFY to assess fall risks for all inpatients. The
project, named Intelligent Nursing @ Safety Improvement Guide
of Health information Technology (IN@SIGHT), was designed
as a platform to support analytic tools as part of the
infrastructure of a hospital EHR system, starting with a fall
prediction analytic tool. The fall prediction analytic tool was
integrated into the locally developed EHR system that had been
in use for more than 10 years. The tool was deployed in 6
targeted nursing units (intervention group) on April 5, 2017,
and all 204 nurses at those units automatically received the
prediction results on a daily basis. This implementation process
involved the chief of the Nursing Department, unit managers,
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unit champions, personnel of the Department of Medical
Informatics, and the Patient Safety Committee. For 3 months
before system deployment, three sessions of education on the
IN@SIGHT system were provided to the intervention group,
followed by peer-to-peer education provided by unit champions.

The Nursing Department decided to replace the existing
STRATIFY with the analytic tool during this quasi-experimental
study. The original model was customized by replacing the six
data elements of STRATIFY with proxy data elements in the
EHRs. The adjusted model, consisting of 40 nodes and 68 links,
had an error rate of 9.3%, a spherical payoff of 0.92, and a c
statistic of 0.87. Related work processes were redefined, and
the existing fall prevention documentation screen of the EHRs
was modified. The hospital decided to deliver the risk
information in dichotomized format, with at-risk and no-risk
categories at a cutoff point of 15%, which provided a high
specificity of 89.4%. The analytic tool triggered an “at-risk”

alert on the EHR system when the user selected an at-risk
patient.

Methods

Study Framework and Objectives
A study framework was developed based on a nursing role
effectiveness model (Figure 1) [26]. The original model was
based on the structure-process-outcome design of the
Donabedian quality care model but was reformulated for this
empirical testing, focusing on nurses’ independent roles in the
process component. We assumed that the characteristics of the
patients, nurses, and hospital were fixed because the study
involved a single institution and the same medical-surgical units.
The hypothesis being tested was that the intervention of fall
risk prediction would affect the appropriateness of multifactorial
interventions and would be followed by changes in outcome.

Figure 1. Conceptual framework of the study.

In accordance with the aim of this study, the impact of an
electronic analytic tool for fall risk prediction on patient
outcomes and nurses’ responses was explored by addressing
the following specific research questions:

1. Did the predictive analytic tool influence the quality of
nursing care as assessed using outcome indicators?

2. Did the predictive analytic tool affect nursing fall prevention
activities provided to patients?

3. How did the effects change over time?

Study Design and Setting
This nonrandomized controlled trial used an interrupted time
series (ITS) design. To control for bias due to time-varying
confounders, such as other quality improvement (QI) initiatives
occurring in parallel with the intervention and other events, the
12 medical-surgical units were selected and allocated to 1 of 2
groups using pairs of units matched according to the known fall
rates and unit characteristics for individual units (Figure 2). All
of the nurses and eligible patients participated in this study

between May 1, 2017 and April 30, 2019. The patients met the
following criteria: age ≥ 18 years and admitted to the hospital
for >1 day in departments other than pediatrics, psychiatrics,
obstetrics, and emergency care. The preintervention period was
set at 16 months, which was the maximum retrospective time
window. The 12 nursing units’ nurse staffing ratios were
changed at the time due to a policy for comprehensive nursing
service in the Korean government’s national health insurance.
The postintervention period was 24 months. Process metrics,
which measure the delivery of fall risk mitigation interventions
by nurses to patients, were analyzed every 6 months.

This study was approved by the hospital’s ethical review board
(IRB no. NHIMC 2016-08-005). A waiver of informed consent
was granted by the IRB due to the QI nature of the intervention,
thus enabling the inclusion of all patients and nurses in the
participating units. This study followed the Transparent
Reporting of Evaluations with Nonrandomized Designs
(TREND) reporting guidelines [27].
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Figure 2. Nonequivalent-group design of the study.

Intervention
Nurses in the intervention units received 24-hour fall risk
prediction results for each patient every morning. These results
could be overridden based on the nurses’ clinical judgment,
such as when patients were receiving treatments, procedures,
operations, or fall related high-risk drugs or whether they
suffered a fall, seizure, or syncope. The fall risk predictions
were created by the analytic tool using the data collected within
the past 24 hours. For missing data, a priori values from the day
before were assigned first, and then a replacement was used: a
mean value for continuous variables and a modal value for
categorical variables. Nurses in the intervention units used the
STRATIFY risk assessment tool only on the day of admission.
When an at-risk patient was selected by nurses in the EHR
system, they received an alert once each shift informing them
that the patient was at risk and were guided to a care plan screen
that listed pertinent interventions ordered by priority according
to the patient’s risk factors. Nurses in the control units used
only STRATIFY to assess fall risk according to their individual
clinical judgment. They were able to manually open the same
care plan window through menu navigation but received no
alerts for at-risk patients.

Outcome Measures
The primary outcome was the overall rate of patient falls per
1000 patient-days during the study period, as defined by the
National Database of Nursing Quality Indicator (NDNQI)
outcome metrics of the American Nurses Association [28,29]:

A patient fall is a sudden, unintentional descent, with
or without injury to the patient, that results in the
patient coming to rest on the floor, on or against some
other surface (e.g., a counter), on another person, or
on an object (e.g., a trash can). NDNQI counts only
falls that occur on an eligible inpatient unit that
reports falls. When a patient rolls off a low bed onto
a mat or is found on a surface where you would not

expect to find a patient, this is considered a fall. If a
patient who is attempting to stand or sit falls back
onto a bed, chair, or commode, this is only counted
as a fall if the patient is injured. All unassisted and
assisted falls... are to be reported, including falls
attributable to physiological factors such as fainting
(known as physiological falls).

The secondary outcomes were the overall rate of falls with
injury, and process metrics. The rate of falls with injury was
also measured using the aforementioned NDNQI definition.
Process metrics were defined according to the Institute for
Healthcare Improvement definition as “process indicators that
measure compliance with key components of evidence-based
prevention” [30]. Methods for identifying and defining key
components of fall prevention are described elsewhere [31]. In
brief, nursing activities identified by international guidelines
on preventing falls are categorized into 17 components; of these,
7 nursing intervention components were used in this study.
Process metrics were used to determine whether nursing
behaviors independently affected patient outcomes. Each process
metric measured the proportion of at-risk patients who were
provided with targeted interventions. For example, all
hospitalized patients are expected to be assessed for fall risk
factors within 24 hours of admission, and at-risk patients are
expected to receive risk-targeted interventions within 24 hours
of their risk designation.

Data Collection
Monthly rates of patient falls were collected from 16 months
before the experiment started (the preintervention period) from
the hospital’s quality assurance department to provide a baseline
reference for comparisons. However, monthly rates of falls with
injury before the experiment were not comparable due to
differences in the criteria used to calculate them; only severe
injuries were used as a sentinel event at the hospital. For process
metrics, 1 month of data from before the experiment were
collected as a baseline. During the study, data on patient
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demographics and medications, nursing activities, STRATIFY
data, and administrative information were collected from the
EHR system, and fall data were collected from the hospital’s
quality assurance department. To monitor and minimize the
underreporting rate noted previously [31,32], the Nursing
Department provided education to all units on the principles of
reporting and documentation, and they provided monthly chart
reviews and feedback.

Sample Size and Statistical Analysis
The study hypothesis was that the fall rate would be reduced
by 15% during the 24-month implementation of the prediction
program. We conservatively estimated the required sample size
based on previous research [18] by assuming a fall rate in the
control group of 2.0 per 1000 patient-days, an average of 15,000
patient-days per unit over 12 months, and an average 1700
admissions. The required number of falls in the control group

was calculated using a Poisson distribution: D0 = z2(θ + 1)/θ(loge

θ)2 [7]. We applied z=2.0; detecting a rate ratio (θ) of 0.85
between groups at the 5% significance level with a statistical
power of 80% required 610 falls, which corresponded to a
24-month period for the 12 units.

The participant characteristics were compared using chi-square
tests for categorical variables and t tests for continuous variables.
The primary outcome of the rate of patient falls was compared
by the controlled ITS, incorporating the control series analysis
and the uncontrolled ITS [33]. We fit negative binomial models,
including a lagged dependent variable to control for serial
autocorrelation and monthly dummy variables, to generate
seasonal fixed effects in each model. Each model included three

variables to measure the relationship between time and patient
fall rates: (1) a continuous variable to represent the underlying
temporal trends, (2) a dummy variable for dates after May 1,
2017, to determine the change in fall rate related to the
intervention, and (3) a continuous time variable beginning on
that date to represent the change in slope. The coefficients of
the second and third variables indicated whether the intervention
had immediate and ongoing effects on the fall rate, respectively.
The Student t test and a comparative time series analysis were
conducted to analyze the rate of falls with injury, and chi-square
analysis was used for the comparison of process metrics between
groups.

Results

Patient Characteristics
This study involved 42,476 admissions of 40,345 unique patients
in 12 units, corresponding to 362,805 patient-days in nursing
units across both the control and intervention groups. In total,
2131 patients (5.02% of all admissions) were admitted to both
an intervention and a control unit at different times. The patient
characteristics differed significantly between the two groups
(Table 1). Compared with the intervention units, the control
units were characterized by older patients, a longer stay, fewer
female patients, and more patients with a fall history at
admission; rates of secondary diagnoses and surgical procedures
were also higher. Approximately half of the patients in the
intervention group had a respiratory or digestive disease or any
form of cancer, while control patients had a greater diversity of
primary diagnoses.

Table 1. Characteristics of patients in the intervention and control groups.

P valueControl (n=18,140)Intervention (n=24,336)Variable

Primary medical diagnosis, n (%)

<0.0013472 (19.14)6150 (25.21)Respiratory or digestive disease

<0.0012382 (13.13)5990 (24.61)Cancer

<0.0012561 (14.12)2784 (11.44)Symptom or injury

<0.0013096 (17.07)995 (4.09)Cardiovascular disease

<0.001211 (1.16)860 (3.53)Benign tumor

<0.001388 (2.14)514 (2.11)Infectious disease

<0.001597 (3.29)182 (0.75)Neurologic disease

<0.0015433 (29.95)6861 (28.19)Othera

Other variables

<0.00165.30 (65.05-65.54)61.45 (61.23-61.67)Age (years), mean (95% CI)

<0.0019.25 (9.13-9.37)7.96 (7.91-8.00)Length of stay (days), mean (95% CI)

0.0029053 (49.91)12,512 (51.41)Sex (female), n (%)

<0.0014138 (23.58)2873 (11.88)History of fall at admission, n (%)

<0.0019361 (51.60)10,641 (43.73)Secondary diagnoses, n (%)

<0.0018575 (47.27)2483 (10.20)History of surgical procedures, n (%)

aIncluding genitourinary, musculoskeletal, eye, ear, and skin diseases.
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Primary Outcome: Rate of Patient Falls
There were 325 fall events in the intervention group and 382
in the control group. The mean monthly rate of falls decreased
from 1.92 to 1.79 in the intervention group and increased from
1.95 to 2.11 in the control group. Controlled ITS analysis
revealed that the postintervention versus preintervention change
in the incidence rate ratio of the fall rate was −0.10 (SE 0.04,
P=.014). There was no seasonal effect.

Due to the significant differences in patient characteristics
between the control and intervention groups, we conducted
separate before versus after comparisons between a period of
time postintervention and the same period of time

preintervention. In the intervention group, there was a significant
reduction in the rate of falls of 29.73% (0.57 falls per 1000
patient-days) immediately postintervention (SE 0.14, P=.039).
During the preintervention period, the slope exhibited a slightly
decreasing trend (SE 0.08, P=.344), and after the intervention,
the slope increased slightly but not significantly so (slope=0.01,
SE 0.01, P=.059; Table 2). In the control group, there was a
nonsignificant reduction in the rate of falls of 16.58% (0.16
falls per 1000 patient-days; SE 0.13, P=.20). The slope before
the intervention increased (change in slope=0.08, SE 0.72,
P=.292), while after the intervention, the slope increased slightly
(change in slope=0.01, SE 0.01, P=.057).

Table 2. Results of interrupted time series analysis of rates of patient falls.

Postintervention period trendChange immediately after introduction of interventionPreintervention period trendGroup

0.01 (<−0.01 to 0.02)−0.30 (−0.58 to –0.14)a−0.07 (−0.22 to 0.08)Intervention

0.01 (<−0.01 to 0.02)−0.17 (−0.42 to 0.09)0.08 (−0.07 to 0.22)Control

aP=.04.

Data are rate ratio (95% CI) values.

Secondary Outcomes: Fall With Injury Rates and
Process Metrics
During the intervention period, the mean monthly injury rate
per 1000 patient-days was 0.42 in the intervention group and
0.31 in the control group. The comparative time series analysis
revealed a nonsignificant increase in the rate ratio of 0.18
(z=1.50, P=.134).

Regarding process metrics, fall risk assessment was not
conducted in almost three-quarters of patient-days in the control
group, while in the intervention group, fall risk assessment was
conducted on 100% of patient-days (Table 3). During the
intervention period, the frequency of at-risk days was almost
40% in the control group but ranged from 24.5% to 34.6% in
the intervention group. There was a high rate of implementation

of a fall risk tool within 24 hours of hospital admission in both
groups, although rates fluctuated over time in the control group.
Rates of assessment of injury risk factors were assessed in all
patients in the intervention group; these data were not available
for the control group. Universal fall precautions and fall
prevention education were provided to most patients in the
control group consistently throughout the study period. Rates
of implementation of communication and environmental
interventions were initially significantly better in the control
group than in the intervention group; however, those for the
intervention group increased over time and had caught up with
the control group by the third observation point. Although the
rate of risk-targeted interventions incrementally increased in
both groups, the intervention group showed better adherence
than the control group at the fourth observation point (29.5%
vs 18.1%, P<.001).
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Table 3. Temporal changes in process metrics in the control and intervention groups.

Fourth 6 months of
intervention

Third 6 months of
intervention

Second 6 months of
intervention

First 6 months of
intervention

Baseline (1 month)Item

Base information

42,553 vs 43,16144,418 vs 44,74146,403 vs 39,73345,133 vs 31,6758254 vs 4207aPatient-days

0 vs 79.80 vs 71.70 vs 77.10 vs 72.672.5 vs 73.4bDays on which no risk assess-
ment performed, %

34.6 vs 41.5c32.7 vs 42.9c31.4 vs 38.6c24.5 vs 43.5c43.0 vs 42.1bAt-risk days, %

Process metrics: patients assessed within 24 hours of hospital admission, %

100.0 vs 98.8c100.0 vs 95.3c100.0 vs 70.8c100.0 vs 99.2c99.3 vs 98.6 bUse of a fall risk tool

100.0 vs 0100.0 vs 0100.0 vs 0100.0 vs 00 vs 0bInjury risk factors (ABCsd)

Process metrics: at-risk patients who received within 24 hours of risk identification, %

91.2 vs 99.9c37.8 vs 99.9c88.8 vs 99.9c69.7 vs 78.9c86.1 vs 100.0cUniversal precautionse

79.6 vs 97.8c33.1 vs 98.1c88.8 vs 99.9c69.7 vs 78.9c86.1 vs 100.0cEducation interventionse

29.5 vs 18.1c12.5 vs 13.3b<0.01 vs <0.01<0.01 vs <0.01<0.01 vs <0.01Risk-targeted interventions

66.2 vs 66.7b30.2 vs 38.7c76.0 vs 81.1c87.6 vs 99.9c61.7 vs 79.4cCommunication interventionse

76.7 vs 76.0b39.5 vs 54.9c76.0 vs 81.1c87.6 vs 99.9c61.7 vs 79.4cEnvironmental interventionse

aAll data shown as intervention group versus control group.
bNot significant.
cP<.001.
dABCs: age, bone health, anticoagulants, and current surgery (function that was performed automatically in the intervention group).
eData collection not categorized in detail from baseline to the second observation point.

For the care components of nursing assessments, nurses in the
intervention group performed various observation types, such
as mental status, cognitive function, communication ability, and
incontinence, including mobility, at each observation point
(Figure 3A), while those in the control group appeared to focus
largely on mobility assessments, the frequency of which

suddenly increased at the last observation point. Universal
precautions, education, and medication reviews were the most
common interventions in both groups (Figure 3B). Although
the frequency of interventions was lower in the intervention
group than in the control group, there was a steady increase
over time.
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Figure 3. Changes in nursing assessments (A) and interventions (B) according to care components. ob.: observation point; †includes assessments of
cognitive function, communication ability, gait status, incontinence, sleep pattern, and use of constraints; ‡includes interventions of toileting aids and
for impaired mental and cognitive function, impaired sensory function, and sleep disturbance.

Discussion

Principal Findings
Implementation of an electronic analytic tool designed to predict
fall risk was associated with reduced fall rates among inpatients
at a public hospital in South Korea. However, comparison with
the control group should be considered with caution due to

notable differences in patient characteristics between the two
groups. There was no significant difference in the rate of falls
with injury between the control and intervention groups. Use
of the electronic analytic tool was feasible, and it was accepted
by nurses and improved the completion of risk assessments.
Moreover, the process metrics for multifactorial and
risk-targeted interventions for at-risk days were lower in the
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intervention group but increased over time. These findings
suggest that although the effectiveness of an electronic analytic
tool may be limited, it has potential as an aid to help nurses
make informed clinical decisions.

The main challenges in this study were threefold: (1) random
assignment of patients to the study groups was not possible; (2)
it was not possible to control for co-interventions or external
events at the hospital that may have affected the outcome,
including QI activities; and (3) nurses’ understanding of the
analytic tool developed by a machine learning approach was
not assessed. These issues were managed by selecting only
medical-surgical units and assigning patients according to the
particular characteristics of each unit. A controlled ITS design
was adopted to control for time-varying confounders. Finally,
the development and validation process of the predictive model
and the mechanism of chaining joint probabilities of a Bayesian
network were introduced via user education sessions. However,
during the study, the research team confronted additional issues
that made interpretation of the results challenging. Discussion
on these issues is valuable for future research into risk prediction
and alerting in real-world settings.

The fall rates of 1.79 and 2.11 in the intervention and control
groups, respectively, in this study were lower than previously
reported rates of 2.08-4.18 for an intervention study involving
a cluster randomized controlled trial (RCT) in four urban US
hospitals [34], 3.05 for a cluster RCT in Australia [7], and 2.80
for a US intervention study [35]. However, differences in the
patient populations and in the structural elements at the facilities
preclude direct comparison [36]. The low fall incidence rate in
this study allowed us to observe changes in nursing behaviors
over a 24-month follow-up period. A fall prevention intervention
will not be effective if it does not influence nurse behaviors.
We focused on how the analytic tool can influence nursing
behaviors in order to ensure that interventions that are beneficial
to patients are routinely provided. Our findings revealed that
the intervention group performed more multifactorial patient
assessments than the control group; however, the interventions
in both groups were limited. Most of the preventive components
involved education and medication review, which is perhaps
unsurprising since these precautions are routinely applied to all
inpatients regardless of their fall risk. Interventions associated
with toileting, impaired mental and cognitive function, impaired
sensory function, and sleep disturbance were rarely observed
in both groups.

According to international guidelines for preventing falls
[10,19-21], multifactorial assessment of risks and multifactorial,
risk-targeted interventions are basic components of fall
prevention strategies. Application of the analytic tool in this
study ensured that risk factors were monitored daily for each
patient in the intervention group and that alerts were delivered
to their nurses via the hospital EHR system. A large increase
in data-seeking and data-gathering activities was observed
during the first 6 months of observation, whereas notable
increases in overall interventions and risk-targeted interventions
appeared 12 and 18 months later, respectively. This suggests
that adoption of this new approach and its processes by nurses
was time dependent and stepwise, in line with the findings of
surveys conducted repeatedly during the study period [37].

Those surveys revealed that some nurses reported neutral or
even slightly negative attitudes and experiences at the beginning
of the study. However, the proportion of negative responses
gradually decreased over time. These findings can be understood
in terms of the non-adoption, abandonment, scale-up, spread,
and sustainability (NASSS) framework [38] to explain the
success of technology-supported health or social care programs.
Staff members are often initially more concerned about threats
to their scope of practice or to the safety and welfare of patients,
leading them to initially gather more information about risks.
A previous qualitative exploration study [39] that used
one-on-one and focus group interviews to investigate nurses’
perception of predictive information and how they act upon it
found that nurses attempt to gather more information from other
sources and review more detailed predictions during periods of
uncertainty. Time delays in adoption and changing of behaviors
are expected, given that predictive information is relatively new
to nurses. The other relevant domain of the NASSS framework
is the readiness of a hospital for a predictive analytic tool. The
understanding and support, antecedent conditions, and level of
readiness for a novel tool at the board level might influence the
uptake time by nurses and the internal drivers for scaling up the
tool.

Study Limitations
This study had limitations. The control group patients had more
comorbidities that rendered them more vulnerable to falls than
the intervention group. They were on average 4 years older, had
a hospital stay that was 1.3 days longer, and had a greater history
of falls. These variables are known important covariates [19],
and we did not balance these covariates in the ITS experiment.
The differences in these covariates between the two study groups
may be attributable to an ascertainment bias issue; it is possible
that rather than there being a true reduction in fall rates in the
intervention group, more patients at a lower risk of falls were
included in that group. Evaluation of the baseline data suggests
that the nurses in the control group delivered significantly more
fall-preventive interventions to their patients than did those in
the intervention group, including more additional risk
assessments, universal precautions, educational interventions,
and communication and environmental interventions. Thus,
control group patients were both more likely to fall and to
receive more fall-preventive interventions from nurses. It is
unclear how these counterbalancing factors interact and how
they may have impacted the outcomes of this study; however,
it can be assumed that the greater provision of interventions
appears to have contributed to the reduced fall risk in the control
group.

The temporal changes in process metrics and nursing activities
can provide important clues as to the overall impact of this trial.
In a previous study [18], we found that the analytic tool
predicted about 20% of patient at-risk days, which was about
a half of the rate classified using STRATIFY (~40%-50% of
patient-days as at-risk days). The actual rate of falls in the
hospital was much lower, at around 0.2% of patient-days. We
assumed that more precise up-to-date predictions of fall events
would decrease the nurses’ burden on redundant interventions
induced by false-positive warnings from STRATIFY. The
analytic tool approach did not affect the universal fall
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precautions, but risk-targeted interventions, education,
communication, and environmental interventions significantly
increased compared with the control group, which remained at
a steady state. These findings are meaningful, given that
multifactorial interventions, including risk-targeted
interventions, prevent anticipated physiologic falls, which are
responsible for more than 70% of inpatient falls [34,40]. These
process metrics revealed slow but explicit changes in nursing
interventions, which indicates that the processes underlying
care elements had changed and we could expect subsequent
improvement in patient outcomes [41]. Continuous measurement
and analysis of process metrics informed our understanding of
the effects of interventions on patient outcomes and our
interpretation of the effects of confounding, which has rarely
been accounted for in previous studies [7,34,42].

Study Design Limitations
The design of this study had several limitations that impacted
the interpretation of its findings. First, due to the unexpected
differences in baseline characteristics between the intervention
and control groups, robust conclusions could not be drawn
regarding comparison of the primary outcome between them.
Future studies should implement matching techniques, such as
propensity score matching [43] or synthetic control approaches
[44], to ensure balance between known covariates. Second,
implementation of the intervention at a single site over a long
study period introduced several challenges that could have
reduced the effects of this study trial. One challenge was an
unexpected event at the hospital whereby one nursing unit in
each group moved to a new location 1 month after study
initiation, and nurse staffing was thus reorganized due to the
physical reconstruction of the hospital buildings. The fall rate
markedly increased for several months in that intervention unit
compared with the other five units in the group. However, the
control group unit that was relocated showed only a slight
increase compared with the other units in their group. The
relocations were accompanied by changes in staff nurses and
in the medical diagnoses of patients, both of which may have
increased the burden on nurses and induced the sudden increase

in the fall rate at the unit. Another unexpected event was the
routinization of hourly nursing rounds to all inpatients mandated
by the hospital’s safety committee during the final intervention
period. This may have accounted for the sudden increase in
nursing assessments observed in the control group. In addition,
conducting this study at a single hospital may have an indirect
effect on the control units. The unit managers of the control
group were also involved in the QI initiatives of this study,
along with those of the intervention units. This could have
caused a contamination effect, whereby the managers of the
control group learned about the study intervention and decided
to adopt it for their own units. Third, we were unable to compare
the injury fall rates between the pre- and postintervention
periods; therefore, the impact of the analytic tool on the rate of
falls with injury remains unknown.

Inpatient fall prevention is a difficult and complex issue, for
which there is little high-quality evidence [7,45]. Even after
taking into account the study limitations, the findings of this
early-stage evaluation of an analytic tool demonstrated that the
interaction between the tool and nurses was adequate and the
tool may have influenced nurses’ decisions on preventive
interventions. The analytic tool developed herein represents a
potential new approach for patient-level risk surveillance and
for improving the efficacy of interventions at the system level.
The findings and challenges discussed herein will contribute to
improving further research on risk prediction and alerting in
real-world settings.

Conclusions
This was an early-stage clinical evaluation of a nursing
predictive analytic application designed to forecast patient fall
events in real time and at the point of care to improve outcomes
and reduce costs. The effectiveness of the electronic analytic
tool was supported only by the before-after comparison, not by
the intervention-control comparison. Nurses were amenable to
using the tool in practice, and over the course of the study, there
were meaningful changes in process metrics, leading to more
multifactorial and risk-targeted interventions to prevent patient
falls.
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Abstract

Background: The internet has been widely accessible and well accepted by young people; however, there is a limited
understanding of the internet usage patterns and characteristics on issues related to health problems. The contents posted on online
health communities (OHCs) are valuable resources to learn about youth's health information needs.

Objective: In this study, we concurrently exploited statistical analysis and topic analysis of online health information needs to
explore the distribution, impact factors, and topics of interest relevant to Chinese young people.

Methods: We collected 60,478 health-related data sets posted by young people from a well-known Chinese OHC named
xywy.com. Descriptive statistical analysis and correlation analysis were applied to find the distribution and influence factors of
the information needs of Chinese young people. Furthermore, a general 4-step topic mining strategy was presented for sparse
short texts, which included sentence vectorization, dimension reduction, clustering, and keyword generation.

Results: In the Chinese OHC, Chinese young people had a high demand for information in the areas of gynecology and obstetrics,
internal medicine, dermatology, plastic surgery, and surgery, and they focused on topics such as treatment, symptoms, causes,
pathology, and diet. Females accounted for 69.67% (42,136/60,478) and young adults accounted for 87.44% (52,882/60,478) of
all data. Gender, age, and disease type all had a significant effect on young people's information needs and topic preferences
(P<.001).

Conclusions: We conducted comprehensive analyses to discover the online health information needs of Chinese young people.
The research findings are of great practical value to carry out health education and health knowledge dissemination inside and
outside of schools according to the interests of youth, enable the innovation of information services in OHCs, and improve the
health literacy of young people.

(JMIR Med Inform 2021;9(11):e30356)   doi:10.2196/30356

KEYWORDS

information needs; young people; online health community; topic analysis

Introduction

Background
To live a healthy life, people may pay greater attention to the
information related to physical and mental health, disease,
nutrition, and health protection. Heath information can guide
health and clinical behaviors [1,2], and the availability of the

internet makes it convenient to retrieve health-related
information [3]. According to the search behavior report on
popular science needs of Chinese citizens in 2018 [4], health
and medical science rank the first in the search index among
the popular science topics concerned, with a search proportion
of 66.8%. The large number of users and the convenience of
information access make online health communities (OHCs)
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one of the most important sources for searching and exchanging
health-related information, experiences, advice, support, and
opinions [5]. The large-scale sharing of health information also
makes OHCs a valuable and abundant source of data for
addressing public health questions [6]. Therefore, user-generated
content in OHCs is one of the most direct and convenient ways
of learning the topics of interest for users [7].

Young people are the future and the hope of all nations, thus
promoting the health of young people is an important part of
the strategy of a healthy China. Youth aged between 10 to 19
years face a range of health risks and this age is an important
developmental period when health behaviors, values, and
attitudes are established; these are often carried into adulthood
[8]. According to the definition of young people from World
Health Organization (WHO), we defined those between 10 and
25 years of age as young people, and within this group, those
between 18 and 25 years old as young adults and those between
10 and 17 years old as minors, to provide a deeper understanding
of the characteristics of health-related internet usage for this
important age group [9].

Although the internet is widely accessible and well accepted
by young people, there is a limited understanding of internet
usage patterns and characteristics on issues related to health
problems [10]. Despite the importance, little progress has been
made to meet the need of providing online health information.
Research on young people’s online health mostly rely on data
collected from questionnaire surveys or interviews, with the
number of data samples being fewer than 1000 [11-13]. These
can hardly be expected to represent the actual information needs
of young people. The related data analyses have been mostly
based on basic statistics and correlation of questionnaire data
and interview data [13-15], and few studies have been performed
with the aim of understanding the user-generated content
through natural language processing (NLP) techniques to
discover the topics and interests of youth.

The analysis of content of online health information, however,
is very hard. The user-generated question and answer text data
in OHC is often short in length and sparse in content, and the
sparsity in short-text documents poses great challenges for topic
analysis. Classic topic models such as latent Dirichlet allocation
[16] and probabilistic latent semantic analysis [17] fail to work
effectively due to the lack of word co-occurrence patterns in
each short document [18,19]. Another feasible way to realize
topic analysis for short text is based on word embedding models,
such as Word2Vec [20]. However, such models usually use
static coding methods and only consider the local information
of the text. Without the overall information, this method cannot
distinguish feature words by context semantics [21]. In addition,
because of the sparsity, the feature vector cannot represent the
semantics of short text well.

Related Work
In this section, we summarize the related work that investigated
the online health information need of young people, including
the work on data collection, data analysis methods, and the
discovered topics.

The growth of the internet has made health information more
accessible than ever before [22]. For young people, the daily
internet access rate is generally high, and the internet has
become an important resource to support their self-care and
health-related activities and services [10].

Many studies have been made to understand the online health
information needs of young people. The data collection
approaches used include questionnaire survey, interview, and
web crawler collection [23-25]. The corresponding data analysis
methods are also different. For the questionnaires and survey
data, descriptive statistical analysis, correlation analysis, and
multiple logistic regression analysis are generally applied
[11,12,14]. For interview data, many studies use content analysis
and statistical analysis [13,15]. Recently, with the increase of
user-generated content from OHCs, social media, and health
service websites, some researchers have begun to collect data
through web crawler and to develop text mining techniques,
such as topic analysis and sentiment analysis, to discover user
health information needs [26-28]. For example, text mining
technology was used to analyze the pregnancy data of MedHelp
in OHCs, and the adopted and unused answers were classified
with a support vector machine–radial basis function kernel
classification algorithm [26]. Based on the extracted information
of 1000 consultation records from one OHC, the features of the
health information needs of patients with hypertension were
explored by content analysis and clustering analysis [28].

A variety of studies have been conducted to find the topics of
interest of young people from online health information [10].
The results indicate that most online health information is
closely related to the self-development of young people. The
topics include daily health-related issues [29-31], physical
growth [13], mental health [32,33], sexual and reproductive
health [34-36], and physiological diseases [34,37]. Daily
health-related issues, such as exercise and nutrition, beauty and
skin care, fitness and diet, flu, and infection draw significant
attention from young people [29]. They also use internet
information on symptoms and treatment options for
physiological diseases, such as arthritis or diabetes, and may
turn to alternative sources according to the topic [34,37]. Young
people who experience mental health issues often seek help and
information related to their psychosocial health and advice from
peers or doctors online [24,34]. For sexual health issues, both
males and females are likely to look for information and help
about such sensitive topics [24,34]. The internet has become a
major resource for young people in supporting their self-care
and health-related activities and services. The actual needs of
young people may vary across different countries or different
age groups [11,12,38,39].

Although many studies have been made on the online health
information of young people, the number of samples for most
is small and does not adequately reflect the general needs of
youth. Moreover, previous studies have generally not been based
on user-generated content nor have they used NLP technology
to develop further research.

Objective
To fill the gap of current research, this paper presents a
framework with a set of techniques to analyze online health
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information of interest to youth in China. The main contributions
of this paper are the following.

We propose a topic analysis scheme to extract information from
short-text messages in 4 steps: sentence vectorization, dimension
reduction, clustering, and keyword generation. We used the
advanced pretrained Siamese network model sentence-BERT
(SBERT) to generate high-quality sentence vectors and principal
component analysis (PCA) to reduce the vector dimension for
more effective clustering. These techniques can be extended to
apply to other topic extraction tasks based on short texts from
the internet.

Concurrently exploiting statistical analysis and topic analysis,
we also explored the distribution, impact factors, and topics of
interest based on the online health information of Chinese young
people posted on a popular Chinese OHC. The research findings
are of great practical value to carry out health education and
health knowledge dissemination inside and outside schools
according to the interests of youth, enable the innovation of
information services in OHCs, and improve the health literacy
of young people.

Methods

Study Design
The overall research framework is displayed in Figure 1. It was
divided into 4 major steps: input data preparation, data
preprocessing, data analysis, and findings discussion. Among
these, the data analysis consisted of 2 parts: statistical analysis
and topic analysis. The statistical analysis part applied
descriptive statistical analysis and correlation analysis to find
the distribution and major factors related to Chinese youth’s
information needs. Meanwhile, the topic analysis part used a
4-step strategy to mine the topics of specific diseases. In the
4-step topic extraction strategy, the first step used the
representative pretrained language model SBERT to realize the
sentence vectorization. The PCA algorithm was then used to
reduce the vector dimension to improve the clustering efficiency
and accuracy. After the optimal number of clusters was
determined by the silhouette coefficient, a k-means clustering
algorithm was adopted to get k clusters, term frequency–inverse
document frequency (TF-IDF) was applied to acquire the
keywords of each cluster, and the information needs topics were
generated.

Figure 1. Research framework. OHC: online health community; PCA: principal component analysis; Q&A: question and answer; SBERT: sentence-BERT;
TF–IDF: term frequency–inverse document frequency.
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Input Data Preparation
Our data set was collected by a web crawler from a popular
Chinese OHC named xywy.com, which allows users to publish
health-related questions in many different disease categories.
xywy.com is one of the OHCs that had explored and
implemented medical and health services in China earlier. As
the pioneer of OHC, its completeness and accuracy of
information content are widely recognized [40].

A total of 60,478 question and answer messages posted by young
users from June 1, 2019, to June 1, 2020, were collected as input
data. Each message contained a set of tags, including user
gender, age, question time, department affiliation, question title,
question content, and doctor’s responses.

Data Preprocessing
There were 2 important steps in data preprocessing: word
segmentation and removing stop words. As the data source in
this study was closely related to medical and health terms, the
accuracy of word segmentation could be improved by combining
them with a Chinese medical thesaurus. In this study, the Jieba
library and Chinese medical thesaurus, CMesh [41], were used
together to facilitate the word segmentation.

Removing the stop words that convey little useful meaning can
reduce the dimension of the feature space [42]. Therefore, after
applying the Baidu stop-word table, we removed all stop words,
including articles, conjunctions, pronouns, and linking verbs.

Topic Extraction Strategies
We created a set of questions about a specific disease, Q= {q1,
q2, …q|Q|}. It contained |Q| questions, and qi was the i-th
question in Q. For topic extraction from Q, we needed to first

cluster questions in Q into k clusters C1, C2, …Ck, and then
generate N key words to provide the topic of cluster Cj.

Sentence Vectorization
To extract topics from Q, the first thing was to represent the
short question text data qi in Q with an appropriate form to
calculate the distance between question texts. As mentioned
earlier, standard topic models and general word embedding
methods were not suitable for this task. Therefore, we applied
an effective pretrained NLP model in this step.

BERT [43] is now widely used in various NLP tasks. However,
the sentence representation generated by BERT is not efficient
for a clustering purpose. As BERT requires 2 sentences to be
entered into the model at the same time for information
interaction when calculating semantic similarity, it results in a
significant computational overhead, and experiments [44] have
shown the results to usually be even worse than those of some
word-embeddings models.

Instead, we chose the improved pretrained model SBERT [44]
to generate sentence vectors for the question text in Q. As shown
in Figure 2, SBERT used Siamese network structure to generate
semantically meaningful sentence vector representations. In the
input stage, sentences qi and qj were each encoded by pretrained
BERT. After that, the 2 sentences were normalized through a
pooling layer to obtain the fixed-length vectors u and v. After
this, the (u, v, |u-v|) concatenated by u, v, and |u-v| was passed
through the softmax layer to acquire the classification labels of
the 2 sentence vectors, where |u-v| denoted the element-wise
difference between u and v. SBERT directly used the cosine
similarity to compare the similarity between 2 sentence vectors,
which greatly improved the speed of inference while maintaining
accuracy.

Figure 2. The procedure of sentence vectorization based on sentence-BERT. CLS: a sign placed at the beginning of a sentence for subsequent classification
tasks; SEP: a sign placed between 2 sentences to distinguish them; TOK: token embedding.
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Dimension Reduction for Sentence Vectors
After punctuation and invalid symbols were removed, qi in Q
had the average length of 45 Chinese characters. For each qi in
Q, SBERT generated a 512-dimension vector. A higher
dimension causes more computation overhead and prevents the
cluster algorithm from achieving better results on a relatively
large input data set. We thus chose to use the PCA technique
to reduce the vectors dimension, which is an effective method
to process, compress, and extract information based on the
covariance matrix of variables.

To reduce the dimension of nm-dimensional vector matrix Rn×m

generated by SBERT, we first calculated the eigenvalues and

eigenvectors of the correlation matrix R of Rn×m, and then Rn×m

was projected to the eigenvector space Rn×k corresponding to
the first k-dominant eigenvalues whose cumulative contribution
rate was λ. That is, the original vector was reduced from the
m-dimension to the k-dimension.

Sentence Vector Clustering
For topic extraction, we first clustered sentence vectors output
by SBERT. In this step, it is necessary to measure the distance
(or similarity) between 2 sentence vectors and determine the
number of clusters to form.

In this study, all the sentence vectors generated by SBERT had
the same length, and the cosine distance [45] was used to
measure the similarity between 2 sentence vectors. k-means
clustering algorithm was then adopted to get k clusters, with
each cluster being a topic for a specific disease.

The clustering number k had an important influence on the
clustering results of the k-means algorithm, and we used the
silhouette coefficient [46] to evaluate the clustering effect, which
combined 2 factors, cluster intracohesion and cluster
interdissimilarity.

Generation Of Keywords
Keywords needed to be generated to describe the topics of
interest in different clusters. The representation method based
on frequent values has often been used because it reduces the
text dimension and has a better effect [47]; we thus applied the
TF-IDF algorithm [48] to extract keywords from the clusters
results.

For each cluster Cj, TF-IDF was used to calculate the importance
of words in Cj, and key words were selected based on the
importance level of words. After the high word frequency in a
cluster and the low text frequency in the disease question set
were combined, the top N words with high word importance
levels were selected to generate the topic words for a certain
disease, and N was the user setting parameter. Thus, the topics
of information needed for a certain disease were generated
according to the topic words of each cluster.

Results

We conducted a set of experiments over the real user-generated
data set crawled online to reveal the distribution, influence
factors, and topics of interest of Chinese young people.

The models and algorithms in this paper were programmed
based on Python 3.6 (Python Software Foundation) under the
deep learning framework PyTorch 1.5.1 and TensorFlow 1.14.

To evaluate the clustering effect for short-text based on the
sentence vectors generated by BERT and SBERT, we selected
8701 samples from the whole data set that had disease labels
from different departments. Experiment results showed that the
clustering effect was significantly improved by SBERT, with
adjusted Rand index [49], adjusted mutual information [50],
and Fowlkes and Mallows index [51] evaluation metric values
of 32.1%, 28.6%, and 25.1% higher than those of BERT,
respectively.

The Results of Statistical Analysis
The distribution of Chinese young people's interests based on
the collected data of the health information is shown in Figure
3. Based on the percentage of the question data, the needs were
mainly concentrated in gynecology and obstetrics, internal
medicine, dermatology, plastic surgery, and surgery.

Statistical data indicated that the ratio of female to male gender
distribution was about 100:116.9 in China [52]; however, the
ratio of the number of questions raised by female to male users
in our collected data was about 229.72 (n=42,136) to 100
(n=18,342), which showed that the young female users were
more willing to use OHC for health consultation than were the
male users. The results of the chi-square test between gender
and departments showed that there were significant differences

in health interest areas between different genders (X2
1=17004.9;

P<.001). As shown in Figure 4, the information needs of female
users were mainly concentrated on the departments of
gynecology and obstetrics, internal medicine, plastic surgery,
and dermatology, while those of males were mainly focused on
internal medicine, dermatology, andrology, and surgery. It could
also be seen that both male and female young people tended to
use the OHC to get help about sex-related issues, with females
being more concerned about plastic and cosmetic issues and
men being more concerned about surgical issues.

In terms of age distribution, the willingness to access health
information from the OHC appeared to increase as age
increased. Young adults aged 18 to 25 years were the main
group of young users in the OHC, accounting for 87.44%
(52,882/60,478) of the total number. The results of the
chi-square test between age and departments showed that there
were significant differences in the health information need areas

of young people at different ages (X2
1=4437.6; P<.001). The

department distribution of the needs at different ages is shown
in Figure S1 in Multimedia Appendix 1. The young adults’
needs were mainly concentrated on gynecology and obstetrics,
internal medicine, dermatology, and plastic surgery, which was
basically consistent with the overall distribution of needs. The
information needs of minors were mainly in the areas of internal
medicine, gynecology and obstetrics, dermatology, pediatrics,
and preventive health care.
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Figure 3. Distribution of Chinese young peoples’ health information needs.

Figure 4. Health information needs distribution of Chinese young people by gender.

The Results of Topic Analysis
To further explore the topics of interests of Chinese young
people related to health information, we first selected 5
representative diseases, including irregular menstruation,
influenza, vitiligo, weight loss, and depression. After applying
our 4-step topic extraction strategy, keywords were generated

and topics were extracted for each selected disease. The top N
key words of each cluster ranked by the word importance were
selected to characterize the topics. Unless otherwise specified,
N was set to 10 in this study.

To better understand the experiment results, a table and word
cloud were used to display the topic extraction results. The final
topic extraction results of menstrual irregularities and weight
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loss are presented in Table 1 and Table 2, the topics of vitiligo
are presented in Table S1 in Multimedia Appendix 1, while the
results of influenza and depression respect are shown in the
form of word cloud in Figure S2 and Figure S3 in Multimedia

Appendix 1, respectively. The keywords here eliminated words
such as “vitiligo,” and “ influenza,” and other disease name
words, such as well as “how” and “what,” along with other
meaningless words.

Table 1. Topic extraction results for menstrual irregularities.

Keywords (top 5)Concrete contentFrequency, n (%)
(N=1400)

Topic

Delay, how to treat, how to do, dysmenorrhea, causesConsult for treatment of menstrual irregularities and
medications

625 (44.64)Treatment

What is going on, menstruation, bleeding, causes, brownConsult for types, etiology, and pathology of menstrual
irregularities

84 (6.00)Pathology

Delay, leucorrhea, examination, symptoms, feelingsConsult for signs, symptoms, and tests of menstrual irreg-
ularities

242 (17.29)Symptom

Pregnancy, have sexual intercourse, birth control pills,
boyfriend, safety period

Counseling whether menstrual irregularities are associated
with pregnancy

189 (13.50)Pregnancy

What to eat, food, conditioning, diet, brown sugarConsult for menstrual irregularities, dietary contraindica-
tions and precautions, and suitability of certain foods

260 (18.57)Diet

Table 2. Topic extraction results for weight loss.

Keywords (top 5)Concrete contentFrequency, n (%) (N=3381)Topic

2371 (70.11)Diet

Potatoes, sweet potatoes, corn, red
beans, oats

Counseling on coarse grain cereals that help
lose weight, as well as consumption effects

411 (12.16)Coarse grain

Apples, fruits, bananas, cucumbers,
bitter gourd

Counseling on fruits and vegetables that
help you lose weight and how they work

487 (14.40)Fruits and vegetables

Yogurt, honey water, milk, diet tea,
coffee

Counseling on various types of beverages
that help with weight loss and how well they
work

353 (10.44)Beverages

What to eat, how to eat, food, effect,
dieting

Counseling on healthy recipes that help to
lose weight

1120 (33.13)Weight loss recipes

Diet, treatment, liposuction, thin face
pin, surgery, lipolysis, effect

Counseling on various surgical weight loss
methods, effects, and costs.

614 (18.16)Surgery

Obesity, getting fat, causing, sweets,
why

Counseling on the causes of obesity and
weight loss methods

396 (11.71%)Pathology

Overall, the topics for all types of diseases were mainly focused
on treatment, symptoms, pathology, and diet. For irregular
menstruation, influenza, and vitiligo, young people were most
concerned about the topic of treatment. Unlike other diseases
for which users were mainly concerned about the treatment
method, patients with vitiligo were also concerned about the
treatment cost and location of treatment. Young people
consulting on weight loss were most concerned about the role
of diet in weight loss, including the information on how to
choose diet recipes and the types of roughage grains, fruits and
vegetables, and beverages that help with weight loss. In contrast
to other physiological disorders, young people under the
depression department were not concerned about the diet topic.
They were more interested in symptoms than in treatment. The
results of the chi-square test between the disease type and the
information needs topic showed that there were significant
differences in the topic of information needs between young

people with physical and psychological disorders (X2
1=2591.7;

P<.001).

The gender distribution of vitiligo and influenza is shown in
Figure S4 in Multimedia Appendix 1. The chi-square tests
between young people's gender and information need topics in

the data of influenza (X2
1=113.7; P<.001), vitiligo (X2

1=100.6;

P<.001), weight loss (X2
1=49.0; P<.001), and depression

(X2
1=88.7; P<.001) all indicate that there were significant

differences in topics of interest in young people of different
gender. In all 4 diseases, male young people asked more
questions on the treatment topics and pathology topics than did
females, and female young people asked more questions on the
diet topics than did males.

In Figure 5, we used the distribution map and radar chart to
show the information needs topic distribution of different ages
for menstrual irregularities. The chi-square tests of irregular

menstruation (X2
1=44.4; P<.001), influenza (X2

1=81.1; P<.001),

vitiligo (X2
1=64.2; P<.001), weight loss (X2

1=157.5; P<.001),

and depression (X2
1=30.2; P<.001) indicated that there were

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e30356 | p.265https://medinform.jmir.org/2021/11/e30356
(page number not for citation purposes)

Wang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


significant differences in health information needs of young
people of different ages. In all the 5 selected diseases, young
adults asked a higher proportion of questions on the topic of

diet than did minors, indicating that young adults were more
concerned about the topic of diet than were minors.

Figure 5. (a) Distribution map of menstrual irregularities topic distribution at different age stages. (b) Radar chart of menstrual irregularities topic
distribution at different age stages.

Discussion

Principal Findings
There are four principal findings in this study. First, Chinese
young people's interests on online health information are mainly
distributed in the following areas in descending order:
gynecology and obstetrics, internal medicine, dermatology,
plastic surgery, and surgery. It is worth noting that sexual and
reproductive health issues are a concern of both Chinese male
and female young people. The development of sexual organs
and the awakening of sexual consciousness during adolescence
likely lead young people to pay greater attention to health issues
related to sexual organs and the reproductive system, including
sexual organ development, urinary infection, and menstrual
irregularities. However. because of the cultural background and
relatively poor sex education level in China, young people are
often shy to talk about sexual problems offline, so they hope to
receive helpful information online [53]. Young people have a
high level of oil secretion in their skin, and bad habits and
dietary habits are common, which not only affect the health of
their skin but also the aesthetics of their appearance, so health
information related to skin problems and cosmetic surgery is
also urgently sought out by young people.

Second, most young people in Chinese OHCs are female; this
is because there are significant gender differences in the level
of health awareness and attention to health information among
young people in social media [54], with females having a higher
level of health awareness and attention to health information
than males. Moreover, gender is an important factor affecting
the need for health-related information for Chinese young
people. Male young people are more concerned about treatment

and pathology topics than are females, and female young people
are more concerned about diet topics than are males. This is the
same conclusion as that found by previous studies [55], where
male young people were significantly lower than females both
in terms of their level of dietary health and awareness of a
healthy diet.

Third, young adults aged 18 to 25 year are the main group of
young users in OHCs. This is because the number of young
adults using the internet and OHCs is much larger than that of
minors aged 10 to 17 years. As a group that has initially left the
family and entered society, young adults lack parental care and
help in health issues and are more willing to seek help in OHCs.
There are also significant age differences in young people's
health information needs in OHCs. Compared with young adults,
the interest in gynecology and obstetrics is lower while the
interest in pediatrics is higher among minors, and this difference
is mainly determined by the developmental stage. Furthermore,
young adults are more concerned with the topic of diet than are
minors. This is because primary and secondary schools in China
do not currently provided adequate dietary health education
[56], but as young people grow older, the channels for dietary
health education expand, their knowledge of dietary health
increases, and their awareness of the importance of healthy
eating rises.

Finally, for Chinese young people, the information needs mainly
focus on treatment, symptoms, etiology, pathology, and diet,
whereas less attention is paid to the topic of prevention.
Meanwhile, there are significant differences for different disease
types. For physiological diseases, such as irregular menstruation,
influenza, and vitiligo, young people pay most attention in OHCs
to the treatment to understand the treatment methods, costs, and
hospital-related information. For mental diseases, such as
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depression, they are most concerned about the topic of
symptoms, hoping the OHC can help them to judge whether
they have the condition or not. This is because young people
lack knowledge about psychological health and have difficulty
in self-judging mental illness, so more young people are eager
to seek help from doctors by describing their symptoms in OHCs
to determine whether they have a psychological illness [57].

Theoretical Implications
Based on real user-generated content, this study applied a web
crawler, NLP, and statistical analysis technologies to
comprehensively analyze Chinese youth's online information
needs. This study attempted to reduce the deficiencies of the
related literature, whose limitations included small research
samples and relatively simple data analysis methods.

To deal with the challenge of mining topics from a massive
collection of sparse short text from the internet, we used a
general 4-step topic mining strategy. Using an advanced
pretraining model, SBERT, and PCA dimension reduction, we
generated high-quality clusters for extracting the topic of health
information needs. From a technical point of view, this scheme
provides a good method of topic analysis for short texts collected
from the internet. Furthermore, with minor changes, such as
removing word segmentation in the data preprocessing step, it
can be extended to apply to other similar tasks using
English-language data from websites.

Our study also found that there were significant differences
between Chinese and other countries' youth in the distribution
and topics of online health information needs, which may have
important implications for other researchers by providing data
support and a basis for further research on differentiation.

Practical Implications
Many practical implications could be derived from this study.
First, the education of disease prevention for young people
should be strengthened. The topic mining results of various
diseases showed that youth pay the least attention to the topic
of disease prevention, which indicates that schools, families,
and internet health and service platforms including OHCs should
pay more attention to the education and guidance of disease
prevention for youth.

As mentioned earlier, sexual and reproductive health were one
of the most concerning fields for Chinese young people.

Therefore, it is necessary to improve network management to
guide youth in treating and understanding sex-related
information on the internet. An effective way is to establish
professional and authoritative sexual health–related knowledge
platforms to provide scientific information to young people at
different stages of development.

Moreover, the information service mode of OHCs requires
innovation. At present, most of the information service models
of Chinese OHCs are centered on the aggregation and
organization of health information resources, which ignores the
needs of users to some extent and is challenged in providing
accurate service. Therefore, databases on user's health
information needs should be established based on the results
from mining and analysis of their actual interests. Based on the
OHCs’ service platform, information matching and precision
service of the information resources and information needs
databases should be realized, which will provide personalized
information and health services for youth and other users.

Limitations
This study has some limitations. First, the experimental data
were collected from only a single website, and thus the data
source setting was substantially limited. In future studies, we
plan to collect a larger data set from different OHCs to ensure
the research results are more comprehensive and reliable.
Second, although the presented framework showed good results
in topic mining tasks for short texts from the internet, there is
still much room for improvement related to the clustering tasks
in specialized domains, and our future work will integrate
expertise in specific domains into the model to improve its
performance.

Conclusions
In this study, we conducted statistical analysis and topic analysis
of online health information to explore the distribution, impact
factors, and topics of interests of Chinese young people. A
general topic analysis strategy using the pretraining model
SBERT was proposed to extract high-quality topics based on
large-scale sparse short texts from the internet. The research
findings are helpful for health education departments to
understand the real health-related needs of young people, carry
out targeted education, and improve young people’s health
literacy, and may be useful for OHCs to innovate and improve
information service.
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Abstract

Background: The spread of false medical information on the web is rapidly accelerating. Establishing the credibility of web-based
medical information has become a pressing necessity. Machine learning offers a solution that, when properly deployed, can be
an effective tool in fighting medical misinformation on the web.

Objective: The aim of this study is to present a comprehensive framework for designing and curating machine learning training
data sets for web-based medical information credibility assessment. We show how to construct the annotation process. Our main
objective is to support researchers from the medical and computer science communities. We offer guidelines on the preparation
of data sets for machine learning models that can fight medical misinformation.

Methods: We begin by providing the annotation protocol for medical experts involved in medical sentence credibility evaluation.
The protocol is based on a qualitative study of our experimental data. To address the problem of insufficient initial labels, we
propose a preprocessing pipeline for the batch of sentences to be assessed. It consists of representation learning, clustering, and
reranking. We call this process active annotation.

Results: We collected more than 10,000 annotations of statements related to selected medical subjects (psychiatry, cholesterol,
autism, antibiotics, vaccines, steroids, birth methods, and food allergy testing) for less than US $7000 by employing 9 highly
qualified annotators (certified medical professionals), and we release this data set to the general public. We developed an active
annotation framework for more efficient annotation of noncredible medical statements. The application of qualitative analysis
resulted in a better annotation protocol for our future efforts in data set creation.

Conclusions: The results of the qualitative analysis support our claims of the efficacy of the presented method.

(JMIR Med Inform 2021;9(11):e26065)   doi:10.2196/26065
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Introduction

Background
In 2020 and 2021, the world has not been fighting only a
pandemic; more precisely, it has been fighting both a pandemic
and an infodemic [1]. The spread of COVID-19 has been
accompanied by an equally unfortunate and dangerous spread
of misinformation such as fake news linking the COVID-19
epidemic to 5G technology [2]. Disinformation has influenced
other disease outbreaks such as the measles outbreak in Germany
that involved more than 570 reported measles cases and caused
infant deaths [3]. This study suggests that there exist numerous
similar examples. From anticholesterol treatment to
psychiatry—potentially harmful noncredible medical content
on varied topics proliferates on the web.

Web-based information related to health and medicine is a large
and influential category of web content, to the extent that the
term Dr Google has been coined. The case of health-related
web content is interesting from the point of view of informatics
not only because medical information is highly specialized and
written using domain-specific vocabulary, but also because
medical information on the web is often misinterpreted or taken
out of context. Health-related fake news reports often rely on
factually correct medical statements such as the antiseptic effect
of silver ions, which translates into a false belief in the universal
effectiveness of colloidal silver for treating any disease.
Debunking health-related web content requires not only
expertise but also awareness of the possible effects of
misinterpreted information. The breadth of specialized medical
knowledge, coupled with the impact of context on fake news
debunking, increases the difficulty of the problem of medical
fake news detection.

Fully automated methods are currently not mature enough to
detect medical fake news with sufficient accuracy. A realistic
system for detecting and debunking medical fake news needs
to keep medical experts in the loop. However, such an approach
is not scalable because medical experts and health professionals
cannot allocate sufficient time to handle the volume of
misinformation spreading on the web. Another issue is that, in
general, compared with credible medical content, noncredible
medical web content is sparse. Assuming a real human–assisted
system for assessing the credibility of medical statements,
statistically, out of 100 assessed statements, the expert will catch
no more than 20 unreliable items (as shown by our data
collection experiment). The purpose of our work is to create an
automatic tool to maximize the number of potentially
noncredible sentences to be verified in the first place. The
sentences are then reordered so that the most noncredible content
shows up first to be annotated by a human judge. In such a way,
we can optimize medical experts’ time and efficacy when
annotating medical information. Even if only a portion of
potentially noncredible sentences gets annotated by the expert,
it will include the most suspicious content.

We propose to use a method called active annotation. It
dramatically improves the use of annotators’ time. Active
annotation implements a highly efficient human-in-the-loop
component for augmented text annotation. The main idea behind

active annotation is to use an unsupervised machine learning
method (grouping of sentences into clusters based on sentence
similarity) to organize the training data to suggest annotation
labels for human annotators. When active annotation is used,
the work of human annotators (medical experts) is focused on
difficult noncredible medical statements. In addition, because
the annotators process clusters of semantically similar sentences,
our method significantly reduces the cost of cognitively
expensive context switching. However, it is the annotators who
decide the final labeling of the data.

The method proposed in this paper extends currently known
active annotation methods by a cluster-ranking procedure that
ensures that medical experts first see the content clusters that
are most likely to contain noncredible content. This approach
allows us to speed up the discovery of noncredible content. In
our view, the process of detecting and debunking medical
misinformation will never stop, and therefore a method that
optimizes the use of medical experts’ is of essential importance.

To test our method, we conducted an experiment with the
participation of medical experts. They were asked to evaluate
the credibility of medical and health-related Web content. The
result of the experiment is a large data set that contains
numerous examples of medical misinformation. We conducted
an explorative and qualitative analysis of this data set, searching
for patterns of similarity among the different examples of
medical misinformation. The result of this analysis (which
included an in-depth case study of misinformation related to
cholesterol therapy with statins) was the discovery of distinct
narratives of medical misinformation. We believe that these
narratives are general in nature and will be of great use for
detecting medical misinformation in the future.

Our direct experiences with the annotation team dictate a set of
rules that have been formalized as a strict protocol for medical
text annotation. Most importantly, we noted that the annotators
tended to use external contexts extensively when annotating
data. This, in turn, led to incoherent annotation labels across
the data set and a divergence between the notions of statement
credibility and statement truthfulness. We share our experience
and present an annotation protocol that we have used to mitigate
some of the annotation problems.

The original contributions presented in our paper are as follows:

• An annotation schema, an annotation protocol, and a unique
annotated data set comprising 10,000 sentences taken from
web-based content on medical issues, labeled by medical
experts as credible, noncredible, or neutral. The entire data
set is available in a public repository [4].

• A method for ranking sentences submitted to medical
experts for labeling. Our active annotation method increases
the likelihood that medical experts will discover noncredible
sentences and thus optimizes the use of medical experts’
time.

• A qualitative analysis of the labeled data set. We discovered
4 distinct narratives (both syntactic and semantic) present
in the noncredible statements. We believe that these
narratives can be further used to discern noncredible
statements in areas of medicine other than the areas covered
by our data set.
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Literature Review
Health literacy is a rising concern, especially during the
COVID-19 pandemic. However, research shows that more than
half of the population struggles with making proper judgments
and taking decisions in everyday life concerning their health
[5]. Moreover, studies from the United States, Europe, and
Australia [6,7] have found that web-based health information
is written above the average reading level of adults. There is
clearly the need for external tools or strategies to support
laypersons in assessing the credibility of web-based health
information. Expert fact-checking is one of the proposed
strategies [8] because short-format refutational medical expert
fact-checks have proven to be free from the backfire effect [9]
(the backfire effect has been described in the study by Nyhan
and Reifler [10]). Research shows that using expert sources to
correct health misinformation in social media permanently
corrects users’ false beliefs.

The related work on the general news media domain [11]
demonstrates that a credible source can promote false
information and vice versa. Technological innovation in the
fight against disinformation, as the authors argue, should go
beyond discrediting noncredible sources of information and
should instead promote more careful information consumption
[11]. The literature has reported on successful machine learning
models that classify entire articles or information sources
[12,13]. Of note, these models can easily overfit (ie, obtain high
classification accuracy for publications from media outlets
present in the training set but fail to generalize to previously
unseen media outlets). The possible performance drop in
classifying fake news from previously unseen sources has been
examined in the literature [12]. The study by Afsana et al [14]
is, to the best of our knowledge, the most accurate classification
model for assessing the quality of web-based health information.
The authors declare accuracy ranging from 84% to 90% varied
over 10 criteria. The model includes source-level and
article-level features. The relationship of the described criteria
with credibility remains an open research question.

The assessment of the veracity of individual claims contained
in open-domain news articles is an emerging and fast-growing
field of research. The scope of activities includes the creation
of data sets containing the claims collected from fact-checking
websites, such as MultiFC [15], Liar [16], and Truth of Varying
Shades [17], and the existing solutions are based on a variety
of approaches, from semi-automatic knowledge graph creation
[18] to choosing check-worthy claims and comparing them
against verified content (ClaimBuster) [19]. The open-domain
solutions or solutions used in journalism [20] are not easily
transferable to the medical domain.

The MedFact system [21] is a stand-alone web-based health
information consumption support system. In MedFact, the user
is automatically equipped with relevant trusted sources during
web-based discussions.

State-of-the-art information retrieval models [22,23] forms part
of the fully and semi-automatic fact-checking systems. A
combination of such systems’ judgments and human judgments
has been successfully applied in the study by Ghenai and Mejova
[24] for the specific case of capturing the spread of rumors

regarding the Zika virus. Our goal is to test the combination of
an unsupervised machine learning model with a
human-in-the-loop approach as a robust tool to support the
assessment of the credibility of web-based medical statements.

The quality assessment coding scheme for lay medical articles
had been proposed in the 1990s under the Discern handbook
project [25] and as Health on the Net (HON) principles.
However, the guidelines have to comply with the rapidly
evolving web-based reality; thus, new tools and updates are
designed every few years, such as the Ensuring Quality
Information for Patients (2004) [26] tool, Evidence-Based
Patient Information (2010) [27], and Good Practice Guidelines
for Health Information (2016) [28], to name a few. Keselman
et al [29] propose different credibility assessment criteria based
on 25 web-based articles regarding type 2 diabetes. These
criteria (objectivity, emotional appeal, promises, and certainty)
can be automatically captured by language models and
lexicon-based machine learning. Work on web-based journalism
has developed good practices that can also be used by medical
experts in credibility evaluation. Medical practitioners who
directly communicate medical information to patients can
observe their reactions and subsequent actions and therefore
have a special agency in credibility evaluation.

Successful application of machine learning models requires the
annotation of vast corpora of medical information. However,
this annotation is prohibitively expensive given the required
expertise of the annotators and their limited capacity. Active
annotation is a technique that facilitates large-scale data
annotation by providing an auxiliary ranking of sentences that
should be manually annotated by medical experts and by
expediating labeling of other sentences to the underlying
machine learning model. In this study, we are particularly
inspired by the approach presented by Marinelli et al [30]. The
authors propose initially dividing text documents into separate
clusters, selecting pivot documents (k-closest documents to the
center of each cluster), and generating a tentative label for the
cluster. Next, a small set of text documents is selected and
presented to human annotators with a proposed label and a
binary annotation decision (to accept or reject the label). The
authors claim that in many applications, obtaining a full
annotation schema before annotation may be difficult and
turning the annotation task into a binary question–answering
task significantly speeds up the process [30].

Language Modeling
The term language model is confusing because it serves as an
umbrella term for different concepts. As a general rule, a
language model is a way in which textual content (tokens,
words, sentences, paragraphs, and documents) is represented.
Historically, text documents have been represented using 2
prevalent models: the bag-of-words model (where a document
is represented simply as the set of words appearing in the
document) and the one-hot encoding model (where a document
is represented by a binary vector of a length equal to the size
of the vocabulary and each position in the vector encodes the
presence or absence of a word in the document). The most
consequential limitation of these models was the inability to
capture the semantic similarity between words. For instance, if
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a document contained the word diabetes and another document
contained the word insulin, there was no straightforward way
of deciding that the documents shared a common topic. This
limitation has been abruptly neutralized with the advent of word
embeddings. Word embeddings are dense continuous vector
representations of words from a given vocabulary, which means
that each word is assigned a unique vector whose elements are
arbitrary numbers. Unlike one-hot encoding vectors where each
vector has a length equal to the size of the vocabulary, word
embedding vectors have, at most, several hundred dimensions.
The vectors are trained on the text corpus to capture various
semantic relationships among words. For instance, words such
as apple, pear, and orange appear close to each other in the
vector space because part of their representation encodes the
notion of being a fruit. Analogically, the distance between the
words Russia and Moscow is similar to the distance between
the words Great Britain and London because the difference
between the respective word vectors encodes the notion of a
capital city.

Since the seminal work of Mikolov et al [31], word embeddings
have revolutionized the field of natural language processing.
After the initial success of the word2vec algorithm, numerous
alternatives have been introduced: Global Vector embeddings
trained through matrix factorization [32], embeddings trained
on sentence dependency parse trees [33], embeddings in the
hyperbolic space [34], subword embeddings [35], and many
more. The common feature of these embeddings is the static
assignment of dense vector representations to words. Each word
receives the same embedding vector, irrespective of the context
in which the word appears in a sentence. These static
embeddings can be used to create representations for larger text
units such as sentences, paragraphs, and documents. However,
static embeddings are inherently unable to capture the intricacies
hidden in the structure of the language and encoded in the
context in which each word appears. Consider these 2 sentences:
“A photo reveals significant damage to the tissue” and “Please
do not throw used tissues into the toilet.” The word tissue will
receive the same vector although the context allows
disambiguation of the meaning of the word.

To mitigate this limitation, modern language models depend
on deep neural network architectures to calculate accurate,
context-dependent word and sentence embeddings. First,
context-dependent language models used either the long
short-term memory network architecture [36] or gated recurrent
unit networks [37] to capture contextual dependencies among
the words appearing in a sentence. In other words, unlike static
word embeddings, context-dependent language models calculate
an embedding word vector based on the context (ie, words
surrounding the embedded words). In the aforementioned
example, the word tissue would receive 2 different vector
representations: in the first sentence, the vector for the word
tissue would be much closer to the vectors of words such as
skin or cell; in the second sentence, the vector for the word
tissue would be closer to the vector of the word handkerchief.
These early recurrent architectures, however, suffered from
performance drawbacks, and in 2018 they were replaced by
transformer architecture [38]. This architecture allowed the
training of much better embeddings, such as Google’s Universal

Sentence Encoder [39] or the (infamous) Generative Pre-trained
Transformer 3 [40].

The current state-of-the-art language model, Bidirectional
Encoder Representations from Transformers (BERT) [41],
produces continuous word vector representations by training
the neural network using 2 parallel objectives: guessing the
masked word in a sentence (ie, trying to predict the word based
on the context) and deciding whether 2 sentences appear one
after another. Given such training objectives, the network applies
similar weights to the nodes regarding input words that appear
in a similar context. Sentence-BERT (sBERT) [42] is a
straightforward extension of the original BERT architecture for
creating sentence embeddings. This model is based on Siamese
BERT networks [43] (2 identical models trained simultaneously)
that are fine-tuned on the Natural Language Inference and
Semantic Textual Similarity tasks. The model serves as an
encoder for sentences. The encoder calculates vector
representations of sentences so that semantically similar
sentences have low cosine distance in the latent embedding
space. This is both more efficient and produces semantically
richer sentence representations than simply averaging the vectors
of words that appear in each sentence.

Methods

Presentation of 3 Steps
To validate the efficacy of the active annotation approach, we
need to create a data set of sentences on medical topics gathered
from the Web, after which we need to obtain credibility
evaluations of these sentences from medical experts. We need
to propose methods for selecting sentences from the Web,
annotating of these sentences by medical experts, and organizing
these sentences into a processing pipeline to use the experts’
time and attention most efficiently. These 3 steps we elaborate
on in this section.

Data Selection
We performed annotation on a data set of 247 articles collected
manually from various eHealth websites. The data set consists
of more than 10,000 sentences. All documents were annotated
by medical professionals sentence by sentence. The sentences
constitute a stratified sample of source texts of varying
credibility. We first discussed the most problematic topics of
specific medical fields with the medical practitioners. Next, we
manually searched for articles that presented contradicting views
regarding these topics. These topics include the following:

1. Pediatrics:
• Children’s antibiotics consumption (432 sentences)
• Children’s steroids consumption (701 sentences)
• Vaccination (1262 sentences)
• Dietary interventions for children with autism (431

sentences)
• Food allergy testing (1401 sentences)

2. Psychiatry:
• Effectiveness of psychiatric medication and

electroconvulsive therapy (2272 sentences)

3. Cardiology:
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• Benefits of statin therapy in treating cardiovascular
disease (CVD; 2029 sentences)

• Dietary interventions for heart health improvement
(423 sentences)

• Benefits of consumption of antioxidants (694 sentences)

4. Gynecology:
• Benefits of cesarean section over natural birth (359

sentences)
• Selective serotonin reuptake inhibitor consumption

during pregnancy (169 sentences)
• Aspirin consumption during pregnancy (257 sentences)

Our collection of web-based health-related and medical articles
reflects topics potentially causing controversy and
misinformation among patients.

Methodology of Selecting Source Websites
The source websites were selected as follows. First, we asked
each medical practitioner 2 questions:

1. “In your medical practice, what kind of false beliefs and
rumors do you encounter when interacting with patients?”

2. “The truthfulness of which facts do you have to prove to
your patients most often?”

The answers to these questions served as the basis for manually
creating web queries. To create a data set of web medical articles
addressed to laypersons, we submitted these queries to the
Google search engine and then manually selected sources. The
full list of these queries is listed in Multimedia Appendix 1. The
manual collection was supported by the HON browser plugin
(HON tag–certified webpages). As a result, 12.6% (31/247) of
the extracted articles originated from HON-certified sources.
The remaining 87.4% (216/247) come from domains such as
the following:

• Large news media outlets (eg, The Guardian, The New York
Times, and BBC)

• Q&A forums, both general and topic-specific (eg, “Quora”,
“Yahoo”, “community.babycenter.com”)

• Parenting blogs (eg, “scarymommy.com”)
• Uncertified health portals (eg, “choosingwisely.org”,

“practo.com”, and “heartuk.org.uk”)
• Advertising websites for medical supplements and medical

testing (eg, “everlywell.com”, “yorktest.com”, and
“naturesbest.co.uk/antioxidants”)

The full list of data sources is available in Multimedia Appendix
2.

In this study, we consider a sentence as the unit of consistent
information that undergoes credibility assessment. According
to Wikipedia [44], “a sentence is a set of words that in principle
tells a complete thought.” Thus, unless a sentence is highly
complex, we can assume that the segmentation of a document
into sentences is the easiest way to automatically extract single
statements. To be precise, a single sentence may contain several
statements. We have also observed that expert annotators tend
to focus on statements rather than entire sentences when labeling
data. However, we do not have a robust method of statement
demarcation. In addition, most sentences contain a single main

statement; thus, we decided to make the sentence the atomic
unit of annotation and classification.

An additional reason for focusing on single sentences is the
phenomenon of shrinking attention. Recent studies suggest that,
over recent decades, collective attention spans are becoming
shorter across all domains of culture, including the web [45].
It is debatable as to what the underlying cause of this
phenomenon is. The most likely explanations suggest the impact
of the rapid acceleration in the rate of production and
consumption of information. Given finite attention resources,
this inevitably leads to more cursory interaction with
information. It is possible that this phenomenon also affects the
consumption of health-related information, which only
exacerbates the problem of the ubiquitousness of medical fake
news on the web.

Expert Annotators
In all, 9 medical professionals took part in the experiment: 2
cardiologists, 1 gynecologist, 3 psychiatrists, and 3 pediatricians.
All the experts had completed 6 years of medical studies,
followed by a 5-year specialization program that culminated in
a specialization examination. The experts were paid for a full
day of work (approximately 8 hours each). Of the 9 experts, 8
(89%) had at least 10 years of clinical experience. The
gynecologist was a resident physician; we accepted his
participation in the experiment because of his status as a PhD
candidate in medicine. Of the 3 psychiatrists, 1 (33%) held a
PhD degree in medical sciences. The experts were allowed to
browse certified medical information databases throughout the
experiment. Each expert evaluated the credibility of content
within their specialization (cardiology, gynecology, psychiatry,
or pediatrics).

Annotation Protocol
Our goal is to create a rich and diverse corpus of medical
sentences assessed and labeled in terms of their credibility by
medical experts. To obtain reliable and comparable credibility
evaluations, the experts participating in our study were supported
by a detailed annotation protocol.

The medical experts evaluated the credibility of sentences with
the following set of labels and the corresponding instruction:

• CRED (credible): the sentence is reliable; does not raise
major objections; contains verifiable information from the
medical domain

• NONCRED (not credible): the sentence contains false or
unverifiable information; contains persuasion contrary to
current medical recommendations; contains outdated
information

• NEU (neutral): the sentence does not contain factual
information (eg, it is a question); is not related to medicine

The experts were asked to base their answers mostly on their
experience, knowledge, and intuition, but they were also allowed
to use an external database that they would usually use in the
course of their medical practice. The main direction provided
to the experts was to focus on the patient’s alleged perception
of the information. The control question stated as follows: “If
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the patient asked you if he or she should trust this statement,
would you say yes or no?”

In addition, we collected the following information for each
sentence:

• Time needed for evaluation (in milliseconds)
• (Optional) Reason for evaluating the sentence as

noncredible
• Number of surrounding sentences needed to understand the

context of the sentence being evaluated

Examples of credible sentences from the cholesterol and statins
topic include the following:

Lp(a), the worst cholesterol, is a number most doctors
don’t measure.

Monitoring cholesterol levels is crucial because
individuals with unhealthy cholesterol levels typically
do not develop specific symptoms.

Non-communicable chronic disease is now the biggest
killer on the planet.

Examples of noncredible sentences include the following:

For the remaining 90% of the population, the total
cholesterol had no predictive value.

It seems likely that fear of fat is unreal, based on a
carry-on of the cholesterol fear.

Most people don’t need to cut down on the cholesterol
that’s found in these foods.

Examples of neutral sentences include the following:

Seven [research items] found no link between LDL
cholesterol and cardiovascular mortality.

These perspectives won’t make headlines and they
won’t appeal to those who want a simple and definite
answers.

This is not why I went to medical school.

Impact of Sentence Context on Credibility Evaluation
Table 1 shows how many sentences required additional
m-surrounding sentences to provide the context for annotation.
When focusing on noncredible statements, more than 71.27%
(1377/1932) of the sentences were self-explanatory, 26.6%
(514/1932) of the sentences required a single sentence of
context, and less than 2.17% (42/1932) of the sentences required
2 or more sentences of context. Thus, we conclude that our
choice of the sentence as the unit of information is justified.

Table 1. Number of surrounding sentences (m) needed to understand the context and evaluate the credibility of a sentence for all data, only credible
subset, only noncredible subset, and only neutral subset (n=10,649).

Neutral subset, n (%)Noncredible subset, n (%)Credible subset, n (%)All data, n (%)m

2233 (88.3)1377 (71.27)4955 (80.07)8565 (80.43)0

279 (11.03)514 (26.6)1165 (18.83)1958 (18.39)1

16 (0.63)34 (1.76)57 (0.92)107 (1)2

1 (0.04)6 (0.31)5 (0.08)12 (0.11)3

0 (0)2 (0.05)6 (0.1)8 (0.07)<3

For the annotation process, we used the software developed
specifically for this experiment. During the experiment, the
medical expert could not see the context of the whole document
while annotating a sentence. However, we provided the most

relevant keywords collected from the rest of the document.
Keywords were extracted using the methods described in the
study by Nabożny et al [46]. A single task is shown in Figure
1.

Figure 1. Annotation interface: single sentence view.
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If the medical expert decided that a sentence could not be
assessed because of insufficient context (despite visible
keywords), they could display the preceding and succeeding
sentences in the annotation view, as shown in Figure 2. Each
medical expert was asked to annotate approximately 1000
randomly chosen sentences. Whenever the medical expert

labeled a sentence as noncredible, they were asked to provide
the reason for their decision. To avoid the effect of intentionally
skipping the NONCRED label to complete the task quicker,
providing the reason was optional, and the expert could also
choose an explanation from a set of tags prepared beforehand.

Figure 2. Annotation interface: sentence in context view.

The set of possible explanations prepared in advance included
the following:

• The sentence contains argumentation that is weak or
irrelevant, given the context of the subject being discussed.

• The sentence contains an encouragement to act
inconsistently with current medical knowledge.

• The author of this sentence shows signs of the lack of
substantive knowledge or is not objective.

• The sentence is an anecdote or a rumor.
• The sentence is an advertisement of an unproven drug or

substance or an unproven therapy.
• The sentence cites research that was conducted on a small

sample.
• The sentence contains invalid numerical data.
• The sentence contains outdated information.
• The sentence is incomprehensible or grammatically

incorrect.

Most of the annotation was conducted in controlled laboratory
conditions. The experts were performing annotation tasks in
the presence of a supervisor who was conducting the experiment.
At any time, the medical experts had access to the detailed
instruction (definitions of each label) and could also ask the
supervisor for assistance. The experts completed 70% of the
tasks in controlled conditions, and the rest were completed with
web-based assistance within a few days after the conclusion of
the laboratory experiment.

Sentence Processing Pipeline Using Clustering and
Reranking
Inspired by the active learning paradigm, we designed an
assessment loop for medical sentence credibility. The core idea
of the active annotation approach is to augment annotation
efforts by 2 mechanisms:

• Clustering:
Semantically similar sentences are automatically grouped
into clusters. The process of clustering uses
sentence-embedding representation. Each sentence is
represented as a vector computed by the language model.
As each sentence is a vector, mathematical measures of a
distance can be used, such as the Euclidean distance or the
cosine distance. We use the k-means algorithm to divide
sentences into clusters. K-means is a simple iterative
procedure where clustered items (in our case, vectors
representing sentences) are assigned to the closest of k
points representing cluster centers (also known as
centroids). After assigning each item to the nearest centroid,
the positions of the centroids are updated to reflect the
geometric mean of assigned items. Finally, items are
reassigned to the nearest centroid, and the procedure is
repeated until no more reassignments are possible. The
resulting clustering maximizes the similarity among the
items assigned to a cluster and at the same time minimizes
the similarity among the items assigned to different clusters.
In other words, if 2 sentences are assigned to the same
cluster, the distance between their vector representations
is small, which in turn means that the sentences are
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semantically similar (because semantic similarity is the
criterion of embedding vector training). When human
annotators are presented with sentences from a cluster, they
process sentences that share a common topic. This reduces
the cognitive workload of human annotators because they
do not have to switch contexts between annotated sentences.

• Reranking:
Noncredible statements are moved to the top of the ranking.
Human annotators are required to identify noncredible
statements; thus, every time human annotators are presented
with a credible or neutral sentence, they may consider it to
be a waste of their precious time. By combining sentence
embeddings and clustering, we push sentences that are close
to the already labeled noncredible sentences to the top of
the ranking, prioritizing these sentences for the next round
of manual annotation.

In the active annotation process, the following steps are
performed in the assessment loop:

1. Sentences from the corpus are encoded by the language
model to produce sentence embeddings.

2. The k-means clustering algorithm [47] is applied, and the
top k sentences nearest to the cluster center are chosen for
initial human annotation. We use the elbow method [48]
to find the number of clusters (which represents the number
of distinct topics in the corpus).

3. Medical experts annotate selected sentences.
4. The algorithm reranks all sentences based on the distribution

of labels within clusters.
5. Medical experts annotate sentences from the top of the

ranking, triggering another reranking procedure.

The general idea behind reranking is presented in Figure 3.

Figure 3. Sentence reranking: general idea.

Step 4 is crucial to the method. First, we find clusters with a
large proportion of labeled noncredible statements. During initial
iterations of the method, only a small fraction of sentences are
manually labeled, but the clustering step groups semantically
similar sentences; therefore, we expect that many sentences
belonging to a cluster with predominantly noncredible labels

also would turn out to be noncredible. In step 5, more sentences
are manually labeled, providing a better approximation of the
true distribution of labels within clusters. By repeating steps 4
and 5, we annotate more and more sentences, prioritizing the
annotation of noncredible sentences.
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For sentence embeddings computations, we use the sBERT
modification Robustly Optimized BERT Pretraining Approach
where embeddings are calculated based on the same model as
BERT but with slightly different training objectives and
hyperparameters [49]. We also use a simple preprocessing
technique where we subtract the mean and exclude the first
principal component from each embedding vector [50,51]
(principal component analysis transformation). The assumption

behind this step is that the first principal component encodes
syntactic rules of the grammar of the sentences without
contributing to their semantics. The removal of the first
component strips sentence vectors of grammar and leaves only
the part of the vector where the meaning is encoded.

Figure 4 presents the overview of the sentence processing
pipeline.

Figure 4. Processing pipeline. PCA: principal component analysis; RoBERTa: Robustly Optimized Bidirectional Encoder Representations from
Transformers Pretraining Approach.

The key component of the pipeline is the clustering and
reranking strategy. For reranking, we perform 2-level sorting.
The first sorting is applied to clusters, and the second sorting
reorders sentences within clusters. We rank clusters based on
the proportions of credible, noncredible, and neutral labels in
the top m most central sentences. Our scoring formula penalizes
clusters with a significant proportion of credible sentences. At
the same time, it rewards clusters with a significant proportion
of noncredible sentences. This strategy enables us to push most
of the noncredible sentences to the top of the ranking, thus
positioning them at the top of the queue for medical expert
evaluation.

Let p(c), p(n), and p(u) denote the probability that a random
sentence is credible, noncredible, or neutral, respectively. This
probability is computed by manually annotating m most central
sentences in the cluster. The cluster score is defined as follows:

score@k = 1/e–(p[n]–p[c]) + 1/wp(u)+1(1)

The first component of the formula is the sigmoid function with
the difference between p(n) and p(c) as the argument. If the
difference is positive, which means that there is an advantage
of noncredible proportion over credible, the sigmoid function
gives results close to 1 (the bigger the difference, the closer to
1). If the difference is negative, the sigmoid value tends toward

zero. The second component of the formula is the parametrizable
function, which enables giving proper scoring weight to p(u).
For example, given w=1.5, it orders clusters with p(n)=0.4 and
p(c)=0.3 below clusters with p(n)=0.5 and p(c)=0.4. Without
the second component, both clusters would receive the same
score.

The intracluster ranking of sentences is performed based on the
distance of sentences from the center of the cluster, with more
central sentences placed at the top of the ranking. The distance
is measured as the cosine distance in the latent embedding space.
The final ranking of all sentences is obtained by first ordering
all clusters in the decreasing order of score@k and, next, by
reordering sentences within each cluster by the growing distance
from the center of the cluster.

Results

Overview
We used the method described in the previous section to create
an annotated data set. We now describe the results. First, we
present the data set statistics. Next, we depict the effect of our
sentence pipelining method on the effectiveness of the medical
experts’ time allocation. Subsequently, we conduct a qualitative
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analysis of the credible and noncredible sentences, focusing on
a single topic.

Distribution of Labels Within the Data Set
The distribution of labels (CRED, NONCRED, and NEU) for
each topic is shown in Figure 5. Distribution varies for each
topic but within a certain range. For example, the CRED label

is always at least two times more frequent than the NONCRED
label and significantly more frequent than the NEU label. The
NEU label applies to no more than 30% (3195/10,649) of the
sentences in all topics, which leads us to the conclusion that,
regardless of the topic, more than 59.99% (6389/10,649) of the
statements warrant credibility checking.

Figure 5. Distribution of credible, noncredible, and neutral sentence labels within topics. CS: cesarean section; CRED: credible; NB: natural birth;
NEU: neutral; NONCRED: noncredible; SSRI: selective serotonin reuptake inhibitor.

Although the articles were explicitly picked so that they reflect
potentially controversial topics, the proportion of noncredible
sentences was generally small. Taking into account the
alarm-raising calls of the medical experts, we can conclude that
even a small contribution of noncredible content throughout the
web has a substantial influence on the formation of people’s
views.

Justification for Using the Lift Measure
We have chosen the lift measure to evaluate the effectiveness
of our method. Throughout the qualitative analysis, it became
apparent that semantic similarity measures retrieved from neural
language models lose important information encoded in
annotations. Our objective is to optimize medical experts’ time
by focusing their attention on statements that are possibly
noncredible. Using the lift measure, we determined the relative
time savings by indicating how many more noncredible
sentences a medical expert would see by reviewing a given
percentage of the entire sentence corpus using our ranking. The
lift measure specified for each ranking percentile is defined as
follows:

lift@p = N/p × recall@p(2)

where p is the percentile, N is the total number of sentences in
the corpus, and recall@p defines, for a given percentile p of
the ranking, how many noncredible statements have been
included in the pth percentile of the ranking.

The key parameter of our method is m, the number of top
sentences in a cluster for manual annotation. We tested our
method on a full data set (all topics merged) for 3 m values,
each of which is listed in Table 2. In Table 3, we present the
lift results for the separate topic of cholesterol and statins. The
baseline value for lift is 1. Thus, we can interpret the results as
follows: the number by which a given value exceeds 1 tells us
how many more noncredible sentences medical experts would
discover at a given corpus percentile when using the reranking
procedure. For example, when reviewing 20% of the full corpus,
medical experts would discover 29% more noncredible sentences
if the batch were to be reranked using the m value of 5 than
without applying the procedure.

Table 2. Lift results for the full data set. m is the number of top sentences from each cluster to be manually reviewed.

Batch percentileNumber of clusterslift@m

40%20%10% (approximately 1000 sentences)1% (approximately 100 sentences)

1.171.291.36 a1.36200lift@5

1.171.31.311.23130lift@10

1.161.221.271.49100lift@15

aThe best performing set of parameters for a given batch percentile is italicized.
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Table 3. Lift results for the cholesterol and statins topic. m is the number of top sentences from each cluster to be manually reviewed.

Batch percentileNumber of clusterslift@m

40%20%10% (approximately 200 sentences)1% (approximately 20 sentences)

1.271.261.241.7540lift@5

The number of clusters for each experiment is chosen based on
2 criteria: the elbow method [48] and the proportion of sentences
to be manually reviewed. The latter should not exceed 15% of
the batch. Let us take Table 3 as an example: we delegate 5 ×
40 = 200 top sentences from each cluster to be manually
reviewed by the experts. These 200 sentences out of the
approximately 2000 sentences in the cholesterol and statins
topical category make up 10% of the set. It means that by
gathering initial labels from only 10% of the sentences from
the topical corpus, we can obtain significant (eg, 27% in the
40th percentile) savings of experts’ time during text annotation
sessions.

Zooming in on a Topical Cluster: Case Study of Statins
We conducted a case study in the subdomain of cholesterol and
statins. We did this to gain insight into the process of credibility
evaluation and the nature of noncredible medical sentences. The
focus on a single topic was dictated by the size and diversity of
our data set. Presenting an in-depth qualitative analysis of the
entire data set would take too much space. The following is a
qualitative analysis of all sentences labeled noncredible by the
experts in the selected topic.

Brief Introduction to the Topic of Statin Use
Numerous epidemiological studies, Mendelian randomization
studies, and randomized controlled trials have consistently
demonstrated a relationship between the absolute changes in
plasma low-density lipoprotein (LDL) and the risk of
atheromatous CVD. The inverse association between plasma
high-density lipoprotein and the risk of CVD is among the most
consistent and reproducible associations in observational
epidemiology. Higher plasma Lp(a) concentrations are
associated with an increased risk of CVD, but it appears to be
a much weaker risk factor for most people than LDL cholesterol
[52]. Commonly, plasma cholesterol is used to calculate
cardiovascular risk, whereas LDL is used to evaluate the
achieving of target values according to the estimated
cardiovascular risk.

Hypercholesterolemia (dyslipidemia with an increased levels
of circulating cholesterol) is not the only factor responsible for
the development of CVD, but also obesity, poor diet, lack of
physical activity, smoking, and high blood pressure
(hypertension). To prevent CVD, physicians recommend that
patients quit smoking; eat a diet in which approximately 30%
of the calories come from fat, choosing polyunsaturated fats
and avoiding saturated fats and trans fats; reduce high blood
pressure; increase physical activity; and maintain their weight
within normal limits [53].

Hydroxymethylglutaryl-coenzyme A reductase inhibitors
(statins) lower cholesterol synthesis. Statins represent the
cornerstone for the treatment of hypercholesterolemia and in
the prevention of CVD, although muscle-related side effects

have strongly limited patients’ adherence and compliance [53].
The evidence in support of muscle pain caused by statins is in
some cases equivocal and not particularly strong. The reported
symptoms are difficult to quantify and rarely is it possible to
establish a causal link between statins and muscle pain. In
randomized controlled trials, statins have been well tolerated,
and muscle pain–related side effects were similar to those caused
by placebo. An exchange of statins may be beneficial, although
all statins have been associated with muscle pain. In some
patients, a reduction of dose is worth trying, especially in
primary prevention [54]. Statins have been linked also to
digestive problems, mental fuzziness, and glucose metabolism,
and they may rarely cause liver damage. The influence of the
diabetogenic action of statins is still unclear. Despite these
observations, the CVD preventive benefit of statin treatment
outweighs the CVD risk associated with the development of
new diabetes [55]. There is good evidence that statins given
late in life to people at risk for vascular disease do not prevent
cognitive decline or dementia [56]. Statins can cause transient
elevation of liver enzymes, which has led to the unnecessary
cessation of these substances prematurely [57]. Coenzyme Q10
(CoQ10) is widely used as a dietary supplement, and one of its
roles is to act as an antioxidant. Decreased levels have been
shown in diseased myocardium and in Parkinson disease.
Farnesyl pyrophosphate is a critical intermediate for CoQ10
synthesis, and blockage of this mechanism may be important
in statin myopathy. Supplementation with CoQ10 has been
reported to be beneficial in treating hypertension, statin
myopathy, heart failure, and problems associated with
chemotherapy; however, this use of CoQ10 as a supplement
has not been confirmed in randomized controlled clinical trials
[58].

In conclusion, recent analyses and randomized controlled trials
have been published confirming that the cardiovascular benefits
of statin therapy in patients for whom it is recommended by
current guidelines greatly outweigh the risks of side effects [59].
The Cholesterol Treatment Trialists Collaboration meta-analysis
showed that for each 1 mmol/L reduction in LDL, major
vascular events (myocardial infarction, coronary artery disease
death, or any stroke or coronary revascularization) were reduced
by 22% and total mortality was reduced by 10% over 5 years
[59].

Extracting Categories From Raw Data
Our data set contains 1986 unique sentences about cholesterol
and statins. Of the 1986 sentences, 1041 (52.42%) were labeled
by medical experts as credible, 551 (27.74%) as neutral, and
394 (19.84%) as noncredible. We have reviewed the compliance
of the assessments in the noncredible class with the annotation
protocol. As a result, of the 394 noncredible annotations, 72
(18.3%) were discarded as noncompliant. The following are
some examples of sentences erroneously annotated as
noncredible:
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“Why are they putting patient lives at risk?” Sentence
is a question and should be labeled as neutral.

“Researchers chose 30 studies in total to analyze.”
Sentence does not contain any medical terms and
should be labeled as neutral.

“They [statins] work by blocking an enzyme called
HMG-CoA reductase, which makes your body much
slower at synthesizing cholesterol.” Sentence contains
factually true statement and should be labeled as
credible.

Finally, of the 1986 sentences, we identified 322 (16.21%) as
noncredible. We extracted 18 claim categories, which
represented 61.5% (198/322) of all noncredible sentences. The
process of claim category extraction involved the following
steps:

1. The annotator examined all the sentences from the
noncredible class one by one.

2. If a sentence matched an already existing category, it was
assigned to that category; otherwise, a new category was
created.

3. After processing all the sentences, categories with only 1
sentence were merged into a Miscellaneous category that
contained the remaining 29.5% (95/322) of the noncredible
sentences.

We also compared the compliance of the extracted claim
categories with current medical guidelines and knowledge. The
category counts are presented in Table 4, and these categories
are listed and explained in Table 5

Table 4. The number of occurrences of a particular claim category within the cholesterol and statins subset of sentences.

Is category based on the content
or on the form?

Is related claim factually incorrect?Number of occurrencesClaim category

FormN/Aa95Miscellaneous

ContentYes43(stat) Side effects

ContentYes25(chol) Not an indicator of CVDb risk

FormYes22Diet as good as drugs

ContentYes18(chol) Too low is harmful

ContentYes15Lifestyle changes are enough

ContentYes14Big pharma

ContentYes14Inflammation theory

ContentYes13(stat) Cause diabetes

ContentYes10(stat) Not needed

ContentNo8(chol) Makes cells and protects nerves

ContentYes7(stat) Not effective

ContentYes7(stat) Prescription based solely on (chol) level

FormN/A7Detailed data

ContentYes6(stat) Cause cognitive impairment

ContentYes6(stat) Not studied enough

ContentNo6High HDLc neutralizes high LDLd

ContentYes4Harmful CoQ10e loss

ContentYes3(chol) Consumption not an issue

ContentYes2Lifestyle versus statins

ContentYes2No liver function monitoring

aN/A: not applicable.
bCVD: cardiovascular disease.
cHDL: high-density lipoprotein.
dLDL: low-density lipoprotein.
eCoQ10: Coenzyme Q10.
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Table 5. Claim category and explanations of claim categories extracted manually from all noncredible sentences from the cholesterol and statins topic.

Claim explanationClaim category

Statins’ side effects outweigh the benefits(stat) Side effects

Total cholesterol is not an indicator of CVD(chol) Not an indicator of CVDa risk

Aggregation of different dietary interventions to lower cholesterol, triglycerides, or sugarsDiet as good as drugs

Too low cholesterol level is harmful(chol) Too low is harmful

People can lower cholesterol level just by developing good habits and eating a proper dietLifestyle changes are enough

People (eg, physicians and pharmaceutical company workers) make considerable profit through prescribing
statins

Big pharma

It is inflammation that causes CVD, not excessive cholesterol level; cholesterol is an effect, not a causeInflammation theory

Statins increase the risk of diabetes(stat) Cause diabetes

Statins are given to healthy people who do not need them(stat) Not needed

Cholesterol produces hormones that make body cells and protect nerves(chol) Makes cells and protects nerves

Statins do not fulfill their role in reducing the risk of CVD(stat) Not effective

Statin prescription is based solely on total cholesterol level(stat) Prescription based solely on (chol)
level

Sentences contain detailed data, for example, “LDLb cholesterol level should not exceed 200 md/dL”Detailed data

Statin consumption causes different forms of cognitive impairment (including memory loss and slow
information processing)

(stat) Cause cognitive impairment

Statins’ effectiveness is not studied enough(stat) Not studied enough

HDL is a so-called good cholesterol, whereas LDL is a so-called bad cholesterol; high levels of the former
neutralize negative consequences of high levels of the latter

High HDLc neutralizes high LDL

Statin-related CoQ10 loss is harmfulHarmful CoQ10d loss

People should not worry about cholesterol consumption(chol) Consumption not an issue

Lifestyle changes are more effective ways to prevent CVDs than statin consumptionLifestyle versus statins

Monitoring of liver function tests is no longer recommended in patients on statin therapyNo liver function monitoring

None of the aboveMiscellaneous

aCVD: cardiovascular disease.
bLDL: low-density lipoprotein.
cHDL: high-density lipoprotein.
dCoQ10: Coenzyme Q10.

Of the 322 noncredible sentences, 198 (61.5%) fall into specific
claim categories. Most of the categories have at least 6 examples
that spread across different documents. We have designated
categories with only 2 or 3 occurrences as separate because the
entire noncredible class is relatively small and finding even a
few similar sentences may indicate that the claim is being
duplicated on the web.

Of the 95 sentences that did not fall into any claim category,
we identified 9 (9%) that bear the hallmarks of a conspiracy
theory, 7 (7%) containing reasoning based on anecdotal
evidence, and 9 (9%) containing misleading statistical reporting:

• Conspiracy theory (referring to groups of interests such as
prostatin vs antistatin researchers): “Ironically, prostatin
researchers themselves are the ones who are guilty of
cherry-picking.”

• Anecdotal evidence: “What’s worse, my doctor has never
asked if I smoke cigarettes, exercise regularly, or eat a
healthy diet.”

• Misleading statistical evidence: “OK, maybe the benefits
of taking a statin are small, but many smart doctors say a
reduction of five-tenths or six-tenths of 1% is worthwhile.”

As part of qualitative analysis, we compared 2 sets of clusters:
automatically created versus manually created. We were able
to select sentences that contain similar words and statements
but differ in the narrative details that skewed the experts’
judgments. We have identified 4 types of false and misleading
narratives that occur frequently in the noncredible class. These
narratives are as follows:

1. Slippery slope: The sentence is factually true, but the
consequences of the presented fact are exaggerated. Example:

Hence, while the drug might synergise with a statin
to prevent a non-fatal (or minor) heart attack, it seems
to increase the risk of some other equally
life-threatening pathology, resulting in death.
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Cholesterol also helps in the formation of your
memories and is vital for neurological function.

2. Hedging: The sentence is factually incorrect, but there is a
part of it that softens the overtone of the presented statement.
Example:

However, cholesterol content should be less of a
concern than fat content. [CRED]

Coenzyme Q10 supplements may help prevent statin
side effects in some people, though more studies are
needed to determine any benefits of taking it. [CRED]

The FDA warns on statin labels that some people
have developed memory loss or confusion while taking
statins. [CRED]

3. Suggested negative consequences: The sentence is mostly
factually true, but given the context of the expert’s experience,
there is a risk that the presented information may lead the patient
to act contrary to current medical guidelines. Examples:

For starters, statin drugs deplete your body of
coenzyme Q10 (CoQ10), which is beneficial to heart
health and muscle function.

Cholesterol is a waxy, fatty steroid that your body
needs for things like: cell production.

4. Twisting words: the presence of a single word changes the
overtone of the sentence. Examples:

Statins may slightly increase the risk for Type 2
diabetes, a condition that can lead to heart disease
or stroke. [CRED]

For example, it may be enough to eat a nutritious
diet, exercise regularly, and avoid smoking tobacco
products. [NONCRED]

versus

Eating a healthy diet and doing regular exercise can
help lower the level of cholesterol in your blood.
[CRED]

Discussion

Principal Findings
The results of our experiments show that applying the active
annotation paradigm for credibility assessment in the medical
domain produces measurable gains in terms of the use of
medical experts’ time. Active annotation allows us to raise the
number of noncredible statements annotated by medical experts
by 30% on average, within a fixed time and monetary budget.
Annotation of medical information cannot be crowdsourced
because it requires the deep and broad domain knowledge of
medical experts and their time is expensive. We regard the
problem of prohibitively expensive annotation costs as the main
obstacle to the broad use of machine learning models in the
evaluation of the credibility of web-based medical resources.
Our proposal is a step toward a significant lowering of these
costs.

However, there is still room for improvement. Our qualitative
analysis shows that most of the noncredible sentences can be
classified into a limited number of categories. The subset of

approximately 200 noncredible sentences from the cholesterol
and statins subdomain can be divided into 18 categories, each
representing approximately one false statement. These 18
categories fall into 61.5% (198/322) of the total number of all
sentences labeled in full accordance with the annotation
protocol. This indicates the importance of precise semantic
clustering. More accurate clustering helps to detect noncredible
sentences faster. It also enables the tagging of clusters with
topic-related labels by nonexperts for later reviewing by medical
experts and, as a result, the even more useful sentence ranking.
In other words, it might be possible to use crowdsourcing to
some extent during preprocessing and include an expert in the
loop in the main annotation pipeline, further reducing the
annotation costs.

Another conclusion that we drew from the qualitative analysis
concerns the precision of the semantic similarity measure based
on sentence embeddings. The method captures well the overall
theme of the sentence but often misses the stance of the
presented claim. This error is understandable because the stance
in the medical domain is often expressed through subtle sentence
modifications, as listed in the Results section. Sentence
embeddings also struggle with finding a good representation of
the form of the sentence—whether it is a supposition, a question,
or a statement. Recognition of the form of the sentence can
improve the accuracy of classification of neutral sentences that
do not require medical expert annotation.

Finally, the qualitative analysis has revealed 4 distinct narratives
present in noncredible sentences. Although our analysis was
limited to the topic of cholesterol and statins, we feel that these
narratives are more general in nature and may apply broadly to
false medical information on other topics. If this hypothesis is
confirmed, it may be possible to develop machine learning
models for these narratives (eg, a model searching for instances
of hedging expressions or words capable of twisting the stance
of the sentence). Tagging these narratives during credibility
annotation may not only increase the precision of sentence
classifiers built upon such data sets, but, most importantly, also
help disambiguate experts’ labeling process.

Conclusions and Future Work
With the web quickly becoming one of the primary sources of
the first medical information for the general public [60], the
ability to distinguish between credible and noncredible
information is indispensable. Financial interests of the
alternative medicine community, combined with the rising
distrust of the medical establishment, produce voluminous
corpora of medical information of questionable quality. Of note,
too many people fall prey to medical misinformation because
it becomes increasingly harder to tell credible content from
harmful deceit.

A possible solution to the problem of medical information source
credibility is external certification. In our experiments, we
correlated medical experts’ labels with HON labels. The
certification certainly works because only 18% (240/1333) of
the sentences originating from HON-certified websites were
classified by our experts as noncredible. However, obtaining
the certificate is not simple, the certification process is long,
and the entire framework does not scale well. This scalability
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problem demonstrates the bottleneck of any approach used for
checking the credibility of medical content—the availability
and time of medical professionals who need to be involved in
the evaluation. In our work, we have taken the approach of
optimizing the use of the time spent by experts on credibility
evaluation of medical web content. The main goal of our future
work will be the improvement and extension of this approach
using active annotation and active learning methods.

In contrast, an ambitious goal would be to replace medical
experts’ evaluations with an automated credibility evaluation
system. Such a system would use advanced natural language
processing and machine classification algorithms. The results
of our research demonstrate the challenges that would need to
be overcome to make this possible.

The computational linguistic community is currently divided
into 2 opposing camps: those who attribute understanding of
meaning to language models and those who do not [61]. Despite
the recent successes of modern language models such as
Generative Pre-trained Transformer 3, the evidence seems to
support a more cautious position. Indeed, a language model
trained only on the form (raw text) cannot capture the true
meaning of the text. The meaning, in this context, should be
understood as the relationship between the linguistic form and
the communicative intent of the speaker.

Our case goes beyond the learning of the meaning of sentences.
As we have shown in this paper, there is an additional layer of
complexity introduced by the notion of credibility of a statement
to a user. Many machine learning solutions focus on the
identification of factual flaws when addressing misinformation.
However, fact-checking is not enough in the medical information
domain. Often one encounters fake news and disinformation
woven around factually true statements. We have seen time and
time again medical experts using contextual information when
assigning labels denoting sentence credibility. Most often they
would take into account the most probable course of action
taken by a patient who consumes medical information. Because
of this mechanics of annotation, the relationship between
sentence credibility and sentence truthfulness becomes

ambiguous, further complicating the shape of the decision
boundary between credible and noncredible medical statements.

This observation leads us to an important conclusion about the
design of information-processing pipelines for medical content
credibility evaluation. The first step is the compilation of large,
high-quality data sets for machine learning model training. The
active annotation approach presented in this paper allows
doubling the number of sentences annotated by medical experts
per cost unit (time or monetary). This, in turn, results in larger
and more comprehensive training data sets. As a side effect,
active annotation produces topical clusters of sentences, which
can be used in 2 ways: (1) by allowing nonexpert annotators
(whose time is far less expensive) to preprocess large batches
of sentences to be reviewed by medical experts and (2) by
reducing the cognitive stress of expert annotators due to the
removal of context switching.

These 2 effects combined can further enhance the annotation
process and increase the volume of annotated data. We also
plan to extend the scope of the data set by covering more topics
and providing more annotations.

The second step toward the support of medical content
credibility evaluation would be the investigation of statistical
models’ efficacy for automatic classification of medical
sentences as either credible or noncredible. Having an accurate
classifier of medical sentence credibility, we might develop
machine-assisted methods for finding consensus among human
annotators, for example, by correlating human annotations with
the confidence scores of the classifier. Finally, we would like
to pursue active annotation in the light of 2 frameworks.
Bayesian reasoning provides a set of tools for modeling
individual annotators’beliefs about annotated data. Expectation
maximization, in contrast, allows finding the best
approximations (or maximum a posteriori estimates) of the
unknown point credibility scores from empirical data. We see
several possibilities of including the active annotation step in
the iterative processes of Bayesian inference or expectation
maximization.
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Abstract

Background: Good eHealth literacy and correct beliefs about medicines are beneficial for making good health care decisions
and may further influence an individual's quality of life. However, few studies have discussed these two factors simultaneously.
Moreover, gender differences are associated with health literacy and beliefs about medicines. Therefore, it is important to examine
the multiple relationships between college students’ eHealth literacy and beliefs about medicines, as well as gender differences.

Objective: This study aims to (1) examine the multiple relationships between eHealth literacy and beliefs about medicines and
(2) analyze gender differences in eHealth literacy and beliefs about medicines with Taiwanese college students.

Methods: We used a paper-and-pencil questionnaire that included age, gender, 3-level eHealth literacy, and beliefs about
medicines to collect data. In total, 475 data points were obtained and analyzed through independent t tests and canonical correlation
analyses.

Results: The t test (t473=3.73; P<.001; t473=–2.10; P=.04) showed that women had lower functional eHealth literacy and more
specific concerns about medicines than men. Canonical correlation analyses indicated that the first and second canonical correlation
coefficients between eHealth literacy and beliefs about medicines reached a significant level, implying that a multivariate
relationship indeed existed.

Conclusions: These findings reveal that women in Taiwan have lower functional eHealth literacy and stronger concerns about
medicines than men. In addition, students with higher eHealth literacy have more positive perceptions of and beliefs about
medicines.

(JMIR Med Inform 2021;9(11):e24144)   doi:10.2196/24144

KEYWORDS

beliefs about medicines; college student; eHealth literacy; health education

Introduction

Beliefs about medicines refer to a concept related to the
cognitive representation of medicines. Such beliefs are used to
evaluate individuals’ beliefs regarding the necessity of and
problems associated with prescribed medication and their more
general beliefs about the overuse and detrimental effects of

medicines [1]. According to the theory of self-regulation, beliefs
about medicine are related to the decision to take medicine [1].
Studies have shown that nonadherence to medication regimens
is more likely to occur among those with negative views
regarding their medication, and that these views are
accompanied by stronger concerns about potential harm, which
caused them to believe that taking medicines is harmful in
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general [2,3].Therefore, helping people accurately understand
medicines’ use can be a key element in reducing
misunderstandings regarding medication and further building
positive attitudes toward medication.

In addition to directly help people establish correct notions of
medication use, enhancing individuals’ health literacy may be
another useful approach because the process of forming beliefs
about medicines may depend on information seeking and
processing. Health literacy is the capability of individuals to
access, comprehend, and effectively utilize health-related
information, and it is a critical factor in the disease management
and health promotion arena [4]. When patients request more
information and written information is clear and easily
understood, patients are assisted in improving their knowledge
of and adherence to treatment [5]. Additionally, studies have
shown that patients with poor health literacy are more inclined
to incorrectly interpret labels and health information [6], more
often possess negative emotionality that affect adherence [7],
are more likely to believe that medications are necessary, and
are more concerned about the possible side effects of their
medications [8]. Namely, individuals with poor health literacy
are less likely to comprehend information about diseases and
medicines and have negative beliefs about medicines.

The internet has become a popular way to search for, obtain,
and share health-related information over the last decade.
Nevertheless, the abilities needed to collect and evaluate
information through the internet differ from those needed to
use books and other hard copies. In the cyberworld, individuals
must be equipped with the ability, resources, and motive to seek,
understand, and evaluate web-based health information [9].
eHealth literacy, which consists of functional, interactive, and
critical levels [10], is defined as the capability to acquire needed
and correct health information through the internet and further
use this information to resolve health questions or make health
decisions [11]. Apparently, the need for eHealth literacy is
becoming increasingly important, as it is an indicator of how
an individual applies web-based health information in his/her
life [12]. Past studies have found that individuals with limited
functional eHealth literacy may consult doctors frequently and
that those with higher critical eHealth literacy can more
effectively utilize health services [13]. However, research
clarifying the multivariate correlations between eHealth literacy
and beliefs about medicines is relatively scant. Furthermore,
most previous studies on beliefs about medicines have focused
on chronic disease patients [1,3,8,14] rather than normal
samples, creating an academic gap.

In Taiwan, one can quickly and conveniently find information
about medicinal drugs and disorders via the internet [15]. Before
starting college, students' health literacy and beliefs about
medicines are mostly influenced by parents and teachers.
However, autonomous learning is encouraged in higher
education. In this learning atmosphere, students have more
opportunities to seek information on the internet and develop
strong independent thinking and self-care abilities. Therefore,
eHealth literacy and beliefs about medicines that students
develop during college may well influence whether they will
make good health care decisions in adulthood. Moreover, gender
may play different roles in health literacy and beliefs about

medicines. Females are reportedly more likely to have lower
health literacy [16-18], stronger concerns about medicines [14],
firmer beliefs about the necessity of taking medicine [19], and
firmer beliefs that medications are overprescribed [20] than
males.

Therefore, to obtain a comprehensive understanding of this
topic and to address the lack of other samples in previous
studies, with a focus on health education in Taiwan, the present
study aims to examine the multiple relationships between college
students’ eHealth literacy and beliefs about medicines and to
analyze gender differences. Specifically, we attempted to answer
the following questions: What is the relationship between
eHealth literacy and beliefs about medicines among college
students? Further, what is the effect or role of gender in these
two concepts? Based on the extant literature, we propose the
following hypotheses:

1. Taiwanese college students with higher eHealth literacy
are more likely to have positive perceptions of and beliefs
about medicines.

2. Taiwanese women are more likely to have lower eHealth
literacy and stronger beliefs about medicines than men.

Methods

Study Design and Participants
We collected 2 samples from Taiwan; 1 sample was used for
pretesting, and the other sample was used for the formal study.
Pretesting was employed to validate the appropriateness of the
research instrument used in this study by performing an
exploratory factor analysis (EFA) to confirm the construct
validity. The formal study was used to analyze the relation
between college students’ eHealth literacy and their beliefs
about medicines and the associated gender differences.

During pretesting, a convenience sampling approach was used
to recruit students to participate in this investigation. We
contacted our acquaintances who teach at other universities to
help us promote this research and distribute the questionnaires.
In total, 199 data points were returned and analyzed in the
pretest study. A stratified random sampling method was adopted
for the formal study. Specifically, we divided Taiwan into 3
regions and then used a computer to randomly select schools.
For the selected schools, we contacted their instructors and
asked whether they were willing to assist with distributing the
questionnaire. Ultimately, 500 questionnaires were distributed,
and 475 were returned. Among the 475 responses, missing
values for each question did not exceed 2. We used the series
mean to replace these missing data.

Measures

eHealth Literacy Scale
The participants’ eHealth literacy was measured by the eHealth
Literacy Scale (eHLS) [21]. The eHLS measures functional (3
items; eg, “I find the online health information difficult to
understand”), interactive (4 items; eg, “I can locate health
information efficiently through search engines”), and critical
literacy (5 items; eg, “I will think about whether the online
health information applies to my situation”). Functional eHealth
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literacy refers to basic competency in reading and writing
web-based health information. Interactive eHealth literacy refers
to the communication and social competencies used to consume
information in a web-based social multimedia environment.
Critical eHealth literacy involves people's cognitive competency
in appraising, judging, or evaluating web-based information
relevant to health [21]. According to Chiang et al’s [21] report,
item analysis, EFA, and confirmatory factor analysis (CFA)
were employed to determine the reliability and validity of eHLS.
Specifically, the results of item analysis revealed that the
comparisons between extreme measures ranged from 3.93 to
7.31 (P<.001), and the coefficient of correlation ranged from
0.70 to 0.85 (P<.01). The EFA and CFA results revealed that
the Kaiser–Meyer–Olkin (KMO) measure was 0.83, the Bartlett
test for sphericity was significant (P<.001), the factor loadings
ranged from 0.53 to 0.90, the explained variance was 61.10%,
the standardized factor loadings ranged from 0.60 to 0.86
(P<.001), composite reliability ranged from 0.75 to 0.84, and
the average variance extracted for each dimension ranged from
0.50 to 0.52. In addition, for the goodness-of-fit indexes,

χ2
51=139.00, comparative fit index=0.96, root mean square error

of approximation=0.06, and standardized root mean square
residual=0.05. Each item in the eHLS was rated by the
respondents on a 5-point Likert scale, with 1 indicating strong
disagreement and 5 indicating strong agreement. Higher eHLS
scores indicated that the participants had higher eHealth literacy,
and all the variables were regarded as continuous variables.
According to Sharma’s [22] guidelines, the reliability of a
Likert-type rating scale can be obtained by computing the value
of Cronbach α. The Cronbach α values obtained in our study
sample were .82 (functional), .83 (interactive) and .87 (critical).

Beliefs About Medicines Scale
The Beliefs About Medicines Scale (BMS) was designed by
the authors on the basis of Horne et al’s [1] scale. Three
specialist professors in this field helped test the content validity
of the BMS. We provided each professor with two sheets: one
contains clear information about this scale, including this
measurement’s purpose and each dimension’s definition, and
the other contains an evaluation form with 2 options
(inappropriate and appropriate) for each item. Experts were
asked to complete the evaluation form and suggest modifications
for items they rated inappropriate. Based on their suggestions,
we revised and confirmed the BMS items until all experts were
satisfied. The BMS includes specific and general sections
measuring college students’beliefs about medicines (Multimedia
Appendix 1). The respondents rated each item in the BMS on
a 5-point Likert scale, where 1 indicated strong disagreement
and 5 indicated strong agreement, and all the variables were
regarded as continuous variables. The results of the EFA
(principal axis factors method with direct oblimin rotation)
resulted in a 4-factor structure, which is the same as Horne et
al’s [1] scale, and revealed that the factor loadings ranged from

0.54 to 0.88 and that the explained variance was 59.12%. Before
conducting the EFA, we examined the results of the KMO and
Bartlett sphericity tests to ensure that these data were appropriate
for performing an EFA. According to Sharma’s [22] guidelines,
the reliability of a Likert-type rating scale can be obtained by
computing the value of Cronbach α. The Cronbach α values
obtained in our study sample were .77 (specific-necessity, 4
items; eg, “I cannot live without my medicines”), .76
(specific-concern, 4 items; eg, “Taking medicines worries me”),
.72 (general-overuse, 3 items; eg, “Most medicines are
addictive”), and .84 (general-harm, 2 items; eg, “Doctors
prescribe too many medicines”), respectively.

Data Analysis
In the pretest study, peer review was employed to test the
content validity of the 13-item BMS, and an EFA was used to
assess its construct validity. In the formal study, we calculated
the internal consistency coefficients (α values) of each
instrument and performed a descriptive statistical analysis,
independent t tests, and a canonical correlation analysis to gain
a better understanding of our samples and clarify the relationship
among the research variables. Notably, all statistical analyses
were performed using SPSS. A value of P<.05 was considered
statistically significant.

Ethical Considerations
This study used an anonymous questionnaire to gather data,
which is consistent with the government’s institutional review
board rules for exempt review. All participation was voluntary
and confidential. To ensure anonymity and confidentiality, we
asked the students not to write any personal information on the
questionnaire, and all the questionnaires were stored in a locked
cabinet that only the researchers could access. Before
distributing the questionnaires, the lecturer clearly informed the
participants of the study aim and noted that they had the right
to refuse to participate at any time without penalty; in addition,
the participants were informed that their participation would
not have any influence on their grades.

Results

Descriptive Statistics of eHealth Literacy and Beliefs
About Medicines
Most of the students were under 22 years of age, except for 31
students whose ages ranged from 23 to 40 years, and the average
age of our participants was 20.37 years. Table 1 presents the
descriptive statistics of eHealth literacy and beliefs about
medicines, showing that the college students basically had a
moderate or high self-perceived level of eHealth literacy (all
the means exceed 3). The participants also had low perceptions
of the necessity of medicines (mean 1.78), low concerns about
medications (mean 2.88), and low levels of the belief that
medicines are harmful (mean 2.44) and overused (mean 2.50).
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Table 1. Descriptive analysis of eHealth literacy and beliefs about medicines.

Value, mean (SD)Attribute

eHealth literacy

3.95 (0.77)Functional

3.73 (0.70)Interactive

3.81 (0.72)Critical

Beliefs about medicines

1.78 (0.72)Specific-necessity

2.88 (0.94)Specific-concerns

2.44 (0.83)General-harm

2.50 (0.94)General-overuse

Gender Differences in eHealth Literacy and Beliefs
About Medicines
The t test results shown in Table 2 reveal that men had higher
functional eHealth literacy than women (meanmen 4.07,

meanwomen 3.81; t473=3.73; P<.001) and that women had stronger
concerns about medications than men (meanmen 2.79, meanwomen

2.97; t473=–2.10; P=.04).

Table 2. t test for gender differences in eHealth literacy and beliefs about medicines.

P valuet test (df)Score (women; n=225), mean (SD)Score (men; n=250), mean (SD)Attributes

eHealth literacy

<.0013.73 (473)3.81 (0.75)4.07 (0.77)Functional

.221.22 (473)3.69 (0.72)3.77 (0.69)Interactive

.291.07 (473)3.77 (0.72)3.84 (0.72)Critical

Beliefs about medicines

.27–1.10 (473)1.82 (0.71)1.74 (0.72)Specific-necessity

.04–2.10 (473)2.97 (0.95)2.79 (0.93)Specific-concerns

.36–0.92 (473)2.47 (0.82)2.40 (0.84)General-harm

.28–1.07 (473)2.55 (0.94)2.46 (0.95)General-overuse

Relationship Between eHealth Literacy and Beliefs
About Medicines
The results of the canonical correlation analysis presented in
Table 3 reveal that the first and second canonical correlation
coefficients between eHealth literacy and beliefs about
medicines were 0.28 and 0.15, respectively, which reached a
significant level (P<.05).

The results of the first canonical variate indicated that the
students with relatively high functional and interactive eHealth
literacy were less concerned about the 4 aspects related to the
medicines used. The results of the second canonical variate
revealed that the students with relatively high critical eHealth
literacy were less concerned about the specific necessity of the
medicines used.
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Table 3. Canonical correlation analysis of eHealth literacy and beliefs about medicines.

Second canonical variateFirst canonical variateAttributes

eHealth literacy set, rs
a

–0.170.96Functional

0.070.50Interactive

0.740.48Critical

19.4646.94Variance percentage

0.443.65Redundancy

Beliefs about medicines set, rs

–0.69–0.63Specific-necessity

0.34–0.63Specific-concerns

0.37–0.77General-harm

–0.07–0.60General-overuse

18.2543.42Variance percentage

0.423.38Redundancy

0.150.28Rc
b

0.020.08Rc
2

.03<.001P value

ars: structure coefficients (canonical loadings) and absolute values of ≥0.50 are italicized.
bRc: canonical correlation coefficients.

Discussion

Principal Findings
This study found that women had lower functional eHealth
literacy and higher specific concern about medicines than men;
hence, hypothesis 2 is only partially supported by our findings.
Previous studies have found that female sex is associated with
limited functional health literacy [16,17]. Researchers have
argued that the lower level of health literacy among females
was probably owing to their low educational level [17,18].
However, this study found that despite similar education levels,
functional eHealth literacy may also have gender differences.

Functional literacy is closely linked to reading comprehension
and numeracy skills [23]. Although reading comprehension
competence is similar between the sexes [24], studies have
found that females have poorer numeracy skills than males [25],
including those with higher education [26]. Poorer numeracy
may account for the phenomenon that female students were
more likely to have inadequate functional eHealth literacy than
male students, but this merits further study. In addition,
overestimation and underestimation of eHealth literacy may
have occurred because self-reporting was used for assessment.
It is possible that functional eHealth literacy is similar between
male and female college students. Future studies could develop
a direct test of eHealth literacy and clarify whether a difference
in eHealth literacy exists on the basis of gender among college
students.

Consistent with Viktil et al [14], this study found that women
worried more about the potential negative effects of medication

than men. Physiological sex differences may result in a
dissimilar incidence rate of disease and response to drug therapy
[27]. Studies have shown that females are more likely to use
gender-specific drugs and general medications [28] and have
more adverse drug reactions than males [28,29]. In addition, it
is worth noting that women’s adverse drug reactions might have
been ignored in pharmaceutical research for many years. In
contrast, men’s adverse drug reactions have gained more
attention. For example, independent safety committees ceased
Behre et al’s [30] study because the committees found that the
injectable combination hormonal contraceptive for men had
some side effects (ie, depression and mood changes) and the
risks outweighed the potential benefits for the participants. Thus,
women's concerns about medication are not simply owing to
the physiological differences between the 2 sexes but also
because pharmaceutical research has ignored the side effects of
medication for women (or, in the absence of relevant
experimental data, it is unclear what side effects these drugs
have on women). In this case, if women need to take medication
for treatment, they have no other choice but to adapt to the
current medication, which may elicit women's concerns.
Therefore, this finding’s result should be interpreted with
caution.

Hypothesis 1 is also only partially supported by the results of
the canonical correlation analysis. The first canonical result
indicated that students with relatively high functional eHealth
literacy were less concerned about the 4 aspects related to
medicine. According to Taiwan’s Ministry of Health and
Welfare, relevant indications should be printed on medication
packaging, such as drug names, cautions, principal indications,
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and main adverse reactions [15]. Functional health literacy
particularly emphasizes basic reading skills, which are used to
address health information [10,31,32]. Lower functional health
literacy is a barrier preventing patients from understanding their
health conditions, such as diseases and proper treatment [33].
Previous studies have also shown that individuals with poor
functional health literacy tend to have the attitude that drug
therapy is requisite and are inclined to express concerns about
the possible adverse reactions or sequela of their medications
[8].

Therefore, compared to students with higher functional eHealth
literacy, those with lower functional eHealth literacy might have
poorer abilities to understand information related to their
medications and thus believe that they need more personal
medication and have more concerns about the potential negative
effects of medicines; such students were also more inclined to
believe that medicines are harmful and overused by physicians.
Scholars have argued that illustrated medication information
provides useful reinforcement [34], and for individuals with
low health literacy, illustrations enhance their health knowledge
and adherence to medications [35]. Thus, illustrated medication
information could help students with low eHealth literacy build
positive perceptions and beliefs about medicines.

Moreover, the results of the first set of canonical correlations
showed that students with higher interactive eHealth literacy
tended to have positive perceptions and beliefs about medicines.
In Taiwan, people can conveniently and quickly search for
information about medications and disorders through the
internet, news, and magazines [15]. Interactive eHealth literacy
identifies the communication and social competency that are
employed in consuming health information in the web-based
environment [13,21,36]. Students with adequate interactive
eHealth literacy have the capability to collect information and
extract meaning from various types of communications and
further build positive beliefs about medicines. A study found
that a summary information leaflet, regular health presentations
and monthly meetings can effectively change patients’ health
education concept and positively influence their attitudes toward
medicines [37]. Therefore, health education practitioners could
conduct regular health education campaigns to build positive
beliefs about medicines for students with low interactive eHealth
literacy.

Finally, the results of the second set of canonical correlation
analysis revealed that students with adequate critical eHealth
literacy were less likely to have stronger perceptions of a need
for medications to maintain their present and future health.
Critical eHealth literacy refers to the most advanced cognitive
competency that is used to critically appraise and evaluate
web-based information relevant to health [13,21,36]. Given that
web-based health information often lacks evidence and is
incorrect or misinforming, patients are easily confused and
likely to form inaccurate and negative beliefs about medications

[38]. Cultivating students’ critical health literacy is necessary
because critical literacy can help them analyze health
information and take an active role in addressing their
health-related issues [39], thus giving college students lower
perceptions of the need for medications to maintain their current
and future health.

Limitations of This Study
Although this study contributes to our understanding of the
relevant correlates of eHealth literacy and beliefs about
medicines, it has some limitations. First, this study used a
cross-sectional design. Thus, we gathered data at a single time
point and could not determine the development of beliefs about
medicines along with eHealth literacy. Second, since the 2 scales
(eHLS and BMS) applied in this study did not have predictive
validity information, these scales’ utility may be questionable.
We suggest that future studies should consider this issue, using
more complete scales to address this concern. However, even
with this flaw, the study provides a good starting point for
further studies in general. Third, our participants may have been
likely to overestimate or underestimate their eHealth literacy
and beliefs about medicines owing to social desirability
expectations. Future studies could adopt research methods other
than self-reporting assessment to address this issue. Fourth, the
sample in the current study was restricted by age to college
students in Taiwan. The findings should be interpreted
considering the sample’s homogeneity. In particular, students’
different demographic characteristics (eg, major, type of family,
religious practices, and community) may influence beliefs about
medicines and eHealth literacy. Future studies can use diverse
samples and perform covariance analysis to control for these
potentially influential factors. Finally, students’ healthy
skepticism of medications is not documented as part of this
study. Healthy skepticism helps people wary of medicine
information and gauges medications’ value from a different
perspective. Future studies could consider this variable.

Conclusions
To the best of our knowledge, this study is the first to explore
the relationship among the 3 levels of eHealth literacy and 4
aspects of beliefs about medicines among college students,
especially Taiwanese college students. Our study contributes
not only to research but also to educational practice. Our results
indicate that higher the eHealth literacy of Taiwanese college
students, the more positive the perceptions and beliefs about
medicines they held, thus providing some insights for health
educational practitioners who could help college students build
positive beliefs about medicines by promoting their eHealth
literacy. In addition, this study found that women had lower
functional eHealth literacy and stronger concerns about
medicines than men. Therefore, health educators could develop
gender-specific programs to improve women’s functional
eHealth literacy and reduce their concerns about medicines.
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Abstract

Background: The recent surge in clinical and nonclinical health-related data has been accompanied by a concomitant increase
in personal health data (PHD) research across multiple disciplines such as medicine, computer science, and management. There
is now a need to synthesize the dynamic knowledge of PHD in various disciplines to spot potential research hotspots.

Objective: The aim of this study was to reveal the knowledge evolutionary trends in PHD and detect potential research hotspots
using bibliometric analysis.

Methods: We collected 8281 articles published between 2009 and 2018 from the Web of Science database. The knowledge
evolution analysis (KEA) framework was used to analyze the evolution of PHD research. The KEA framework is a bibliometric
approach that is based on 3 knowledge networks: reference co-citation, keyword co-occurrence, and discipline co-occurrence.

Results: The findings show that the focus of PHD research has evolved from medicine centric to technology centric to human
centric since 2009. The most active PHD knowledge cluster is developing knowledge resources and allocating scarce resources.
The field of computer science, especially the topic of artificial intelligence (AI), has been the focal point of recent empirical
studies on PHD. Topics related to psychology and human factors (eg, attitude, satisfaction, education) are also receiving more
attention.

Conclusions: Our analysis shows that PHD research has the potential to provide value-based health care in the future. All
stakeholders should be educated about AI technology to promote value generation through PHD. Moreover, technology developers
and health care institutions should consider human factors to facilitate the effective adoption of PHD-related technology. These
findings indicate opportunities for interdisciplinary cooperation in several PHD research areas: (1) AI applications for PHD; (2)
regulatory issues and governance of PHD; (3) education of all stakeholders about AI technology; and (4) value-based health care
including “allocative value,” “technology value,” and “personalized value.”

(JMIR Med Inform 2021;9(11):e31142)   doi:10.2196/31142
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Introduction

Over the past 20 years, the use of patient medical information
has rapidly increased in both clinical practice and research [1,2].
Improved access to personal health data (PHD), thanks to

emerging technologies such as wearable devices, and mobile
phones have improved health care delivery and
physician–patient relationships, particularly for patients with
noncommunicable chronic diseases [3]. PHD can play an
important role in providing patient-centered rather than

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e31142 | p.299https://medinform.jmir.org/2021/11/e31142
(page number not for citation purposes)

Gong et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:openmis@163.com
http://dx.doi.org/10.2196/31142
http://www.w3.org/Style/XSL
http://www.renderx.com/


disease-centered health care by facilitating health care providers
to learn about an individual’s medical history and current health
status [4-6]. At the same time, this data-driven approach is
helping to provide cost-effective and high-quality health
care—known as value-based health care [7]. It is expected that
PHD will continue to transform the health care industry.

PHD includes both clinical data (eg, electronic medical records
[EMRs], electronic health records [EHRs], personal health
records [PHRs]) and nonclinical data (eg, sentiments, emotions,
characteristics, and social media behavior) [2]. Figure 1 shows
the relationship between EMR, EHR, PHR, and PHD. EMR
files are real-time electronic files including only clinical records
that have replaced paper files; these are usually not sent to other

health care providers outside the treating hospital or clinic [8].
This transition to electronic records signifies a great digital
transition in the health care industry. The standardization of
EHR has provided a repository of health information that has
greatly facilitated interoperability between different institutions
[2]. EHR usually belongs to health care organizations [9] and
cannot be easily transmitted between different organizations
because of different data standards and health information
systems. To overcome this limitation, PHR was generated [6].
PHRs are electronic records of health-related information that
conform to national interoperability standards and can be drawn
from multiple sources (eg, EHRs, laboratory test results,
smartphones, and wearable devices), while being managed,
shared, and controlled by the individual [10].

Figure 1. PHR, EHR, and EMR relationships. EHR: electronic health record; EMR: electronic medical record; PHR: personal health record.

Health care providers now have access to clinical data from
EHR and patients’ self-reported health data (eg, test results,
medication lists, allergies) from PHRs. However, they do not
have access to the patients’ self-reported experiences, attitudes,
feelings, and emotional states. The development of the internet
of things and wearable devices means that PHD can also include
nonclinical health-related data, such as daily physical activity
and diets. Individuals are now sharing more and more detailed
health information via social media platforms such as Twitter
and through online health communities such as PatientsLikeMe
[11]. Hill [12] defined PHD as any data related to an individual’s
health condition [12], while Plastiras and O’Sullivan [13] viewed
PHD as health data generated by patients during their daily life.
In this study, PHD is defined as data related to clinical and
nonclinical well-being, including EMR, EHR, PHR, and
environment and social media data. Incorporating broader
nonclinical PHD such as emotions and feelings has been shown
to enhance personalized health care delivery [14,15].

PHD research has gained attention in various fields, including
computer science, bioinformatics, medicine, and public health.

Searching for the keyword “personal health data” on Web of
Science shows that relevant articles on PHD have increased
greatly (Multimedia Appendix 1). Several systematic reviews
have been published on different topics associated with PHD
(Table 1). These include security and privacy problems
associated with EHR [16], data types and standardization [6],
facilitators and barriers to using EHR in the United States
[17,18], barriers to data sharing [19], and ethical issues of data
collection [20]. Others have investigated factors affecting the
use of PHR and big data applications of PHD [11,21,22]. While
the PHD research literature grows rapidly, some scholars
acknowledged the value of presenting comprehensive landscape
and topic evolution process of PHD publications for researchers
in various disciplines, in which bibliometric as a quantitative
analysis method can be useful. Some scholars analyzed the
status and detected the high-frequency terms of EHR [23-26].
Wen et al [27] analyzed the production trends of publications
on EHRs by countries from 2009 to 2015. Wang et al [28] used
bibliometric methods to compare publication hotspots in EHRs
from different periods among 6 countries. The recent articles
by Qian et al [29] and Zhenni and Yuxing [30] applied social
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network analysis and topic modeling methods to explore the
EHR publications in-depth to evaluate the publications trends
and detect the frontiers. However, these were mainly aimed at
a specific type of health data: EHR. Karampela et al [2] used a
systematic mapping approach to present the publication channel,
publication year, and major research topics to provide a more
complete overview of PHD research. However, it is not clear
what phase each topic is in, how each topic is progressing, what
knowledge trends are evolving, and which topics will become
research hotspots.

This study aims to examine the evolving trends and to detect
the potential research hotspots of PHD by identifying,
classifying, and clustering PHD research topics from 2009 to
2018. We used knowledge evolution analysis (KEA) with
bibliometric techniques to review articles retrieved from the
Web of Science database. This study traces the evolution of
PHD using knowledge networks based on reference co-citation,
keyword co-occurrence, and discipline co-occurrence. Revealing
the interrelationships between PHD research topics will provide
a solid framework for future research. Table 2 presents the key
questions that will be answered in this study.

Table 1. Comparison of literature reviews.

MethodTime rangeSample sizeResearch questionStudy

Systematic reviewUnlimited-2010130PHRsa design, functionality, implementation, applica-
tion, outcomes, and benefits

Archer et al [17]

Systematic review2006-201149Security and privacy in EHRsbFernández-Alemán et al [16]

Systematic reviewUnlimited-201365Barriers to data sharingVan Panhuis et al [19]

Systematic review2012-201531Adoption factors of EHRsKruse et al [18]

Systematic review2008-201797Data types, standards, profiles, goals, methods, func-
tions, and architecture with PHRs

Roehrs et al [6]

Systematic review2010-2018103Machine learning in online personal health dataYin et al [11]

Systematic reviewUnlimited-201848Ethical issues in passive data collectionMaher et al [20]

Systematic review2000-201897Factors affecting the use of PHRsAbd-alrazaq et al [21]

Systematic review2013-201858Big data analytics in PHDcMehta and Pandit [22]

Bibliometric method1957-201617,678Evolution of publication hotspots in EHRsWang et al [28]

Bibliometric method1991-20051803Production trends of EHRWen et al [27]

Bibliometric method2005-20105095Status, hotspots of EHRGuo et al [23]

Bibliometric method1990-20131262Status, directions of EHRLiang et al [24]

Bibliometric method1999-2004262Status of EMRd in ChinaRuixian et al [25]

Bibliometric method1900-201913,438Hot spots in EHRZhenni and Yuxing [30]

Bibliometric method1900-201913,438Landscape, hot topics, trends of EHRsQian et al [29]

Bibliometric method1999-20121752Status of EMR research in ChinaLin et al [26]

Systematic mapping
study

Unlimited-2018246Publication source, publication year, research topicKarampela et al [2]

Bibliometric method2009-20188281Knowledge evolution trajectory of PHD, including
EHR, PHR, and EMR

This study

aPHR: personal health record.
bEHR: electronic health record.
cPHD: personal health data.
dEMR: electronic medical record.
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Table 2. Mapping questions.

RationaleMapping questionQuestion and ID

MQ1a: References

To understand the main topics and the development of research

topics in PHD.b
How does the references co-citation network shape?MQ1.1

To identify which PHD topic has the most longevity and the newest
hotspot.

How has the knowledge cluster evolved?MQ1.2

To explore the emerging PHD research topic characterized by arti-
cles.

What are the citation bursts of reference networks?MQ1.3

MQ2: Keywords

To explore the emerging research interests in PHD characterized by
keywords.

What are the keyword bursts in recent years?MQ2.1

MQ3: Disciplines

To identify the trends of discipline categories that are involved in
PHD.

What does the discipline categories co-occurrence net-
work shape?

MQ3.1

To explore the discipline categories that increased abruptly in PHD.What are the discipline categories bursts?MQ3.2

aMQ: mapping question.
bPHD: personal health data.

Methods

Data Collection
In 2009, the American Health Information Management
Association launched a foundation program “Better health
information for all” [2]. From then on, PHD research has
developed greatly. Therefore, the time span for the retrieval is
from 2009 to 2018 (The data collection was on March 8, 2019).
In this review, we relied on scholarly publications in the Web
of Science Core Collection, which covers over 21,000 science
and social science journals and gives access to multiple
databases that reference cross-disciplinary research. Web of
Science has been long recognized as an ideal data source for
bibliometric analysis.

To ensure the quality of the data set, we retrieved both original
research articles and review articles from Science Citation Index
Expanded and Social Science Citation Index. As there is no

common definition for PHD, the following terms were searched
in titles, abstracts, or keywords to identify PHD-related research
in the Web of Science database: “personal health data”,
“personal health record”, “electronic health record” or
“electronic medical record”. In Web of Science, the “Topic
Search” function returns results in titles, abstracts, or keywords.
Thus, the search query was defined as follows:

TS(Topic)=(“personal health data” OR “personal health record”
OR “electronic health record” OR “electronic medical record”)
AND DT(Document Types)=(“Articles” OR “Review”) AND
PY(Year Published)=(2009-2018).

This search yielded 8544 publications. After eliminating
publications with replicated or incomplete retrieval data, 8281
records were left, 7855 (94.86%) of which were original articles
and 426 (5.14%) review articles. The data set selection process
follows the PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) flow (Figure 2).
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Figure 2. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow chart of data selection.

Data Analysis

Overview
We used KEA to analyze the evolution of PHD research. The
KEA followed a bibliometric approach, whereby each article
is viewed as a knowledge resource. The relationships of various
knowledge resources represent knowledge networks: reference
co-citation, keyword co-occurrence, and discipline
co-occurrence. These knowledge networks can be analyzed
along the 3 dimensions of references, disciplines, and keywords

using similarity-based clustering [31,32]. This combination of
reference, keyword, and discipline networks represents a
knowledge kernel, which is a three-dimensional space depicting
the overall knowledge network of a research field (Figure 3).
As such, the 3 knowledge networks present the evolution of a
knowledge kernel along the 3 dimensions of references,
disciplines, and keywords. Taken together, the 3 knowledge
networks represent the knowledge evolution of a knowledge
kernel. This approach is referred to as KEA. Besides, the burst
detection technique was employed to identify emerging research
hotspots.

Figure 3. 3D attributions of knowledge kernel.

An article typically cites and is cited by many others. To identify
the interrelationships between articles, reference co-citation
analysis is commonly used. Co-citation analysis can only
categorize part of the cited literature in a research field, so
keyword co-occurrence and discipline co-occurrence techniques
were also used to reveal information on other key topics. These
3 techniques can help analyze the dynamics of a research field
over time and are discussed in detail below.

Reference Co-citation Network
Small [33] defined co-citation as “the frequency with which
two items of earlier literature are cited together by the later
literature”. The reference co-citation network was generated
with a threshold of 4 or more co-citations [34], and the networks
were divided into several clusters, with each network being
labeled by terms extracted from the titles of the most
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representative citing articles [35]. This analysis shows how
PHD research focus changes over time.

Keywords Co-occurrence Network
A list of predefined keywords represents the core idea of an
article. Keyword co-occurrence refers to the statistical
correlation between keywords that appear in the same article.
A keyword co-occurrence network links keywords listed in the
same article and presents the relationships between these
keywords as a network map. The shortest distance between any
2 keywords that are not linked directly is viewed as the closeness
of the 2 words [34]. The cluster formed by closely linked
keywords represents a key subject domain of a research field.
The burst detection algorithm shows how keywords emerge
through frequency analysis to signify the most active PHD
research hotspots over time [36].

Disciplines Co-occurrence Network
In this technique, each scientific article is assigned to 1 or more
disciplines to calculate the statistical correlation between
disciplines. When an article is assigned to 2 disciplines, these
disciplines are related, and related disciplines combine to form
a discipline co-occurrence network [37]. A burst detection
algorithm can be used to detect the most active disciplines in
PHD articles [36,38].

In this study, we used CiteSpace 5.2.R2, a bibliometric tool to
analyze PHD articles [39].

Results

In the following sections, we present the KEA of references,
disciplines, and keywords in the published PHD research.

Reference Co-citation Network
We constructed a co-citation network of the top 100 most cited
articles each year from 2009 to 2018. Clustering was performed
using the log-likelihood ratio method. The analysis identified
15 major clusters. Silhouette values ≥0.7 indicate high similarity
among articles in the same cluster, while modularity Q values
≥0.6662 indicate high differences between clusters [34].

Figure 4 shows the evolution trajectory of the PHD knowledge
kernel based on the reference co-citation network. The colored
bars at the top of the figure represent different years. The
corresponding colored curves represent co-citations occurring
in that year. The size of a node depicted with the citation “tree
rings” represents the number of times an article was cited [34].
The networks are further decomposed into clusters as tightly
coupled references. Each cluster is labeled using terms extracted
from noun phrases in titles.

Figure 4. Co-citation clusters of references (Modularity Q=0.6662, Mean Sihouette=0.278, Selection Criteria=Top 100 per slice).

From Figure 4, we can see that the most popular PHD research
topics changed over time. Before 2013, knowledge clusters such
as clusters 3 (clinical decision support), 5 (information
technology diffusion), and 2 (EHR system) mainly focused on

medicine and technology. From 2013 onward, the focus shifted
to health care resource allocation, such as clusters 8 and 9,
focusing on developing knowledge resources and allocating
scarce resources. A closer examination of clusters 8 and 9 can
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be found in Multimedia Appendix 2. It lists articles with
coverage ≥9%, which represents the percentage of members in
each cluster that articles cite. To some extent, these articles are
the most representative articles of each cluster. For example,
the articles focusing on developing knowledge resources for
precision medicine [40], use of EHRs for clinical decision
[41,42], and review of an integrated clinical decision support

system [43] are the most representative articles of cluster 8
(developing knowledge resource). Likewise, the articles focusing
on scarce resource allocating for heart disease [44], a
population-level EHR cohort study [45], and data science
application in critical care [46] are the most representative
articles of cluster 9 (allocating scarce resource). The major
clusters are described in detail in Table 3.

Table 3. Description of co-citation clusters.a

Label (LLRd)SilhouetteSizecCluster IDMean yearb

User groups perspective0.98410152003

Clinical decision support0.8056932005

Information technology diffusion0.8156252005

Clinical documentation0.77731102005

Integrative review0.8727212006

Medication reconciliation issue0.94718132006

Quality requirement0.8386442007

Contingency factor0.8096162007

EHRe systems0.8047022010

Clinical decision support system0.8476172010

Electronic health information exchange0.83330122010

Genomic era0.8499502011

Frequency0.93631112011

Developing knowledge resource0.8935182013

Allocating scarce resource0.9504392013

aThe connected components in cluster 14 are less than the default value (K=25), so CiteSpace did not report 14 [39].
bThe average year of the articles in a cluster.
cThe number of articles in each cluster.
dLLR: log-likelihood ratio.
eEHR: electronic health record.

Keyword Co-occurrence Network
Multimedia Appendix 3 shows the keyword co-occurrence
networks. Multimedia Appendix 4 shows the 56 keywords with
the strongest burst out of 100 keywords that were frequently
cited each year between 2009 and 2018. This was performed
using the “burst detection” function in CiteSpace. In 2009,
keywords with the strongest burst mainly focused on basic PHD
issues (eg, privacy, physician order entry, and standard) and
medical issues (eg, diabetes mellitus, heart disease, blood
pressure). Between 2010 and 2013, the keywords clinical
information system, database, ambulatory care, personal health
record had the strongest burst. Since 2013, burst keywords
included attitude and satisfaction, implying that PHD research
evolved from focusing on technology- and medicine-centered
perspectives to focusing on human-centered perspectives. The
most recent burst keywords (eg, readmission, emergency
department, usability) appear to be likely PHD research hotspots,
focusing on efficiency and quality of health care resources.

Discipline Co-occurrence Network
Figure 5 shows the evolution trajectory of the PHD knowledge
kernel based on discipline co-occurrence networks. The size of
a node represents the number of articles in a specific discipline.
The links between nodes show interdisciplinary collaborations.
The colors of links show when a connection was made for the
first time. The tree rings represent the co-occurrence history of
a discipline. The color of a circle ring denotes the time of
corresponding citations. The largest node was health care
sciences, followed by medical informatics, general and internal
medicine, and computer science, indicating that these are the
mainstream disciplines in PHD studies. Nodes with high
betweenness centrality (indicated by the purple rim) [35],
including health policy and services, psychology, and business
and economics, may be pivotal to the paradigm shift of PHD
research.
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Figure 5. Disciplines co-occurrence network (2009–2018) (Pruning=Pathfinder, Node=91, Density=0.0576, Selection Criteria= Top 60 per slice).

Disciplines with the strongest burst are shown in Multimedia
Appendix 5. Management was at the top of the list with a burst
strength of 4.4358 between 2009 and 2011. Before 2013, most
research hotspots, such as biochemistry and molecular biology,
dentistry, and oral surgery and medicine, were medicine and
biology disciplines. From 2013 to 2016, various technologies
were combined into PHD research, including computer science
(artificial intelligence [AI]) and medical laboratory technology.
Since 2016, substance abuse and psychology disciplines have
become more popular in PHD research. Psychology had a
relatively high burst strength (6.5215) and appears to be a
significant discipline for future research. Social sciences also
had a strong burst (4.8105) for the longest time, making it a
central focus of PHD research.

Discussion

Principal Findings
To the best of our knowledge, this is the first systematic review
to show how PHD research has evolved and which research
areas are potential hotspots. We examined the PHD knowledge
kernel in 3 networks—reference co-citation, keyword
co-occurrence, and discipline co-occurrence—to unveil how
knowledge clusters evolved, which subjects are key, and which
disciplines are being studied in PHD research. The proposed
KEA framework can be extended to other similar
interdisciplinary research areas. This is also the first study to
focus on all types of PHD, including EMR, EHR, and PHR;
previous reviews have focused on 1 type of health data. Lastly,
this study included a large number of articles (8281 articles)
and was not restricted to specific research questions or research
types.

The reference co-citation network revealed that PHD research
mainly focused on medicine and technology issues (eg, clinical
decision systems) before 2013. From 2013 onward, the focus
shifted toward developing knowledge resources and allocating
scarce health care resources. The results also suggest that from
2013 onward, research communities have been actively seeking
methods to make meaningful use of PHD. The overall trend of
EHR research mirrors the previous finding of Qian et al [29]
that EHR research has evolved from the adoption of EHR to
higher-level application and integration of EHR. A well-cited
publication is one from Blumenthal and Tavenner [47], which
briefs about how EHR benefits patients and caregivers. Other
studies have explored the benefits of clinical decision support
systems based on EHR as well as barriers to using EHR
[18,48,49]. Moreover, the application of PHD in medical
research has evolved with technological development. At first,
EHR-based clinical decision support systems were mainly used
to diagnose and treat specific diseases such as diabetes and heart
disease [50]. Later on, more effort was made to develop and
systematically incorporate health care data to improve genomics
and precision medicine [40].

The reference co-citation network also showed that the most
active PHD knowledge cluster is developing knowledge
resources and allocating scarce resources. This is supported by
the analysis of the keywords that shows PHD studies focusing
on emergency health care typically involve the application of
the latest knowledge and use of scarce resources [44,46]. The
co-citation analysis also demonstrated that the focus of PHD
research is moving away from improving treatment decisions
to optimizing resource distribution to different groups. This
pertains to the allocative value of value-based health care, which
aims to equalize resource allocation and improve health care
outcomes between different groups [51], thereby improving
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health care services. In line with the aforementioned, AI
applications have proven to be effective, especially in image
interpretation [52,53] and diagnosis [54,55]. During the
COVID-19 pandemic, the AI system played an important role
in rapid early detection and diagnosis [56,57]. AI also can help
in optimizing treatment regimens, prevention strategies, and
allocation of scarce health resources to narrow down the
inequality in health care, especially in resource-poor settings
attributed to the shortage of human resources and medical
devices [58]. These findings suggest that it is necessary to
improve the equity in health resource allocation. Notably,
value-based health care and AI applications should be given
more attention.

The keyword co-occurrence analysis revealed that technical
issues such as data privacy, data standardization, data quality,
and interoperability between different information systems were
studied first, which makes sense as these are initial and critical
steps for using PHD. Data quality is important because it ensures
the accuracy of the information provided. Interoperability
between information systems is also important for information
exchange. Privacy protection encourages people to share their
health data. The importance of these technical issues has been
well supported by other systematic reviews [6,16,59,60]. These
findings suggest that adequate processes for collecting PHD are
prerequisites for the utilization of PHD and more effort should
be put in place at the initial stage of data standardization and
optimizing interoperability.

The bursts in topics related to psychology and human factors
(eg, attitude, satisfaction, education) indicate the switch from
technology-centric issues to more human-centric issues in PHD
studies. The study by Blumenthal [4] and Meier [61] showed
that meaningful use of PHD requires more attention to
education, attitude, and satisfaction of all the stakeholders.
Patient satisfaction is critical for successful health care and
depends on quality, communication, and interpersonal
interactions with health care providers [62]. Moreover, as
AI-based technology including machine learning, natural
language processing, and artificial networks is integrated into
health care more deeply, the “black box” algorithms have raised
concerns about technology liability as well as patient and
clinician trust [57,63]. Further research on regulatory issues and
governance of PHD is therefore recommended.

Our findings also supported the unified theory of acceptance
and use of technology [64], which comprises 4 key elements
(ie, performance expectancy, effort expectancy, social influence,
and facilitating conditions) that influence how we use
technology. These elements are related to how humans interact
with technology and make sure that technology creates value
for patients, physicians, and administrators, which eventually
improves satisfaction. As technologies (eg, AI, internet of
things) are now widely used in health care, these issues are
gaining more importance [65]. The aforementioned human
factors reflect the notion of “personalized value,” another
dimension of value-based health care, which emphasizes that
every patient should be fully informed about the benefits and
risks of treatments [66]. Therefore, the technology developer
and health care institutions need to consider these human factors
for the effective adoption of PHD-related technology.

The discipline co-occurrence analysis revealed the evolution of
PHD research over various disciplines over the past 10 years
with a more recent focus on computer science, including AI,
machine learning, and deep learning. This agrees with the notion
that computer science can increase the value of PHD [11,67].
Yin et al [11] reviewed the effectiveness of machine learning
technology in personal health investigations based on online
PHD [11], and Payrovnaziri et al [68] conducted a review of
AI models that use EHR data. Hou et al [36] pointed out that
AI could be used not only as a screening tool to interpret
radiology images but also to interpret these images with greater
consistency than humans can. Moreover, AI-based technology
has the potential to improve efforts toward precision medicine.
Tran et al [69] stated that AI technology leverages individual
health data and data science to enhance prognosis, diagnosis,
and rehabilitation. Regardless of the specific technique or
function, the general aim of these technologies is to ease the
shortage of human and device resources and optimize the
allocation of scarce health care resources. This notion of
effective technology application within PHD research presents
another dimension of value-based health care known as
“technical value” [70]. These findings suggest that all
stakeholders should be educated about AI technology to promote
value generation through PHD.

Overall, our results indicate that health data analytics should
go beyond improving decision-making processes to providing
better results for populations [71]. In line with this, PHD
research is transitioning toward a more human-centric approach
with a new focus on value-based health care: “allocative value,”
“technology value,” and “personalized value” [70]. These
findings indicate that PHD research has the potential to meet
the triple aims of value-based health care in the future.

Limitations
There are some limitations to this review. First, the scope of
the data is limited by the source (the Web of Science) and the
search items used. This study did not use “sentiments,”
“emotions,” and “social media data” for data set search, as they
are not well-defined terminologies or keywords, which might
bias the data set. An iterative query refinement would improve
the quality of the data set, although the search strategy
adequately met the study purpose. Second, the results present
an overview of how structure and knowledge have evolved in
PHD research; however, details on more specific research topics
are lacking. Researchers need to explore this in detail using
additional methods and other scholarly publications. Topics to
address include health care inequity and cost-effective health
care through joint efforts of professional health care networks
and patient networks [72]. Third, the co-citation networks rely
on citation relationships between articles. While some citations
reflect a strong connectedness, other citations might reflect a
weaker connectedness. Further research is needed to distinguish
between different kinds of citations.

Conclusions
This study used KEA to review the evolution of PHD research
and identify research hotspots. The results show that the focus
of PHD research has evolved from medicine centric to
technology centric, to human centric since 2009. PHD is applied
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to optimize the allocation of scarce health care resources and
to improve the quality and efficiency of health care services.
Moreover, AI-based technology is becoming more relevant in
PHD research, and that this technology may be used to ease the
shortage of human and device resources. Furthermore, PHD
research is now paying more attention to topics related to
psychology and human factors, such as education, attitude, and

satisfaction of stakeholders. These findings indicate
opportunities for interdisciplinary cooperation in several PHD
research areas: (1) AI applications for PHD; (2) regulatory issues
and governance of PHD; (3) education of all stakeholders about
AI technology; (4) value-based health care including “allocative
value,” “technology value,” and “personalized value.”
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Abstract

Background: In the era of artificial intelligence, event prediction models are abundant. However, considering the limitation of
the electronic medical record–based model, including the temporally skewed prediction and the record itself, these models could
be delayed or could yield errors.

Objective: In this study, we aim to develop multiple event prediction models in intensive care units to overcome their temporal
skewness and evaluate their robustness against delayed and erroneous input.

Methods: A total of 21,738 patients were included in the development cohort. Three events—death, sepsis, and acute kidney
injury—were predicted. To overcome the temporal skewness, we developed three models for each event, which predicted the
events in advance of three prespecified timepoints. Additionally, to evaluate the robustness against input error and delays, we
added simulated errors and delayed input and calculated changes in the area under the receiver operating characteristic curve
(AUROC) values.

Results: Most of the AUROC and area under the precision-recall curve values of each model were higher than those of the
conventional scores, as well as other machine learning models previously used. In the error input experiment, except for our
proposed model, an increase in the noise added to the model lowered the resulting AUROC value. However, the delayed input
did not show the performance decreased in this experiment.

Conclusions: For a prediction model that was applicable in the real world, we considered not only performance but also temporal
skewness, delayed input, and input error.

(JMIR Med Inform 2021;9(11):e26426)   doi:10.2196/26426
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Introduction

Since intensive care resources are always limited, and better
resource allocation leads to better outcomes [1], conventional
scores such as Acute Physiology And Chronic Health Evaluation
(APACHE) [2], Simplified Acute Physiology Score (SAPS)
[3], and Mortality Probability Models (MPMs) [4] have been
used to predict the outcome of patients admitted to the intensive
care unit (ICU). However, because the status of patients in the
ICU changes rapidly, predicting adverse events and clinical
complications, which are a major cause of mortality and poor
outcomes, can buy some time to intervene and change the natural
disease course [5,6]. Although conventional scores are widely
used, these scores use only the features of patients at admission,
and there have been many attempts to develop prediction models
using time-series data.

With the increased use of electronic medical records (EMRs)
[7] and artificial intelligence (AI), many AI models have been
developed to predict events in the health care domain [8], and
the intensive care domain is no exception. Additionally, the
ICU generates many different kinds of frequently measured
data. Thus, many models have been developed with a focus on
ICU data [9-13].

Previous models were developed using retrospective EMR data.
To apply these models in the real world, two points should be
considered. The model should know more than whether an event
will occur within the predicted time frame. In most studies, the
distribution of event occurrence within the follow-up time is
skewed to one side [5,9]. We defined this phenomenon as
“temporal skewness,” which means more true-positive samples
occur when the prediction time is getting closer to the actual
event onset time. In particular, the performance metrics of a
rapid response team are directly linked to a guarantee of
temporal dependence regarding treatment intervention
feasibility, similar to the 1-hour bundle suggested by sepsis
treatment guidelines. Second, medical record data are often
entered incorrectly, delayed, or even frequently missed in the
field during patient care [14]. These errors should affect any
real-time prediction model. Even if humans were replaced by
an internet of medical things (IoMT) sensor [15], these sensors
can generate noise in the data and transactions can be delayed.
Thus, the model should be robust in consideration of these input
errors.

Therefore, the prediction model using EMRs should achieve
the following: (1) correction of temporal skewness and (2)
robustness against delayed input and data input errors. Herein,
we developed a novel prediction model using deep learning
techniques that can be clinically applied to achieve the two
abovementioned points.

Methods

Study Participants and the Development Cohort
We retrospectively enrolled adult patients who were admitted
to the ICU from 2013 to 2017 at the Severance Hospital, a
tertiary academic medical center in South Korea that includes
medical, medicosurgical, neurological, cardiac surgery recovery,

coronary care units, and has a total of 200 ICU beds. Patient
information was anonymized by replacing the in-hospital patient
ID with a surrogate key and shifting time-related information,
such as birth date and chart input time, by randomly chosen
periods before the analysis. The study was approved by the
institutional review board of Severance Hospital, Yonsei
University Health System, Seoul, Korea (IRB 4-2017-0939)
and Ilsan Hospital (NHIMC 2018-06-004-001). All methods
were performed following the Transparent Reporting of a
Multivariable Prediction Model for Individual Prognosis or
Diagnosis (TRIPOD) guidelines.

Model Development
We developed prediction models for 3 events: mortality, sepsis,
and acute kidney injury (AKI). These are considered major
events in the ICU, and prediction of and interventions for these
events will help change the clinical course of the patients. The
model used 19 features: 6 vital signals, 11 laboratory tests, the
Glasgow Coma Score (GCS), and age (see Multimedia Appendix
1). Two of the authors, who are intensive care specialists (KSC
and CH), selected features that are widely and routinely used
in general ICUs. We excluded any patients who were under the
age of 18 years, who did not have at least one valid record with
1 of 5 vital signs (ie, pulse rate, systolic blood pressure, diastolic
blood pressure, respiratory rate, and body temperature), and
whose event time was after their ICU stay.

The events were identified by the following working definitions.
Mortality was defined as an in-ICU death recorded in the EMR.
According to the clinical surveillance definition [16], sepsis
was defined as patients who had at least one concurrent acute
organ dysfunction. Sepsis was indicated by the initiation of
vasopressors or mechanical ventilation; elevated lactate level;
or significant changes in the baseline creatinine level, bilirubin
level, or platelet count within the 48 hours before or 24 hours
after suspected serious infection. Suspected serious infections
were defined by blood culture and sustained administration of
new antibiotics. AKI, according to the Kidney Disease:
Improving Global Outcomes (KDIGO) clinical practice
guideline [17], was defined as follows: increase in serum
creatinine level by 0.3 mg/dL within 48 hours, increase in serum
creatinine level to 1.5 times the baseline level that was known
or presumed to have occurred within the prior 7 days, or a

decrease of 0.5 mL·kg-1·h-1 in the urine volume for 6 hours. The
onset time of the AKI defined the time point at which the
creatinine level was elevated.

Each prediction model was based on bidirectional long
short-term memory (biLSTM) and designed as a binary
classification model, which answers yes or no questions. The
model used 2 types of data: (1) a dynamic feature, which is
time-series data, and (2) a static feature. The sampling frequency
of the dynamic feature was 1 hour. We used biLSTM for
dynamic features and fully connected layers for static features.
We connected the outputs from LSTM and fully connected
layers and used them as an input for classification layers (Figure
1). The biLSTM layer has 20 hidden nodes. To train, we use
Adam optimizer, a learning rate of 0.001, a batch size of 32,
and maximum epochs of 300 (see Multimedia Appendix 2 for
details). Additionally, to consider the time interval in which
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future events will occur, we set 3 future time points: T1 (near
future), T2 (mid-term future), and T3 (distant future).
Considering the clinical circumstances and shift schedule of
medical staff, each event has different time points: mortality
and AKI were predicted 3, 6, and 12 hours in advance, and
sepsis was predicted 2, 4, and 6 hours in advance. For the model
predicting the event within Ti (i Î {1, 2, 3}), we preprocessed
the data as positive and negative instances. Specifically, we
randomly chose some of the time points within Ti from the event
onset for positive instances and some of the time points within
Ti from randomly chosen time points for negative instances.

After selecting the prediction times, we collected input features
from the admission time to the prediction time. Since EMR data
have missing data, to impute the missing data, we applied the
carry-forward method if valid data existed before the missing
time point. If there were no valid data before the missing time
point, but valid data existed after the missing time point, we
filled the missing value with normal values of the features. To
reduce overfitting, we used L2 regularization to the weights of
each layer and stopped the model early when the performance
of the model for validation set did not improve 60 epochs in a
row after the 100th epoch while training each model. To correct
the imbalance in outcomes, we used balanced minibatch training.

Figure 1. Overview of the model structure. AKI: acute kidney injury; T1: near future; T2: mid-term future; T3: distant future.

Performance Measurements
We compared the model performance with other widely used
scores and models. Model performance for mortality was
compared to that of the APACHE-II and Sequential Organ
Failure Assessment (SOFA) scores, and model performance for
sepsis prediction was compared to that for the SOFA score.
Although these scores are not gold standards for predicting
events, the physician’s decisions have been based on these
scores. Therefore, we compared our models with these scores,
as in previous studies [18-20]. Additionally, we compared our
model with other popular machine learning models (eg, logistic
regression and XGBoost) (see Multimedia Appendix 2 for
details). However, there are no gold standard scores for AKI;
therefore, we compared the model only with other machine
learning models for AKI events. The prediction performance
of the individual models was measured as the area under the
receiver operating characteristic curve (AUROC), area under
the precision-recall curve (AUPRC), specificity, and F1 score
with a fixed sensitivity of 0.85, as considered in a previous study
[21].

Validation
The model was validated in two ways: First, 5-fold
cross-validation was performed using the development
cohort—the standard for evaluation of a machine learning
algorithm. Then, the model was externally validated in the
independent validation cohort. The validation cohort included
patients who were admitted to the ICU of the National Health

Insurance Corporation Ilsan Hospital, a secondary hospital run
by the national insurance company, between January and
December 2017.

Error and Delayed Input Experiment
The model robustness against entry error and delayed inputs
was compared with the two machine learning models by
measuring how much the AUROC and SD values were affected
by adding noise. To test the robustness to error input, we added
Gaussian noise at normalized features with specific ranges (ie,
1/1000, 1/200, 1/100, 1/20, 1/10, 1/2, and one of each feature
scale) to randomly chosen data for two vital signs within 10%
of the time sequence. Next, to compare with other machine
learning models, we added noise on two randomly chosen vital
signs. Additionally, we tested the robustness to the delayed
input. To make delayed input errors, we deleted the data within
specific hours (ie, 0-10 hours) for two randomly chosen vital
signs; then, the deleted data were imputed with the carry-forward
method.

All analyses were performed using Python (version 3.6.7) [22],
and the model was built using the TensorFlow 1.14 [23] deep
learning framework.

Data Availability
The datasets generated during and/or analyzed in this study are
not publicly available owing to hospital regulations for
electronic medical data but can be made available from the
corresponding author upon reasonable request.
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Results

Demographic Characteristics
A total of 21,732 and 2487 patients were included in the
development and validation cohorts, of which 57.13%
(n=12,416) and 56.49% (n=1405) were male participants,

respectively. The mean participant age was 60.97 (SD 15.2)
and 69.05 (SD 14.13) years in the development and validation
cohorts, respectively. The prevalence of mortality, sepsis, and
AKI was 783 (3.6%), 679 (3.12%), and 1978 (9.15%) in the
development cohort and 209 (8.4%), 243 (9.77%), and 287
(11.54%) in the validation cohort Table 1.

Table 1. Demographic characteristics of the study cohorts.

Validation cohort (n=2487)Development cohort (n=21,732)Characteristic

2362 (94.97)20,053 (92.27)Patients, n (%)

69.05 (14.13)60.97 (15.2)Age in years, mean (SD)

1405 (56.49)12,416 (57.13)Sex, male, n (%)

209 (8.40)783 (3.6)Death, n (%)

243 (9.77)679 (3.12)Sepsis, n (%)

287 (11.54)1,978 (9.1)Acute kidney injury, n (%)

2.99 (3.65)3.23 (19.15)Length of ICUa stay (days), mean (SD)

16.21 (7.25)11.57 (5.04)APACHE IIb score, mean (SD)

4.11 (1.04)3.66 (3.01)SOFAc score, mean (SD)

ICU admissiond

606 (24.37)3138 (14.44)MICUe

1141 (45.88)4604 (21.19)SICUf

740 (29.75)5172 (23.79)CCUg

—i3335 (15.35)HICUh

—5483 (25.23)NCUj

aICU: intensive care unit.
bAPACHE: Acute Physiology and Chronic Health Evaluation.
cSOFA: Sequential Organ Failure Assessment.
dPatient could have multiple admissions to the ICU; the sum of the types of ICU admissions exceeds 100%.
eMICU: medical intensive care unit.
fSICU: surgical intensive care unit
gCCU: critical care unit.
hHICU: high intensity care unit.
iNot available.
jNCU: neonatal care unit.

Model performance
For the development cohort, the AUROC values of the death
prediction model 3, 6 and 12 hours in advance were 0.990,
0.984, and 0.982, respectively. For the validation cohort, the
model achieved AUROC values of 0.960, 0.964, and 0.938 to
predict mortality 3, 6, and 12 hours in advance, respectively.
The AUPRC values of the death prediction model 3, 6, 12 hours
in advance were 0.887, 0.794, and 0.727, respectively, in the
development cohort, and 0.728, 0.786, and 0.645, respectively,
in the test cohort. The model compared with APACHE-II,
SOFA, logistic regression, and XGBoost models. Our model
yielded a higher AUROC and AUPRC value than the other
models, except a few points. Moreover, the AUROC values of
sepsis prediction models 2, 4, and 6 hours in advance were

0.768, 0.739, and 0.761, respectively, in the development cohort
and 0.766, 0.751, and 0.738, respectively, in the test cohort.
The AUPRC values of sepsis prediction models 2, 4, and 6
hours in advance were 0.105, 0.092, and 0.103, respectively, in
the development cohort and 0.294, 0.270, and 0.318,
respectively, in the test cohort. These performances were
significantly higher than those using the SOFA score (the gold
standard medical score), logistic regression, and XGBoost
models, except AUPRC values in the development cohort.
Although the AUROC values of our models were higher than
SOFA scores, AUPRC values were lower than SOFA scores.
Finally, the AUROCs of the AKI prediction model 3, 6, and 12
hours in advance were 0.838, 0.836, and 0.802, respectively, in
the development cohort and 0.804, 0.766, and 0.760,
respectively, in the test cohort. The AUPRC values of AKI
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prediction model were 0.385, 0.356, and 0.307, respectively,
in the development cohort and 0.372, 0.342, and 0.340,
respectively, in the test cohort; these values were higher than

those using the other two machine learning models (logistic
regression and XGBoost; see Figure 2 and Multimedia
Appendices 3 and 4).

Figure 2. AUROC and AUPR values of each model at each prediction hour. APACHE: Acute Physiology And Chronic Health Evaluation; area under
the receiver operating characteristic curve; AUPR: area under the precision-recall curve; SOFA: Sequential Organ Failure Assessment; xgb: XGBoost.

Sensitivity to Error and Delayed Input
The individual models were evaluated by adding data errors as
noise. AUROCs of all models except our proposed model were
decreased by increasing the added noise. For example, in the
mortality prediction model, when adding Gaussian noise with
a feature range, the AUROC of our model dropped to 0.0004
(SD 0.002), whereas it was 0.270 (SD 0.0530) for the logistic
regression model, and 0.0732 (SD 0.0442) for the XGBoost
model, respectively. Other models show similar results.
However, in the delayed input experiments, the mean differences
in the AUROC between the original and delayed input data

were almost 0 in the validation cohort (see Figure 3 and
Multimedia Appendix 5).

As shown in Figure 4, each graph shows how each model works.
In the mortality prediction model, 12 hours before the event,
the alarm is turned on with only the 12-hour model. As the event
nears its time, the alarm is turned on with the 6-hour and 3-hour
models, sequentially. Other events show similar results. Because
each event model predicts different time windows, the models’
prediction can overcome temporal skewness, although there
were slight time differences between actual events and
predictions.
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Figure 3. Changes in AUROC when data errors and delayed inputs were simulated. AKI: acute kidney injury; AUROC: area under the receiver operating
characteristic curve; LR: logistic regression; T1: near future; T2: mid-term future; T3: distant future; XGB: XGBoost.
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Figure 4. An illustrative example of the prediction of the models. The solid line indicates each model’s score. The dotted line indicates the threshold
of each model which set by a sensitivity of 0.85 in (A) Mortality (B) Sepsis (C) AKI. AKI: acute kidney injury.

Deployment
These models have been implemented in tertiary and secondary
hospitals in Korea. Figure 5 shows a screenshot of the
application used to deploy the models.
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Figure 5. Screenshot of the application on which the model was deployed.

Discussion

Principal Findings
This study demonstrated the prediction models for events in the
ICU that consider not only whether the event occurs but also
in which time intervals it would occur. By considering all three
models that predict the event at different time intervals,
physicians can infer when the event would occur. Additionally,
the robustness of the model was tested by simulated data errors
and delayed input. All models showed similar robustness to
delayed input; however, only our proposed model was deemed
robust to input errors.

The labeling of the outcomes events is one of the most important
things in supervised learning, such as these models. Mortality
was defined by the EMR-recorded mortality data. However, for
sepsis, according to the Sepsis-3 definition [24], the time point
at when the infection was suspected, and organ failure began
needs to be known. To overcome this issue, Rhee et al [16]
proposed a definition of sepsis for clinical surveillance. Nemati
et al [21] defined sepsis similarly except for some time intervals
because all the definitions were based on the Sepsis-3 definition.
The AKI definition depends on serum creatinine levels. In
addition to mortality, since AKI and sepsis were defined by a
laboratory test, the event label could be incorrect. This point

could make the performance of the two models poorer than that
of the mortality prediction model.

Because of this working definition, there was a difference in
sepsis prevalence in the two cohorts: the mortality rate was
3.12% and 10.04%, and the sepsis prevalence was 3.12% and
11.17% in the development and validation cohorts, respectively.
This is probably because the surgical ICU patients comprised
a larger proportion in the development cohort than in the
validation cohort. This resulted in the APACHE and SOFA
scores of the validation cohort being higher than those of the
development cohort.

Many studies have attempted to predict events in the ICU. For
instance, Hyland et al [9] developed a model to predict
circulatory failure in the ICU. Additionally, circulatory failure
in the ICU was assessed using a gradient boosting method with
the Shapley Additive Explanations (SHAP) value. The model
calculates scores every 5 minutes to predict the risk of
circulatory failure within the next 8 hours, and it has an AUROC
of 0.90. However, because the model was developed as a
within-setting model, it is not clear how long it will take for the
event to occur. The model only predicts whether the event will
occur within 8 hours, even though the event could occur after
only 1 hour. Meyer et al [10] predicted mortality, bleeding, and
the need for renal replacement therapy 24 hours after
cardiothoracic surgery; the AUROCs for these events were 0.87,
0.95, and 0.96, respectively. Even though the model predicted
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real-time events, the outcome was fixed-time events. Nemati
et al predicted sepsis in the ICU using 65 features, including
EMR and high-resolution bedside monitoring data; their model
yielded AUROCs of 0.82, 0.81, 0.80, and 0.79 for predicting
sepsis 4, 6, 8, and 12 hours in advance, respectively. The model
was based on the Weibull-Cox regression model, considering
within-setting timepoints. To overcome the temporal skewness
of the model, Kim et al [11] developed a model that predicts
the time point of in-hospital cardiac arrest using a character-level
gated recurrent unit with a Weibull distribution. They assumed
that the temporal skewness conformed to the Weibull
distribution and then predicted the time point at which the
distribution indicated the maximum value. Our data also showed
temporal skewness of the positive events. When plotted the
event-prediction time with each group, most of the predicted
true event was found to occur near the real event occurrences
(Multimedia Appendix 6). This phenomenon can be shown in
other time prediction models. The temporal skewness is
important when the model is applied in the real world. When
physicians receive an alarm from the model, the working
time—that is, the time between the alarm alert and the real
event—should be enough to intervene disease progression.

The mortality and AKI predict model showed that the nearer
the prediction time was to the event time, the higher the AUROC
value was. However, the analyses pertaining to sepsis events,
showed the 6 hours in advance prediction model worked better
than the 2 hours in advance prediction model. This might be
because the definition of sepsis is more subjective than that of
other events.

Most robustness assessments of previous models have focused
on generalization to any data input. For example, weight decay
[25] and the early stopping method [26] are well-known
approaches that make the model more robust. However, in this
study, we focused on robustness to error and delayed input. All
the models showed robustness to the delayed input. This may
be because the carry-forward method (used to impute the deleted
data) resulted in the delayed input data not being considerably
different from the original data, unlike the noise-add experiment.
However, the error input experiment showed that our models
were more robust than other models (Figure 3). Although we
randomly selected two vital signs in the error input experiment,
we performed the sensitive analysis by selecting specific pairs
of vital signs and adding noise only to those pairs. The mean
differences between the original model and the noise added
model considered on a scale of 1 were less than 0.003. The
performance was still similar such that vital signs were selected,

and noises were added (Multimedia appendix 7). Moreover,
unlike the time-series model that requires values from time
windows, the non–time-series model needs one abstracted value.
It seems that making values abstract can lead to higher
robustness than the time-series model. However, the non–time
series models yielded lower AUROC values than those of our
models, except the sepsis prediction model with test dataset
(Multimedia Appendix 8). This finding suggested that the
time-series model yielded a higher performance and was more
robust to the error and delayed input (see Figure 3) than the
non–time series models. This can be explained by the fact that
the time-series model learned from all the time-series features
rather than one time-series representative value.

To the best of our knowledge, this is the first attempt to evaluate
the robustness of the model against delayed input and input
error. There was no metric for the robustness of an error and
delayed input. Thus, the AUROC variation—that is, the mean
difference—was used to evaluate robustness when noise was
added, or the input was delayed.

Limitations
There are some limitations to our study. First, we could not
consider the correlation between each event. For example, both
mortality and AKI can be caused by sepsis. However, in this
model, each event was considered an independent outcome.
Further research should be performed to predict these correlated
outcomes. Second, we evaluated input error and delayed input
by adding simulated noise to retrospective data. In addition, the
model works in the real world. To evaluate these points, a
prospective study should be performed. Third, the input features
were selected manually; however, these few variables are
commonly used in ICUs worldwide to predict patient outcomes.
According to survey on sepsis prediction [27], our features have
been included in other models. Additionally, other clinical
complications or adverse events should be expanded in future
studies.

Conclusions
In this study, we developed an outcome prediction model for
real-world applications. We considered not only performance
but also the robustness of the model to temporal skewness and
input delays and errors. By considering temporal skewness,
physicians can more effectively intervene in disease progression.
Additionally, since the models are robust to delayed input and
input error, physicians can trust this model more than those that
are not as robust.
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Abstract

Background: Privacy is of increasing interest in the present big data era, particularly the privacy of medical data. Specifically,
differential privacy has emerged as the standard method for preservation of privacy during data analysis and publishing.

Objective: Using machine learning techniques, we applied differential privacy to medical data with diverse parameters and
checked the feasibility of our algorithms with synthetic data as well as the balance between data privacy and utility.

Methods: All data were normalized to a range between –1 and 1, and the bounded Laplacian method was applied to prevent
the generation of out-of-bound values after applying the differential privacy algorithm. To preserve the cardinality of the categorical
variables, we performed postprocessing via discretization. The algorithm was evaluated using both synthetic and real-world data
(from the eICU Collaborative Research Database). We evaluated the difference between the original data and the perturbated
data using misclassification rates and the mean squared error for categorical data and continuous data, respectively. Further, we
compared the performance of classification models that predict in-hospital mortality using real-world data.

Results: The misclassification rate of categorical variables ranged between 0.49 and 0.85 when the value of ε was 0.1, and it

converged to 0 as ε increased. When ε was between 102 and 103, the misclassification rate rapidly dropped to 0. Similarly, the
mean squared error of the continuous variables decreased as ε increased. The performance of the model developed from perturbed
data converged to that of the model developed from original data as ε increased. In particular, the accuracy of a random forest

model developed from the original data was 0.801, and this value ranged from 0.757 to 0.81 when ε was 10-1 and 104, respectively.

Conclusions: We applied local differential privacy to medical domain data, which are diverse and high dimensional. Higher
noise may offer enhanced privacy, but it simultaneously hinders utility. We should choose an appropriate degree of noise for data
perturbation to balance privacy and utility depending on specific situations.

(JMIR Med Inform 2021;9(11):e26914)   doi:10.2196/26914
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JMIR Med Inform 2021 | vol. 9 | iss. 11 | e26914 | p.325https://medinform.jmir.org/2021/11/e26914
(page number not for citation purposes)

Sung et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:yurangpark@yuhs.ac
http://dx.doi.org/10.2196/26914
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

Big data is a core factor in the renovation of medicine. The raw
data have low utility; however, applying algorithms such as
machine learning (ML) enables us to make the most of these
data [1]. Unlike rule-based systems, ML algorithms are data
driven and require a large amount of data. Particularly,
conventional ML approaches require centralized data for
learning. To obtain this substantial amount of data, it is
necessary to exchange data among different organizations to
develop an effective ML model.

However, the exchange of data between different parties causes
privacy problems, and there are increasing concerns about
privacy violations by large companies [2]. Medical data that
mostly contain sensitive information should be appropriately
protected when shared with third parties. The European Union’s
General Data Protection Regulation [3] and the United States’
Health Insurance Portability and Accountability Act of 1996
(HIPAA) [4] recognize this problem and require users’ privacy
to be strengthened. Medical data have various distinct properties
in addition to their sensitive attributes. For example, serum
glucose levels are continuous, whereas medical histories are
usually recorded using categorical values. Medical data also
contain multimodal values: some of the data may be obtained
from blood tests, whereas others may originate from radiologic
and physical examination tests.

Deidentification is defined as “the removal or replacement of
personal identifiers so that it would be difficult to reestablish a
link between the individual and his or her data [5].” Especially,
in the HIPAA, data is considered as deidentified when specified
data elements are removed [4]. Anonymization is defined as
“the irreversible removal of the link between the individual and
his or her medical record data to the degree that it would be
virtually impossible to reestablish the link [5].” In such a case,
the anonymized data could never be reidentified using the data
in the underlying data sets. There are three primary ways to
anonymize these data: suppression, generalization, and noise
addition [6]. Deidentification may not necessarily be
anonymized. That is, anonymization is a subset of
deidentification. Following anonymization, three main measures

to identify the privacy risk can be evaluated: k-anonymity [7],
l-diversity [8], and t-closeness [9]. Deidentification tools, such
as ARX [10], offer seamless privacy protection through feature
generalization and the suppression of records.

Differential privacy [11], which entails a semantic model, is
another data privacy approach. Compared to syntactic
anonymity, it requires less domain knowledge and is inherently
robust to linkage attacks combined with domain knowledge.
Moreover, differential privacy is considered to be a de facto
standard for private data analysis or publishing [12,13].
Technology companies such as Apple and Google have
attempted to apply differential privacy to protect the privacy of
mobile data [14,15]. Moreover, the rapid development of the
Internet of Things (IoT) should consider privacy risk [16].
Researchers have been actively applying differential privacy to
the IoT, such as automatically driving cars [17] and sensors
[16]. In ML, personal information can be leaked. Applying
differential privacy to the deep learning model can overcome
this threat [18,19], and the health care domain is no exception.
Several studies have been performed in the health care domain.
For example, Kim et al [20] introduced a local differential
privacy algorithm for health data streams. Also, Suriyakumar
et al [21] investigated the feasibility of differentially private
stochastic gradient descent in a health care setting with the
influential function. Most studies focus on a data set that has
only a few features and focus on differential privacy in the deep
learning model.

In this study, we focused on local differential privacy with
regard to multivariate medical data. We applied differential
privacy with diverse parameters and checked (1) the feasibility
of training our algorithms with synthetic data and (2) the balance
between data privacy and utility with regard to ML techniques.

Methods

Figure 1 presents the workflow employed to achieve differential
privacy in this study. When a user requests data, we perturb the

data using the bounded Laplacian method ( ) and discretization

postprocessing ( ) to provide high-fidelity data while
preserving the privacy of the original data.

Figure 1. Differential privacy upon data request from third party users. The owner perturbs the original data to preserve privacy before sending the
data externally. The third-party user can be either a curator or the final user. <inline-graphic xlink:href="medinform_v9i11e26914_fig5.png"
xlink:type="simple" mimetype="image"/>: bounded Laplacian method; <inline-graphic xlink:href="medinform_v9i11e26914_fig6.png"
xlink:type="simple" mimetype="image"/>: discretization postprocessing.
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The Value of ε for Local Differential Privacy
Dwork et al [22] defined ε-differential privacy as a randomized
function. For adjacent data Y1 and Y2, function κ is (ε,
δ)–differentially private if

P[κ(Y1) ∈ S] ≤ ε · P[κ(Y2) ∈ S] + δ

where S ⊂ Range(κ). Local differential privacy is a specific
case in which the random function or perturbation is applied by
data owners, not by central aggregators.

Bounded Laplacian Method
Before applying local differential privacy, all variables were
normalized to a range between –1 and 1. First, we applied the
bounded Laplacian method. Because a conventional Laplacian
distribution yields an infinite boundary, it entails some
limitations when applied to clinical domains. For example,
respiratory rates, which are supposed to be a positive number,
may become negative after applying the conventional Laplacian
method, which is illogical. There are two methods to overcome
this problem: the truncation method and the bound method [23].
We focused on the latter to minimize the probability of data
manipulation because changes in data in the medical domain
may have a considerable impact on the desired outputs.

We used the bounded Laplacian function proposed by Holohan
et al [23], assuming that the input variable is within the output
domain. Given b > 0, Wq: Ω → D, for each q ∈ D, we defined

the probability density function as:

where

We set δ=0,l (lower bound) as –1, u (upper bound) as 1, and
∆Q as 2 in our experiments and adjusted ε to measure the effect
of the privacy changes.

Discretization Postprocessing for Discrete Variables
Because we applied the bounded Laplacian method to perturb
the given data to a range between –1 and 1 in a continuous
manner, there are infinite possibilities for a given input. Many
medical domain variables are categorical (either ordinal or
nominal), such as medicosurgical histories. Therefore, following
the application of the bounded Laplacian method, additional
postprocessing was performed for categorical variables. We
distributed the intermediate output of the given data over the
Bernoulli distribution, similar to the method proposed by Yang
et al [17]. The perturbed data y ∈ [–C,C] were separated into
m pieces, where m is the cardinality of the original input variable
(a positive integer). We first shifted the range [–C,C] to [0, m]

by equally dividing the space, which resulted in intervals.
Therefore, for given perturbed data y, we obtain the following:

After calculating k, the Bernoulli probability p was sampled
such that

which is the distance between two adjacent possibilities. Finally,
we discretized the perturbed data y concerning the Bernoulli
probability p such that

where denotes the Bernoulli distribution function.

Data Set for Validation
We used simulated (randomly generated) data for initial
validation to ensure that the bounded Laplacian method
functions as expected. To simulate real-world use, we used the
eICU Collaborative Research Database [24]. First, to evaluate
the extent to which the proposed differential privacy algorithms
effectively perturbed the given original data, we used the
misclassification rate for categorical variables and mean squared
error (MSE) for continuous variables when measuring the
similarity between two data sets. Second, to evaluate the adverse
effect of differential privacy on the utility of the data set, we
compared the accuracy of predicting the mortality rate following
intensive care unit admission using Acute Physiology and
Chronic Health Evaluation (APACHE) [25] scoring variables
under various ε values. The data set contained intubated,
ventilation, dialysis, medication status (cardinality: 2), eyes
(cardinality: 4), motor (cardinality: 5), and verbal status
(cardinality: 6) as categorical variables. Urine output,
temperature, respiratory rate, sodium, heart rate, mean blood
pressure, pH, hematocrit, creatinine, albumin, oxygen pressure,
CO2 pressure, blood urea nitrogen, glucose, bilirubin, and
fraction of inspired oxygen (FiO2) values were considered
continuous variables. There were initially 148,532 patients
(rows) in the data set, but after the deletion of missing values,
the data set contained a total of 4740 patients (3597 who were
alive and 1143 who had died). The following ML methods were
used for mortality prediction: decision tree, K-nearest neighbor,
support vector machine, logistic regression, naïve Bayes, and
random forest. The data were divided into training and test sets
in a ratio of 80:20. All predictions were averaged using a 5-fold
cross-validation method, and the scikit-learn [26] library was
used with the Python programming language.

Results

Synthetic Data for Validation of the Bounded
Laplacian Function
We created an equally spaced distribution, ranging between –1
and 1, and applied the bounded Laplacian method. In contrast
to the conventional Laplacian method, which has an infinite
range, the bounded method entailed a range of –1 to 1.

After confirming that the bounded Laplacian method works as
intended, we then created synthetic continuous data that range
from –1 to 1 and applied the conventional Laplacian method
and bounded Laplacian method with ε=0.1, δ=0 (Figure 2A).
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The original Laplacian method had out-of-range occurrences
that were not present in the bounded Laplacian method. To test
the categorical data and postdiscretization processing, we created
a set of 100 random integers ranging from 0 to 9, then
normalized them to range from –1 to 1. The original Laplacian
method had some occurrences that were out of bounds. In the
categorical data, the bounded Laplacian method stayed within

the data range, as in the continuous data. However, some of the
categorical values were not initially present in the given data
(Figure 2B), which is similar to the out-of-bounds condition.
Therefore, additional postprocessing discretization was
performed, and the algorithm showed that the discretization
technique ensures that there are no nonexistent values in the
categorical data (Figure 2C).

Figure 2. Comparison of conventional and bounded Laplacian methods using synthetic data. (A) Histogram of randomly generated continuous data
ranging from –1 to 1. (B) Histogram of randomly generated categorical data, which originally ranged from 0 to 9 and were then normalized to range
from –1 to 1. (C) Histogram obtained after application of discretization postprocessing to the data in (B). In all scenarios, the Laplacian method was
applied with ε=0.1, δ=0.

Validation Using Real-World Data
The eICU Collaborative Research Database [24] was used for
validation. We used MSEs and misclassification rates as metrics
for continuous and categorical variables, respectively, to
calculate the differences between the original and perturbed
data. Because of the variance between values in the original
data, the MSE of continuous variables varies extensively in the
case of eICU data. For example, pH and albumin are similar
among different individuals, whereas heart rate and glucose

have substantial differences (Figure 3A). Regarding the
categorical variables, intubated, ventilation, and dialysis status
are either 0 or 1, and the chance level is 0.5. The value for “eye”
ranges from 1 to 4, that for “verbal” ranges from 1 to 5, and that
for “motor” ranges from 1 to 6. Therefore, there were differences
in the misclassification rates, especially when ε was small
(Figure 3B). As ε increased, all perturbed values approached
their original values for both continuous and categorical
variables (Figures 3A and 3B).

Figure 3. ε values and degrees of data perturbation for (A) continuous variables and (B) categorical variables. bun: blood urea nitrogen; fio2: fraction
of inspired oxygen; meanbp: mean blood pressure; pao2: partial pressure of oxygen, arterial; pco2: partial pressure of carbon dioxide; wbc: white blood
cells.

To simulate data utility with respect to ε, we constructed a
predictive classifier to predict mortality using the eICU data
set. Note that 3,597 of the 4,740 patients (75.9%) were alive,
yielding a chance level of 76%. A lower value of ε caused severe
data perturbation, resulting in an accuracy that was near the

chance level. Increasing the value of ε increased the performance
of the classifiers, and the performance converged to the accuracy
obtained using the original data (shown as dashed lines in Figure
4). This tendency was consistent among the different models,
and the random forest model was the top performer.
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Figure 4. Classification accuracies among different machine learning models with respect to ε. The performance of the models developed using original
data is marked with dashed lines. SVM: support vector machine.

Discussion

Principal Findings
In this study, we developed and validated a local differential
privacy method for the medical domain. We used the bounded
Laplacian method to overcome the out-of-bounds problem. In
addition, we used discretization postprocessing for the
categorical variables to address nonexistent categorical variables
following perturbation.

Various approaches and metrics are employed when publishing
microdata publicly. k-anonymity [7] is a metric that requires
each cluster (or set of persons in medical data) to have at least
k records so that there are at least k – 1 individuals that are
indistinguishable. However, this metric is susceptible to
reidentification through linkage attacks and applications of
background knowledge. l-diversity was introduced to overcome
these limitations; it requires each equivalent block containing
sensitive information to have at least l appropriately represented
values. This method is still vulnerable to skewness and similarity
attacks [9]. t-closeness [9] mitigates this issue by requiring an
equivalence class to have a distance of less than t (the earth
mover distance) between the distribution of a sensitive attribute
and that of the overall data. However, using the earth mover
distance makes it difficult to identify the closeness between t
and the gained knowledge. In addition, in this approach, the
distribution of sensitive attributes in the equivalence class must
be similar to that in the entire data set.

In contrast to these privacy metrics and methods, ε-differential
privacy retains the structure of the data while adding noise to
prevent leakage of the original data (Figure 2). There are two
main differential privacy schemas: global and local. Global
differential privacy requires the database owner to trust a curator
that performs data perturbation before sending the data to the
requested user. Our implementation, local differential privacy,
assumes the worst-case scenario by considering an untrusted

curator. The leakage of a medical data set may have critical
consequences because such a data set may contain sensitive
information, such as disease data, medical history, and insurance
status. Therefore, our method minimizes the risk of data leaks
by not trusting anyone outside the network.

Medical domain data are, by nature, multidimensional and
multimodal. k-anonymity may suffer from severe utility loss if
applied to high-dimensional data [27]. ε-differential privacy
also suffered from severe utility loss under a low ε, which was
apparent from the low classification accuracy in predicting the
mortality rate (Figure 4). Despite the fact that the given data set
was multidimensional and multimodal, adjusting the value of
ε affected all variables uniformly regardless of their data type.

Differential privacy usually has stronger tradeoffs between data
utility, which we mainly focused on, and privacy [28,29]. There
were high variances between variables with regard to the MSEs
and misclassification rates when ε was low (Figure 3). As ε
increased, all variables approached their actual values, enabling
better utility at the cost of privacy; this is apparent from the
accuracy of prediction shown in Figure 4. When publishing
synthetically perturbed data with ε-differential privacy, we may
consider providing the ε value along with the data. This
additional information may provide users with insights into the
degree of data perturbation.

According to the results, for our data set, we may heuristically

choose an ε value between 103 and 104 and apply differential
privacy methods to send the perturbed data upon the user’s
request. The optimal value of ε varies among different data sets
and utility requirements, and choosing this value is beyond the
scope of this study.

A limitation of this study is that we only applied our algorithms
to synthetic data, and we validated the algorithms on only one
data set. However, it is likely that other data sets can also be
directly employed because we used a relatively small amount
of prior data knowledge in our algorithm. In addition, we
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excluded rows that contained null values in the database.
Because medical data are high-dimensional and sparse, future
studies should be conducted to address null values. The
distributions of data sets affect the normalization and the
perturbation process. It is better to share distributions with each
institute, such as the minimum and maximum values of each
column. The model would be developed from perturbed data,
which can be less accurate than a model based on original data.
The optimal ε value, which determines the degree of
perturbation, should be set to apply to the algorithm. In this

study, a value of ε between 103 and 104 seemed heuristically
appropriate; this depends on which data or model is used.

Conclusion
We applied local differential privacy to medical domain data,
which is diverse and high-dimensional. Applying bounded
Laplacian noise with discretization postprocessing ensures that
no out-of-bound data are present. Higher noise may offer
enhanced privacy, but it simultaneously hinders utility. Thus,
choosing an appropriate degree of noise for data perturbation
entails a privacy-utility tradeoff, and one should choose such
parameters depending on specific situations.
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Abstract

Background: Stroke risk assessment is an important means of primary prevention, but the applicability of existing stroke risk
assessment scales in the Chinese population has always been controversial. A prospective study is a common method of medical
research, but it is time-consuming and labor-intensive. Medical big data has been demonstrated to promote disease risk factor
discovery and prognosis, attracting broad research interest.

Objective: We aimed to establish a high-precision stroke risk prediction model for hypertensive patients based on historical
electronic medical record data and machine learning algorithms.

Methods: Based on the Shenzhen Health Information Big Data Platform, a total of 57,671 patients were screened from 250,788
registered patients with hypertension, of whom 9421 had stroke onset during the 3-year follow-up. In addition to baseline
characteristics and historical symptoms, we constructed some trend characteristics from multitemporal medical records. Stratified
sampling according to gender ratio and age stratification was implemented to balance the positive and negative cases, and the
final 19,953 samples were randomly divided into a training set and test set according to a ratio of 7:3. We used 4 machine learning
algorithms for modeling, and the risk prediction performance was compared with the traditional risk scales. We also analyzed
the nonlinear effect of continuous characteristics on stroke onset.

Results: The tree-based integration algorithm extreme gradient boosting achieved the optimal performance with an area under
the receiver operating characteristic curve of 0.9220, surpassing the other 3 traditional machine learning algorithms. Compared
with 2 traditional risk scales, the Framingham stroke risk profiles and the Chinese Multiprovincial Cohort Study, our proposed
model achieved better performance on the independent validation set, and the area under the receiver operating characteristic
value increased by 0.17. Further nonlinear effect analysis revealed the importance of multitemporal trend characteristics in stroke
risk prediction, which will benefit the standardized management of hypertensive patients.

Conclusions: A high-precision 3-year stroke risk prediction model for hypertensive patients was established, and the model's
performance was verified by comparing it with the traditional risk scales. Multitemporal trend characteristics played an important
role in stroke onset, and thus the model could be deployed to electronic health record systems to assist in more pervasive,
preemptive stroke risk screening, enabling higher efficiency of early disease prevention and intervention.

(JMIR Med Inform 2021;9(11):e30277)   doi:10.2196/30277
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Introduction

Stroke is the third leading cause of death globally, and China
has become the country with the highest lifetime risk of stroke
(39.3%) worldwide [1,2]. According to the China Stroke Report
2019, stroke has been the leading cause of death and disability
among Chinese adults, and the incidence shows a younger trend.
In 2018, the number of deaths from cerebrovascular diseases
reached 1.57 million, accounting for 22% of the deaths of
Chinese residents [3]. The damage caused by stroke is often
irreversible, and stroke is prone to recur, with an annual
recurrence rate of 3%-5%, and the condition aggravates with
the increasing number of recurrences. However, stroke is
preventable and controllable, and early intervention of
modifiable risk factors can effectively reduce the occurrence
and death of stroke [4].

The pathogenesis of stroke is complicated and often results from
the synergistic effect of various risk factors [5]. The known risk
factors include gender, age, race, hypertension, diabetes,
hyperlipidemia, systolic blood pressure (SBP), smoking, atrial
fibrillation, etc. In recent years, studies have been discovering
or proposing new risk factors of stroke, such as lipoprotein [6],
triglyceride-glucose index [7], obstructive sleep apnea [8],
vascular profile [9], heart failure [10], sleep disturbances [11],
cerebral microbleeds [12], diet [13], imaging biomarkers [14],
genetics [15], and environment [16].

Stroke risk assessment is an effective means to identify high-risk
groups, and various well-known risk assessment scales have
been established, such as the Framingham Stroke Risk Profile
(FSRP) [17,18], SCORE-based fatal cardiovascular disease risk
model [19,20], QStroke [21], pooled cohort risk equation (PCE)
for atherosclerotic cardiovascular disease (ASCVD) [22,23],
CHADS2 [24], CHA2DS2-VASc [25], HAS-BLED [26], and
ATRIA [27]. However, the risk factors for stroke vary slightly
by region and race [28,29], and these scales are mostly based
on European and American populations, which tend to
overestimate the risk of the Chinese population [30,31]. Some

scales, such as the acute cardiovascular events risk model based
on the Chinese Multiprovincial Cohort Study (CMCS) [32], the
ASCVD risk model based on the China-PAR project [33,34],
and a stroke risk model among adults in Taiwan [35], have also
been estimated based on the Chinese population, but they have
not been widely used. Moreover, these models are established
based on long-term prospective studies, which are
time-consuming and labor-intensive.

With the widespread application of electronic medical record
(EMR) systems, a massive amount of medical data have been
accumulated, which provides a fast, cost-efficient approach to
collecting large-scale samples for retrospective studies. Medical
big data has been demonstrated to promote medical applications
such as discovering disease risk factors and prognosis, but it
has also attracted extensive concerns [36-38]. Retrospective
studies based on EMRs face enormous challenges, the most
important of which is a large amount of missing data. How to
construct effective features, especially those of medical
significance, is crucial to building high-precision risk models,
and the prevalence of machine learning provides interesting
tools to optimize the modeling process.

In this study, we started from the substantial historical stock
EMRs of registered hypertensive patients in Shenzhen and aimed
to establish a high-precision stroke risk prediction model through
medical big data and machine learning. A total of 250,788
registered hypertensive patients were collected, of which 21,493
developed stroke during the 3-year follow-up. After strict
screening, only 57,671 samples were selected for risk modeling,
as shown in Figure 1. We constructed characteristics from the
multitemporal EMRs, established 3-year stroke risk prediction
models based on 4 machine learning algorithms, and compared
performance with well-known risk assessment scales. Finally,
we analyzed the nonlinear correlation between continuous
variables and the occurrence of stroke. Our study revealed the
important role of multitemporal trend characteristics in
improving the performance of stroke risk prediction models,
which will benefit the standardized management of hypertensive
patients.
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Figure 1. The screening process of study population.

Methods

Data Resource and Study Population
The data used in this study are the electronic health records
from the Shenzhen Health Information Big Data Platform, which
has access to more than 4000 health institutions, including 85
hospitals and over 650 community health service centers. The
platform covered medical service records, including disease
management, outpatient service, hospitalization, laboratory test,
imaging examination, and physical examination. Disease
management covers patients with hypertension, diabetes, cancer,
etc, who are registered and regularly followed up. At present,
the platform has more than 600 million EMRs from 2010 to
2020. Medical records among different institutions of the same
patient can be associated with a unique personal identification
number. Since medical records were collected in routine clinical
activities, patients had agreed and authorized their use during
the consultation process. According to the Guidelines of the
WMA Declaration of Helsinki, the study was approved by the
SIAT IRB (SIAT-IRB-151115-H0084).

Hypertension is the primary risk factor for stroke. Moreover,
hypertensive patients are the key population of disease
management, and thus long-term physical examination results
have been accumulated, which are essential data for stroke risk
prediction. This study focused on registered hypertensive
patients and aimed to establish a high-precision stroke risk
prediction model. A total of 250,788 hypertensive patients were

collected from the platform, with an average follow-up of 4.5
years. The stroke diagnosis was extracted from the main
diagnosis fields of the outpatient or inpatient records according
to the International Statistical Classification of Diseases and
Related Health Problems 10th Revision diagnostic codes [39],
including I60 (subarachnoid hemorrhage), I61 (intracerebral
hemorrhage), I62 (other nontraumatic intracranial hemorrhages),
I63 (cerebral infarction) and I64 (stroke, not specified as
hemorrhage or infarction), and excluded I69 (sequelae of
cerebrovascular disease). Finally, there were 21,493 cases of
stroke onset, and the date of the first occurrence of a stroke
diagnosis in the clinical records was taken as the date of stroke
diagnosis.

We limited the study to patients with at least one outpatient or
hospitalization record to ensure the reliability of outcomes, and
thus 46,101 patients were excluded. We excluded patients with
stroke (positive cases), those with stroke prior to hypertension,
and those without follow-up records within 3 years before stroke
onset. In addition, patients without stroke (negative cases), those
with heart disease, renal failure, or tumor, and those without
more than 3 years of follow-up records were also excluded. In
addition, patients were limited to 30-85 years old. As a result,
57,671 hypertensive patients were included in the study, of
which 9421 patients had a stroke within 3 years of follow-up.
Moreover, patients were required to have trend change variables
(eg, mean SBP), and thus 6756 patients were excluded. The
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detailed screening process of the study population is shown in
Figure 1.

Feature Extraction
The medical records of 57,671 samples were extracted from the
platform, including resident information, lifestyle, family
history, follow-up records with registered hypertensive patients,
outpatient and hospitalization records, and laboratory test results.
Medical records were collected from hundreds of health
institutions with slightly different medical service systems,
resulting in diverse data formats, poor data quality, and even a
large number of missing fields. We first performed a series of
cleaning operations on the medical records, including deleting
outliers or replacing them with null values, unit unification of
test results, and drug classification.

Given this is a retrospective study based on real-world
multitemporal medical data, the event endpoint and baseline
needed to be predefined before feature extraction. For positive
cases, the endpoint was the date of stroke diagnosis, and baseline
was defined as the date of the first follow-up record within 3
years prior to the endpoint. For negative cases, the endpoint
was the date of the last medical service record, and baseline
was defined as the date of the last follow-up record 3 years
before the endpoint. The physiological parameters in the
follow-up record at baseline were extracted as characteristics,
such as age, SBP, diastolic blood pressure (DBP), pulse pressure
difference (PPD; the difference between SBP and DBP), heart
rate (HR), BMI, glucose.

Secondly, trend characteristics of physiological parameters
based on multitemporal follow-up records before baseline were
specially constructed, such as SBP, DBP, PPD, HR, BMI, and
glucose. The follow-up records were grouped by patients and
sorted in ascending order of follow-up date, and the difference
in the two consecutive records was calculated, which were
marked with *_delta. Moreover, the maximum, minimum, mean,
and derivation of physiological parameters of each patient and
their differences were calculated.

Thirdly, historical symptoms were extracted from the outpatient
and hospitalization records before baseline. In this study, only
some symptoms that are potentially associated with stroke attack
were extracted, such as diabetes, hyperlipemia, sleep disorder,
etc. Moreover, demographic characteristics (ie, gender), family
disease history (ie, family history of coronary heart disease or
FAM_CHD), lifestyles (ie, smoking and drinking), and drug
categories (ie, antihypertensive drug use) were extracted. The
features were binarized based on their existence.

Finally, laboratory test results were extracted. According to
statistics, less than 10% of patients had laboratory test records
near the baseline. For the purpose of comparing model
prediction performance with existing scales, only necessary
blood lipid tests were extracted, including triglycerides, total
cholesterol, low-density lipoprotein cholesterol, and high-density
lipoprotein cholesterol (HDL-C).

Proper feature selection is beneficial to improve the performance
of the model. First, features with missing values above 30%
were removed. Then, correlation analysis and univariate trend
analysis were adopted to remove redundant features, and a

two-tailed P value <.05 was considered a significant correlation.
In addition, some features of existing research were manually
retained.

Prediction Modeling
An ensemble method extreme boosting gradient (XGBoost)
[40] was used to establish a 3-year stroke risk prediction model
for hypertensive patients and compared with the other 3
widely-used traditional machine learning algorithms, including
logistic regression [41], support vector machine (SVM) [42],
and random forest [43].

XGBoost is an integration algorithm based on multiple decision
trees under the gradient boosting framework. Unlike traditional
gradient boosting decision trees, XGBoost supports column
sampling, which can reduce overfitting and calculation. In
addition, XGBoost considers a sparse matrix and can
automatically learn its splitting direction for samples with
missing values.

Logistic regression is a classical classification algorithm widely
used in epidemiology and medicine, such as risk factor
discovery, disease risk prediction, and automatic disease
diagnosis. Logistic regression is a generalized linear regression
model that introduces the sigmoid function to normalize
dependent variables, thus making it more focused on the
classification boundaries and increasing its robustness.

SVM is a bicategorical algorithm, which is characterized by the
ability to minimize empirical errors and maximize geometric
edge regions at the same time. SVM also includes nuclear
techniques, which makes it a substantial nonlinear classifier. In
addition, the stability and sparsity of SVM give it good
generalization capability.

Random forest is also an ensemble algorithm based on decision
trees, which determines the final prediction by combining the
outcome of multiple weak classifiers. In random forests, the
base classifiers are trained independently, so the learning process
is very fast. Moreover, random forests have the advantages of
evaluating the importance of variables and resisting overfitting
and supporting column sampling and missing values by default.

According to a ratio of 7:3, we randomly divided the data set
into training and test sets with balanced positive and negative
cases. We performed 5-fold cross-validation on the training set
and validated the performance of the models on the test set.
Five evaluation criteria were used to validate the models,
including the area under the receiver operating characteristic
curve (AUC), accuracy, recall, specificity, and F1-score. For
continuous features, the missing values were filled with the
mean of each feature, and the data were standardized by the
mean and variance of the feature.

All the experiments were performed under the environment
manager Anaconda of the Linux server in the isolated intranet,
and a Python3.6.5 kernel was used for data processing and
modeling. We implemented 4 algorithms using the Scikit-learn
library in the Python programming environment [44].
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Results

Characteristics Description
A total of 50,915 registered patients with hypertension were
screened into the study cohort, and 8827 patients developed
stroke within 3-year follow-up. In the study cohort, the
positive/negative ratio was about 1:4.7, and the age distribution
was different, as depicted in Figure 2.

In order to balance positive and negative cases, we performed
a random stratified sampling of negative cases according to
gender ratio and age stratification of positive cases. Age was
stratified into 30 to 40, 40 to 50, 50 to 60, 60 to 70, and 70 to
85 years, and the proportion of negative to positive cases in
gender and age stratification was calculated. We took the
minimum proportion as the sampling rate and randomly selected
the corresponding number of samples from the negative cases
of each group. After stratified sampling, 11,126 negative cases
and 8827 positive cases were used for modeling, and the gender
and age distribution are depicted in Table 1.

Figure 2. Age distribution of stroke and nonstroke patients.

Table 1. Gender and age distribution before and after stratified sampling.

Negative cases after sampling
N=11,126), n (%)

Negative cases (N=42,088), n (%)Positive cases (N=8,827), n (%)Characteristics

6174 (55.49)25990 (61.75)5251 (59.49)Gender, male

Age, years

522 (4.69)5843 (13.88)414 (4.69)30-40

2204 (19.81)17342 (41.20)1746 (19.78)40-50

2656 (23.87)10415 (24.75)2104 (23.84)50-60

3108 (27.93)5448 (12.94)2462 (27.89)60-70

2636 (23.69)2636 (6.26)2088 (23.65)70-85

A total of 77 features were extracted from the medical records,
and eventually, 49 features were used as input for the machine
learning algorithms. Blood lipid test results were not included

because the missing ratio was more than 80%. Table 2 shows
the statistical distribution of partial features of higher correlation
(P value less than .01).
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Table 2. Distribution of the basic characteristics.

P valueaNegative cases (N=11,126)Positive cases (N=8,827)Characteristics

Demographics

<.0016174 (55.49)5,251 (59.49)Gender, n (%), male

.00559.73 (11.94)60.21 (11.88)Age, mean (SD), years

<.0016.78 (5.27)6.25 (5.64)Years_after_hypertension, mean (SD), years

Lifestyle (current or previous), n (%)

<.0011233 (11.08)768 (8.70)Smoking

<.0011643 (14.77)1000 (11.33)Drink

Family history, n (%)

<.001489 (4.40)239 (2.71)FAM_hypertension

.002116 (1.04)57 (0.65)FAM_diabetes

Physical examination, mean (SD)

<.001131.33 (10.02)133.76 (13.42)SBPb, mmHg

<.00180.17 (7.45)81.93 (9.56)DBPc, mmHg

<.00151.15 (8.81)52.16 (10.59)PPDd, mmHg

Trend characteristics, mean (SD)

<.0015.89 (3.84)4.13 (3.66)N_followup_1year

<.001142.77 (13.46)140.29 (14.56)SBP_max, mmHg

<.001122.81 (10.21)127.17 (14.09)SBP_min, mmHg

<.001131.75 (7.90)133.20 (11.58)SBP_mean mmHg

<.00189.10 (8.51)86.47 (9.69)DBP_max, mmHg

<.00173.42 (7.36)76.67 (10.16)DBP_min, mmHg

<.00180.71 (5.80)81.35 (8.17)DBP_mean, mmHg

<.00161.48 (10.83)58.41 (12.02)PPD_max, mmHg

<.00141.69 (8.28)46.01 (11.05)PPD_min, mmHg

<.00151.04 (6.26)51.89 (8.75)PPD_mean, mmHg

<.00179.57 (7.11)78.57 (7.08)HRe_max, times/min

<.00172.97 (5.97)74.29 (6.68)HR_min, times/min

<.0014.01 (3.17)4.37 (3.53)SBP_delta_mean, mmHg

<.0013.24 (2.10)3.46 (2.44)DBP_delta_mean, mmHg

<.0014.04 (2.68)4.30 (3.08)PPD_delta_mean, mmHg

<.0011.08 (1.51)1.23 (1.83)HR_delta_mean, times/min

Medical history, n (%)

<.00111 (0.1)176 (1.99)Prior cardiovascular diseases

<.00116 (0.14)53 (0.6)Atrial fibrillation

<.001358 (3.22)488 (5.53)Atherosclerosis

<.001475 (4.27)99 (1.12)sleep disorder

<.0011804 (16.21)1094 (12.39)Dizziness and headache

<.00155 (0.49)6 (0.07)Malaise and fatigue

<.00155 (0.49)9 (0.10)Giddiness

<.00138 (0.34)7 (0.08)Migraine

<.00110905 (98.01)8551 (96.87)Antihypertensive treatment
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P valueaNegative cases (N=11,126)Positive cases (N=8,827)Characteristics

<.0011046 (9.40)1123 (12.72)Lipid-lowering drug

aPearson chi-square test was applied.
bSBP: systolic blood pressure.
cDBP: diastolic blood pressure.
dPPD: pulse pressure difference.
eHR: heart rate.

Predictive Performance Evaluation
According to the ratio of 7:3, the data set was randomly divided
into a training set (N=13,967) and test set (N=5986), and the
ratio of positive to negative cases was balanced (ratio=1:1.26).
Table 3 shows the performance of the 4 algorithms on the test

set. The tree-integration algorithm XGBoost achieved the best
performance with AUC of 0.9220, followed by random forest
with AUC of 0.8956. Logistic regression had the worst
performance with AUC of 0.8544, as shown intuitively from
the receiver operating characteristic (ROC) curve in Figure 3.

Table 3. Model performance of four different algorithms.

SpecificityF1-scoreRecallAccuracyAUCaMethods

0.81910.73540.71410.77260.8544Logistic regression

0.83250.78610.78440.81120.8898SVMb

0.84900.81330.81570.83430.8956Random forest

0.84510.83190.85120.84780.9220XGBoostc

aAUC: area under the receiver operating curve.
bSVM: support vector machine.
cXGBoost: extreme gradient boosting.

Figure 3. The receiver operating characteristic curve of the four algorithms.

Features Importance
Feature importance measures the relative contribution of the
features to modeling. The top 20 features are depicted in Figure

4. In addition to the traditional risk factors contained in
well-known scales, the trend characteristics of physiological
parameters also played an important role in modeling, such as
PPD, HR_mean, and PPD_delta_mean. The feature PPD could
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reflect the change of vascular elasticity, and when PPD is too
large or too small, the disease's hidden danger would be
indicated and should be addressed. In addition, the mean of the
difference between 2 adjacent follow-up records could reflect

the control level of physiological parameters, which are easily
obtained in daily monitoring and promote the health
management of hypertensive patients.

Figure 4. Features of the top 20 importance in XGBoost model. DBP: diastolic blood pressure; HR: heart rate; PPD: pulse pressure difference; SBP:
systolic blood pressure; XGBoost: extreme gradient boosting.

Nonlinear Effects of Continuous Features
We performed a univariate trend analysis of continuous features
based on the 3-year risk prediction data set to analyze the effect
of characteristics on stroke occurrence further. Morbidity was
defined as the number of stroke cases in a thousand samples
under a characteristic value, and the relationship between the
morbidity and characteristic values was fitted. In this study, we
chose Gaussian, polynomial, and exponential functions to fit
the curve, and the fitting effect was evaluated by discriminant

coefficient R2 [45]. Figure 5 showed the nonlinear effects of 6

features, which were the top modifiable risk factors in the feature
importance of Figure 4. We found that the effect of some factors
(eg, SBP_mean, DBP_mean, HR_mean, and PPD_mean) formed
a U-shaped trend, where the marginal risk was minimized when
the factor fell within a given range while increasing both when
it went lower or higher. Unsurprisingly, the turn-points for the
3 factors were highly consistent with the blood pressure control
targets of the latest hypertension guidelines. On the other hand,
the effects of DBP_delta_mean and PPD_delta_mean formed
a hinge-like sharp, which revealed the importance of stable
blood pressure for stroke prevention in hypertension patients.
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Figure 5. Nonlinear effect of six continuous features on the morbidity of stroke. DBP: diastolic blood pressure; PPD: pulse pressure difference; SBP:
systolic blood pressure.

Discussion

Principal Findings
We had developed a high-precision risk prediction model of
stroke for hypertensive patients based on large-scale electronic
health records from a regional medical information platform
and validated the prediction performance on an independent
test set. The integrated tree-based XGBoost algorithm achieved
the best prediction performance with an AUC of 0.9220 and
outperformed the other 3 traditional algorithms. Besides the
traditional risk factors, such as age, gender, SBP, smoking,
diabetes, and antihypertensive drug use, we specially constructed
several changing-trend variables from multitemporal medical
records, which were confirmed to be nonlinearly correlated with
stroke onset. The effect of nonlinear correlation justified the
necessity of adopting sophisticated nonlinear machine learning
models over traditional linear regressions. Furthermore, with
nonlinear ensemble algorithms such as XGBoost used in this
study, there was no need to select variables in advance even
when the number of potential variables was large, which was
different from most traditional clinical studies and enabled the
identification of novel biomarkers with both linear and nonlinear
effects during modeling process through mining large-scale
population data. This was an advantage brought by big data
technologies.

Comparison With Traditional Statistical Models
Several risk models based on long-period prospective studies
have been widely used to screen high-risk populations, such as
Framingham studies, QStroke, and PCE. Considering the target
events and wide application of the models, we selected to
compare the model's performance based on XGBoost with the
revised FSRP [20] and CMCS risk scale [32].

The FSRP, originally described in 1991 [19], had been validated
in other cohorts, was recommended by the American Heart
Association. The study population was between 55 and 84 years
old. However, the profile had been demonstrated by several
studies to overestimated risk; therefore, the profile was updated
in 2017. The revised FSRP better predicted current stroke risk
in 3 large community samples, integrating gender, age, current
smoking habits, prevalent cardiovascular disease (including
myocardial infarction, angina, coronary insufficiency,
intermittent claudication, and congestive heart failure), atrial
fibrillation, diabetes, SBP, and antihypertensive treatment.
Moreover, the profile provided a multiyear prediction model
for 10 years. In this study, we selected the 3-year and 10-year
models to compare the performance.

The CMCS risk scale was a 10-year risk prediction model of
acute cardiovascular event (acute coronary heart disease and
acute stroke) proposed in 2003. The study population was aged
35 to 64 years living in 11 provinces and cities of China. The
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risk factors used in the model included gender, age, diabetes,
smoking, SBP, total cholesterol, and HDL-C.

We screened a subset of 632 samples from 76,494 samples that
simultaneously met the FSRP and CMCS profile, of which 236
had stroke onset. These samples were assigned to the test set in

the first step of our model-building process. Figure 6 depicts
the ROC curve achieved by the 4 models. The developed model
based on XGBoost achieved a higher performance with an AUC
of 0.7956, and there was no significant difference between the
other 3 scales.

Figure 6. Receiver operating characteristic curve compared with three traditional risk scales. AUROC: area under the receiver operating characteristic;
CMCS: Chinese Multi-provincial Cohort Study; FSRP: Framingham Stroke Risk Profile; XGBoost: extreme gradient boosting.

Limitations and Future Research
This work was a retrospective study based on historical stock
data collected at different periods. There were a large number
of missing values in characteristic variables, which may affect
the sample population size and the performance of the model.
In addition, due to the insufficiency of laboratory test results,
the established model did not include the biochemical indicators
in the traditional scales, such as TC and HDL-C. However, the
impact of missing information was equal for both the positive
and negative cases so that no significant biases were likely to
be introduced through missing data. Compared with the benefits
obtained by the enlarged population and the abundance of
clinical features, the data's increased noise was considered
acceptable. In addition, the study cohort was imbalanced in
view of the numbers of positive cases and negative cases. We

performed randomly stratified sampling according to gender
ratio and age stratification, which may not represent the rest of
the patients accurately. We are currently accumulating longer
periods of medical data as well as a larger population and trying
to further validate and improve the model with recent data.

Conclusions
We established a high-precision 3-year stroke risk prediction
model for hypertensive patients based on large-scale EMRs and
verified that the proposed model could perform better than
traditional risk scales. In addition, the features in the model are
routinely accessible data, so the model could be easily
implemented in EMR systems to help with a more pervasive,
preemptive screening of stroke risk, enabling higher efficiency
of early disease prevention and intervention.
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Abstract

Background: Effective resource management in hospitals can improve the quality of medical services by reducing labor-intensive
burdens on staff, decreasing inpatient waiting time, and securing the optimal treatment time. The use of hospital processes requires
effective bed management; a stay in the hospital that is longer than the optimal treatment time hinders bed management. Therefore,
predicting a patient’s hospitalization period may support the making of judicious decisions regarding bed management.

Objective: First, this study aims to develop a machine learning (ML)–based predictive model for predicting the discharge
probability of inpatients with cardiovascular diseases (CVDs). Second, we aim to assess the outcome of the predictive model and
explain the primary risk factors of inpatients for patient-specific care. Finally, we aim to evaluate whether our ML-based predictive
model helps manage bed scheduling efficiently and detects long-term inpatients in advance to improve the use of hospital processes
and enhance the quality of medical services.

Methods: We set up the cohort criteria and extracted the data from CardioNet, a manually curated database that specializes in
CVDs. We processed the data to create a suitable data set by reindexing the date-index, integrating the present features with past
features from the previous 3 years, and imputing missing values. Subsequently, we trained the ML-based predictive models and
evaluated them to find an elaborate model. Finally, we predicted the discharge probability within 3 days and explained the
outcomes of the model by identifying, quantifying, and visualizing its features.

Results: We experimented with 5 ML-based models using 5 cross-validations. Extreme gradient boosting, which was selected
as the final model, accomplished an average area under the receiver operating characteristic curve score that was 0.865 higher
than that of the other models (ie, logistic regression, random forest, support vector machine, and multilayer perceptron). Furthermore,
we performed feature reduction, represented the feature importance, and assessed prediction outcomes. One of the outcomes, the
individual explainer, provides a discharge score during hospitalization and a daily feature influence score to the medical team
and patients. Finally, we visualized simulated bed management to use the outcomes.

Conclusions: In this study, we propose an individual explainer based on an ML-based predictive model, which provides the
discharge probability and relative contributions of individual features. Our model can assist medical teams and patients in
identifying individual and common risk factors in CVDs and can support hospital administrators in improving the management
of hospital beds and other resources.
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Introduction

Background
The use of human and physical resources, which are both costly
and scarce, is essential for the efficient operation of hospital
processes. Hospitals are required to manage different kinds of
resources, such as managing the schedules of the medical team
and staff, bed management , and clinical pathways to improve
overall management efficiency [1]. Effective resource
management in hospitals can improve the quality of medical
services by reducing the labor-intensive burden on staff,
decreasing inpatient waiting time, and securing optimal
treatment time [2].

Bed management is a form of hospital resource management.
Currently, in most hospitals, clinicians manually check a
patient’s condition to decide whether to continue their
hospitalization or discharge them [3]. On the basis of this
decision, the medical team and staff identify the bed capacity
available in the near future and schedule the patient’s
reservation. In addition, the number of patients hospitalized for
a variety of chronic and acute illnesses, such as cardiovascular
diseases (CVDs) [4], has been steadily increasing, and their
insufficient treatment can lead to readmissions or complications.
However, a stay in the hospital longer than the optimal treatment
time hinders effective bed management. Thus, it is important
to accurately predict the patient’s hospitalization period and
make judicious decisions about their discharge.

Many studies have focused on the efficiency of hospital
resources, and most of them presented algorithms or models
for improving bed management. Bachouch et al [5] investigated
hospital bed planning and proposed the integer linear program
to solve the optimization problem. They illustrated the simulated
bed occupancy schedule. Troy et al [6] studied the simulation
of beds for surgery patients using the Monte Carlo simulation
to determine the intensive care unit (ICU) capacity. Particularly,
the predicted length of stay (LOS) is one necessary piece of
information for bed management, and there are many studies
predicting the LOS based on electronic health records (EHRs)
[7-9].

Moreover, authors have used machine learning (ML)–based
models to predict the LOS [7-9], prolonged hospitalization, and
unplanned readmission [10] and to find biomarkers for critical
diseases [11]. Recently, there have been many studies on
interpretable or explainable artificial intelligence (XAI) [12].
One XAI study [13] developed a model to predict acute illness
and provide results and interpretation. Compared with EHRs,
studies employing computer vision algorithms such as
convolutional neural networks are more actively pursued
because these models can directly visualize significant parts of
an image [14,15]. Thus, we developed an ML-based predictive
model to provide the daily discharge probability and individual

explainer visualizing significant features of each patient to
support bed management.

Objectives
The main contributions of this study can be summarized in the
following steps: first, we developed an ML-based predictive
model to predict the discharge probability daily within 3 days
for each patient with CVD and to acquire the individual LOS.
Patients with chronic and acute diseases, including CVDs, have
high hospitalization and readmission rates and greater
complications [16]. There are alternatives to transfer those who
need urgent care or hospitalization to another hospital to address
delays. However, it could be causing other serious problems,
hospitals should continuously identify methods to reduce waiting
time, and efficient bed management can be considered as one
of them.

In addition, because of the diversity of diseases, it may be more
advantageous to find common risk factors and implement bed
management for specific departments or diseases (ie, clustered
specific wards), and then expand it further to the hospital level.
Therefore, we developed an ML-based model to determine the
bed capacity that would be available in the near future and find
risk factors by predicting the discharge of patients hospitalized
with CVDs [17]. By providing persuasive discharge information
such as expected individual discharge date and risk factors
related to CVDs, it is possible, in practice, to assist in precise
bed management, which is otherwise done manually by the
medical team.

Second, we assessed the outcome of the prediction and provided
the individual explainer to describe the primary risk factors of
inpatients for patient-specific care. Even if patients have the
same diseases and common variables represent the diseases,
each patient has different characteristics, history, circumstances,
and treatments. Therefore, it is also necessary to identify and
monitor the unique, individual variables for each patient. In this
study, our ML-based predictive model’s outcomes include not
only information on daily patient discharge but also the
contributions of features such as feature importance.
Furthermore, we visualized the day-by-day discharge probability
of each patient and the features that influenced individual
patients during the hospitalization. This explainer can guide the
medical team and patients to produce reasonable evidence on
the ML-based model’s outcomes and helps them understand
the conditions in detail and prepare in advance for treatment.
Such individual analysis can focus on each patient, and the
meaningful features identified can be used in other studies as a
basis for preidentifying variables affecting hospitalization.

Third, this study could help manage bed scheduling efficiently
and detect long-term inpatients in advance. Bed management
refers to the process of identifying patients who are most likely
to be discharged, confirming the number of available beds, and
allocating beds to patients waiting for admission after
reservation. As this process is complicated and usually carried
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out manually, we aimed to support it by providing the estimated
LOS and probability of discharge returned by the model and by
identifying the capacity of beds that would be available in the
near future. In addition, it is possible to detect not only patients
with a high probability of discharge but also patients with a
consistently low probability of discharge. In other words, it
helps discover and analyze the causes of long-term
hospitalization of high-risk patients and provides this
information to their management team.

To summarize, we developed an ML-based model to predict
whether hospitalized patients with CVDs would be discharged
within 3 days. On the basis of this model, we proposed an
individual explainer; the simulations of bed management are
depicted in Figure 1, including the probability of discharge and
influenced features such as demographics, prescribed
medications, and treatments. Our model can improve the
efficient use of hospital resources and enhance the quality of
medical services.

Figure 1. Visualized simulation of discharge prediction for machine learning–based bed management. DEPT: department; DICD: diagnostic code;
INDT: the date of visitation or admission; INNO: the patient’s encounter number; LOS: length of stay; PAID: the patient’s identification.

Methods

Overview
Figure 2 describes the overall flow of the prediction method
employed in this study. We set up the cohort criteria and

processed the data to create suitable data sets. Subsequently,
we trained the ML-based predictive models and evaluated them
to find an elaborate model. Finally, we predicted the discharge
probability within 3 days and explained the model’s outcomes
by identifying, quantifying, and visualizing its features.
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Figure 2. Overall flow of the prediction method for discharge within 3 days. AI: artificial intelligence; AMC: Asan Medical Center; AUROC: area
under the receiver operating characteristic.

Data Acquisition
Data were extracted from CardioNet [18] (Textbox 1), a
manually curated EHR database specialized in CVDs. CardioNet
consists of data from 572,811 patients who had visited Asan
Medical Center (AMC) with CVDs between January 1, 2000,
and December 31, 2016. The AMC institutional review board
approved the collection of CardioNet data and waived informed
consent. CardioNet contains 27 tables on topics such as
visitation, demographics, diagnosis, medication, and laboratory
examination. Most tables have common variables including
patient identification (PAID), patient encounter number (INNO),
the date of visitation or admission (INDT), and the date of

discharge (OUDT). The KEY column, which concatenates the
PAID and INNO columns, can connect the visitation table to
other tables. Using the KEY column, we extracted the variables
in each table to be analyzed.

From the 572,811 patients in CardioNet, we obtained 84,251
records of 63,261 anonymous patients hospitalized in the
departments of cardiology or thoracic surgery. Furthermore, to
develop a practical and usable model, we focused on predicting
discharge within 3 days and detecting long-term patients.
Long-term patients, defined as those hospitalized for more than
30 days, are separately managed by the AMC. Therefore, we
set the LOS between 3 and 30 days.
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Textbox 1. Data extracted from CardioNet.

• Visit table: patient identification, patient encounter number, KEY, date of visitation or admission, date of discharge, type of visit, medical
department, and duration of stay in the intensive care unit (ICU).

• acute care unit, coronary care unit, cardiac surgery ICU, medical ICU, neonatal ICU, neurological ICU, neurosurgical ICU, pediatric ICU,
and surgical ICU.

• Diagnosis table: International Classification of Diseases, Tenth Revision code of diagnosis.

• Laboratory test result table: date and code of pathology examination, and the result of the examination.

• Physical information table: patient’s age, height, weight, systolic and diastolic blood pressures, respiratory rate, pulse rate, BMI, body surface
area, and date of measurements.

• Medication table: date and code of prescription.

• Procedure table: date and code of order.

• Operation table: date and code of surgery or treatment.

• Picture archiving and communication system table: date and code of order.

• Transfusion order table: date and code of order.

Data Preprocessing

Data Set Creation
In the visit table, which is the primary table of CardioNet, there
are 4 main columns (PAID, INNO, INDT, OUDT) and
visit-related variables. Each row represents a single
hospitalization case for each inpatient. We reset the index to
create a new data set with the duration between admission and
discharge as date-index (eg, a row with an INDT of 2021.2.1
and an OUDT of 2021.2.10 has an LOS 10 of days; therefore,
it was converted to 10 rows with 10 date-indexes). Finally, after

preprocessing all values corresponding to PAID, INNO, and
date-indexes of other tables, we merged and concatenated the
tables to generate a new data set for model training.

Figure 3 shows the data set creation process. Each table of
diagnosis, medication, laboratory test results, and physical
information was used for both past and present features. The
operation, procedure, and picture archiving and communication
system (PACS) were used for the present features, and LOS in
the ICU was used for the past features. The preprocessing of
values for each table is discussed in the next section. The
specific methods of feature handling are as follows:

Figure 3. Data set creation process for machine learning–based model training. ICU: intensive care unit; INDT: date of visitation or admission; LOS:
length of stay; OUDT: date of discharge; PACS: picture archiving and communication system.
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Data-Related Features
After creating the new data set, we removed the OUDT
containing future information. To distinguish and recognize the
time information in date by type, we created a total of 10
date-related features. INDT and date-index were sliced into
integer features such as year, month, day, and weekday.
Furthermore, we created a feature that denotes whether the
date-index is a holiday or not and another feature that indicates
the LOS at the date-index by subtracting INDT from the
date-index.

Day-by-day Present Features Related to Hospitalization
As the visit table and other tables contain only one piece of
information per row, it is difficult for the ML model to learn
the data all at once. Therefore, we performed one-hot encoding
(OHE) of clinically important orders and codes and created
them as features in the new data set. Consequently, we could
access aggregated records by date for each patient.

First, in the diagnosis and operation tables, we sliced all the
values of the International Classification of Diseases-10th
edition codes and the operation codes at the third digit to convert
them into three-digit codes because the strings from the fourth
digit onward represent the subhierarchy of the three-digit codes.
We arranged all the frequency values in descending order and
selected the first 99 codes. We transformed the remaining codes
(ie, unselected codes) into the others feature and performed the
OHE on all 100 codes. The features in the form of Z_code, such
as Z_DICD and Z_OPCD, refer to others in each original table.
As a result, we obtained a total of 100 codes for each table (ie,
diagnosis and operation table) and filled the date-index values
with 1 if there were valid prescribed or ordered data and 0
otherwise. Similarly, the values of the PACS table were
converted to 100 features.

Second, similar to the diagnosis table, in the medication and
procedure tables, we obtained the 99 most frequent codes and
others, performed the OHE, and filled the corresponding data.
In the case of the transfusion table, we used all 27 codes
available. We filled the values with the number of prescriptions
per day or at once, considering the severity of each patient’s
ailment.

Third, in the laboratory test result table, the 60 most frequent
examination codes, examined in more than 50% of all patients,
were selected. The physical information table had only 10 codes,
which were all used. We performed the OHE of values and
filled them with results corresponding to each examination. If

a patient had been tested several times a day, the data set was
populated with the average of the results.

Past Features
We considered that the patient’s anamnesis (ie, medical history)
should also be included in the data set, along with the day-to-day
features (described in the previous paragraph) for the ML model
to learn the data deeply. When the date-index in each
hospitalization started from INDT, we created some past features
from the principal information of hospital visit records 3 years
before INDT.

For past features, OHE was performed, and values were filled
in, similar to the present features. The hospitalization periods
of all ICUs in the visit table were summed up. For 100
diagnostic codes, we summed up each value if there was a record
of diagnosis. For 100 medication codes, the number of
prescriptions per day or at once were summed up if the record
existed. Finally, recent laboratory test results and physical
information within 3 years were used for a total of 70 codes. In
conclusion, the data set was filled with either summed up or
recent values equivalent to each feature.

Imputation
Except for the laboratory, physical, and date-related features,
we replaced all the null values with zero. The value type of most
of the other features was null or integer because most were
calculated by frequency. In contrast, to deal with missing values
in the continuous data type of the present laboratory and physical
features, we first separated the data set based on the KEY. The
KEY refers to a single hospitalization case of one patient; thus,
separating the data set by KEY does not mix individual
hospitalizations. Therefore, we filled in null values in
chronological order (ie, from past to present). Subsequently,
we filled in the rest of the null values in reverse chronological
order (ie, from present to past) to handle those cases where
results were not measured at the beginning of the admission.
Using this method, it was possible to impute the null value for
each hospitalization of an individual patient. Finally, to fill the
values where all the features were not ordered or measured, we
filled the rest of the null values with the most frequent value
for each feature.

Target Criteria
The supervised learning algorithm for classification requires
the label true or false to indicate the correct answer. The target
criteria for true labeling in this study are depicted in Figure 4.

Figure 4. Target criteria to provide the true label (ie, correct answer) to machine learning–based models.
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As shown in Figure 4, day 1 is INDT, day N is OUDT, and the
circles represent each day of the hospitalization period. We
excluded day N (ie, discharge date) from the data set because
of information such as discharge procedure, which could
provide the ML model with a hint. In addition, even if the
accuracy of discharge prediction is higher from the discharge
date to 2 days earlier, it is useful to make the prediction 3 days
in advance when actually using the model. Therefore, we labeled
1 from one day before OUDT to 3 days before OUDT and
labeled 0 from the INDT to 4 days before OUDT.

As a result, we transformed the diverse variables of original
tables into 10 date-related features, 597 present features, and
279 past features, creating a data set of 669,667 rows with 886
features from 84,251 records of 63,261 inpatients with CVDs.

ML-Based Predictive Models

ML-Based Models
We experimented with 5 models to identify the most suitable
one. We set the logistic regression [19] model as the baseline
to estimate performance, and support vector machine [20,21],
random forest (RF) [22], multilayer perceptron (MLP) [23], and
extreme gradient boosting (XGB) [24] were selected as
comparison models. We also performed hyperparameter tuning
for each model through random search.

We selected XGB, which is a gradient boosting algorithm
(GBM) model, as the final model. GBM is an ensemble method
that combines several weak classifiers (trees). The main idea
of GBM is to focus and place the weights on incorrectly
predicted results. While XGB is training, one tree trains the data
set and assigns weights to incorrectly predicted records with
errors, and the next tree of the same model learns the weighted
data set and repeats the process of assigning weights. Moreover,
GBM can quantify the contribution of features to the prediction

results, such as feature importance. Particularly, XGB has the
advantage of regularization and performance. It can perform
parallel processing, regulate to avoid overfitting, is widely used
for learning structured data, and has superior prediction
performance.

Evaluation
We set the positive (1) label for discharge and the negative (0)
label for hospitalization. To evaluate and compare the
performance of candidate models, we used metrics including
accuracy, sensitivity (recall for positive), specificity, precision,
positive predictive value, negative predictive value,
false-positive rate, and true-positive rate. When we monitored
model training and validation, we used the F1-score to reflect
imbalanced targets, the receiver operating characteristic (ROC)
curve to find the optimal threshold, and the area under the ROC
(AUROC) score to compare models.

To prevent overfitting the ML-based models and reduce biased
results, we performed stratified, 5-fold cross-validation [25]
illustrated in Figure 5. First, we randomly shuffled 63,261
PAIDs and divided them into 5 groups with approximately
12,000 people because we tried not to divide the records of a
single patient into training (ie, plain box in Figure 5) and testing
sets (ie, diagonal hatching box in Figure 5). Second, the first
PAID group becomes the testing set, and the remaining groups
become the training set in fold 1. We created fold 1 to fold 5 in
a similar way to ensure equal division of the imbalanced targets
(ie, the data set has true labels comprising 62.4% label 0 and
37.6% label 1) across all folds. Besides, we split 25% of the
training set as the validation set to tune the hyperparameters.
Consequently, in each fold, we divided the data set into
approximately 133,000 rows for the testing set and 535,000
rows for the training set (including the validation set). The
ML-based models trained and tested all 5 folds.

Figure 5. Stratified 5-fold cross-validation to avoid overfitting.
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Individual Explainer for Outcome Assessment
Feature importance lists the features that the model considers
prominent, and their contribution scores, in the process of
training the data using the tree-based algorithm model. However,
we considered XGB as the final model not only because of its
high performance but also because of the access to the
decision-making process inside the model. By approaching the
trees, it is possible to describe the specific features and their
influences that contribute to the prediction of each patient’s
daily prediction of discharge.

We demonstrate an individual explainer that can help in the
interpretation of the XGB prediction results using a waterfall
chart. Also called a bridge or cascade chart, it is a type of bar
chart that portrays relative values and calculates the difference
between adjacent values. It can show the positive or negative
influence and gradual direction of the final discharge score.

To estimate values for individual explainers, we predicted the
desired records with the trained XGB and obtained the
contributions of all the features. The contribution refers to a
feature’s influence obtained by aggregating the scores that each
feature contributes to all trees. Subsequently, we calculated the

logistic value—logistics (x) = 1 / (1 + e-x)—of the feature’s
influence and the relative values required for the explainer. We
selected the number of features to be displayed as 15, and the
remaining 871 features were integrated and displayed
simultaneously as others in the explainer.

Results

Data Characteristics
We created a data set that consisted of 669,667 records with
886 features, including diagnosis code, laboratory test results,
physical information, medication, procedure, operation, PACS,
and transfusion. Patients were admitted to cardiology or thoracic
surgery, and their LOS ranged from 3 to 30 days. The average
age of the patients was 61.03 (SD 13.42) years. The data set
comprised 37.97% (254,254/669,667) women and 62.03%
(415,413/669,667) men.

Performance of the ML-Based Predictive Models

Final ML-Based Model Selection
We experimented with the 5 ML-based models using 5
cross-validations. The AUROC score for each fold is listed in
Table 1. The highest AUROC score for each fold is shown in
italics, and the support column in Table 1 represents the number
of each true label. Figure 6 shows the ROC curve plot; the area
of the curve is represented by the AUROC and has a value
between 0 and 1. The closer the AUROC score is to 1, the higher
the model performance. XGB achieved the highest and a
relatively stable score on all folds. Table 2 provides a
comparison of the 5 ML-based models. All scores in Table 2
are the average values of the results and the SD in 5 folds, and
the highest score for each metric is shown in italics. The
specificity of logistic regression and support vector machine,
which obtained 0.828, was the highest, but XGB achieved the
highest in the rest of the metrics. Particularly, although the label
of the data set was imbalanced, XGB scored 0.7 or higher for
predicting label 1. Hence, we chose XGB as the final model to
predict discharge probability.

Table 1. Evaluation by area under the receiver operating characteristic score of 5-fold cross-validation for each model.

Support (0, 1)XGBeMLPdRFcSVMbLRa

(83,113, 50,188)0.866 f0.8330.8530.8250.826Fold 1

(83,538, 50,310)0.8680.8350.8510.8260.827Fold 2

(84,192, 50,585)0.8650.8210.8500.8240.824Fold 3

(83,969, 50,460)0.8640.8310.8500.8230.824Fold 4

(82,918, 50,394)0.8630.8340.8480.8210.822Fold 5

N/Ag0.865 (0.002)0.831 (0.005)0.850 (0.002)0.824 (0.002)0.824 (0.002)Value, mean (SD)

aLR: logistic regression.
bSVM: support vector machine.
cRF: random forest.
dMLP: multilayer perceptron.
eXGB: extreme gradient boosting.
fThe italicized values indicate the highest score of each fold.
gN/A: not applicable.
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Figure 6. Receiver operating characteristic curve of the machine learning–based models. LOGREG: logistic regression; MLP: multilayer perceptron;
RF: random forest; SVM: support vector machine; XGB: extreme gradient boosting.

Table 2. Comparison of the 5 machine learning–based models by metric.

Values, mean (SD)Model

AUROCfNPVePPVdSpecSenbACCa

0.824 (0.002)0.786 (0.005)0.686 (0.005)0.828h (0.004)0.624 (0.005)0.75 (0)LRg

0.824 (0.002)0.784 (0.005)0.686 (0.005)0.828 (0.004)0.624 (0.005)0.75 (0)SVMi

0.85 (0.002)0.818 (0.004)0.696 (0.005)0.818 (0.004)0.696 (0.005)0.77 (0)RFj

0.831 (0.005)0.792 (0.007)0.686 (0.005)0.822 (0.007)0.642 (0.017)0.758 (0.004)MLPk

0.865 (0.002)0.828 (0.004)0.71 (0)0.824 (0.005)0.716 (0.005)0.782 (0.004)XGBl

aACC: accuracy.
bSen: sensitivity.
cSpe: specificity.
dPPV: positive predictive value.
eNPV: negative predictive value.
fAUROC: area under the receiver operating characteristic.
gLR: logistic regression.
hThe italicized values refer to the highest score of each metric.
iSVM: support vector machine.
jRF: random forest.
kMLP: multilayer perceptron.
lXGB: extreme gradient boosting.

Figure 7 shows the relative feature importance of XGB sorted
by gain score. The gain score refers to the average gain across
all splits that the feature is used in. All the features used in the
model have been replaced by their names used in the AMC.
Except for the date-related feature, all other features that affected
the model were found in all the tables. The features in the

procedure table are substantially related to clinically critical
situations. For example, the terms denoted with (D) are likely
to mean a more severe state than others. The remaining features
are also associated with CVDs or include primary examination
and prescriptions during hospitalization.
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However, because feature importance can only explain the
model but not each patient, it is insufficient for use as an
individual explainer for prediction. Depending on the patient’s
condition, different features affect the daily probability of

discharge. Therefore, we suggested an individual explainer that
provides a patient-specific feature for daily prediction during
hospitalization.

Figure 7. The feature importance sorted by gain score. B.WT.: body weight; CR: chest radiograph; CRP: C-reactive protein; CVP: central venous
pressure; DISP: disposable; ESR: erythrocyte sedimentation rate; I/O: intake and output; supp: suppository; inj: injection; NEC: necrotizing enterocolitis;
PA: posteroanterior; PACS: picture archiving and communication system; Z_DICD: all diagnostic codes not selected for one-hot encoding.

Feature Reduction
Too many features tend to reflect negatively on the model
performance; therefore, it was necessary to select an appropriate
number of features. We performed recursive feature elimination
with cross-validation (RFECV). This algorithm aims to identify
the optimal number of features by comparing model
performance while eliminating the features with low feature
importance one at a time. RFECV returns the ranks and names
of all features; we identified approximately 150 features with
a rank of 1 by applying RFECV to our final model XGB. For
performance comparison, we performed 5-fold cross-validation

using the same data set with the same parameters. The number
of features to be compared was 886 (all), 150 selected by
RFECV, and the top 50 features in the model trained with the
150 selected by RFECV.

As shown in Figure 8 and Table 3, the performance difference
between the model using all the features and the models with
150 and 50 features was only approximately 1% to 2.5% based
on the AUROC score. This indicates that even with 83.1% to
94.4% of feature reduction, there is only a maximum
performance difference of 2.5%. Therefore, a suitable number
of features should be selected considering the situation in each
hospital or the data characteristic.
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Figure 8. Receiver operating characteristic curve of the extreme gradient boosting models with the different number of features. FI: feature importance;
RFE: recursive feature elimination; XGB: extreme gradient boosting.

Table 3. Evaluation by area under the receiver operating characteristic (AUROC) score of 5-fold cross-validation to select features.

Values, mean (SD)Number of features

AUROCNPVePPVdSpecSenbACCa

0.865 (0.0018)0.828 (0.004)0.71 (0)0.824 (0.005)0.716 (0.005)0.782f (0.004)886 (All)

0.853 (0.0018)0.818 (0.004)0.694 (0.005)0.814 (0.005)0.696 (0.005)0.77 (0)150 (RFEg)

0.840 (0.00096)0.802 (0.004)0.682 (0.004)0.812 (0.004)0.67 (0.006)0.76 (0)50 (RFE and FIh)

aACC: accuracy.
bSen: sensitivity.
cSpe: specificity.
dPPV: positive predictive value.
eNPV: negative predictive value.
fThe italicized values refer to the highest score of each metric.
gRFE: recursive feature elimination.
hFI: feature importance.
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Explainer of Individual Prediction for Outcome
Assessment

Overview
The predictive model classifies the data as 0 or 1 based on a
threshold. The optimal threshold is the point where the sum of
sensitivity and precision can be maximized simultaneously (in
the ROC curve, true-positive rate and false-positive rate are
proportional to each other). However, sensitivity and precision
require trade-off against each other; therefore, decreasing FN
increases sensitivity, and decreasing false positive increases
precision. In other words, it is necessary to adjust for the
appropriate threshold to suit the decision point of the hospital
operation.

We presented the daily discharge score during hospitalization
and the influence of the features by date through the explainer
of individualized predictions. The following section includes a
description and an example of our explainer for the sample data
set, which represents one of the patients in the test set.

Discharge Score During Hospitalization
The sample data set consisted of the records of a patient with a
PAID of 228,443 and an INNO of 2, hospitalized for 13 days
and discharged on day 14. The patient’s daily discharge score
plot is depicted in Figure 9. The plot's x-axis represents the daily
date excepted discharge date (ie, day 14) within the patient’s
hospitalization period, and the y-axis represents the probability
of discharge (ie, discharge score). The model’s optimal threshold
was 0.39, indicated by a horizontal dotted line. The circle and
the triangle represent the true labels 1 and 0, respectively, and
the size of the figure is proportional to the discharge score. The
colors of the figure denote the results predicted by the model:
red for positive prediction (label 1, discharge) and blue for
negative prediction (label 0, admission).

For this sample, the model accurately predicted the discharge
within 3 days. However, if the threshold is adjusted, the
prediction results may change on dates 11 and 12. For example,
if the current threshold rises slightly, 1 is applicable only for
dates 12 and 13. This can be useful when trying to avoid false
positive even if the false negative increases.

Figure 9. Daily discharge score of a patient’s identification of 228,443 and patient’s encounter number of 2. INNO: patient’s encounter number; PAID:
patient’s identification.
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Daily Feature Influence Score
Figures 10 and 11 describe the plot of feature influence for each
day. The following is the basic description of the individual
explainer: the x-axis of the plot is a score ranging from 0 to 1,
and the y-axis represents the contributed features and the
corresponding values that influenced the probability of discharge
on that day. The threshold represented by the vertical dotted
line is equal to the optimal threshold in Figure 9. The intercept,
the plain blue box at the bottom of the y-axis, is a revised value
reflecting that the number of each true label is imbalanced. The
discharge probability, the gray box at the top of the y-axis, is
the discharge score, which is the same as the probability in
Figure 9. The width of each box corresponding to the feature
refers to the absolute value of each score. The original score is
indicated on the right side of the plot. The absolute value
decreases from bottom to top, which means the contribution to
the discharge score also decreases (the box of others is relatively
wide because it is the sum of the scores of approximately 800
features, excluding the features below it). The red box with
diagonal hatching represents each score of the feature that

positively contributed to the discharge score and moves to the
right. Conversely, the plain blue box represents negatively
contributing feature scores and moves to the left.

To summarize, on the y-axis, from bottom to top, the features
contributed to the prediction; the diagonal hatched red box to
the right is positive, and the plain blue box to the left is negative.

Figure 10 shows the feature influence at day 7 with a low
probability of discharge of 0.004, and Figure 11 shows day 12
with a high probability of 0.811. In Figure 10, arterial
monitoring=1 and infusion pump=3 negatively affected the
probability. In contrast, in Figure 11, infusion pump=0 had a
positive effect on probability. Because arterial monitoring and
infusion pump are mainly prescribed for critical patients, both
consist mostly of zeros in the data set. Therefore, displaying
features and values together can help the medical staff interpret
the plot intuitively. Moreover, each explainer may or may not
have the features that appeared in the feature importance plot.
This suggests that it is also necessary to identify features that
contributed to individual patients rather than managing only the
features of feature importance.

Figure 10. Feature influence with low probability of discharge date 7. CVP: central venous pressure; INNO: patient’s encounter number; MCH: mean
corpuscular hemoglobin; MCV: mean corpuscular volume; PAID: patient’s identification; supp: suppository; ZM_ODCD: all medication codes not
selected for one-hot encoding; ZP_ODCD: all procedure codes not selected for one-hot encoding.
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Figure 11. Feature influence with high probability of discharge on date 12. CK-MB: creatine kinase-myoglobin binding; CRP: C-reactive protein;
DAYW_DT: integer feature of weekday; DT_IN: time since admission date in days; I/O: intake and output; INNO: the patient’s encounter number;
PAID: the patient’s identification; PT: prothrombin time; Z_DICD: all diagnostic codes not selected for one-hot encoding; ZP_ODCD: all procedure
codes not selected for one-hot encoding.

Outcome Assessment
Figure 1 shows the simulated impact in bed management applied
with our predictive model and individual explainer. It is possible
to recognize the probabilities of discharge of all patients for
each ward every day. The paramount features and values that
affect the discharge scores can be identified at once. It is
informative for interpreting both high or low probability because
the explainer implies the reasoning not only for discharge but
also prolonged discharge. Similarly, it is possible to obtain
information based on the expected discharge date of each
patient, such as bed capacity in the near future. For the human
and physical resources of the hospital to be used efficiently,
future bed availability information can help reduce hospital

costs through better management of beds and hospitalization
reservations.

Discussion

Principal Findings
Investigations into bed management, which requires the use of
hospital processes, and biomarker detection for patient-specific
care, are actively pursued. In this study, we propose an
ML-based predictive model to identify the discharge date for
better bed management and the risk factors regarding discharge
and CVDs. However, because each hospital has varying
environmental variables, an algorithm that can consider them
collectively was needed. Our study can contribute to improving
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the algorithm and supporting health care services. We have
summarized the expectations of our predictive model and its
explanation, along with its limitations.

First, we predicted the possibility of discharge to learn future
information, but for the model to be practically applied,
objective information about the current bed situation must be
obtained. Currently, we are collecting bed information to
combine it with the prediction results and optimize overall bed
management. Consequently, our predictive model can be
extended from ward-level up to hospital-level bed management.
It may reduce the labor-intensive tasks for the medical team
and the waiting time for patients.

Second, although our model provides adjustment of the optimal
threshold according to the hospital circumstances, the ambiguity
of decision-making because of results near the threshold exists,
such as dates 10 and 11 in Figure 9. To solve this problem, there
is a method that uses weighted average to make the result more
conservative but reliable. Instead of using the probability
returned by the model directly, it may be more useful to use it
after weighting it for the past results, so that the target day
reflects the weighted past results. It is just as necessary to

produce reliable results as it is trying to explain the model and
its internal features.

Finally, EHRs are longitudinal and sequential, but the sequence
is different for each patient, and they do not have a regular
interval. Consequently, we are preparing a preprocessing
technique that can properly control the EHRs and reflect them
in the model. Furthermore, compared with computer
visualization, sequential data are relatively difficult to apply to
XAI. Still, we are preparing explainable methods that are
compatible with these data.

Conclusions
In this study, we have proposed an ML-based model to predict
the daily discharge probability for each patient and demonstrated
the individual explainer for any date during hospitalization,
along with the reasonable contributing features. Our XGB model
accomplished an AUROC of 0.865 and represented the
simulated bed management based on explainable features. It
could assist the medical team and patients in identifying the
individual and common risk factors in CVDs and support
hospital administrators in improving the management of hospital
beds and other resources.
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Abstract

Background: Fat fraction values obtained from magnetic resonance imaging (MRI) can be used to obtain an accurate diagnosis
of fatty liver diseases. However, MRI is expensive and cannot be performed for everyone.

Objective: In this study, we aim to develop multi-view ultrasound image–based convolutional deep learning models to detect
fatty liver disease and yield fat fraction values.

Methods: We extracted 90 ultrasound images of the right intercostal view and 90 ultrasound images of the right intercostal
view containing the right renal cortex from 39 cases of fatty liver (MRI–proton density fat fraction [MRI–PDFF] ≥ 5%) and 51
normal subjects (MRI–PDFF < 5%), with MRI–PDFF values obtained from Good Gang-An Hospital. We obtained combined
liver and kidney-liver (CLKL) images to train the deep learning models and developed classification and regression models based
on the VGG19 model to classify fatty liver disease and yield fat fraction values. We employed the data augmentation techniques
such as flip and rotation to prevent the deep learning model from overfitting. We determined the deep learning model with

performance metrics such as accuracy, sensitivity, specificity, and coefficient of determination (R2).

Results: In demographic information, all metrics such as age and sex were similar between the two groups—fatty liver disease
and normal subjects. In classification, the model trained on CLKL images achieved 80.1% accuracy, 86.2% precision, and 80.5%
specificity to detect fatty liver disease. In regression, the predicted fat fraction values of the regression model trained on CLKL

images correlated with MRI–PDFF values (R2=0.633), indicating that the predicted fat fraction values were moderately estimated.

Conclusions: With deep learning techniques and multi-view ultrasound images, it is potentially possible to replace MRI–PDFF
values with deep learning predictions for detecting fatty liver disease and estimating fat fraction values.

(JMIR Med Inform 2021;9(11):e30066)   doi:10.2196/30066

KEYWORDS

fatty liver; deep learning; transfer learning; classification; regression; magnetic resonance imaging–proton density fat fraction;
multi-view ultrasound images; artificial intelligence; machine imaging; imaging; informatics; fatty liver disease; detection;
diagnosis
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Introduction

Fatty liver disease is a disease in which fat accumulates in the
liver, leading to more severe diseases, such as liver fibrosis,
cirrhosis, and liver cancer [1,2]. Fatty liver disease is divided
into alcoholic fatty liver disease caused by alcohol consumption
and nonalcoholic fatty liver caused by metabolic diseases such
as insulin resistance or abdominal obesity [3,4]. While alcoholic
and nonalcoholic fatty liver have different etiologies,
distinguishing them is very challenging on the basis of subjective
symptoms, blood tests, imaging tests, or even histological tests;
so, it usually relies on medical history based on alcohol
consumption [5-7]. Recently, the prevalence of nonalcoholic
fatty liver disease has reached 30% of the world’s population
owing to lifestyle changes, and the disease has been investigated
to be highly related to cardiovascular disease and other organ
cancers, attracting more attention from medical practitioners.
Thus, fatty liver disease is considered a critical issue in the field
of health care in today’s society, whereas disease symptoms are
not noticeable until the disease progresses to a critical stage.
Furthermore, the disease is difficult to detect in an early stage
owing to the limitation of diagnostic technology.

As of now, a liver biopsy has been regarded as the gold standard
for diagnosing fatty liver disease and assessing the degree of
fibrosis owing the fatty liver. However, liver biopsy is rarely
performed clinically owing to its invasiveness, which can lead
to serious complications. In addition, liver biopsy is limited to
represent the entire liver because only a small portion of the
liver is extracted. As a noninvasive method, imaging methods
have been used to diagnose the fatty liver, including
ultrasonography, computed tomography, and magnetic resonance
imaging (MRI) of the abdomen. The MRI method consists of
MRI–proton density fat fraction (MRI–PDFF) or MR
spectroscopy [8-12]. The MRI–PDFF method measures fat
fraction values in fatty liver, being computed by the ratio of fat
protons to fat and water protons in the liver [13]. MR
spectroscopy also measures the degree of fatty liver disease.
Except for liver biopsy, MRI has been considered the best
method in assessing fatty liver, but it is relatively expensive
and cannot be carried out in hospitals without MRI equipment.
On the other hand, abdominal ultrasound is the most widely
used diagnostic method in clinical practice because it is
relatively inexpensive and can be performed in most hospitals.
However, abdominal ultrasonography has some disadvantages,
such that it is highly dependent on the skill of the person
conducting the examination and less sensitive to detecting
early-stage fatty liver disease. Recently, several studies have
been conducted to overcome the limitations of abdominal
ultrasound examination and to objectify or automate fatty liver
disease diagnosis through abdominal ultrasound examination
[14]. Reddy et al [15] demonstrated that ultrasound images
could be used to classify fatty liver diseases in computer-aided
diagnosis systems, achieving 90.6% classification accuracy. In
this context, we aim to develop a model that can classify fatty
liver disease using B-mode ultrasound images, and to develop
a regression model that can obtain fat fraction values in fatty
liver based on a model architecture with the best classification
performance.

Several studies have used deep learning (DL) techniques and
ultrasound images to classify fatty liver disease and measure
fat fraction values. Zhang et al [16] demonstrated that features
of B-mode ultrasonic images can be used in a convolutional
neural network (CNN)–based model, achieving 90% accuracy.
They showed that unique features obtained from ultrasound
images could classify fatty liver disease. Similarly, Lin et al
[17] presented a novel quantitative ultrasound technique, and
Han et al [18] showed a quantitative raw radiofrequency
ultrasound signal method to classify fatty liver disease and
measure fat fraction values. They demonstrated that
preprocessed data obtained from ultrasound images may
facilitate a more comprehensive characterization of fatty liver
disease. However, to use preprocessed data obtained from
ultrasound images, we must use a specific scanner to provide
additional information, making classification using ultrasound
images difficult. Therefore, we have developed a DL model
that can classify fatty liver disease using liver images and
kidney-liver images regardless of ultrasound scanners.

With big data sets, there were several pretrained models showing
good classification performance. For example, the VGG19
model won the second prize at the 2014 imagenet large-scale
visual recognition competition (ILSVRC) [19]. It had the
characteristic of architectural simplicity. In addition,
InceptionV3 included the batch normalization method and more
layers to improve the model performance, which won the first
prize at the 2014 ILSVRC [20]. However, since InceptionV3
had a more complex model architecture, people attempted
numerous transfer learning methods using VGG19. Furthermore,
Resnet included the skip connection method to improve
classification performance using complex model architecture;
so, this model won the 2015 ILSVRC [21]. Although several
pretrained models including more complex model architecture
showed good classification performance, they need more
computational sources and time. In our previous study, VGG19
provided the best classification performance in terms of
sensitivity and area under curve (AUC) scores [22]. Thus, to
train our ultrasound image data set, we selected VGG19 that
has a comparatively simple architecture and good classification
performance.

In this study, we hypothesize that multi-view ultrasound images
and DL technology can effectively classify fatty liver disease
and measure fat fraction values. In addition, to validate the
effectiveness of using multi-view ultrasound images for
classification, we evaluated the DL model’s performance on
only liver images or kidney-liver images. We identified the
decision-making area using a gradient class activation mapping
method. Furthermore, we compared the diagnosis of a
radiologist with the diagnostic predictions of the DL model
using ultrasound images of fatty liver disease and normal
subjects without MRI–PDFF values to demonstrate the
difference in the 2 diagnoses.

Methods

Ethics Approval
This study was approved by the institutional review board at
Good Gang-An Hospital (GGAH 2020-06).

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e30066 | p.364https://medinform.jmir.org/2021/11/e30066
(page number not for citation purposes)

Kim et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Study Population
To classify fatty liver disease, we obtained ultrasound images
from 90 subjects with assigned MRI–PDFF values from Good
Gang-An Hospital, Busan, Republic of Korea. The subjects
comprised 39 individuals with fatty liver disease and 51 normal
subjects. The criterion of a 5% MRI–PDFF was used to
differentiate subjects with fatty liver from normal subjects
[23,24]. From their ultrasound images, we extracted the right
intercostal view of the liver (liver image), and the right
intercostal view of the liver containing the right renal cortex
(kidney-liver image) [14] (Figure 1A). For the DL analysis, we
employed 90 liver images and liver-kidney images with
MRI–PDFF values, respectively. We further used images of 50
additional subjects without MRI–PDFF values to compare the
DL model’s classification performance with the diagnosis of a
competent radiologist. Ultrasound images were obtained using
either PHILIPS or GE scanners (C5-1/ABD, PHILIPS; LOGIQ

E10, GE). In addition, MRI–PDFF values were obtained using
either GE or Siemens MR scanners (SIGNA Creator, GE; Skyra,
Siemens). The ultrasound images were obtained using 0.5-1
MHz (PHILIPS) and 1-6 MHz (GE) multifrequency transducer.
Since PDFF values were obtained in accordance with regions
of interest (ROI), we used the average value of PDFF values
with ROI. All subjects had ultrasound and MR scans on different
days, which varied by an average of 45.1 days. Since clinical
test results were collected on the date of recording of MR or
ultrasound images, we collected clinical and demographic
information obtained on the date of ultrasound imaging.
Otherwise, we selected clinical and demographic information
recorded as close as possible to the ultrasound imaging date.
The metrics of clinical tests included hemoglobin, hematocrit,
platelet count, aspartate aminotransferase (AST), alanine
aminotransferase (ALT), total bilirubin, albumin, glucose, total
cholesterol, high-density lipoprotein (HDL), and low-density
lipoprotein (LDL).

Figure 1. Representative ultrasound images (A) and detailed preprocessing (B).
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Data Processing
For image preprocessing, the red box region from an ultrasound
image was cropped, and the cropped image was resized to a
fixed size of 224 × 224 pixels (Figure 1B). To increase the
number of ultrasound images, we used data augmentation
techniques such as rotation and flipping [25]. We increased the
rotation angle by 15° from 0° to 180° to obtain a total of 13
images. In addition, each image was flipped along the x- and
y-axes to obtain 39 images from a single image. These image
transformation techniques were essential to ensure robustness
of the DL model in case samples were not enough. The
technique was only applied on training images. To reduce the
confounding effect of scanners, the same portions of image
samples from respective PHILIPS and GE scanners were
provided into the training and testing sets, respectively. In
addition, to validate the deep learning model, we employed the
5-fold cross-validation method for all data, which included
17-19 ultrasound images in each fold. Thus, the training images
comprised approximately 2800 images for the augmentation
method. In addition, we used MinMax scaler to normalize the
data to prevent the model from overfitting [26]. The test data
were also transformed using this scaler.

CNN-Based Classification and Regression
Our model architectures of combined liver and kidney-liver
(CLKL) images model and only liver or kidney-liver images
model are shown in Figure 2. We applied a pretrained DL model
of VGG19 on the preprocessed ultrasound images. This model
was developed by University of Oxford, being typically used
for image classification and localization. We extracted the

weights of each node and architecture of the existing model of
VGG19. To train the CLKL images, we concatenated their
weights at the last layer of each VGG19 model (Figure 2A). In
the combined VGG19 model, we constructed 2 layers as the
classifier, which were composed of 10 and 1 nodes. We used
the Xavier initialization method [27] and the He initialization
method [28] in the classifier to improve classification
performance. In addition, we used the stochastic gradient descent
method with the Nesterov momentum. The momentum
parameter is generally used to avoid a local minimum issue
because it uses both past and current gradients to update weights
in the deep learning model. The momentum parameter has been
set to 0.9 in the original VGG19 model; so, we selected the
same momentum parameter value [29]. Besides, we selected a

learning rate of 10-4 because a study [30] using the VGG19

model demonstrated that the learning rate of 10-4 showed the
best classification accuracy, compared to other learning rates.
We also used the sigmoid activation function in the classifier.
The regression model was similar to the classification model,
but we used the linear activation function in the regressor instead
of sigmoid function. To train only liver or kidney-liver images,
we used the VGG19 model and same classifier in combined
VGG19 model (Figure 2B). In the training phase, we use 64
batch sizes and 1000 epochs for training. We used the
gradient-weighted class activation mapping (Grad-CAM)
method to visualize the CNN learning process, generating a 2D
spatial heatmap of input images that indicate the important
regions of CNN predictions [31]. Furthermore, we employed
the SHapley Additive exPlanations (SHAP) method to explain
the decision evidence of our model [32].
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Figure 2. Our model architectures of the combined liver and kidney-liver image model based on 2 VGG19 models (A) and only the liver or kidney-liver
image model based on a VGG19 model (B).

To confirm the classification performance of the combined
pretrained model without fine-tuning, we set control models:
the combined pretrained model with fine-tuning and without
data augmentation. The pretrained model including
convolutional layers and fully connected layers is updated by
new data set, which is called the fine-tuning process. Without
the fine-tuning process, fully connected layers of the pretrained
model were only updated by the new data set.

Performance Evaluation Methods and Statistical
Analysis
We evaluated the pretrained DL model’s performance in 5
different cases, using the preprocessed ultrasound images. The
pretrained DL model was tested on only liver images, only
kidney-liver images, and both liver and kidney-liver images
with or without augmentation and fine-tuning. We used the

same data set and ultrasound images in each case to compare
the classification performance. We used 6 performance metrics
to evaluate the classification performance of the model in each
case: accuracy, precision, recall (sensitivity), specificity, and
F1 score. These metrics were obtained from a confusion matrix,
which consists of true positive, true negative, false negative,

and false positive. We used the R2 score to compare the
regression model’s performance in this study with that of other
studies [33]. For demographic data, we respectively used the
Kruskal-Wallis and Fisher exact tests to compare continuous
and categorical data between subjects with fatty liver disease
and normal subjects in their history of drinking or the lack
thereof (Table 1). Keras library (Keras version 2.2.4) were
employed to construct deep learning models in the Python
framework (version 3.6.5). In addition, statistical analyses were
conducted using R software (version 3.6.1).
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Table 1. Comparisons of demographic metrics between normal subjects and those with fatty liver with regard to their history of drinking or lack
thereof.

History of drinking (n=16)No history of drinking (n=74)Characteristics

P valueSubjects with fatty
liver (n=7)

Normal subjects
(n=9)

P valueSubjects with fatty
liver (n=32)

Normal subjects (n=42)

.1461.3 (2.9)53.6 (11.8).1952.47 (13.55)57.29 (11.74)Age (years), mean (SD)

>.992 (28.6)2 (22.2).4914 (43.8)22 (52.4)Females, n (%)

<.00111.49 (5.49)3.11 (1.08)<.00111.82 (8.74)2.96 (0.90)Magnetic resonance imag-
ing–proton density fat frac-
tion (%)

.7173.1 (9.0)73.5 (12.8)<.0570.5 (10.6)63.6 (9.0)Weight (kg), mean (SD)

.60169.2 (5.6)170.6 (8.0)>.99164.6 (9.7)165.3 (8.1)Height (cm), mean (SD)

.6013.3 (1.5)13.6 (2.4)<.0514.7 (1.9)13.8 (1.6)Hemoglobin (g/dL), mean
(SD)

.9639.4 (5.0)40.2 (6.2)<.0543.3 (5.4)41.1 (4.0)Hematocrit (%)

.32141.3 (51.7)173.6 (75.9).16204.4 (82.8)170.7 (65.0)Platelet count (103/uL),
mean (SD)

<.0582.4 (39.5)40.0 (19.7).2461.0 (74.3)43.7 (37.4)Aspartate transaminase
(U/L), mean (SD)

.1142.4 (24.6)25.3 (16.5)<.0558.9 (74.0)39.7 (54.1)Alanine transaminase (U/L),
mean (SD)

.132.02 (2.31)1.08 (0.54).440.83 (0.40)1.07 (1.03)Total bilirubin (mg/dL),
mean (SD)

.193.47 (1.01)4.17 (0.55)<.054.30 (0.44)4.09 (0.48)Albumin (g/dL), mean (SD)

.85137.5 (65.8)124.6 (26.5).78132.5 (67.2)118.4 (31.8)Glucose (mg/dL), mean
(SD)

.31135.0 (48.8)162.7 (37.3).63183.5 (57.8)172.6 (61.8)Total cholesterol (mg/dL),
mean (SD)

.6641.7 (19.0)50.2 (16.6).1049.1 (16.9)52.3 (11.8)High-density lipoprotein
cholesterol (mg/dL), mean
(SD)

.8193.5 (43.1)103.0 (47.1).36113.9 (39.0)104.1 (30.0)Low-density lipoprotein
cholesterol (mg/dL), mean
(SD)

Results

Demographic Information
Table 1 shows the comparison between subjects with fatty liver
disease and normal subjects with respect to their history of
drinking or the lack thereof. Regarding both history of drinking
and the no history of drinking groups, age, weight, height, and
gender were not significantly different between normal and fatty
liver groups. Regarding clinical metrics, hemoglobin,
hematocrit, ALT, and albumin values were different between
the two groups in no history of drinking group, whereas the
AST levels of only subjects with fatty liver were higher than
those of control subjects in history of drinking group.

CNN-Based Classification
Figure 3 shows the accuracy, precision, recall, F1 score, and
specificity of the pretrained models along with the types of input
image (Figure 3A) and along with transfer learning with or
without fine-tuning and without augmentation (Figure 3B).

Compared to other models, the CLKL image–trained model
had the highest accuracy, precision, and F1 score (Figure 3A).
In particular, the precision of the combined model was 86.2%,
which is 14.2% higher than that of the other models. The
kidney-liver image–trained model had the lowest classification
performance with regard to accuracy, precision, and F1 score,
whereas the liver image–trained model had the lowest
specificity, compared to that of other models. With fine-tuning
(Figure 3B), the fine-tuned CLKL image–trained model also
had lower accuracy, precision, recall, and F1 scores, compared
to those of the transfer learning model without fine-tuning.
However, the CLKL image–trained model without fine-tuning
had the highest classification performance than that of other
models with fine-tuning and without the augmentation method.
Figure 4 shows the confusion matrix and the receiver operating
characteristic (ROC) curve of the CLKL image–trained model.
The CLKL image–trained model had 1 false positive and 2 false
negative value in the average-confusion matrix, and the average
AUC score was 0.87, indicating that the DL model had good
classification performance. To validate the performance of DL
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model–based predictions, we applied Grad-CAM to the trained
CNN model. Figure 5 shows the focal region of CNN predictions
of the combined liver and kidney-liver image-trained model
using the Grad-CAM method. Figure 5A shows a normal
subject’s image, with an MRI–PDFF lower than 5%, and Figure
5B shows an image of a subject with fatty liver, with an
MRI–PDFF higher than 5%. The heatmaps highlighted the
general liver region in liver images and both the central region

of the kidney and liver region in kidney-liver images. Figure 6
shows the focal region of CNN predictions of the CLKL
image–trained model using the SHAP method. The SHAP values
of fatty liver images were positively higher in the hepatic portal
and kidney regions. On the other hand, the SHAP values of
normal images were negatively higher in the liver and kidney
regions.

Figure 3. The classification performance of the transfer learning model along with the input ultrasound image view (A) and comparison of classification
performance between the transfer learning model and transfer learning with fine-tuning or without augmentation (B), including accuracy, precision,
recall, F1 score, and specificity.

Figure 4. The average-confusion matrix (A) and average-ROC curve (B) using transfer learning model. AUC: area under the curve; ROC: receiver
operating characteristic.
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Figure 5. The focal region of CNN predictions of the combined liver and kidney-liver image–trained model. CNN: convolutional neural network.

Figure 6. The focal region of CNN predictions of the combined liver and kidney-liver image–trained model using the SHAP method. CNN: convolutional
neural network, SHAP: SHapley Additive exPlanations.

Regression Model Derived From the Classification
Model of the Best Performance
Using the architecture of the CLKL image–trained model, which
achieved the best classification performance, we developed the
regression DL model using the CLKL images and MRI–PDFF
values for 1 among 5 folds. Figure 7 shows the predicted fat

fraction values correlated with the MRI–PDFF values, using
transfer learning. When training the pretrained DL regression

model using the CLKL images, the R2 score was approximately
0.633, indicating that the predicted fat fraction values were
moderately estimated. However, when using 5 folds, the
regression models were not trained owing to overfitting
problems.
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Figure 7. The correlation map of the predicted fat fraction values with MRI–PDFF values. MRI–PDFF: magnetic resonance imaging–proton density
fat fraction.

Comparison Between Radiologist Diagnosis and the
CNN-Based DL Model’s Prediction
Using ultrasound images of the additional subjects without
MRI–PDFF values, we estimated the predicted classes for the
pretrained DL model with the best classification. In addition,
we obtained the radiologist’s diagnosis of fatty liver disease for

the additional subjects’ultrasound images and compared it with
the model’s prediction. Figure 8 shows the confusion matrix
between the classification model and the radiologist’s diagnosis.
The accuracy of the pretrained model was 54.8%, which
indicates that predictions of the pretrained model were different
from the radiologist’s diagnosis.

Figure 8. The confusion matrix for the additional subjects without MRI–PDFF values between the pretrained model’s prediction and the radiologist's
diagnosis. MRI–PDFF: magnetic resonance imaging–proton density fat fraction.

Discussion

Principal Findings
Using the ultrasound images and pretrained DL model, we have
demonstrated that multi-view ultrasound images and DL
technology could effectively classify fatty liver disease and

measure fat fraction values as well, regardless of the disease
type, alcoholic or nonalcoholic fatty liver disease. Not only was

the classification model’s accuracy 80.1%, but also the R2 value
of the predicted fat fraction values obtained using the regression
model was also approximately 0.633. Despite using different
scanners to obtain the ultrasound images, the performance of

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e30066 | p.371https://medinform.jmir.org/2021/11/e30066
(page number not for citation purposes)

Kim et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


the classification was similar to that of MRI–PDFF values. In
addition, to diagnose fatty liver, radiologists often used
multi-view ultrasound images including the right intercostal
image of the liver and the right intercostal image of the liver
including the right renal cortex [14]. We confirmed that the
deep learning model could also use those ultrasound images to
classify the subjects with fatty liver.

When using a different data set rather than a pretrained data set,
transfer learning with fine-tuning originally had better
performance than transfer learning without fine-tuning.
However, in our study, transfer learning without fine-tuning
had better classification performance than that with fine-tuning.
This is most likely because the size of our data set for updating
the weights of all layers was small. Moreover, for this reason,
the regression model also showed poor performance in the 5-fold
cross-validation models. On comparing the classification
model’s prediction and the radiologist’s diagnosis, the diagnosis
and the model prediction for many subjects were inconsistent.
However, although the MRI–PDFF values for additional subjects
should be confirmed, the possibility that it could be applied
clinically in the future could be confirmed by matching for half
of the radiologist’s diagnosis (Figure 8).

Limitations
There were several limitations in this study. First, a radiologist
scanned ultrasound images with 2 scanners. As the confounding
effect of different scanners may affect DL models, DL models
should be developed using ultrasound images scanned from a
single scanner. Second, in this study, we collected liver images
of subjects with fatty liver disease, including alcoholic fatty
liver and nonalcoholic fatty liver disease. However, regardless
of the type of fatty liver disease, our model could estimate the
predicted fat fraction values and classify fatty liver classes, so
this is not a fatal flaw in our study. Third, ultrasound and MR
imaging were performed on different dates, which may have a
confounding effect on our results. Although our models showed
good classification and regression performance, this study has
been retrospectively designed using ultrasound images and

MRI–PDFF determined on different dates. Thus, ultrasound
images and MRI–PDFF obtained on the same date should be
used in future studies. Finally, the location of the liver or kidney
in the ultrasound images was different; so, this may have a
confounding effect on the DL models’ performance. We used
a data augmentation technique, including rotation and flip, to
reduce the confounding effect of the liver location. Thus, we
may be able to free our models from this confounding effect of
the liver location.

Comparison With Prior Work
Several previous studies have used ultrasound images and DL
techniques in this context (Table 2). Reddy et al [15] proposed
a novel computer-aided diagnosis framework for fatty liver
disease. They scanned and collected 86 normal liver images
and 76 fatty liver images using the same scanner and used the
pretrained DL model with transfer learning and fine-tuning.
They obtained 90.6% accuracy, 95% sensitivity, and 85%
specificity. Byra et al [34] also proposed a similar DL
framework and obtained 96.3% accuracy, 100% sensitivity, and
88.2% specificity using transfer learning and B-mode images
scanned using the same scanner. In addition, Han et al [18]
proposed a noninvasive diagnosis system of nonalcoholic fatty
liver disease and a quantification system of the liver fat fraction
values using features extracted from ultrasound images. They
collected ultrasound images and MRI–PDFF values of 204
prospectively enrolled participants with nonalcoholic fatty liver
disease and participants without fatty liver disease. They used
raw radiofrequency ultrasound signals obtained from the
ultrasound image scanner and obtained 96% accuracy, 97%

sensitivity, 94% specificity, and an R2 value of 0.79 using DL
techniques. Although the classification performance of our
model was inferior to that reported in previous studies, it is
inadequate to compare our study with previous studies using
the same scanner. It is impossible to generalize the DL model
using ultrasound images obtained from the same scanner. Thus,
we believe that our study is more generalized than other studies
because our study used ultrasound images obtained using 2
different scanners.

Table 2. Previously published classification results of the fatty liver versus the normal data sets.

AccuracyMethodsDataRelated work

90.6Transfer learning86 normal liver images and 76 fatty liver images using the same
scanner

Reddy et al [15]

96.3Transfer learningB-mode ultrasound imagesByra et al [34]

96.0Convolutional neural network algorithmRaw radiofrequency ultrasound signalsHan et al [18]

80.1Transfer learningThe combined liver and kidney-liver images scanned by 2 scanners
(n=90)

This study

Conclusions
In conclusion, using the pretrained DL model and ultrasound
images, we demonstrated that transfer learning had the best
classification (80.1% accuracy), using multi-view ultrasound
images including liver and kidney-liver images. Furthermore,
our study demonstrated that the predictions of fatty liver disease
using the classification DL models could be implemented in

the clinical field without complying with MRI–PDFF values,
the gold standard, in the future. A prospective future study is
required to develop DL techniques using more ultrasound
images with MRI–PDFF values to confirm this study’s results.
Future studies can prove that ultrasound images can be used as
assistant components in the clinical field, achieving more robust
classification and regression performance.
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Grad-CAM: gradient-weighted class activation mapping
HDL: high-density lipoprotein
ILSVRC: imagenet large-scale visual recognition competition
LDL: low-density lipoprotein
MRI: magnetic resonance imaging
MRI–PDFF: magnetic resonance imaging–proton density fat fraction
ROC: receiver operating characteristic
ROI: regions of interest
SHAP: SHapley Additive exPlanations
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Abstract

Background: The absolute number of femoral neck fractures (FNFs) is increasing; however, the prediction of traumatic femoral
head necrosis remains difficult. Machine learning algorithms have the potential to be superior to traditional prediction methods
for the prediction of traumatic femoral head necrosis.

Objective: The aim of this study is to use machine learning to construct a model for the analysis of risk factors and prediction
of osteonecrosis of the femoral head (ONFH) in patients with FNF after internal fixation.

Methods: We retrospectively collected preoperative, intraoperative, and postoperative clinical data of patients with FNF in 4
hospitals in Shanghai and followed up the patients for more than 2.5 years. A total of 259 patients with 43 variables were included
in the study. The data were randomly divided into a training set (181/259, 69.8%) and a validation set (78/259, 30.1%). External
data (n=376) were obtained from a retrospective cohort study of patients with FNF in 3 other hospitals. Least absolute shrinkage
and selection operator regression and the support vector machine algorithm were used for variable selection. Logistic regression,
random forest, support vector machine, and eXtreme Gradient Boosting (XGBoost) were used to develop the model on the training
set. The validation set was used to tune the model hyperparameters to determine the final prediction model, and the external data
were used to compare and evaluate the model performance. We compared the accuracy, discrimination, and calibration of the
models to identify the best machine learning algorithm for predicting ONFH. Shapley additive explanations and local interpretable
model-agnostic explanations were used to determine the interpretability of the black box model.

Results: A total of 11 variables were selected for the models. The XGBoost model performed best on the validation set and
external data. The accuracy, sensitivity, and area under the receiver operating characteristic curve of the model on the validation
set were 0.987, 0.929, and 0.992, respectively. The accuracy, sensitivity, specificity, and area under the receiver operating
characteristic curve of the model on the external data were 0.907, 0.807, 0.935, and 0.933, respectively, and the log-loss was
0.279. The calibration curve demonstrated good agreement between the predicted probability and actual risk. The interpretability
of the features and individual predictions were realized using the Shapley additive explanations and local interpretable
model-agnostic explanations algorithms. In addition, the XGBoost model was translated into a self-made web-based risk calculator
to estimate an individual’s probability of ONFH.
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Conclusions: Machine learning performs well in predicting ONFH after internal fixation of FNF. The 6-variable XGBoost
model predicted the risk of ONFH well and had good generalization ability on the external data, which can be used for the clinical
prediction of ONFH after internal fixation of FNF.

(JMIR Med Inform 2021;9(11):e30079)   doi:10.2196/30079

KEYWORDS

femoral neck fracture; osteonecrosis of the femoral head; machine learning; interpretability

Introduction

Background
The incidence of hip fractures is changing worldwide. In most
Western and Northern European countries, the incidence is
decreasing, as well as in Singapore [1-5]. The incidence in China
and America is stabilizing [6,7], whereas that in Germany,
Japan, and Korea is still increasing [8-10]. Although the
age-adjusted incidence of hip fractures is declining or stabilizing
in some countries, the absolute number of hip fractures and the
costs of associated medical care are still increasing. Femoral
neck fractures (FNFs) account for approximately 48.22% to
52.26% of hip fractures [9,11,12], and 23% of young patients
have osteonecrosis of the femoral head (ONFH) after internal
fixation [13]. Early stages of ONFH allow hip joint preservation
surgery, such as free fibula transplantation and osteotomy,
before collapse of the femoral head occurs [14]. A previous
study demonstrated that the short-term and medium-term success
rates of early hip-preserving treatment of ONFH were between
55% and 87% [15,16].

Published papers regarding ONFH prediction are primarily
based on changes in the blood circulation of the femoral head
by radiological investigations, such as single-photon emission
computed tomography [17]/single-photon emission computed
tomography-computed tomography [18], positron emission
tomography [19]/positron emission tomography-computed
tomography [20], magnetic resonance imaging [21]/dynamic
contrast-enhanced-magnetic resonance imaging [22], and digital
subtraction angiography [23]. The sample sizes of most studies
were not large enough, and their prediction results were not
confirmed in subsequent prospective studies. Cui et al [24] first
applied machine learning to predict small samples of ONFH.
However, the accuracy, sensitivity, and area under the receiver
operating characteristic curve (AUC) of the model based on
naive Bayes were all lower than 80%. Zheng et al [25] and Zhu
et al [26] developed a nomogram for the risk assessment of
femoral head necrosis based on a traditional regression analysis.
The AUCs of the validation cohort were 0.94 and 0.95.
However, these studies lacked external validation.

Prediction research using machine learning involves learning
models from sample data and making predictions and decisions
on the new data. The support vector machine (SVM) algorithm
exhibits good prediction performance and generalization ability
when dealing with small sample binary classification problems
[27]. Random forest (RF) and eXtreme Gradient Boosting
(XGBoost) are ensemble learning algorithms that establish
multiple models using the data and then integrate the modeling
results from all models. Currently, they are the most popular
models in the industry.

In machine learning, the black box describes models that cannot
be understood by examining their parameters (eg, neural network
and XGBoost) [28]. Interpretability is defined as the ability to
explain or provide meaning in understandable terms to a human.
The pursuit of interpretability of the black box model helps to
improve users’ trust in the machine learning model and provides
support for human decision-making. Arrieta et al [29]
summarized and distinguished between transparent models and
those that can be interpreted by post hoc explainability
techniques. Transparent models convey some degree of
interpretability by themselves, such as logistic regression (LR)
and decision trees. Post hoc explainability techniques are
model-agnostic methods, including local explanations,
explanations by simplification, and feature relevance explanation
techniques. Further exploration based on these methods could
help overcome the difficulties related to explainability and make
the machine learning models more persuasive and dependable.

Objectives
This study aims to explore and compare the application value
of different machine learning algorithms for the prediction of
ONFH after internal fixation of FNF and to develop a prediction
model of ONFH based on a machine learning algorithm. In this
study, the development and validation of the prediction model
was guided by the Prediction Model Risk of Bias Assessment
Tool (PROBAST) [30] and adhered to the Transparent Reporting
of a Multivariable Prediction Model for Individual Prognosis
or Diagnosis (TRIPOD) [31] statement for reporting. To provide
appropriate models to the clinic, the design, implementation,
and report also considered the 20 key issues raised by Vollmer
et al [32] regarding transparency, reproducibility, ethics, and
effectiveness of the study.

Methods

Study Population
This multicenter retrospective follow-up study was performed
at least 30 months after follow-up in patients undergoing internal
fixation of FNFs. The study population comprised patients with
FNF with internal fixation who were discharged from Shanghai
Ninth People’s Hospital, Dongfang Hospital, and Yangpu
District Central Hospital from January 1, 2015, to May 1, 2018,
and the Tenth People’s Hospital from January 1, 2017, to May
1, 2018. By searching the inpatient electronic medical record
system, medical imaging information system, laboratory
information system, manual reading of cases, and follow-up,
we collected 47 clinical features from 316 patients with FNF.
After excluding patients who were lost to follow-up or who
died, 259 patients with FNF and associated 43 variables were
included in this study. The external data (n=376) were obtained
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from our previous retrospective cohort study [25], which
collected data from a cohort of patients with FNFs from May
2013 to January 2017 at Shanghai Sixth Hospital, Tenth
Hospital, and Tongji Hospital. Two patients aged >75 years
were excluded.

The inclusion criteria were as follows: (1) patients with FNF
treated with internal fixation aged between 18 and 75 years, (2)
patients with FNF with complete baseline data, (3) follow-up
time ≥30 months, (4) The American Society of Anesthesiologists
anesthesia risk of approximately grade I-III, and (5) no moderate
or severe pain or limitation of movement of the injured hip side
that occurred before the fracture. Exclusion criteria included
the following: (1) patients with FNF with pathological fractures
or old fractures admitted for >2 weeks after injury; (2) patients
with failed internal fixation operation; (3) patients with a history
of malignant tumors, nontraumatic fractures, ipsilateral lower
limb, or other fractures; (4) patients with a history of long-term
diving, alcohol abuse, and fluoroquinolone, antiplatelet drug,
or hormone use; (5) patients with multiple fractures at the same
site, injuries on the opposite side, or fracture of both lower limbs
in the past 6 months; (6) patients who experienced acute
myocardial infarction, cerebrovascular accident, severe trauma,
or major operation within half a year; (7) patients with vascular
transplantation or free fibula transplantation during internal
fixation; and (8) patients with poor compliance. The diagnosis
of ONFH was based on the updated version of the Association
Research Circulation Osseous grading system [14], which was
displayed and approved at the Association Research Circulation
Osseous conference in Dalian, China, in 2019, and was used at
the same time as the ONFH Chinese grading system developed
in China in 2015 [33].

Ethics Statement
The protocol for this research project was approved by the
Medical and Life Science Ethics Committee of Tongji
University (2019tjdx285; date June 18, 2019). Given the
retrospective nature of this study, the requirement for informed
consent was waived.

Independent Variables (Features)
A total of 47 clinical features were collected, and features with
missing values >20% were excluded. Overall, 43 candidate
variables were included in the following categories: (1)
demographic information: age, sex, smoking, drinking, and
age-adjusted Charlson Comorbidity Index [34]; (2) fracture
related: injury cause [35], injured side, fracture position,
impaction, preoperative displacement, vertical axis of the neck
angle [36], and Garden classification [37]; (3) preoperative
biochemical characteristics: total protein, albumin,
albumin/globulin, total bilirubin, alanine aminotransferase,
aspartate aminotransferase, creatinine, uric acid, and urea
nitrogen; (4) preoperative routine blood parameters: red blood
cells, hemoglobin, white blood cells, platelets, and hematocrit;
(5) preoperative coagulation parameters: prothrombin time,
fibrinogen, activated partial thromboplastin time, and
international normalized ratio; (6) surgery-related parameters:
American Society of Anesthesiologists grade, time to surgery,
type of anesthesia, surgical treatment, and surgical method; (7)
postoperative related characteristics: reduction quality [38],

Lowell curve, Gotfried reduction [39], and femoral neck
shortening [40]; and (8) follow-up information: interval to part
weightbearing, interval to weightbearing, implant removal, and
visual analog scale (VAS) score [41]. The values and definitions
of the variables are presented in Multimedia Appendix 1.

Data Preprocessing
Outlier detection was performed on the raw data. Each source
of outlier was checked by looking through the medical history
twice, so that we knew whether the value of the outlier was true.
The errors caused by incorrect manual collection were rectified.
In this study, the proportion of missing variables was <5% and
was substituted with the mean value. The original data, such as
blood biochemical indices, were continuous variables, which
were converted into low, normal, and high categorical variables
according to clinical significance. According to the modeling
requirements, categorical variables were transformed into
dummy variables. Standardization of continuous variables was
not a necessary step in preprocessing. Although there were few
continuous variables included in this study, we compared the
effects of standardization with nonstandardization during the
modeling process. Finally, the processed data were randomly
divided into a training set and validation set at a ratio of 7:3.

Development of Prediction Models

Data Balance
The ratio of ONFH to non-ONFH was 1:5, which is unbalanced.
When unbalanced data are used to fit the model, the
classification interface will be biased toward the minority,
resulting in low sensitivity and high specificity [42]. To address
this issue, we used the synthetic minority oversampling
technique (SMOTE) algorithm to balance the training set. The
steps of the SMOTE algorithm [43] are as follows: (1) for each
sample X in the minority sample set, use the Euclidean distance
as the standard to calculate the distance from all samples in the
minority sample set to obtain its K nearest neighbors; and (2)
set the sampling ratio according to the sample imbalance ratio
and determine the sampling magnification N. For each minority
sample X, randomly select several samples from its K nearest
neighbors, assuming that the selected nearest neighbor is xn;
(3) for each randomly selected neighbor xn, combine the original
sample to construct a new sample according to the following

formula: where Xj is the sample in a few classes used to

synthesize new samples, is the nearest neighbor. Although
the features of adjacent points in the feature space are similar,
the newly synthesized sample set will not affect the spatial
boundary of the original minority samples.

Variable Selection
A large amount of collected clinical data will inevitably contain
redundant features and noise data, which will lead to overfitting
in modeling and cannot be effectively classified. Variable
selection is a process that can remove irrelevant and redundant
features and reduce the impact of noise data on classifier
performance to a certain extent [44]. We used a combination
of least absolute shrinkage and selection operator (LASSO)
regression and the SVM algorithm for variable selection.
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Modeling and Parameter Adjustment
Four classification algorithms, LR, RF, SVM, and XGBoost,
were used to establish the models. The parameter learning curve,
grid search, and cross-validation methods were used to adjust
the parameters of the model, and the best parameter combination
was determined by checking the accuracy, sensitivity, and AUC
of the model on the validation set. The parameter learning curve
is a curve with different parameter values as the abscissa, and
the model score under different parameter values as the ordinate.
We can see that the change in trend of the model evaluation
index under different parameter values, initially obtain a small
parameter search interval, or select the value of the best point
of the model performance as the optimal parameter value. Grid
search refers to the selection of all candidate parameters through
loop traversal. The system tries every possibility, and the
best-performing parameter is the final result, which is the
process of training and comparison. Cross-validation refers to
randomly dividing the data set into K parts without replacement,
k-1 parts are used to train the model, and the remaining part is
used for performance evaluation. This process was repeated K
times to obtain k models and performance evaluation results.

Evaluation of Model Fitting Effect
The aim of parameter tuning is to minimize the generalization
error of the model. The generalization error was used to measure
the accuracy of the model with unknown data in machine
learning. A model that is too simple or too complex will cause
high generalization errors. If the model is too complex, it will
overfit; if the model is too simple, it will underfit. By comparing
the sample learning curves of the training with validation sets,
we can observe the fitting effect of the model. The sample
learning curve is drawn with the number of different training
samples as the abscissa, and the accuracy of the training or
validation sets under the number of samples as the ordinate.
When the errors of the training and validation sets converge but
the accuracy is low, it indicates a high bias. When the deviation
of the upper left corner of the curve is very large and the
accuracy of the training and validation sets is very low, the
model is underfitted. When the errors of the training and
validation sets are large, there is high variance; the variance in
the upper right corner of the curve is high, the accuracy of the
training and validation sets are too different, and the model is
overfitted. If one of the biases and variances is large, this
indicates that the generalization error is large.

Model Evaluation and Comparison
Confusion matrix indicates the count of the true outcome and
prediction under different labels (ONFH or non-ONFH). A
series of indicators can be calculated using the confusion matrix.
The accuracy of the model is a key indicator for measuring the
quality of the model. According to PROBAST [30], reviewers
should evaluate the model performance, including discrimination
and calibration ability. The receiver operating characteristic
(ROC) curve reflects the dynamic relationship between the
false-positive rate (FPR) and sensitivity (also known as recall).
Different FPRs and sensitivities were obtained by classifying
different predicted values corresponding to each point on the
ROC curve. The area under the ROC curve is known as AUC,
which is also considered as the possibility of the fact that

sensitivity is larger than FPR. In addition, the precision-recall
(PR) curve reflects the dynamic relationship between the
precision and sensitivity. The area under the PR curve equals
the average precision (AP), which is the AP at all thresholds.
A larger AP usually indicates better discrimination ability, so
does AUC. In particular, PR curves are available for unbalanced
data [45]. By evaluating the fraction of true positives among
positive predictions and actual positives (real ONFH patients),
we illustrated the discrimination ability more properly and
specifically. In this study, sensitivity, specificity, F1 score, ROC
curve, and PR curve were used to evaluate discrimination ability.

Calibration includes log-loss and the calibration curve. Log-loss
is the negative logarithm of the probability of the real probability
for a given probability classifier under the condition of
prediction probability. A smaller value of the log-likelihood
function indicates a more accurate prediction. In this study, all
samples were reordered according to the predicted probability
and divided into 10 equal groups. The calibration curve showed
the distance between the predicted probabilities and the true
incidence of ONFH in each group. A curve closer to the ideal
line (y=x) shows a better calibration ability of the model.

Model Interpretability
The black box model is explained through both global and local
explanations. Shapley additive explanations (SHAP) is based
on the theoretically optimal Shapley values [28]. The Shapley
value explains the prediction of instance x by computing the
contribution of each feature to the prediction. For each
prediction sample, the model produces a prediction value, and
the sum or average of the Shapley absolute value of each feature
of all individuals is the overall feature importance. Features
with large absolute Shapley values are very important; therefore,
the importance of features can be ranked from a global
perspective according to the absolute value of Shapley. The
local interpretable model-agnostic explanations (LIME)
algorithm obtains the probability value of each category by
selecting specific samples in the data set and explains the reason
for the distribution probability. LIME decomposes the sample
space into parts and attempts to use simple models (such as
linear models) that are easy to explain to fit complex models
that are not easy to explain. LIME focuses on training local
surrogate models to explain individual predictions [28].

Statistical Analysis
Qualitative variables are expressed as ratios or constituent ratios.
The Kolmogorov-Smirnov test was used to test the normality
of the quantitative variables. Variables that fit the normal
distribution were expressed as the mean (SD), and variables
that did not fit the normal distribution were expressed as the
median (25th percentile [P25] and 75th percentile [P75]). The
Kendall correlation coefficient and Spearman correlation
coefficient were used to describe the correlation between the
qualitative and quantitative variables, respectively. A coefficient
greater than 0.6 indicates that there is a correlation between the
2 variables. LASSO regression was used to eliminate
multicollinearity. Statistical analysis was performed using
Python 3.7.4 (Anaconda 4.9.2). The main Python library and
version information used for modeling are listed in Table 1.
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The flowchart of the study is shown in Figure 1.

Table 1. Python library and function.

FunctionVersionLibrary

Machine learning0.24.1scikit-learn

Scientific computing1.16.5NumPy

Data analysis0.25.1pandas

Visualization3.3.4Matplotlib

Imbalanced data set0.0imblearn

Statistical computations0.12.2statsmodels

Gradient boosting framework1.3.3XGBoosta

Explain the output of machine learning model0.39.0SHAPb

Explain the output of machine learning model0.2.0.1LIMEc

Web development1.1.1Flask

HTTP server20.1.0Gunicorn

aXGBoost: eXtreme Gradient Boosting.
bSHAP: Shapley additive explanations.
cLIME: local interpretable model-agnostic explanations.

Figure 1. Flowchart of the study. LASSO: least absolute shrinkage and selection operator; LIME: local interpretable model-agnostic explanations; LR:
logistic regression; ONFH: osteonecrosis of the femoral head; RF: random forest; SHAP: Shapley additive explanations; SMOTE: synthetic minority
oversampling technique; SVM: support vector machine; XGBoost: eXtreme Gradient Boosting.
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Results

Patient Characteristics
A total of 259 patients with FNF were included in this study,
comprising 124 (47.8%) men and 135 (52.1%) women, and the
median (P25, P75) age was 57 (49, 62) years. A total of 43
patients experienced ONFH after internal fixation surgery, with
an incidence of ONFH of 16.6%. All data were randomly
divided into a training set (181/259, 69.8%) and a validation
set (78/259, 30.1%) at a ratio of 7:3 (randomstate=420). There
were 29 patients with ONFH and 152 patients without ONFH
in the training set. After using the SMOTE algorithm to
oversample the femoral head necrosis group in the training set,
the number of ONFH and non-ONFH groups reached a balance
(152 cases in each group). There were 14 patients with ONFH
and 64 patients without ONFH in the validation set. Patient
characteristics in the 3 data sets are presented in Multimedia

Appendix 2. Overall, the composition of the patients’ variables
in the 3 data sets was the same. The results of the feature
correlation analysis are presented in Multimedia Appendix 3.

Variable Selection
First, we used the grid search and 10-fold cross-validation
estimators (GridSearchCV) to explore the LASSO regression
regularization parameter α (Figure 2A). The results of the
cross-validation showed that the optimal α was 0.0016. Second,
we used the LassoCV object that sets its α parameter
automatically from the data by internal cross-validation and
used external cross-validation to evaluate the reliability of the
selection of α. After 3 cross validations, we obtained 3 alphas
for different subsets of the data, which were 0.00646, 0.00281,
and 0.00281. However, the scores for these alphas differed
substantially, with 0.49697, 0.76142, and 0, respectively. It can
be seen that the reliability of LASSO for selecting variables is
not very high.

Figure 2. The process of exploring the optimal feature subset. (A) Grid search and 10-fold cross-validation estimators of least absolute shrinkage and
selection operator regression regularization parameter α. The y-axis represents the average and SD of 10 cross validations. (B) Prediction results of
support vector machine (SVM) with different validation samples under 4 kernel functions of linear, polynomial, radial basis function (RBF) and sigmoid.
(C) Best α that makes the SVM model have the best accuracy, sensitivity, and area under the receiver operating characteristic curve performance on
the validation set. (D) Comparison of standardized with nonstandardized results of continuous variables under different support vector machine parameters
C (kernel=linear). AUC: area under the receiver operating characteristic curve; CV: cross validation.

Therefore, to obtain a reliable α and identify the optimal feature
subset, the feature subset under the 10-fold cross-validation was
first introduced into the SVM classifier for modeling. The
performance of the SVM classifier on the validation set using
different kernel functions was determined (other parameters
used default values). Figure 2B shows the prediction results of

SVM with different validation samples under 4 kernel functions:
linear, polynomial, radial basis function, and sigmoid. Figure
2B shows that the linear kernel performs best. Next, we
identified an α between 0.001 and 0.02, which made the SVM
model have the best accuracy, sensitivity, and AUC performance
on the validation set. Figure 2C shows that when the α was
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0.017, the total accuracy, sensitivity, and AUC were the best.
The optimal feature subset included age, sex, time to surgery,
injury cause, low energy, fracture position, subcapital, fracture
position, neck-to-head, Garden classification Ⅳ, reduction
quality, interval to weightbearing, femoral neck shortening, and
VAS score.

In addition, we compared the results of standardization with
nonstandardization on the accuracy, sensitivity, and AUC of
the verification set under different SVM parameters C
(kernel=linear). In Figure 2D, the solid line is the result of no
standardized treatment for continuous variables, and the dotted
line is the result of standardization. The figure shows that the
performance of the model decreased after the standardization

of continuous variables. Therefore, continuous variables were
not standardized.

Modeling and Parameter Tuning
After confirming the optimal feature subset, LR, RF, SVM, and
XGBoost algorithms were selected to fit the models on the
balanced training set. Table 2 presents the comparison of
accuracy, sensitivity, and AUC on the validation set before and
after tuning the parameters. The LR and SVM models did not
significantly improve. However, the accuracy, sensitivity, and
AUC of the RF model were increased by 0.012, 0.072, and
0.006, respectively, and those of the XGBoost model were
increased by 0.025, 0.072, and 0.003, respectively. The
hyperparameters tuned in each of the 4 classifiers are listed in
Table 3.

Table 2. Comparison of model performance on the validation set.

After tuningBefore tuningModel

AUCSensitivityAccuracyAUCaSensitivityAccuracy

0.9840.9290.9620.9820.9290.962LRb

0.9910.9290.9740.9850.8570.962RFc

0.9790.9290.9620.9730.9290.962SVMd

0.9920.9290.9870.9890.8570.962XGBooste

aAUC: area under the receiver operating characteristic curve.
bLR: logistic regression.
cRF: random forest.
dSVM: support vector machine.
eXGBoost: eXtreme Gradient Boosting.
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Table 3. Hyperparameter configuration for algorithms.

ResultAdjustment rangeInitial valueAlgorithm and parameter name

LRa

L2(L1, L2)L1Penalty

0.5(0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 1)0.3C

RFb

11Range (0, 200, 10)100n_estimators

8(1, 3, 5, 6, 7, 8, 9, 10, 15, 20)8max_depth

5(2, 3, 4, 5, 6, 7, 8)3max_features

2(1, 2, 3, 4)1min_samples_leaf

SVMc

Linear(Linear, polynomial, rbf, sigmoid)RbfKernel

7.37Range (0.01, 20, 20)1C

XGBoostd

51Range (0, 200, 10)100n_estimators

8Range (1, 20, 1)6max_depth

7(2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 20)1min_child_weight

0.335(0.3, 0.31, 0.32, 0.33, 0.335, 0.36,
0.38, 0.4)

0.3learning_rate

1(0, 1, 2, 3, 4)0gamma

aLR: logistic regression.
bRF: random forest.
cSVM: support vector machine.
dXGBoost: eXtreme Gradient Boosting.

Figure 3 shows the ROC curves of the 4 models for the training
and validation sets. The AUC values of each algorithm were
similar, and the XGBoost model had the highest AUC value in
the validation set. Figure 4 shows the learning processes of the
4 models. Except for the RF model, which exhibited slight

overfitting when the number of training samples was less than
250, all other models fit well. The parameter configuration of
the machine learning models is shown in Multimedia Appendix
4.
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Figure 3. Receiver operating characteristic curves of the logistic regression, random forest, support vector machine (SVM) and eXtreme Gradient
Boosting (XGBoost) prediction models on the training set and the validation set, which indicate discrimination ability. The more convex the upper left
corner of the curve, the better. AUC: area under the receiver operating characteristic curve.
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Figure 4. The learning curves of the logistic regression, random forest, support vector machine (SVM) and eXtreme Gradient Boosting (XGBoost)
prediction models on the training and validation sets. The 2 curves of logistic regression, support vector machine and XGBoost model are consistent at
a higher accuracy level, which indicates that the model is well fitted for training. The 2 curves of random forest are not well merged, indicating that
they are slightly overfitted.

Model Evaluation and Comparison
Table 4 presents the confusion matrix of the classification results
for the 4 models on the external data. XGBoost generated the
maximum number of ONFH (67), and SVM generated the
maximum number of non-OFNH (278). Table 5 presents the
evaluation results of the 4 models for the external validation
data. The XGBoost model exhibited the highest accuracy
(0.907). With the exception of the specificity of the XGBoost
model being lower than SVM (0.949), the sensitivity (0.807),
AUC (0.933), and F1 score (0.793) were all higher than those

of the other models. In addition, the XGBoost model presented
the smallest log-loss (0.279). A comparison of the ROC curves
of the 4 models is shown in Figure 5A. The AUCs of the 4
models were above 0.9, and the XGBoost model achieved the
largest AUC. The shapes of the 4 ROC curves were similar. A
comparison of the PR curves of the 4 models is shown in Figure
5B. When the sensitivity of the prediction model was greater
than 0.7, the XGBoost model had the highest prediction
precision. In addition, the LR model achieved the largest AP.
The calibration curve is shown in Figure 6, and the curve of the
XGBoost model was closest to the ideal calibrated line (y=x).
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Table 4. Confusion matrices of the prediction models of ONFHa.

PredictiveModel and actual

Non-ONFHONFH

LRb

1964ONFH

27221Non-ONFH

RFc

1964ONFH

26924Non-ONFH

SVMd

2261ONFH

27815Non-ONFH

XGBooste

1667ONFH

27419Non-ONFH

aONFH: osteonecrosis of the femoral head.
bLR: logistic regression.
cRF: random forest.
dSVM: support vector machine.
eXGBoost: eXtreme Gradient Boosting.

Table 5. Performance comparison on external data.

CalibrationDiscriminationAccuracyModel

Log-lossF1 scoreAUCaSpecificitySensitivity

0.2880.7620.9270.9280.7710.894LRb

0.7750.7490.9100.9180.7710.886RFc

0.3270.7670.9040.9490.7350.901SVMd

0.2790.7930.9330.9350.8070.907XGBooste

aAUC: area under the receiver operating characteristic curve.
bLR: logistic regression.
cRF: random forest.
dSVM: support vector machine.
eXGBoost: eXtreme Gradient Boosting.

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e30079 | p.386https://medinform.jmir.org/2021/11/e30079
(page number not for citation purposes)

Wang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 5. (A) Comparison of receiver operating characteristic curves of the 4 models on external data. The curve closer to the upper left corner showed
better overall discrimination ability. (B) Comparison of precision-recall curves of the 4 models on external data. The curve closer to the upper right
corner also showed the ability to combine precision with sensitivity. AP: average precision; AUC: area under the receiver operating characteristic curve;
ROC: receiver operating characteristic; SVM: support vector machine; XGBoost: eXtreme Gradient Boosting.

Figure 6. Comparison of calibration curves of the 4 models on external data. The calibration curve of the model is consistent with the ideal calibrated
line (y=x), indicating that the predicted value of the model is close to the actual probability of the outcome. SVM: support vector machine; XGBoost:
eXtreme Gradient Boosting.

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e30079 | p.387https://medinform.jmir.org/2021/11/e30079
(page number not for citation purposes)

Wang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Interpretability of the Prediction Model
On the basis of the above comparisons, we determined that the
XGBoost model was the best predictive model for ONFH. Take
the average of the absolute value of the SHAP of each feature
as the importance of the feature. The predictor variables of the
XGBoost model and their importance ranking are as follows:
reduction quality (1.759), VAS score (1.483), Garden
classification (0.299), time to surgery (0.247), cause of injury

(0.127), and fracture position (0.090). Figure 7 shows a summary
of the SHAP values of each feature in each sample. The color
represents the feature value, and the redder the color, the greater
the feature value. Therefore, we can see that the VAS score,
Garden classification IV, time to surgery, and fracture
position_subcapital are all risk factors for ONFH. Reduction
quality_good and injury cause_low energy are protective factors
for femoral head necrosis.

Figure 7. Global explanations of the eXtreme Gradient Boosting model based on Shapley additive explanations (SHAP) values. Summary of the SHAP
values of each feature in each sample. The abscissa is the SHAP value (the impact on the model output), the ordinate is the different features, a point
represents a sample, and the color represents the feature value. The larger the feature value is, the redder the color, and the smaller the feature is, the
bluer the color. VAS: visual analog scale.

Figure 8 shows the decision process for the single-sample
prediction. These are local explanations of XGBoost model
based on SHAP and LIME. The true outcome of the first sample
is non-ONFH, and the predicted outcome is non-ONFH, as
shown in Figure 8A. The true outcome of the second sample is
ONFH, and the predicted outcome is ONFH, as shown in Figure
8B. The 2 figures on the left and the 2 figures on the right are
the results of local explanations by the SHAP and LIME
algorithms, respectively. As can be seen from A1 and A2, both

SHAP and LIME show that the features determined the outcome
of non-ONFH, including reduction quality_good (1), VAS score
(0), time to surgery (64), Garden classification_IV (0), and
injury cause_Low energy (1). The difference is that LIME can
provide a predicted probability of non-ONFH of 0.97. Similarly,
B1 and B2 show that the features determined the outcome of
ONFH, including reduction quality_good (0), VAS score (3),
fracture position_subcapital (1), and time to surgery (85). LIME
also shows that the prediction probability of the ONFH is 0.97.
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Figure 8. Local explanations of the XGBoost model. (A) The true outcome is nonosteonecrosis of the femoral head (ONFH), and the predicted outcome
is non-ONFH. (B) The true outcome is ONFH, and the predicted outcome is ONFH. A1 and B1 are local explanations realized by Shapley additive
explanations. Variables in blue decided the sample to be classified into category non-ONFH, and variables in red decided the sample to be classified
into category ONFH. A2 and B2 are local explanations realized by local interpretable model-agnostic explanation (LIME). LIME can obtain the
probability value of each category, and showing which variables determine the sample to be classified into category non-ONFH (blue) and which
variables determine the samples to be classified into category ONFH (orange), specifically listing the numerical size of the samples in these features.
VAS: visual analog scale.

Discussion

Principal Findings
In this study, we compared the application of different machine
learning algorithms in the prediction of femoral head necrosis
after internal fixation of FNFs and obtained a 6-variable
XGBoost model that could be used for the clinical prediction
of traumatic ONFH. This model was translated into a self-made
web-based risk calculator to estimate an individual’s probability
of ONFH. The predictors included reduction quality, VAS score,
Garden classification, time to surgery, cause of injury, and
fracture position. This prediction model exhibited good
discrimination and calibration and showed good generalization
performance on external data. Performance on the internal
validation set yielded an accuracy of 0.987, sensitivity of 0.929,
and AUC of 0.992. Performance on external data revealed an
accuracy of 0.907, sensitivity of 0.807, specificity of 0.935,
AUC of 0.933, F1 score of 0.793, and log-loss of 0.279. The
web-based risk calculator can be found on the Herokuapp
website [46].

While constructing the predictive model, we also conducted an
excavation on the predictive variables of ONFH after internal
surgery for FNF. In the design stage of the study, we made our
best effort to collect relevant injury and clinical information
throughout the clinical course, such as preoperative coagulation
indicators, preoperative routine blood tests, and other indicators
that have not been analyzed in previous studies. However, these
indicators did not pass variable selection. A new British study
[47] revealed that poor nutritional status was correlated with
mortality and worse postoperative outcomes in patients with
FNF. We did not find any indices related to femoral head
necrosis on preoperative biochemical examination. Huang et al
[48] reported that compared with open reduction in pursuit of
anatomical reduction, which may cause vascular injury, positive

support can provide reasonable reduction support and reduce
the occurrence of vascular necrosis. When Gotfried reduction
had a positive buttress pattern, the medial cortex of the distal
end of the fracture straddled the medial femoral neck support
bridge due to sliding compression of the femoral head. The
special stress transfer effect of the arch structure can effectively
resist the longitudinal shear force between the fracture pieces
and stabilize the fracture. We used Gotfried reduction as a
predictive variable to participate in the model. However, the
overall performance of the model decreased. This is similar to
the results reported by Zhao et al [49]. Other controversial risk
factors that might be related to femoral head necrosis, such as
early weight bearing, removal of internal fixation implants, and
reduction methods, were not selected by the classification model.

Among the 6 predictors in the XGBoost model, poor reduction,
severe fracture displacement, and delay in operation time were
clear risk factors for ONFH after internal fixation of FNF. The
VAS pain score is widely used in clinical prognosis research
and has high reliability and validity. After internal fixation,
patients generally experience slight soreness when they get up
and sit down and when the temperature suddenly drops. When
osteocytes of the hip joint change histologically, patients may
experience pain. Through finite element analysis based on
biomechanics, Li et al [50] reported that when necrosis occurs,
the increase in mechanical load on the hip joint in patient’s daily
life will increase the area of necrotic lesions, especially lesions
in the anterior and lateral areas of the femoral head, which are
more likely to accelerate expansion and collapse in advance.
The causes and mechanisms of postoperative hip pain have not
been fully explored and require further investigation. A
subcapital fracture indicates that the fracture line is completely
located at the bottom of the femoral head. When a subcapital
fracture of the femoral neck occurs, it is usually accompanied
by a rupture of the medial and lateral femoral circumflex artery,
in which the epiphyseal artery from the medial femoral
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circumflex artery supplies most of the blood to the femoral head.
Subcapital fractures are usually accompanied by rupture of the
medial and lateral femoral circumflex arteries. However, the
epiphyseal artery from the medial circumflex femoral artery
supplies most of the blood to the femoral head. The lateral
epiphyseal artery is the primary blood vessel for the femoral
head. Injury causes most of the blood supply to the femoral
head to be interrupted. Only the internal artery of the round
ligament supplies the blood. Its blood vessels are thin and supply
the femoral head over a small range, but it cannot provide the
necessary blood volume to the entire femoral head. Therefore,
the necrosis rate of subcapital fractures is higher [51]. Different
trauma mechanisms cause different fracture injuries. In FNFs
caused by high-energy traumas, such as road traffic accidents
and falling from a height, the displacement of the broken end
is usually large, often tearing the ascending cervical branches
that stem off the arterial ring supply formed by the circumflex
arteries, destroying the blood supply to the femoral head and
causing nonunion of the fracture or complications, such as
femoral head necrosis [52]. The cause of injury has also been
considered a risk factor for femoral head necrosis [53].

It is worth noting that before the categorical variables entered
the machine learning classifier to fit the model, they were
converted into dummy variables according to the category. The
Garden classification is a 4-category variable. After XGBoost
modeling, only Garden classification IV became a predictor
variable. At this time, Garden classification is no longer a
4-category variable but becomes a 2-category variable of Garden
classification_IV.

Obtaining a sufficient number of training samples is difficult
and time-consuming for the prediction of femoral head necrosis
after FNF. LR, RF, SVM, and XGBoost can learn effectively
from a limited training set. As a strongly integrated algorithm,
the performance of XGBoost was not only better than that of
SVM and RF but also more accurate and reliable than traditional
LR in our study.

In addition, we opened the black box of machine learning with
the help of post hoc interpretability techniques of the machine
learning model. Through the global interpretation based on
SHAP, we can understand the relationship between predictors
and outcomes in the XGBoot model. The variables of reduction
quality_good and injury cause_low energy correlated negatively
with the outcomes and were protective factors; VAS score,
Garden classification_IV, time to surgery, and fracture
position_subcapital correlated positively with the outcomes and
were risk factors. Both SHAP and LIME can provide local
explanations for a single sample. The explanatory plot produced
by the SHAP is close to the one generated by LIME in that it
shows the variables’ names and contributions that are used in
the explanation [54]. The advantage of the LIME method is that
the explanation is based on the local regression model, which
allows physicians to make statements about changes in

explanations for changes in the features of the patient to be
explained. The disadvantage is that the instability of the
explanations is insufficient. For a single sample, if you get the
explanation twice, you may have 2 different explanations.
Comparably, the principle of the SHAP method is strictly
improved from the classical Shapley value estimation method
[55], so the interpretation results of the SHAP algorithm have
variable consistency and model stability.

Limitations
This study has several limitations. First, the number of ONFH
cases was insufficient. According to the requirements of
PROBAST for the number of participants in clinical events, the
ratio of participants in clinical events to the number of candidate
predictors was at least 10. There were 6 predictors in the model,
and only 43 patients had ONFH. However, we used the SMOTE
algorithm to balance the training set and increase the number
of ONFH to 152 cases. Second, the sensitivity and F1 score on
the external data were approximately 0.8, which is low compared
with other indicators. When using the LIME algorithm to explain
individual predictions, we discovered that most samples used
only 4 variables for prediction. Therefore, the reasons for the
low sensitivity and F1 score may include the following: (1) the
number of ONFH is insufficient and (2) there are still risk factors
related to ONFH that have not been identified. In the future, we
will conduct prospective validation based on this model,
continue to explore important risk factors for ONFH, and modify
the model to further improve the accuracy of the XGBoost
prediction model.

Comparison With Prior Work
The patients with FNF in this study were from 6 hospitals in
Shanghai, which are more representative. We included a wider
range of candidate variables. Instead of using traditional
single-variable analysis for variable selection, LASSO was
integrated into the SVM as a new variable selection method.
The performance of our model on the validation set was better
than that of the naive Bayesian prediction model proposed by
Cui et al [24], whose accuracy, sensitivity, and AUC were 0.744,
0.742, and 0.746, respectively. The AUC of our model on the
validation set was higher than that of the hybrid nomogram
based on LR developed by Zhu et al (0.948) [26] and the
nomogram based on Cox regression developed by Zheng et al
(0.97) [25]. It also exhibited satisfactory generalization ability
on external data, with accuracy, specificity, AUC, and log-loss
values of 0.907, 0.935, 0.933, and 0.279, respectively.

Conclusions
Machine learning performs well in predicting ONFH after
internal fixation of FNF. The 6-variable XGBoost model predicts
the risk of ONFH well and has good generalization ability in
external data, which can be used for the clinical prediction of
ONFH after internal fixation of FNF.
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LASSO: least absolute shrinkage and selection operator
LIME: local interpretable model-agnostic explanation
LR: logistic regression
ONFH: osteonecrosis of the femoral head
PR: precision-recall
PROBAST: Prediction Model Risk of Bias Assessment Tool
RF: random forest
ROC: receiver operating characteristic
SHAP: Shapley additive explanations
SMOTE: synthetic minority oversampling technique
SVM: support vector machine
VAS: visual analog scale
XGBoost: eXtreme Gradient Boosting
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Related Article:
 
Correction of: https://medinform.jmir.org/2021/10/e27177
 

(JMIR Med Inform 2021;9(11):e34411)   doi:10.2196/34411

In “Use of Deep Learning to Predict Acute Kidney Injury After
Intravenous Contrast Media Administration: Prediction Model
Development Study” (JMIR Med Inform 2021;9(10):e27177),
one error was noted.

In the originally published paper, names of 5 authors (Yong
Chul Kim, Dong Ki Kim, Kwon Wook Joo, Yon Su Kim, and
Seung Seok Han) were inadvertently formatted with middle
initials instead of the full author names.

The full authorship list was listed as follows in the originally
published paper.

Donghwan Yun, Semin Cho, Yong C Kim, Dong K
Kim, Kook-Hwan Oh, Kwon W Joo, Yon S Kim, Seung
S Han

This has been corrected to:

Donghwan Yun, Semin Cho, Yong Chul Kim, Dong
Ki Kim, Kook-Hwan Oh, Kwon Wook Joo, Yon Su
Kim, Seung Seok Han

The correction will appear in the online version of the paper on
the JMIR Publications website on November 1, 2021, together
with the publication of this correction notice. Because this was
made after submission to PubMed, PubMed Central, and other
full-text repositories, the corrected article has also been
resubmitted to those repositories.
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(JMIR Med Inform 2021;9(11):e34529)   doi:10.2196/34529

In “Antibiotic Prescription Rates After eVisits Versus Office
Visits in Primary Care: Observational Study” (JMIR Med Inform
2021;9(3):e25473) the authors noted one error.

In the originally published paper, the flowchart of patient
recruitment (Figure 1) contained incorrect exclusion criteria
which are irrelevant for the current publication and thus had
incorrect numbers. The figure also did not include the acronyms
PHYSI, DIGI, PHYSI-T, PHYSI-R, PHYSI-U, DIGI-T, DIGI-R,
and DIGI-U as specified in the figure caption. The figure has

been replaced with the correct version, which includes all
previously stated acronyms. The headings “Office visits” and
“eVisits” have been replaced with “PHYSI” and “DIGI”,
respectively. “Patients available for analysis” has been replaced
with “Visits available for analysis.” Exclusion criteria now
correctly include only “21 day wash-out” and “Men with
dysuria.” The updated version of Figure 1 that will appear in
the corrected manuscript is displayed below. The originally
published version of Figure 1 can be found in Multimedia
Appendix 1.
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Figure 1. Flowchart of patient recruitment. PHYSI: primary care office visits; DIGI: eVisits; PHYSI-T: office visits with a chief complaint of sore
throat; PHYSI-R: office visits with a chief complaint of common cold/influenza or cough; PHYSI-U: office visits with a chief complaint of dysuria;
DIGI-T: eVisits with a chief complaint of sore throat; DIGI-R: eVisits with a chief complaint of common cold/influenza or cough; DIGI-U: eVisits
with a chief complaint of dysuria.

The correction will appear in the online version of the paper on
the JMIR Publications website on November 26, 2021, together
with the publication of this correction notice. Because this was

made after submission to PubMed, PubMed Central, and other
full-text repositories, the corrected article has also been
resubmitted to those repositories.

 

Multimedia Appendix 1
Originally published Figure 1.
[PNG File , 158 KB - medinform_v9i11e34529_app1.png ]
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Abstract

Background: In clinical genomics, sharing of rare genetic disease information between genetic databases and laboratories is
essential to determine the pathogenic significance of variants to enable the diagnosis of rare genetic diseases. Significant concerns
regarding data governance and security have reduced this sharing in practice. Blockchain could provide a secure method for
sharing genomic data between involved parties and thus help overcome some of these issues.

Objective: This study aims to contribute to the growing knowledge of the potential role of blockchain technology in supporting
the sharing of clinical genomic data by describing blockchain-based dynamic consent architecture to support clinical genomic
data sharing and provide a proof-of-concept implementation, called ConsentChain, for the architecture to explore its performance.

Methods: The ConsentChain requirements were captured from a patient forum to identify security and consent concerns. The
ConsentChain was developed on the Ethereum platform, in which smart contracts were used to model the actions of patients,
who may provide or withdraw consent to share their data; the data creator, who collects and stores patient data; and the data
requester, who needs to query and access the patient data. A detailed analysis was undertaken of the ConsentChain performance
as a function of the number of transactions processed by the system.

Results: We describe ConsentChain, a blockchain-based system that provides a web portal interface to support clinical genomic
sharing. ConsentChain allows patients to grant or withdraw data requester access and allows data requesters to query and submit
access to data stored in a secure off-chain database. We also developed an ontology model to represent patient consent elements
into machine-readable codes to automate the consent and data access processes.

Conclusions: Blockchains and smart contracts can provide an efficient and scalable mechanism to support dynamic consent
functionality and address some of the barriers that inhibit genomic data sharing. However, they are not a complete answer, and
a number of issues still need to be addressed before such systems can be deployed in practice, particularly in relation to verifying
user credentials.

(JMIR Med Inform 2021;9(11):e27816)   doi:10.2196/27816
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Introduction

Overview
With the advent of fast and effective next-generation sequencing
technologies, unlinked and dispersed genomic data have
emerged as a major challenge in diagnosing rare diseases. The
molecular diagnosis of a rare disease involves comparing a
patient’s genetic variant data with the variants of others with
similar diseases in a large population. Therefore, sharing of data
between genetic databases and laboratories is essential to
identify overlapping results and for determining the pathogenic
significance of variants to enable the diagnosis of rare genetic
diseases.

One of the most common challenges to be overcome is that
genomic data are often kept in centralized restricted-access
repositories because of privacy and security concerns [1-7];
therefore, the data are difficult to locate or unavailable outside
of the laboratories that own them. An in-depth qualitative study
has revealed that current approaches to genomic data access
and sharing through restricted-access repositories are time
consuming and difficult and emphasized that the availability,
discoverability, and accessibility of genomic data are bottlenecks
to facilitating genomic data sharing [8]. There are also further
challenges that hinder the large-scale sharing of genomic data,
including a lack of time and the resources required to obtain
consent to share [9], insufficient resources and infrastructure to
track and recontact patients [10,11], lack of interoperability
[1,2,12,13], and ethical issues [1,13-15].

Some of the above-mentioned challenges are the result of
adopting centralized architectures for storing, sharing, and
accessing genomic data. In such architectures, the data are stored
in centralized databases and accessed through controlled access
mechanisms. Although this approach to the gathering and
management of genomic data has proven successful in the past,
studies have revealed that such centralized architectures fail to
properly address the growing demand for accessing genomic
data [16,17]. This is concerning because the discoverability,
availability, and accessibility of genomic data are essential for
enabling the diagnosis of rare genetic diseases [8,18].

Various solutions to the challenges associated with the
centralized storage of genomic data have been proposed. For
example, federated data storage systems have been proposed to
support genomic data sharing. The GA4GH Beacon Project
[19] and i2b2 Data Sharing Network [20] are examples of such
systems. Both use a federated network to connect institutions’
genomic databases, which enables them to process queries
concerning the presence of genetic variants and traits. This also
reduces the cost of genomic data transfers and allows institutions
to maintain data control [21]. However, such systems have some
drawbacks, including their failure to support complex queries,
limitations to research institutions and hospitals, nonallowance
of patient engagement in contributing or controlling their
genomic data, and lack of decentralized governance [21,22].

Decentralized and distributed technologies have been suggested
as a potential solution to promote genomic data sharing [23,24].
One emerging example of such a technology is blockchain
technology. As decentralized and distributed technology,
blockchain technology has many appealing properties, such as
data integrity and accountability, that could be used to improve
the integrity, discoverability, and accessibility of genomic data,
thereby moving toward a new trusted infrastructure to support
the promotion of genomic data sharing. This paper proposes
blockchain-based dynamic consent architecture to support
genomic data sharing. We present some design considerations
and describe a proof-of-concept implementation for the proposed
architecture called ConsentChain. The source code is available
on Mendeley data [25] under the MIT license.

Background

Blockchain

Overview

A blockchain is a protocol that enables a network of computers,
known as nodes, to maintain a shared database called a ledger,
without the need for complete trust between the network’s nodes
[26]. It was originally developed as the underlying infrastructure
for the peer-to-peer electronic cash system Bitcoin in 2009 [27].
Other blockchain platforms, including Ethereum [28] and
Hyperledger Fabric [29], have emerged as the next generation
of blockchain technology and implemented the concept of smart
contracts, which was first introduced by Nick Szabo in the 1990s
to build a digital relationship between 2 parties over computer
networks [30]. In blockchain, a smart contract is a computer
program that is stored, executed, and verified in the blockchain
according to predefined conditions without the need for any
trusted-third party [31]. The result of smart contract execution
is a transaction recorded on a blockchain [28]. Ethereum smart
contracts are written using high-level programming languages,
such as Solidity and Vyper; therefore, they are vulnerable to
coding bugs and malicious flaws [32].

Blockchain Architecture

A blockchain consists of 2 main components: a peer-to-peer
network and a distributed ledger.

• Peer-to-peer network: understanding peer-to-peer networks
is essential for understanding blockchains because, at its
core, a blockchain is a peer-to-peer network. As stated, a
peer-to-peer network consists of numerous connected
computers called nodes. Each node in the network has a
direct or indirect connection with the other network nodes.
Each node makes a portion of its computational resources
(ie, processing power or storage capacity) available directly
to other nodes, without the need for central coordination
by servers [33]. Unlike centralized networks, peer-to-peer
networks have no central control, and each network node
is equal to all others. Furthermore, all nodes function as
both servers and clients. Figure 1 illustrates the architecture
of the centralized and peer-to-peer networks.

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e27816 | p.400https://medinform.jmir.org/2021/11/e27816
(page number not for citation purposes)

Albalwy et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 1. The architectures of centralized and peer-to-peer networks.

• Distributed ledger: all transactions in the network are stored
in a shared ledger. This consists of a chain of blocks, with
each block containing a set of transactions. Each block is
timestamped and linked to the blocks immediately preceding
it. Each node maintains an identical copy of the shared
ledger. To add a new transaction, the network nodes use a
consensus protocol to evaluate and verify the new
transaction. This protocol guarantees that a transaction is
appended to the shared ledger only if most nodes validate
the transaction. Once the transaction is appended to the

shared ledger, it cannot be changed or reverted, and because
all nodes have an identical copy of the shared ledger, no
node has the power to change the data. This ensures the
integrity of the shared ledger. However, recent research has
proven that altering the shared ledger is feasible with 51%
attacks where an adversary can control more than half of
the total nodes in the blockchain network to alter the shared
ledger [34]. Figure 2 illustrates a simplified blockchain
concept.

Figure 2. Simplified blockchain concept.

Types of Blockchains

In terms of access to data and the role of nodes participating in
the network, blockchain is classified into 4 types [35].

1. Public permissionless. Anyone can participate in the
network and read or write data from the blockchain. Bitcoin
and Ethereum are examples of a public permissionless
blockchain.

2. Public permissioned. Anyone can participate in the network
and read data from the blockchain, but a limited set of
participants can write data in the blockchain. Ripple [36]

and EOSIO blockchain [37] are examples of public
permissioned blockchains.

3. Private permissionless. A limited set of participants can
participate in a network in which all participate can read or
write data from or in the blockchain. Holochain [38] is an
example of a private permissionless blockchain.

4. Private permissioned. A limited set of participants can
participate in the network and read data from the
blockchain, but a subset of them can write data in the
blockchain. Hyperledger Fabric [39] and Hyperledger Besu
[40] are examples of privately permissioned blockchains.
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Dynamic Consent and Blockchain
Dynamic consent is a two-way communication method that
enables individuals to specify what data they are willing to share
with various health care providers by setting and modifying
their consent preferences. It enables individuals to control their
data by granting and revoking access to their data, tracking their
data, and updating their consent preferences. Despite these
benefits, the implementation of dynamic consent in clinical
genetics is limited because of ethical, legal, and data security
concerns. The lack of patient trust [41,42], confidentiality data
and misuse [42,43], and the lack of traceability and transparency
mechanisms [44-47] are among the greatest concerns.
Blockchain technology has many appealing properties, such as
immutability, transparency, and accountability, that can address
some of the barriers that inhibit the implementation of dynamic
consent. Blockchain can support dynamic consent, as follows:
data transparency and accountability through an immutable

ledger, data security and privacy using cryptography
mechanisms, and an efficient management system through smart
contracts.

Methods

Blockchain Potential in Genomic Data Sharing
Determining whether blockchain is applicable to a particular
scenario is not an easy task. Although no general formula or
rule exists for the applicability of blockchain, several decision
schemes have been proposed to determine whether a blockchain
should be used depending on situational requirements [48-50].
Wüst and Gervais [48] proposed a decision tree to identify the
scenario-based applicability of blockchain, as shown in Figure
3. This decision tree consists of 6 questions. Next, we answer
these questions by considering our genomic data-sharing
scenario.

Figure 3. Decision tree to determine the use of blockchain [48].

1. Do you need to store state? The answer to this question is
yes. Diagnosing a patient with a rare genetic disease is a
complex and time-consuming task, as it involves gathering
data from multiple sources [51]. For instance, to answer a
simple question of whether a mutation in a patient
associated with a particular disease has been previously
reported with the same or similar disorders in another
individual requires accessing preexisting genetic and
phenotypic data from multiple databases relevant to the
clinical case [51,52]. Therefore, uniform access to
preexisting genotype and phenotypic data using blockchain
could improve the discovery and diagnosis of rare diseases.
Moreover, accessing such databases involves legal and
ethical obligations, including patient consent. For example,
patients must control their own data and keep track of who
has access to their data at any given time. Therefore, the

storage and collection of patient consent as well as the
administration of consent and data traceability will be
guaranteed by using blockchain.

2. Are there multiple writers of data? In clinical genomics,
multiple parties are involved in the patient treatment
pathway, such as clinicians, scientists, and clinical
laboratory technicians [51]. Therefore, a single source of
truth is required for the patient data. Owing to the
immutability of blockchain, the existence of patient data
as well as the ownership and integrity of the data can be
guaranteed. Therefore, considering that multiple parties
would produce and deliver patient data, this question can
be answered with yes.

3. Can you use an always web-based trusted third party? Trust
and consent are important factors in the successful
advancement of genome medicine and research. Patients
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should feel confident that their data are handled safely and
are only used with their consent. A recent Genome UK
report [53] showed that patients and the public are optimistic
about the potential of genome medicine, but they have
concerns related to the security and use of their data. It is
reasonable to mention that patients trust health care
providers more than any third party with their data.
However, because of the high profile of patient data
breaches [54,55] by health care providers, this trust has
been broken. Blockchain can eliminate the need for a trusted
party by establishing trust between system actors through
its robust technical infrastructure and cryptography
mechanisms. Therefore, the answer to this question is
probably no.

4. Are all writers known? To produce, manage, and store
patient data, health care providers must identify themselves.
Moreover, patients need to identify themselves to connect
with health care providers. Therefore, a clear answer to this
question is yes.

5. Are all writers trusted? Although a minimum level of trust
is required between patients and health care providers,
health care providers might use patient data for research
purposes without obtaining explicit consent from patients
[56-58]. Blockchain enables accountability and transparency
in the system by providing an audit trail and traceability of
the stored data, which in turn reinforces patients’ trust in
health care providers. Therefore, the answer to this question
is probably no.

6. Is public verifiability required? Even though patient data
are not stored in the blockchain directly (off-chain storage),
access to the system should be private and permissioned.
Thus, the answer to this question is no.

On the basis of the answers to these 6 questions, it is clear that
the use of blockchain for the proposed genomic data sharing
scenario is justifiable.

Design Requirements

Overview
To identify the design requirements for ConsentChain, we
analyzed a recent deliberative focus group study with National
Health Service (NHS) Genomic Medicine Service patients
regarding public opinion on sharing genomic data (National
Research Ethics Committees ethical approval reference
18/NW/0510) [59]. We used the user stories method [60] to
capture the main system design requirements. We used card
sorting to collect data from the manuscript. We used our
interpretation to represent the statements made by the study
participants in simple user stories. We then discussed these user
stories with a focus group study team to refine them. We
emphasize that the findings from the focus group study are
partially applicable to the scenario of our blockchain use case.
Finally, 6 design requirements were identified.

Requirement 1: Data Discovery

User Stories

As a patient, I want my data to be available for
sharing to facilitate my diagnosis and treatment.

As a patient, I want my unidentifiable data to be
available for wider sharing to help others’ treatment
and facilitate extensive research.

As a patient, I want my data to be available for
different healthcare providers, so I won’t have to
repeat myself every time I visit a new healthcare
provider.

Context

The study participants allowed the sharing of their genomic
data to support the diagnosis and treatment of their conditions
across multiple health care providers. They also agreed to use
their genomic data to benefit other patients with similar genetic
conditions and for future research.

Implications for System Design

The system should allow information about a genomic data set
of interest stored in an individual genetic laboratory to be
discoverable and accessible by health care professionals and
researchers.

Requirement 2: Data Security

User Stories

As a patient, I want best practices in data security to
be implemented to protect my data so that it can be
safeguarded against hacking and loss.

As a patient, I want to have different levels of purpose
to access my data, so they can be used for authorised
purposes.

Context

There was consensus among the participants that genomic data
should be stored and shared securely without unauthorized
alteration while making them available for authorized purposes.

Implications for System Design

Security techniques, such as data encryption and access control,
should be used to protect sensitive data. Owing to the open and
transparent nature of blockchains, sensitive data (either
encrypted or not) should not be stored in the chain.

Requirement 3: Data Privacy

User Stories

As a patient, I want my genetic data to be shared
without my identifiable information (eg, my name),
so my identity will not be compromised.

Context

The participants emphasized that sharing genomic data outside
of the patient’s direct care should be anonymized to protect their
identity.

Implications for System Design

The system should allow the flow of patient data among
involved parties while minimizing the risk of patient identity
disclosure.
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Requirement 4: Patient Control Over Data and
Requirement 5: Traceability

User Stories

As a patient, I want to give my consent to share my
data for certain purposes that are clearly outlined so
that no further consent is required for these purposes.

As a patient, I want to be told whether the purpose of
sharing my data is changed so I’ll have the option of
giving explicit permission for the new changes.

As a patient, I want to have the option to
update/withdraw my consent in a straightforward and
easy way so I can change my mind later.

As a patient, I want to be able to track my shared data
so that I know when and with whom my data are being
shared.

Context

The participants thought that they should be asked for
permission to share their data and be informed about how their
data would be used and for what purpose. Moreover, some
believed that they would exercise their right to opt out.

Implications for System Design

The system should enable patients to update their permissions
dynamically and track data that are being shared with different
parties.

Requirement 6: Minimum Data Disclosure

User Stories

As a patient, I want to have different levels of role
requesters designated to access my data so only
authorised parties can gain access.

As a patient, I want to have a time limit for my shared
data, so they cannot be used for other purposes in the
future.

Context

Some participants were concerned about unauthorized disclosure
of their data to third parties, including family members,
employers, and law enforcement agencies, whereas others were
concerned with restricting access to their data by commercial
entities.

Implications for System Design

The system should be designed in a way that allows the sharing
of patient data for a given time frame and specific purpose.

Consent Elements
Inspired by the Global Alliance for Genomics and Health
(GA4GH) data use ontology effort to model genomic data use
restrictions and data access requests [61,62], we developed an
ontology model to represent patient consent elements into
machine-readable codes. The model includes consent elements
describing the data type, purpose, and role of the data requester
(DR). Tables 1-3 show an abstract view of the consent elements
and their codes. We also introduced an access policy tree
representing a Boolean formula that defines a combination of
consent elements. Any data access request that satisfies the tree
can obtain access to patient data. Figure 4 shows an example
of an access policy tree that allows patient genotype data to be
accessed by a clinician for treatment.

Table 1. Code representing the data type in consent element.

CodeData type

GNEGenotype

PHEPhenotype

MEAMetadata

Table 2. Code representing the role in consent element.

CodePurpose

TRTTreatment

REHResearch

CLLClinical

Table 3. Code representing the purpose in consent element.

CodeRole

CLNClinician

REEResearcher

BINBioinformatician
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Figure 4. Example of an access policy tree where patient genotype data to be accessed by a clinician for treatment. CLN: clinician; GNE: patient
genotype data; TRT: treatment.

Related Work
We used PRISMA (Preferred Reporting Items for Systematic
Reviews and Meta-Analyses) guidelines to conduct a systematic
review to analyze the existing literature on blockchain-based
consent data used in health care management systems. The
PRISMA flowchart for this systematic review is shown in Figure
5. For the purposes of this review, a reputable database
(PubMed) was searched using the search query shown in
Textbox 1. The resulting research papers (N=54) were imported

into Covidence, a web-based app tool used to manage systematic
reviews. In the next step, research papers were screened against
titles and abstracts, and research papers unrelated to consent
management systems were excluded (n=20). Then, the remaining
research papers (n=34) were assessed for full-text eligibility,
with the following exclusion criteria:

• No consent management explained (n=13)
• No implementation provided (n=2)
• No access to the full text (n=2)
• Reviews and ideas (n=6)
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Figure 5. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flow for this review.

Textbox 1. Research query.

((blockchain[Title/Abstract]) OR (Smart contracts [Title/Abstract]) OR (blockchain-based[Title/Abstract]) OR (Smart contracts-based[Title/Abstract]))
AND ((Consent*[Title/Abstract]) OR (permission*[Title/Abstract]) OR (access control[Title/Abstract])) AND ((healthcare[Title/Abstract]) OR
(EMR[Title/Abstract]) OR (genomic[Title/Abstract]) OR (Genetic [Title/Abstract]) OR (electronic health records[Title/Abstract]) OR
(EHR[Title/Abstract]) OR (electronic Medical Records [Title/Abstract]) OR (Medical[Title/Abstract]) OR (Clinical Trial[Title/Abstract]) OR
(Patient*[Title/Abstract]))

Additional relevant research papers were identified through
citations (n=3). The remaining research papers and the identified
relevant research papers (n=10) were analyzed thoroughly. The
final findings are summarized in Multimedia Appendix 1
[63-72].

Chenthara et al [63] proposed a blockchain-based
privacy-preserving framework called Healthchain to support
electronic health record (EHR) access control and management.
The framework was implemented using the Hyperldger Fabric
InterPlanetary File System (IPFS). To achieve the immutability

of EHRs, they were stored off-chain in an IPFS, with only the
hash values of the EHRs being stored in the blockchain. Smart
contracts were used to model the logic of EHR transactions in
the system, including data exchange, access management, and
EHR management. Azaria et al [64] proposed a decentralized
management system called MedRec, which was built using
Ethereum smart contracts to facilitate the management of EHRs
between health care providers. MedRec enables patients to have
full control over their data by granting or revoking access to
their data. To keep patients anonymous, their identification
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strings are mapped to their blockchain addresses. Smart contracts
are used to define how data are managed and accessed. MedRec
provides an immutable access history summary that improves
accountability and transparency in the system. It can be
integrated with current providers’ existing databases, and other
medical stakeholders can participate.

Cryan [65] proposed a blockchain-based architecture capable
of enabling patient data sharing across hospital systems. The
proposed architecture was implemented using Ethereum smart
contracts and IPFS to protect sensitive patient data and enable
patients to own and share their data with designated clinicians
and revoke that permission later. Choudbhury et al [66]
developed a decentralized system using Hyperledger Fabric for
informed consent management and secondary data sharing. The
system enhances compliance in human subject regulations for
institutional review board regulations by leveraging smart
contracts to enable a quick and efficient recording of consent
and enforce the guidelines of a clinical trial protocol. Mamo et
al [67] presented a well-designed system called Dwarna that
harnesses blockchain technology to enable dynamic consent in
biobanking. This system aims to increase transparency by storing
the research participants’ consent changes on the blockchain
and presents a solution to overcome the blockchain
incompatibility with Article 17 of the European Union’s General
Data Protection Regulation (GDPR), known as the right to
erasure, by using a different representation of research
participants in both off-chain databases and blockchain. The
proposed system was implemented using a Hyperledger Fabric
blockchain.

Tith et al [68] proposed a blockchain-based consent management
model to support the sharing of EHRs. The model was
implemented using Hyperledger Fabric and where smart
contracts were used to manage patient consent. Patient consent
preferences, metadata of patient records, and data access logs
are stored immutably on the blockchain, enabling transparency
and traceability of patient data and consent. Dubovitskaya et al
[69] proposed a secure blockchain-based record management
system that facilitates the secure sharing and aggregation of
EHR data. The system is patient-centric and allows patients to
manage their own EHRs across multiple hospitals. It uses proxy
re-encryption algorithms and a fine-grained access control
mechanism to ensure patient privacy and confidentiality.
Dubovitskaya et al [70] proposed a framework on a
permissioned blockchain for sharing EHRs for care of patients
with cancer. The proposed framework is implemented with the
Hyperledger Fabric blockchain and uses a membership service
to authenticate registered users using username or password
credentials. To create patient identity, personally identifying
information, such as name, social security number, and date of
birth, are hashed and encrypted for security. Medical data were
stored off-chain in secure cloud storage, where access
management is managed by smart contract logic.

Rajput et al [71] presented a blockchain-based access control
framework that maintains patient data privacy under emergency
conditions. The framework was implemented on the
permissioned blockchain Hyperledger Fabric, and smart
contracts were used to enable patients to manage the access
rules for their data. The system keeps the history-of-transactions

logs while patients are in an emergency, enabling auditing at
any time point. Zhuang et al [72] presented a generalized
blockchain-based architecture that provides generic functions
and methods for a wide spectrum of health care apps. These
functions and methods include requesting patient data, data
access permission granting or revoking, and data tracking. The
presented architecture was implemented on the Ethereum
blockchain in 2 relevant health app domains: health information
exchange and subject recruitment for clinical trials.

Compared with existing relevant literature, the proposed system
is dynamic and supports minimum data disclosure. To the best
of our knowledge, no relevant literature has reported on the 6
design requirements and provides a detailed analysis of the
system performance. Multimedia Appendix 1 [63-72]
summarizes the literature for blockchain-based consent
management systems.

System Architecture
In this section, we describe the proposed blockchain-based
dynamic consent architecture for supporting clinical genomic
data sharing. This generic architecture can be customized and
used in different use cases where dynamic consent is required.
As illustrated in Figure 6, the components of the proposed
architecture are as follows: 

1. Users
• A data creator (DC): an organizational entity, such as

a genetic testing laboratory, where patient data are
collected and stored in secure databases.

• Patient: an individual whose data are stored off-chain
in a secure database managed by the DC; a patient can
provide consent to the system using the
consent elements
code.

• DR: a domain expert or organizational entity that
wishes to discover and request access to patient data
for a specific purpose, including research and health
care.

2. Smart contracts, which are used to provide system
functionalities, such as registering new users, managing
patient consent, and processing access requests to patient
data. In addition, smart contracts create transaction logs
and events that enable the tracing and auditing of all system
data and actions.

3. On-chain resources
• Logs and events: smart contracts create logs and events

for all system transactions. These logs and events are
stored on-chain, and they are an important resource for
tracing and auditing all system actions, thus making
all system users accountable for their actions.

• Data profile (DP): This is a description of preexisting
genomic data for a specific patient that is stored
off-chain in a genetic laboratory database. A patient
DP contains information including the location of the
patient data, patient condition, and gene name, and it
does not reveal any sensitive and identifiable
information. Storing patient DPs on-chain helps the
DR to discover and identify a genomic data set of
interest stored in several genetic laboratory databases.
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• Consent management: This is used to handle patient
consent operations, such as adding, updating, and
deleting consent. 

• Access data management: This is used to handle access
to patient data procedures, including validating access
requests and providing secure access to off-chain data.

4. Off-chain resources
• Secure database: a private database managed by a DC

in which all information related to the required DP is
stored.

• Oracle service: by design, blockchain and smart
contracts cannot access and read off-chain data;
therefore, oracle services are used. An oracle service

is a trusted data feed service that provides off-chain
data to the blockchain. In the proposed system, an
oracle service is used to enable smart contracts to
communicate with a secure database. 

• IPFS: This is a decentralized file storage system that
stores and shares various types of files permanently.
Each stored file is given a unique hash value based on
its content. This hash value is then used to retrieve the
file from the system. In the context of this study, we
leverage IPFS as a key management service to store
users’public key (PU). We believe that IPFS is the best
candidate for users’ PU because of its high availability
and low cost.

Figure 6. The components of the proposed architecture. IPFS: InterPlanetary File System.

Results

Implementation

Overview
We implemented our proof-of-concept on a privately
permissioned blockchain to demonstrate the feasibility of our
blockchain-based architecture. At the infrastructure level,
Hyperledger Besu [40], an open-source Ethereum client that
provides permissioned private blockchain networks, was used
to build a private blockchain. The Solidity programming
language was used to write the system smart contracts and truffle
framework, a development tool for developing and testing
Ethereum smart contracts, to test, compile, and deploy system
smart contracts. Figure 7 shows a portion of the patient’s smart
contract code. Finally, we used Provable [73] as an oracle
service and MongoDB to create an off-chain database.

Six smart contracts are written to manage on-chain transactions:
registration smart contract (RSC), patient smart contract (PSC),
data profile smart contract (DPSC), data creator smart contract
(DCSC), data requester smart contract (DRSC), and oracle
service smart contract (OSSC). These smart contracts provide
8 main system functions: createNewDataRequestorContract,
createNewPatientContract, CreateNewDataCreatorContract,
setConsent, cancelConsent, checkConsent, setupDataProfile,
requestAccessTicket, and requestAccessToken. We used smart
contract modifiers to restrict the calling of these functions to
authorized users. Any unauthorized function call results in
stopping the execution of the function and reverting all changes
to the original state. The remainder of this section explains the
implementation of the main system functionalities using smart
contract functions.
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Figure 7. An illustrative example of patient smart contract code.

Registration
Each system participant interacts with the system via his or her
smart contract, which includes all the required information to
interact with the system. Therefore, the participant should be
registered in a system in which a smart contract is created. All
users’ identities and professional registrations should be verified
by a system admin, who is responsible for setting up the system
and inviting the authorities to join the system, such as the NHS,

before proceeding with the process of system registration.
Textboxes 2-4 describe the user registration process for the
patient, DC, and DR, respectively. The system admin executes
a specific smart contract function for each user, which creates
a new smart contract and assigns the user as the owner of the
contract. This is done by using modifiers to restrict the calling
of the user smart contract functions to the user’s Ethereum
address.
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Textbox 2. Pseudocode of registering new patient.

Algorithm 1:createNewPatientContracter

Input:caller, patientWalletAddress

Output: smartContractAddress

If caller=admin∧patientWalletAddress≠null then

Create newPatientSmartContract

Set newPatientSmartContract owner to patientWalletAddress

Output newPatientSmartContract address

Else

Revert smart contract state and show an error message

Textbox 3. Pseudocode of registering new data creator.

Algorithm 2:createNewDataCreatorContract

Input: caller, dataCreatorWalletAddress

Output: smartContractAddress

If caller = admin∧dataCreatorWalletAddress ≠ null then

Create new DataCreatorSmartContract

set newDataCreatorSmartContract owner to

dataCreatorWalletAddress

Output newDataCreatorSmartContract address

Else

revert smart contract state and show an error message

Textbox 4. Pseudocode of registering new data requester.

Algorithm 3: createNewDataRequestorContract

Input: caller, dataRequesterWalletAddress, dataRequesterPUK

Output: smartContractAddress

If caller=admin∧dataCreatorWalletAddress≠null∧

dataRequesterPUK≠null then

Create newDataRequesterSmartContract

Set newDataRequesterSmartContract owner to

dataRequesterWalletAddress

set newDataRequesterSmartContract’s public key to dataRequesterPUK

output newDataRequesterSmartContract address

Else

revert smart contract state and show an error message

Consent Management
Textbox 5 describes the process of creating and storing patient
consent by submitting the elements of the access policy tree,
which represents the patient’s consent, to the patient’s smart
contract". The tree elements are then hashed to create a consent
signature, which is then stored in the patient’s smart contract.
A mapping data structure, a data structure type that consists of
key types and corresponding value type pairs, is used to store
the consent signature, which is used as a key associated with a

Boolean value to indicate its status (eg, the value is true for
valid consent and false for invalid consent). Hashing and storing
the consent tree in a mapping data structure would enable
efficient consent status retrieval and validation. As shown in
Textbox 6, if the patient wants to cancel his or her consent, the
associated value with the consent signature would be set to false.
Textbox 7 describes the process of checking a patient’s consent
status by returning the associated value with the consent
signature.
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Textbox 5. Pseudocode of storing patient consent

Algorithm 4: setConsent

Input: caller, dataType, role, purpose

Output: status

CONSENT←mapping

If caller=contractOwner∧dataType ≠ null ∧ role ≠ null ∧ purpose ≠ null, then

h←hash(dataType, role, purpose)

if CONSENT.contain(h,true) then

revert smart contract state and show an error message

else

CONSENT.insert(h,true)

Output true

Else

Revert smart contract state and show an error message

Textbox 6. Pseudocode of cancelling patient consent.

Algorithm 5: cancelConsent

Input: caller, dataType, role, purpose

Output:status

CONSENT← mapping

If caller=contractOwner ∧ dataType ≠ null ∧ role ≠ null ∧ purpose ≠ null, then

h←hash(dataType, role, purpose)

if CONSENT.contain(h,false) then

revert smart contract state and show an error message

Else

CONSENT.insert(h,false)

output true

Else

Revert smart contract state and show an error message

Textbox 7. Pseudocode of checking patient consent.

Algorithm 6: checkConsent

Input: dataType, role, purpose

Output: status

CONSENT←mapping

If dataType ≠ null ∧ role ≠ null ∧ purpose ≠ null, then

h←hash(dataType, role, purpose)

r←CONSENT.return(h)

output r

Else

revert smart contract state and show an error message
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Patient Data
Textbox 8 describes the process of submitting the patient data
to the system. After collecting and storing patient data in a
secure, off-chain database (eg, a genomic laboratory database),
the DC submits the patient metadata, a description of the patient

data that does not reveal sensitive and identifiable information,
such as the hash of the stored data, conditions, data type, and
gene name, to the system. The patient metadata are then stored
in a data structure, where the hash of the stored data is used as
a key and the remaining patient data are the value. 

Textbox 8. Pseudocode of creating patient data profile.

Algorithm 7: setupDataProfile

Input: caller, patientSmartContract, dataHash, condition, dataType,gene

Output: id

DATAPROFILE←mapping

i←counter

if caller = dataCreatorSmartContract ∧ patientSmartContract ≠ null ∧ datatHash ≠ null ∧ condition ≠ null ∧ dataType ≠ null ∧ gene ≠ null

then

i++

DATAPROFILE.insert(i,[patientSmartContract, dataHash, condition, dataType, gene, dataCreatorSmartContract])

output i

Else

revert smart contract state and show an error message

Access Management
To access patient data, the DR needs to obtain an access ticket
(ATi) and access token (ATo). The ATi is used to control access
to patient data, whereas the ATo is used to minimize access to
the requested data to the lowest level. Textbox 9 describes the
process of requesting an ATi for the patient data. After

identifying a potential patient’s data, the DR must submit an
ATi request to the system to provide the hash of the requested
data, his role, and the purpose of accessing the data. Then, the
request is verified by the patient’s smart contract in which the
patient’s consent is stored. If there is valid consent that matches
a DR request, an ATi is created automatically for the DR. 

Textbox 9. Pseudocode for requesting access tickets to access off-chain patient data.

Algorithm 8: requestAccessTicket

Input: caller, dataProfileId, role, purpose

Output:ticketId

DATAPROFILE←mapping

If caller=contractOwner ∧ dataProfileId ≠ null ∧ role≠ null ∧ purpose ≠ null, then

d←DATAPROFILE.return(dataProfileId)

patient←d.patientSmartContract

dataType←d.dataType

h←hash(dataType, role, purpose)

if patient.CONSENT.return(h)=true then

ticket←patient.CreateAccessTicket(caller, dataProfileId)

ticket.status=true

output ticket.id

Else

revert smart contract state and show an error message

Else

revert smart contract state and show an error message

To obtain an ATo, the DR must submit a valid ATi to the
system. Textbox 10 describes the process of requesting an ATo.

If the ATi is still valid and patient consent has not been updated
or cancelled, an ATo is generated automatically by the DC for
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the DR. The ATo includes a secure one-time URL that can be used to gain access to the patient data stored off-chain.

Textbox 10. Requesting an access token to retrieve off-chain patient data.

Algorithm 9: requestAccessToken

Input:caller, dataProfileId, ticketId

Output: tokenId

DATAPROFILE←mapping

If caller=contractOwner ∧ dataProfileId ≠ null ∧ ticketId ≠ null, then

d←DATAPROFILE.return(dataProfileId)

dataCreator←d.dataCreatorSmartContract

patient←d.patientSmartContract

if patient.ticket[ticketId].status=true then

token

←dataCreator.createAccessToken(caller, dataProfileId)

Token.status=true

Output token.id

Else

revert smart contract state and show an error message

Else

revert smart contract state and show an error message

A Proof-of-Concept (ConsentChain)
This section presents ConsentChain, a proof-of-concept
implementation of the proposed architecture, to explore the
efficacy of applying blockchain technology to support clinical
genomic data sharing. The ConsentChain provides a web portal
for patients, DCs, and DRs to interact with the system. It enables
patients to provide or withdraw their consent regarding the
sharing of their data and DCs to collect and store patient data
and DRs to query and access patient data. Figure 8 shows the
patient interface provided by the ConsentChain. The high-level
structure and workflow of ConsentChain is shown in Figure 9,
and the corresponding description of each step is as follows:

1. During registration, DR generates a pair of keys: a PU and
a private key (PR). DR then uploads PU to the IPFS and
records its location returned by the IPFS.

2. DR sends a blockchain transaction to store the PU’s location
returned by the IPFS in the RSC.

3. Patient sends a blockchain transaction to store their consent
elements (data type, role, and purpose) in PSC.

4. DC collects patient’s data and stores it in a secure, off-chain
database. The DC also records patient’s data reference
(DRef) returned by the database.

5. DC creates a DP that includes DRef, a PSC address, and
other information related to patient’s data that do not reveal
any sensitive and identifiable information. Then, the DC
sends a blockchain transaction to store the DP in the DPSC.

6. DR queries DPSC to discover a specific DP of interest and
reads transaction information related to that DP.

7. DR obtains the PSC address from the DP and sends a
blockchain transaction to the PSC to request an ATi to
access patient’s data stored in the off-chain database. The
request is accepted or rejected automatically, based on
patient consent stored in the PSC. On acceptance, ATi is
generated and stored in PSC, and DR receives the
transaction ID related to ATi.

8. DR sends a blockchain transaction including ATi to DCSC
to request an ATo to retrieve patient’s data stored in the
off-chain database. The request is accepted or rejected
automatically based on ATi validation. On acceptance of
the request, the ATo is stored in the DCSC, and DR receives
the transaction ID related to the ATo.

9. DR sends a blockchain transaction including ATo to the
oracle service smart contract to retrieve patient’s data stored
in the off-chain database. The request is accepted or rejected
automatically based on the ATo validation.

10. On acceptance of the request, the request is forwarded to
the Oracle Service Server (OSS).

11. OSS retrieves the DR’s PU location on the IPFS from the
RSC.

12. OSS downloads the PU of the DR from the IPFS.
13. OSS fetches patient’s data from the database and creates a

temporary JSON file that contains patient’s data. This JSON
file can be accessed via HTTPS requests and is available
for one-time access.

14. The OSS encrypts the URL for a JSON file using the PU
of the DR. Then, the OSS sends a blockchain transaction
to store the encrypted URL in the DRSC.

15. DR retrieves encrypted URL from DRSC and decrypts it
using the corresponding PR to access the JSON file.
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Figure 8. Patient interface.
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Figure 9. The high-level structure and workflow of ConsentChain. Ati: access ticket; DR: data requester; IPFS: InterPlanetary File System; OSS:
Oracle Service Server; OSSC: oracle service smart contract; P: patient; PSC: patient smart contract; RSC: registration smart contract.

Discussion

Principal Findings
In this section, we discuss how our proof-of-concept,
ConsentChain, meets the requirements captured from the patient
forum, and we provide a detailed analysis of its performance.

Addressing Requirement

Requirement 1: Data Security
In ConsentChain, we used a hybrid data storage model that
included on-chain or off-chain storage. Sensitive patient data
are stored securely off-chain, whereas metadata for patient data
are stored on-chain along with a reference pointer to the data
source. This reference pointer is constrained by a short time
frame and is encrypted. Only an authorized DR can decrypt it
within the given time frame to access patient data. Moreover,
implementing ConsentChain on a private or consortium
blockchain adds a security layer in which all users are verified
before joining the network.

Requirement 2: User Control Over Data
Smart contracts act as autonomous actors whose behavior is
predictable [74]. However, because of blockchain immutability,

once a smart contract is deployed, it cannot be modified; hence,
bugs and security vulnerabilities found in the deployed smart
contract are difficult to resolve. Therefore, smart contract
security audits and testing are essential for developing smart
contracts to minimize the risk of mismatches between a smart
contract intended behavior and the actual behavior [75]. Using
a smart contract to manage consent would enable patients to
dynamically grant and revoke access to their data. In
ConsentChain, patients record consent preferences in their smart
contract, and they can amend or delete these preferences at any
time. These changes were reflected in the system in real time.

Requirement 3: Data Privacy
By leveraging blockchain authenticity and verifiability features,
ConsentChain maintains privacy by using permissioned
blockchain and anonymized accounts. Only authorized users
can access the blockchain via their anonymized accounts,
enabling patients to provide their consent without revealing
their real identities.

Requirements 4 and 5: Data Discovery and Minimum
Data Disclosure
In the health care context, balancing the maximization of data
discovery while minimizing data disclosure risk is a challenging
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task [76-78]. Inspired by the one-time password scheme, we
proposed a one-time-access-token mechanism to minimize the
data disclosure risk in ConsentChain. In this mechanism, an
ATo is automatically generated for an authorized access request.
The token is valid for one-time use, and it contains an encrypted
reference pointer to the data source along with a digital signature
on the shared data to ensure data integrity against tampering.
Only an authorized DR can decrypt the reference pointer to
access the data within a given time frame. If the DR needs to
access data in the future, the generation of a new ATo is
required. Through the implementation of a one-time
access-based token and public-key cryptography, a compromised
reference pointer to patient data will not lead to data leakage.
This is because of the limited access and time restrictions given
to access patient data, further increasing the security of
ConsentChain and decreasing the likelihood of data leakage.

To maximize data discovery, we leveraged the blockchain
features. One of these is the replication of data stored on-chain
across the network; a consensus mechanism ensures that each
node obtains a local identical copy of the data. Using their local
copy of the on-chain data, a DR can identify potential patient
data instead of individually querying each off-chain storage.
Therefore, storing patients’metadata on the chain would provide
DRs with a broader vision of similar patient data, which are
stored off-chain across different laboratories.

Requirement 6: Traceability
By leveraging the blockchain’s immutability, our system
maintains an immutable log of all system transactions. As the
process of sharing patient data is managed by smart contracts,
all involved transactions are recorded permanently on the
blockchain. This would enable patients to inspect the blockchain
for all information and transactions related to their data,
including where data are stored off-chain and who have access
to them and for what purpose. This feature is a significant
upgrade toward patient-centric approaches to advance data
sharing. It would also enable regulators to investigate claims in
the event of disputes among involved parties, thereby increasing
confidence in ConsentChain.

Security Analysis
This section provides a security analysis of ConsentChain in
terms of patient privacy preservation, data storage, data sharing,
and tamper-proofing.

Patient Privacy Preservation
Genomic data are highly sensitive and should not be disclosed
without proper permission. In ConsentChain, genomic data are
stored in an off-chain private secure storage with an access
control mechanism, thereby reducing the risk of patient data
leakage. Moreover, to ensure participant anonymity, a randomly
generated unique account was generated for the participants
who were associated with a PU. This account is used to send
transactions to the blockchain; these transactions are anonymous
and cannot be linked to the real identity of participants. In
addition, multiple accounts can be created for one participant;
hence, transactions sent to the blockchain by the same
participant cannot be inferred by an adversary.

Data Storage
In ConsentChain, genomic data are stored in an off-chain private
secure storage system. The security of this storage is beyond
the scope of this paper, and we assume that it is secured by its
owner (the DC). Only the metadata, hash, and reference of the
off-chain stored data are shared on the blockchain. The off-chain
DRef stored in the blockchain is tamper-proof.

Data Sharing
Only authorized users can request access to off-chain data
through permissions that are preset in smart contracts. After
receiving a valid request, the DC creates a JSON file that
contains the requested data and stores it in the temporary access
off-chain storage from where it can be accessed via HTTPS.
Access to the JSON file is restricted by a one-time visit and a
short time frame. The DC then retrieves the PU of the user who
requested the data from the IPFS and encrypts the URL that
allows access to the JSON file and then stores it in the
blockchain. The user requesting the data can then obtain the
URL from the blockchain and decrypt it using their PR and
access the JSON file. Once the JSON file is accessed, it is
removed from the temporary access off-chain storage, making
the URL stored in the blockchain useless; therefore, if the
adversary compromises the PR of the user requesting the data
to decrypt the URL, the URL would lead to nothing. Further,
if the JSON file is not accessed within the specified time frame,
it is removed from the temporary access off-chain storage,
reducing the risk of unauthorized access to the data.

Tamper-Proofing
In ConsentChain, data access activities are recorded in the
blockchain and can be audited and tracked. In addition, the data
stored in the blockchain are immutable and cannot be arbitrarily
modified owing to the consensus mechanisms used in the
blockchain, which guarantees that the added blocks cannot be
modified unless an adversary can launch a 51% attack. It is
worth noting that the mechanism of launching a 51% attack
differs depending on the type of consensus mechanism used in
the blockchain. For instance, public blockchains such as
Ethereum and Bitcoin use the proof-of-work consensus
mechanism, which requires high computational power to
generate new blocks, whereas in a private permissioned
blockchain, the proof-of-authority consensus mechanism can
be used to generate new blocks [79-82]. To launch a 51% attack
on a blockchain that uses the proof-of-work consensus
mechanism, an adversary needs to obtain 51% of the network’s
computational power. In contrast, when the proof-of-authority
consensus mechanism is used, a 51% attack can only be
launched by controlling over 51% of the network nodes, which
is much more difficult than obtaining 51% of the network
computational power [80]. Therefore, in ConsentChain, the
proof-of-authority consensus mechanism is used to reduce the
risk of a 51% attack.

Performance Evaluation
To test and validate ConsentChain, we built a real production
environment for the deployment and hosting of ConsentChain.
A detailed performance analysis of ConsentChain is provided
in Multimedia Appendix 2. In summary, the analysis of the
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performance of the Transaction and Read operations of
ConsentChain indicated an average Transaction Throughput of
13.59 tps and an average Read Throughput of 135.78 tps. The
Transaction Latency was 2.76 seconds, whereas the average
Read Latency was 0.288 seconds. In addition, the system
performance analysis shows that a large number of read
operations (reading a state from blockchain), that is, 10,000
transactions, could be handled by the system at very low latency,
whereas transaction operations are processed with higher latency
owing to the complexity involved (reading or writing a state
from or to blockchain).

Conclusions
Genomic data are useful when shared within the clinical
genomics community and compared with other patient data,
indicating that clinicians might need to share data to efficiently
treat patients. However, many challenges hinder large-scale
genomic data sharing, such as the availability, discoverability,
and accessibility of genomic data [8,51,52], preventing clinicians
and researchers from generating an integrated view of rare
genetic diseases. In this study, we proposed a blockchain-based
dynamic consent architecture to support genomic data sharing
and implemented a proof-of-concept for the architecture. We
also developed an ontology model to represent patient consent
elements into machine-readable codes to automate the consent
and data access processes. The proof-of-concept has been
implemented on a private Ethereum blockchain, and it shows
that the proposed architecture can achieve a large-scale sharing
of genomic data among the parties involved. The evaluation
showed that patients achieved greater control over their data
using this system. Performance analysis showed that the system
was efficient and scalable.

Nonetheless, several limitations of this study need to be
addressed. Owing to the openness and distributed nature of
blockchain technology, verifying user identity is challenging.

Our system operates under the assumption that the system is
implemented on a private blockchain, and all users are invited
to join the system. User identity verification is performed before
one can join the system, and each user is given a pseudonymous
identifier to represent them on the system. A more reliable and
practical solution to overcome this issue might be linking patient
identity with an external trusted source of information, such as
GOV.UK Verify and NHS Identity. In addition, DR and DC
identity verification could be achieved by linking to their
professional registration.

Another issue is blockchain’s GDPR compliance, which needs
to be considered [83-85]. Although blockchains can help
dynamic consent systems comply with some GDPR objectives,
including the rights to be informed and to withdraw,
blockchains’ immutability seems to conflict with the GDPR,
which encourages data minimization and gives data owners the
right to erasure. A study conducted by the European
Parliamentary Research Service concluded that although private
and permissioned blockchains could easily comply with GDPR
requirements, it is difficult to determine whether blockchains
are, as a whole, either completely compliant or incompliant
with GDPR [86]. However, since the GDPR came into effect,
several studies have taken initial steps toward designing and
building GDPR-compliant blockchain-based use cases
[44,87-91]. Therefore, GDPR compliance should be considered
during the design of blockchain-based systems [92,93].

The objective of this work was not to design a system that could
be used in practice in health care environments, but to show
that blockchain technology has the potential to address several
genomic data sharing challenges. We found that facilitating
genomic data sharing through blockchain technology and smart
contracts is promising. However, they are not the complete
answer, and a number of issues still need to be addressed before
such systems can be deployed in practice, particularly in relation
to verifying user credentials.

 

Conflicts of Interest
None declared.

Multimedia Appendix 1
System design requirements in existing blockchain solutions in health care.
[DOCX File , 19 KB - medinform_v9i11e27816_app1.docx ]

Multimedia Appendix 2
Detailed performance analysis of the proposed model.
[DOCX File , 268 KB - medinform_v9i11e27816_app2.docx ]

References
1. Borry P, Bentzen HB, Budin-Ljøsne I, Cornel MC, Howard HC, Feeney O, et al. The challenges of the expanded availability

of genomic information: an agenda-setting paper. J Community Genet 2018 Apr;9(2):103-116 [FREE Full text] [doi:
10.1007/s12687-017-0331-7] [Medline: 28952070]

2. Agarwala V, Khozin S, Singal G, O'Connell C, Kuk D, Li G, et al. Real-world evidence in support of precision medicine:
clinico-genomic cancer data as a case study. Health Aff (Millwood) 2018 May;37(5):765-772. [doi:
10.1377/hlthaff.2017.1579] [Medline: 29733723]

3. Shabani M, Borry P. Challenges of web-based personal genomic data sharing. Life Sci Soc Policy 2015;11:3 [FREE Full
text] [doi: 10.1186/s40504-014-0022-7] [Medline: 26085313]

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e27816 | p.417https://medinform.jmir.org/2021/11/e27816
(page number not for citation purposes)

Albalwy et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

medinform_v9i11e27816_app1.docx
medinform_v9i11e27816_app1.docx
medinform_v9i11e27816_app2.docx
medinform_v9i11e27816_app2.docx
http://europepmc.org/abstract/MED/28952070
http://dx.doi.org/10.1007/s12687-017-0331-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28952070&dopt=Abstract
http://dx.doi.org/10.1377/hlthaff.2017.1579
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29733723&dopt=Abstract
http://europepmc.org/abstract/MED/26085313
http://europepmc.org/abstract/MED/26085313
http://dx.doi.org/10.1186/s40504-014-0022-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26085313&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


4. Rehm HL. Evolving health care through personal genomics. Nat Rev Genet 2017 Apr;18(4):259-267 [FREE Full text] [doi:
10.1038/nrg.2016.162] [Medline: 28138143]

5. Wang S, Jiang X, Singh S, Marmor R, Bonomi L, Fox D, et al. Genome privacy: challenges, technical approaches to mitigate
risk, and ethical considerations in the United States. Ann N Y Acad Sci 2017 Jan;1387(1):73-83 [FREE Full text] [doi:
10.1111/nyas.13259] [Medline: 27681358]

6. Tabor HK, Berkman BE, Hull SC, Bamshad MJ. Genomics really gets personal: how exome and whole genome sequencing
challenge the ethical framework of human genetics research. Am J Med Genet A 2011 Dec;155A(12):2916-2924 [FREE
Full text] [doi: 10.1002/ajmg.a.34357] [Medline: 22038764]

7. Kaye J. The tension between data sharing and the protection of privacy in genomics research. Annu Rev Genomics Hum
Genet 2012;13:415-431 [FREE Full text] [doi: 10.1146/annurev-genom-082410-101454] [Medline: 22404490]

8. van Schaik TA, Kovalevskaya NV, Protopapas E, Wahid H, Nielsen FG. The need to redefine genomic data sharing: a
focus on data accessibility. Appl Transl Genom 2014 Sep 28;3(4):100-104 [FREE Full text] [doi: 10.1016/j.atg.2014.09.013]
[Medline: 27294022]

9. Riggs ER, Azzariti DR, Niehaus A, Goehringer SR, Ramos EM, Rodriguez LL, Clinical Genome Resource Education
Working Group. Development of a consent resource for genomic data sharing in the clinical setting. Genet Med 2019
Jan;21(1):81-88 [FREE Full text] [doi: 10.1038/s41436-018-0017-5] [Medline: 29899502]

10. Dheensa S, Carrieri D, Kelly S, Clarke A, Doheny S, Turnpenny P, et al. A 'joint venture' model of recontacting in clinical
genomics: challenges for responsible implementation. Eur J Med Genet 2017 Jul;60(7):403-409 [FREE Full text] [doi:
10.1016/j.ejmg.2017.05.001] [Medline: 28501562]

11. Carrieri D, Dheensa S, Doheny S, Clarke AJ, Turnpenny PD, Lucassen AM, et al. Recontacting in clinical practice: an
investigation of the views of healthcare professionals and clinical scientists in the United Kingdom. Eur J Hum Genet 2017
Feb;25(3):275-279 [FREE Full text] [doi: 10.1038/ejhg.2016.188] [Medline: 28051074]

12. Lawler M, Siu LL, Rehm HL, Chanock SJ, Alterovitz G, Burn J, Clinical Working Group of the Global Alliance for
GenomicsHealth (GA4GH). All the world's a stage: facilitating discovery science and improved cancer care through the
global alliance for genomics and health. Cancer Discov 2015 Nov;5(11):1133-1136 [FREE Full text] [doi:
10.1158/2159-8290.CD-15-0821] [Medline: 26526696]

13. Siu LL, Lawler M, Haussler D, Knoppers BM, Lewin J, Vis DJ, et al. Facilitating a culture of responsible and effective
sharing of cancer genome data. Nat Med 2016 May 05;22(5):464-471 [FREE Full text] [doi: 10.1038/nm.4089] [Medline:
27149219]

14. Vis DJ, Lewin J, Liao RG, Mao M, Andre F, Ward RL, Clinical Working Group of the Global Alliance for GenomicsHealth.
Towards a global cancer knowledge network: dissecting the current international cancer genomic sequencing landscape.
Ann Oncol 2017 May 01;28(5):1145-1151 [FREE Full text] [doi: 10.1093/annonc/mdx037] [Medline: 28453708]

15. McDonald SA, Mardis ER, Ota D, Watson MA, Pfeifer JD, Green JM. Comprehensive genomic studies: emerging regulatory,
strategic, and quality assurance challenges for biorepositories. Am J Clin Pathol 2012 Jul;138(1):31-41 [FREE Full text]
[doi: 10.1309/AJCPXBA69LNSCVMH] [Medline: 22706855]

16. Chaterji S, Koo J, Li N, Meyer F, Grama A, Bagchi S. Federation in genomics pipelines: techniques and challenges. Brief
Bioinform 2019 Jan 18;20(1):235-244 [FREE Full text] [doi: 10.1093/bib/bbx102] [Medline: 28968781]

17. Thorisson G, Muilu J, Brookes A. Genotype-phenotype databases: challenges and solutions for the post-genomic era. Nat
Rev Genet 2009 Jan;10(1):9-18. [doi: 10.1038/nrg2483] [Medline: 19065136]

18. Acmg Board Of Directors. Laboratory and clinical genomic data sharing is crucial to improving genetic health care: a
position statement of the American College of Medical Genetics and Genomics. Genet Med 2017 Jul;19(7):721-722. [doi:
10.1038/gim.2016.196] [Medline: 28055021]

19. Global Alliance for GenomicsHealth. GENOMICS. A federated ecosystem for sharing genomic, clinical data. Science 2016
Jun 10;352(6291):1278-1280. [doi: 10.1126/science.aaf6162] [Medline: 27284183]

20. Weber G, Murphy S, McMurry A, Macfadden D, Nigrin D, Churchill S, et al. The Shared Health Research Information
Network (SHRINE): a prototype federated query tool for clinical data repositories. J Am Med Inform Assoc
2009;16(5):624-630 [FREE Full text] [doi: 10.1197/jamia.M3191] [Medline: 19567788]

21. Grishin D, Obbad K, Estep P, Quinn K, Zaranek SW, Zaranek AW, et al. Accelerating genomic data generation and
facilitating genomic data access using decentralization, privacy-preserving technologies and equitable compensation.
Blockchain Healthc Today 2018 Dec 19;1:1-23. [doi: 10.30953/bhty.v1.34]

22. Dyke SO, Philippakis AA, Rambla De Argila J, Paltoo DN, Luetkemeier ES, Knoppers BM, et al. Consent codes: upholding
standard data use conditions. PLoS Genet 2016 Jan 21;12(1):e1005772 [FREE Full text] [doi: 10.1371/journal.pgen.1005772]
[Medline: 26796797]

23. Shabani M. Blockchain-based platforms for genomic data sharing: a de-centralized approach in response to the governance
problems? J Am Med Inform Assoc 2019 Jan 01;26(1):76-80 [FREE Full text] [doi: 10.1093/jamia/ocy149] [Medline:
30496430]

24. Ozercan HI, Ileri AM, Ayday E, Alkan C. Realizing the potential of blockchain technologies in genomics. Genome Res
2018 Sep;28(9):1255-1263 [FREE Full text] [doi: 10.1101/gr.207464.116] [Medline: 30076130]

25. Consent-chain-project. Mendeley Data. 2021. URL: https://data.mendeley.com/datasets/vwy3hj5h8n/1 [accessed 2021-09-17]

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e27816 | p.418https://medinform.jmir.org/2021/11/e27816
(page number not for citation purposes)

Albalwy et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://europepmc.org/abstract/MED/28138143
http://dx.doi.org/10.1038/nrg.2016.162
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28138143&dopt=Abstract
http://europepmc.org/abstract/MED/27681358
http://dx.doi.org/10.1111/nyas.13259
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27681358&dopt=Abstract
http://europepmc.org/abstract/MED/22038764
http://europepmc.org/abstract/MED/22038764
http://dx.doi.org/10.1002/ajmg.a.34357
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22038764&dopt=Abstract
http://europepmc.org/abstract/MED/22404490
http://dx.doi.org/10.1146/annurev-genom-082410-101454
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22404490&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2212-0661(14)00038-6
http://dx.doi.org/10.1016/j.atg.2014.09.013
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27294022&dopt=Abstract
http://europepmc.org/abstract/MED/29899502
http://dx.doi.org/10.1038/s41436-018-0017-5
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29899502&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S1769-7212(17)30142-8
http://dx.doi.org/10.1016/j.ejmg.2017.05.001
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28501562&dopt=Abstract
http://europepmc.org/abstract/MED/28051074
http://dx.doi.org/10.1038/ejhg.2016.188
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28051074&dopt=Abstract
http://cancerdiscovery.aacrjournals.org/cgi/pmidlookup?view=long&pmid=26526696
http://dx.doi.org/10.1158/2159-8290.CD-15-0821
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26526696&dopt=Abstract
http://europepmc.org/abstract/MED/27149219
http://dx.doi.org/10.1038/nm.4089
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27149219&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0923-7534(19)32014-9
http://dx.doi.org/10.1093/annonc/mdx037
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28453708&dopt=Abstract
http://europepmc.org/abstract/MED/22706855
http://dx.doi.org/10.1309/AJCPXBA69LNSCVMH
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22706855&dopt=Abstract
http://europepmc.org/abstract/MED/28968781
http://dx.doi.org/10.1093/bib/bbx102
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28968781&dopt=Abstract
http://dx.doi.org/10.1038/nrg2483
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19065136&dopt=Abstract
http://dx.doi.org/10.1038/gim.2016.196
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28055021&dopt=Abstract
http://dx.doi.org/10.1126/science.aaf6162
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27284183&dopt=Abstract
http://europepmc.org/abstract/MED/19567788
http://dx.doi.org/10.1197/jamia.M3191
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=19567788&dopt=Abstract
http://dx.doi.org/10.30953/bhty.v1.34
https://dx.plos.org/10.1371/journal.pgen.1005772
http://dx.doi.org/10.1371/journal.pgen.1005772
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26796797&dopt=Abstract
http://europepmc.org/abstract/MED/30496430
http://dx.doi.org/10.1093/jamia/ocy149
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30496430&dopt=Abstract
http://genome.cshlp.org:4040/lookup/pmidlookup?view=long&pmid=30076130
http://dx.doi.org/10.1101/gr.207464.116
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30076130&dopt=Abstract
https://data.mendeley.com/datasets/vwy3hj5h8n/1
http://www.w3.org/Style/XSL
http://www.renderx.com/


26. Bashir I. Mastering Blockchain. Birmingham: Packt Publishing; 2017.
27. Bitcoin: a peer-to-peer electronic cash system. bitcoin.org. URL: https://bitcoin.org/bitcoin.pdf? [accessed 2021-01-15]
28. Buterin V. Ethereum white paper. etherium.org. URL: https://blockchainlab.com/pdf/

Ethereum_white_paper-a_next_generation_smart_contract_and_decentralized_application_platform-vitalik-buterin.pdf
[accessed 2021-01-14]

29. Androulaki E, Barger A, Bortnikov V, Muralidharan S, Cachin C, Christidis K, et al. Hyperledger fabric: a distributed
operating system for permissioned blockchains. In: Proceedings of the Thirteenth EuroSys Conference. 2018 Presented at:
Proceedings of the Thirteenth EuroSys Conference; Apr 23-26, 2018; Porto Portugal. [doi: 10.1145/3190508.3190538]

30. Szabo N. Formalizing and securing relationships on public networks. First Monday 1997 Sep 1;2(9):-. [doi:
10.5210/fm.v2i9.548]

31. Cannarsa M. Interpretation of contracts and smart contracts: smart interpretation or interpretation of smart contracts? Eur
Rev Priv Law 2018;26(6):773-785.

32. Delmolino K, Arnett M, Kosba A, Miller A, Shi E. Step by step towards creating a safe smart contract: lessons and insights
from a cryptocurrency lab. IACR. 2015. URL: https://eprint.iacr.org/2015/460.pdf [accessed 2021-04-01]

33. Schollmeier R. A definition of peer-to-peer networking for the classification of peer-to-peer architectures and applications.
In: Proceedings First International Conference on Peer-to-Peer Computing. 2001 Presented at: First International Conference
on Peer-to-Peer Computing; Aug 27-29, 2001; Sweden. [doi: 10.1109/p2p.2001.990434]

34. Sayeed S, Marco-Gisbert H. Assessing blockchain consensus and security mechanisms against the 51% attack. Appl Sci
2019 Apr 29;9(9):1788. [doi: 10.3390/app9091788]

35. Oliveira M, Carrara G, Fernandes N, Albuquerque C, Carrano R, Medeiros DV. Towards a performance evaluation of
private blockchain frameworks using a realistic workload. In: Proceedings of the 2019 22nd Conference on Innovation in
Clouds, Internet and Networks and Workshops (ICIN). 2019 Presented at: 2019 22nd Conference on Innovation in Clouds,
Internet and Networks and Workshops (ICIN); Feb 19-21, 2019; Paris, France. [doi: 10.1109/icin.2019.8685888]

36. Schwartz D, Youngs N, Britto A. The Ripple protocol consensus algorithm. Ripple Consensus. 2018. URL: http://www.
naation.com/ripple-consensus-whitepaper.pdf [accessed 2021-05-05]

37. EOS.IO technical white paper. steemit. URL: https://steemit.com/eos/@eosio/eos-io-technical-white-paper [accessed
2021-05-05]

38. Brock A, Braden D, Day J. Holochain—a framework for distributed applications. Google Patents. 2021. URL: https:/
/patents.google.com/patent/US20200389521A1/en [accessed 2021-05-05]

39. Hyperledger Fabric. Hyperledger. URL: https://www.hyperledger.org/projects/fabric [accessed 2021-05-05]
40. Dawson R, Baxter M. Announcing Hyperledger Besu. Hyperledger. URL: https://www.hyperledger.org/blog/2019/08/29/

announcing-hyperledger-besu [accessed 2021-05-05]
41. Dankar FK, Gergely M, Malin B, Badji R, Dankar SK, Shuaib K. Dynamic-informed consent: a potential solution for ethical

dilemmas in population sequencing initiatives. Comput Struct Biotechnol J 2020 Apr 2;18:913-921 [FREE Full text] [doi:
10.1016/j.csbj.2020.03.027] [Medline: 32346464]

42. Karlson E, Boutin N, Hoffnagle A, Allen N. Building the partners healthcare biobank at partners personalized medicine:
informed consent, return of research results, recruitment lessons and operational considerations. J Pers Med 2016 Jan
14;6(1):2 [FREE Full text] [doi: 10.3390/jpm6010002] [Medline: 26784234]

43. Chen C, Lee P, Pain KJ, Delgado D, Cole CL, Campion TR. Replacing paper informed consent with electronic informed
consent for research in academic medical centers: a scoping review. AMIA Jt Summits Transl Sci Proc 2020 May
30;2020:80-88 [FREE Full text] [Medline: 32477626]

44. Mamo N, Martin GM, Desira M, Ellul B, Ebejer JP. Dwarna: a blockchain solution for dynamic consent in biobanking.
Eur J Hum Genet 2020 May;28(5):609-626 [FREE Full text] [doi: 10.1038/s41431-019-0560-9] [Medline: 31844175]

45. Kaye J, Whitley EA, Lund D, Morrison M, Teare H, Melham K. Dynamic consent: a patient interface for twenty-first
century research networks. Eur J Hum Genet 2015 Feb;23(2):141-146 [FREE Full text] [doi: 10.1038/ejhg.2014.71]
[Medline: 24801761]

46. Andrews SM, Raspa M, Edwards A, Moultrie R, Turner-Brown L, Wagner L, et al. "Just tell me what's going on": the
views of parents of children with genetic conditions regarding the research use of their child's electronic health record. J
Am Med Inform Assoc 2020 Mar 01;27(3):429-436 [FREE Full text] [doi: 10.1093/jamia/ocz208] [Medline: 31913479]

47. Samuel GN, Dheensa S, Farsides B, Fenwick A, Lucassen A. Healthcare professionals' and patients' perspectives on consent
to clinical genetic testing: moving towards a more relational approach. BMC Med Ethics 2017 Aug 08;18(1):47 [FREE
Full text] [doi: 10.1186/s12910-017-0207-8] [Medline: 28789658]

48. Wust K, Gervais A. Do you need a Blockchain? In: Proceedings of the 2018 Crypto Valley Conference on Blockchain
Technology (CVCBT). 2018 Presented at: 2018 Crypto Valley Conference on Blockchain Technology (CVCBT); Jun
20-22, 2018; Zug, Switzerland. [doi: 10.1109/cvcbt.2018.00011]

49. Koens T, Poll E. What blockchain alternative do you need? In: Data Privacy Management, Cryptocurrencies and Blockchain
Technology. Cham: Springer; 2018.

50. Yaga D, Mell P, Roby N, Scarfone K. Blockchain technology overview. National institute of Standards and Technology.
2018. URL: https://nvlpubs.nist.gov/nistpubs/ir/2018/NIST.IR.8202.pdf [accessed 2021-05-05]

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e27816 | p.419https://medinform.jmir.org/2021/11/e27816
(page number not for citation purposes)

Albalwy et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://bitcoin.org/bitcoin.pdf?
https://blockchainlab.com/pdf/Ethereum_white_paper-a_next_generation_smart_contract_and_decentralized_application_platform-vitalik-buterin.pdf
https://blockchainlab.com/pdf/Ethereum_white_paper-a_next_generation_smart_contract_and_decentralized_application_platform-vitalik-buterin.pdf
http://dx.doi.org/10.1145/3190508.3190538
http://dx.doi.org/10.5210/fm.v2i9.548
https://eprint.iacr.org/2015/460.pdf
http://dx.doi.org/10.1109/p2p.2001.990434
http://dx.doi.org/10.3390/app9091788
http://dx.doi.org/10.1109/icin.2019.8685888
http://www.naation.com/ripple-consensus-whitepaper.pdf
http://www.naation.com/ripple-consensus-whitepaper.pdf
https://steemit.com/eos/@eosio/eos-io-technical-white-paper
https://patents.google.com/patent/US20200389521A1/en
https://patents.google.com/patent/US20200389521A1/en
https://www.hyperledger.org/projects/fabric
https://www.hyperledger.org/blog/2019/08/29/announcing-hyperledger-besu
https://www.hyperledger.org/blog/2019/08/29/announcing-hyperledger-besu
https://linkinghub.elsevier.com/retrieve/pii/S2001-0370(19)30496-9
http://dx.doi.org/10.1016/j.csbj.2020.03.027
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32346464&dopt=Abstract
https://www.mdpi.com/resolver?pii=jpm6010002
http://dx.doi.org/10.3390/jpm6010002
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26784234&dopt=Abstract
http://europepmc.org/abstract/MED/32477626
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32477626&dopt=Abstract
http://europepmc.org/abstract/MED/31844175
http://dx.doi.org/10.1038/s41431-019-0560-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31844175&dopt=Abstract
http://europepmc.org/abstract/MED/24801761
http://dx.doi.org/10.1038/ejhg.2014.71
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24801761&dopt=Abstract
http://europepmc.org/abstract/MED/31913479
http://dx.doi.org/10.1093/jamia/ocz208
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31913479&dopt=Abstract
https://bmcmedethics.biomedcentral.com/articles/10.1186/s12910-017-0207-8
https://bmcmedethics.biomedcentral.com/articles/10.1186/s12910-017-0207-8
http://dx.doi.org/10.1186/s12910-017-0207-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28789658&dopt=Abstract
http://dx.doi.org/10.1109/cvcbt.2018.00011
https://nvlpubs.nist.gov/nistpubs/ir/2018/NIST.IR.8202.pdf
http://www.w3.org/Style/XSL
http://www.renderx.com/


51. Data sharing to support UK clinical genetics and genomics services. PHG Foundation. 2015. URL: https://www.
phgfoundation.org/media/79/download/Data%20sharing%20to%20support%20UK%20clinical%20genetics%20
and%20genomics%20services.pdf?v=1&inline=1 [accessed 2021-05-25]

52. MacArthur DG. Challenges in clinical genomics. Genome Med 2012 May 12;4:43. [doi: 10.1186/gm342]
53. Genome UK: the future of healthcare. gov.uk. 2020. URL: https://www.gov.uk/government/publications/

genome-uk-the-future-of-healthcare [accessed 2021-05-25]
54. Alice G, Briggs B. NHS patient data breached 1395 times in the last two years. The Ferret. 2021. URL: https://theferret.

scot/nhs-patient-data-breached-1395-times-in-two-years/ [accessed 2021-05-29]
55. Martin G, Ghafur S, Kinross J, Hankin C, Darzi A. WannaCry-a year on. BMJ 2018 Jun 04;361:k2381. [doi:

10.1136/bmj.k2381] [Medline: 29866711]
56. Parker L. Using human tissue: when do we need consent? J Med Ethics 2011 Dec;37(12):759-761. [doi:

10.1136/medethics-2011-100043] [Medline: 21873308]
57. Cardinal RN. Clinical records anonymisation and text extraction (CRATE): an open-source software system. BMC Med

Inform Decis Mak 2017 Apr 26;17(1):50 [FREE Full text] [doi: 10.1186/s12911-017-0437-1] [Medline: 28441940]
58. Brown I, Brown L, Korff D. Using NHS patient data for research without consent. Law Innov Technol 2015 May

07;2(2):219-258. [doi: 10.5235/175799610794046186]
59. Hassan L, Dalton A, Hammond C, Tully MP. A deliberative study of public attitudes towards sharing genomic data within

NHS genomic medicine services in England. Public Underst Sci 2020 Oct;29(7):702-717 [FREE Full text] [doi:
10.1177/0963662520942132] [Medline: 32664786]

60. Hebig R, Bendraou R. On the need to study the impact of model driven engineering on software processes. In: Proceedings
of the 2014 International Conference on Software and System Process. 2014 Presented at: 2014 International Conference
on Software and System Process; May 26-28, 2014; Nanjing China. [doi: 10.1145/2600821.2600846]

61. Woolley JP, Kirby E, Leslie J, Jeanson F, Cabili MN, Rushton G, et al. Responsible sharing of biomedical data and
biospecimens via the "Automatable Discovery and Access Matrix" (ADA-M). NPJ Genom Med 2018 Jul 23;3:17 [FREE
Full text] [doi: 10.1038/s41525-018-0057-4] [Medline: 30062047]

62. Dyke SOM, Philippakis AA, Rambla De Argila J, Paltoo DN, Luetkemeier ES, Knoppers BM, et al. Consent Codes:
Upholding Standard Data Use Conditions. PLoS Genet 2016 Jan 21;12(1):e1005772. [doi: 10.1371/journal.pgen.1005772]

63. Chenthara S, Ahmed K, Wang H, Whittaker F, Chen Z. Healthchain: a novel framework on privacy preservation of electronic
health records using blockchain technology. PLoS One 2020 Dec 9;15(12):e0243043 [FREE Full text] [doi:
10.1371/journal.pone.0243043] [Medline: 33296379]

64. Azaria A, Ekblaw A, Vieira T, Lippman A. MedRec: Using blockchain for medical data access and permission management.
In: Proceedings of the 2016 2nd International Conference on Open and Big Data (OBD). 2016 Presented at: 2016 2nd
International Conference on Open and Big Data (OBD); Aug 22-24, 2016; Vienna, Austria. [doi: 10.1109/obd.2016.11]

65. Cyran M. Blockchain as a foundation for sharing healthcare data. Blockchain Healthc Today 2018 Mar 23;1:1-6 [FREE
Full text] [doi: 10.30953/bhty.v1.13]

66. Choudhury O, Sarker H, Rudolph N, Foreman M, Fay N, Dhuliawala M, et al. Enforcing human subject regulations using
blockchain and smart contracts. Blockchain Healthc Today 2018 Mar 23;1:1-14 [FREE Full text] [doi: 10.30953/bhty.v1.10]

67. Mamo N, Martin GM, Desira M, Ellul B, Ebejer JP. Dwarna: a blockchain solution for dynamic consent in biobanking.
Eur J Hum Genet 2020 May;28(5):609-626 [FREE Full text] [doi: 10.1038/s41431-019-0560-9] [Medline: 31844175]

68. Tith D, Lee J, Suzuki H, Wijesundara WM, Taira N, Obi T, et al. Patient consent management by a purpose-based consent
model for electronic health record based on blockchain technology. Healthc Inform Res 2020 Oct;26(4):265-273 [FREE
Full text] [doi: 10.4258/hir.2020.26.4.265] [Medline: 33190460]

69. Dubovitskaya A, Baig F, Xu Z, Shukla R, Zambani PS, Swaminathan A, et al. ACTION-EHR: patient-centric
blockchain-based electronic health record data management for cancer care. J Med Internet Res 2020 Aug 21;22(8):e13598
[FREE Full text] [doi: 10.2196/13598] [Medline: 32821064]

70. Dubovitskaya A, Xu Z, Ryu S, Schumacher M, Wang F. Secure and trustable electronic medical records sharing using
blockchain. arXiv.org. 2017. URL: http://arxiv.org/abs/1709.06528 [accessed 2021-05-27]

71. Rajput AR, Li Q, Ahvanooey MT. A blockchain-based secret-data sharing framework for personal health records in
emergency condition. Healthcare (Basel) 2021 Feb 14;9(2):206 [FREE Full text] [doi: 10.3390/healthcare9020206] [Medline:
33672991]

72. Zhuang Y, Chen Y, Shae Z, Shyu C. Generalizable layered blockchain architecture for health care applications: development,
case studies, and evaluation. J Med Internet Res 2020 Jul 27;22(7):e19029 [FREE Full text] [doi: 10.2196/19029] [Medline:
32716300]

73. The ProvableTM blockchain oracle for modern DApps. Provable. URL: https://provable.xyz/ [accessed 2021-01-14]
74. Christidis K, Devetsikiotis M. Blockchains and smart contracts for the internet of things. IEEE Access 2016 May

10;4:2292-2303. [doi: 10.1109/ACCESS.2016.2566339]
75. Atzei N, Bartoletti M, Cimoli T. A survey of attacks on Ethereum Smart Contracts (SoK). In: Principles of Security and

Trust. Berlin, Heidelberg: Springer; 2017.

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e27816 | p.420https://medinform.jmir.org/2021/11/e27816
(page number not for citation purposes)

Albalwy et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://www.phgfoundation.org/media/79/download/Data%20sharing%20to%20support%20UK%20clinical%20genetics%20and%20genomics%20services.pdf?v=1&inline=1
https://www.phgfoundation.org/media/79/download/Data%20sharing%20to%20support%20UK%20clinical%20genetics%20and%20genomics%20services.pdf?v=1&inline=1
https://www.phgfoundation.org/media/79/download/Data%20sharing%20to%20support%20UK%20clinical%20genetics%20and%20genomics%20services.pdf?v=1&inline=1
http://dx.doi.org/10.1186/gm342
https://www.gov.uk/government/publications/genome-uk-the-future-of-healthcare
https://www.gov.uk/government/publications/genome-uk-the-future-of-healthcare
https://theferret.scot/nhs-patient-data-breached-1395-times-in-two-years/
https://theferret.scot/nhs-patient-data-breached-1395-times-in-two-years/
http://dx.doi.org/10.1136/bmj.k2381
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29866711&dopt=Abstract
http://dx.doi.org/10.1136/medethics-2011-100043
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21873308&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-017-0437-1
http://dx.doi.org/10.1186/s12911-017-0437-1
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28441940&dopt=Abstract
http://dx.doi.org/10.5235/175799610794046186
https://journals.sagepub.com/doi/10.1177/0963662520942132?url_ver=Z39.88-2003&rfr_id=ori:rid:crossref.org&rfr_dat=cr_pub%3dpubmed
http://dx.doi.org/10.1177/0963662520942132
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32664786&dopt=Abstract
http://dx.doi.org/10.1145/2600821.2600846
https://doi.org/10.1038/s41525-018-0057-4
https://doi.org/10.1038/s41525-018-0057-4
http://dx.doi.org/10.1038/s41525-018-0057-4
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30062047&dopt=Abstract
http://dx.doi.org/10.1371/journal.pgen.1005772
https://dx.plos.org/10.1371/journal.pone.0243043
http://dx.doi.org/10.1371/journal.pone.0243043
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33296379&dopt=Abstract
http://dx.doi.org/10.1109/obd.2016.11
https://blockchainhealthcaretoday.com/index.php/journal/article/view/13
https://blockchainhealthcaretoday.com/index.php/journal/article/view/13
http://dx.doi.org/10.30953/bhty.v1.13
https://blockchainhealthcaretoday.com/index.php/journal/article/view/10
http://dx.doi.org/10.30953/bhty.v1.10
http://europepmc.org/abstract/MED/31844175
http://dx.doi.org/10.1038/s41431-019-0560-9
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31844175&dopt=Abstract
https://www.e-hir.org/DOIx.php?id=10.4258/hir.2020.26.4.265
https://www.e-hir.org/DOIx.php?id=10.4258/hir.2020.26.4.265
http://dx.doi.org/10.4258/hir.2020.26.4.265
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33190460&dopt=Abstract
https://www.jmir.org/2020/8/e13598/
http://dx.doi.org/10.2196/13598
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32821064&dopt=Abstract
http://arxiv.org/abs/1709.06528
https://www.mdpi.com/resolver?pii=healthcare9020206
http://dx.doi.org/10.3390/healthcare9020206
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=33672991&dopt=Abstract
https://www.jmir.org/2020/7/e19029/
http://dx.doi.org/10.2196/19029
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32716300&dopt=Abstract
https://provable.xyz/
http://dx.doi.org/10.1109/ACCESS.2016.2566339
http://www.w3.org/Style/XSL
http://www.renderx.com/


76. Oliver JM, Slashinski MJ, Wang T, Kelly PA, Hilsenbeck SG, McGuire AL. Balancing the risks and benefits of genomic
data sharing: genome research participants' perspectives. Public Health Genomics 2012;15(2):106-114 [FREE Full text]
[doi: 10.1159/000334718] [Medline: 22213783]

77. Slavkovic A, Yu F. O privacy, where art thou?: genomics and privacy. CHANCE 2015 Apr 27;28(2):37-39. [doi:
10.1080/09332480.2015.1042736]

78. Bacchus A. Towards secure and privacy preserving e-health data exchanges through consent based access control internet.
ProQuest. 2017. URL: https://www.proquest.com/openview/4c24433193f4293fca2bcdfccda1cef5/
1?pq-origsite=gscholar&cbl=18750 [accessed 2021-05-17]

79. Cash M, Bassiouni M. Two-tier permission-ed and permission-less blockchain for secure data sharing. In: Proceedings of
the 2018 IEEE International Conference on Smart Cloud (SmartCloud). 2018 Presented at: 2018 IEEE International
Conference on Smart Cloud (SmartCloud); Sep 21-23, 2018; New York, NY, USA. [doi: 10.1109/smartcloud.2018.00031]

80. Proof-of-Authority consensus. GitHub. URL: https://apla.readthedocs.io/en/latest/concepts/consensus.html#attack [accessed
2021-06-01]

81. Angelis SD, Aniello L, Baldoni R, Lombardi F, Margheri A, Sassone V. PBFT vs proof-of-authority: applying the CAP
theorem to permissioned blockchain. In: Proceedings of the Italian Conference on Cybersecurity. 2017 Presented at: Italian
Conference on Cybersecurity; Feb 6, 2018; Milan, Italy.

82. Proof of authority. GitHub. URL: https://github.com/openethereum/parity-ethereum [accessed 2021-06-01]
83. Van Humbeeck A. The blockchain-GDPR paradox. J Data Prot Priv 2019;2(3):208-212 [FREE Full text]
84. Berberich M, Steiner M. Practitioner's corner · blockchain technology and the GDPR – how to reconcile privacy and

distributed ledgers? Eur Data Prot Law Rev 2016;2(3):422-426. [doi: 10.21552/edpl/2016/3/21]
85. Blockchain and GDPR: how blockchain could address five areas associated with GDPR compliance. IBM Security. 2018.

URL: https://iapp.org/media/pdf/resource_center/blockchain_and_gdpr.pdf [accessed 2021-05-21]
86. Finck M. Blockchains and the General Data Protection Regulation. Brussels: European Union; 2019.
87. Zheng X, Mukkamala R, Vatrapu R, Ordieres-Mere J. Blockchain-based personal health data sharing system using cloud

storage. In: Proceedings of the 2018 IEEE 20th International Conference on e-Health Networking, Applications and Services
(Healthcom). 2018 Presented at: 2018 IEEE 20th International Conference on e-Health Networking, Applications and
Services (Healthcom); Sep 17-20, 2018; Ostrava, Czech Republic. [doi: 10.1109/healthcom.2018.8531125]

88. Rantos K, Drosatos G, Kritsas A, Ilioudis C, Papanikolaou A, Filippidis AP. A blockchain-based platform for consent
management of personal data processing in the IoT ecosystem. Sec Commun Netw 2019;2019:1-15. [doi:
10.1155/2019/1431578]

89. Wirth C, Kolain M. Privacy by BlockChain design: a blockchain-enabled GDPR-compliant approach for handling personal
data. In: Proceedings of 1st ERCIM Blockchain Workshop 2018. 2018 Presented at: Proceedings of 1st ERCIM Blockchain
Workshop 2018; May 8-9, 2018; Amsterdam, Netherlands. [doi: 10.18420/blockchain2018_03]

90. Camilo J. Blockchain-based consent manager for GDPR compliance. Open Identity Summit. 2019. URL: https://dl.gi.de/
bitstream/handle/20.500.12116/20985/proceedings-14.pdf?isAllowed=y&sequence=1 [accessed 2021-05-27]

91. Farshid S, Reitz A, Roßbach P. Design of a forgetting blockchain: a possible way to accomplish GDPR compatibility. In:
Proceedings of the 52nd Hawaii International Conference on System Sciences. 2019 Presented at: 52nd Hawaii International
Conference on System Sciences; Jan 8-11, 2019; Maui, Hawaii, USA. [doi: 10.24251/hicss.2019.850]

92. Eichler N, Jongerius S, McMullen G, Naegele O, Steininger L, Wagner K. Blockchain, data protection, and the GDPR.
Blockchain Bundesverband. 2021. URL: https://www.crowdfundinsider.com/wp-content/uploads/2018/06/
GDPR_Position_Paper_v1.0.pdf [accessed 2021-05-21]

93. Rose A. GDPR challenges for blockchain technology. Interact Enterain Law Rev 2019 Jun;2(1):35-41. [doi:
10.4337/ielr.2019.01.03]

Abbreviations
ATi: access ticket
ATo: access token
DC: data creator
DCSC: data creator smart contract
DP: data profile
DPSC: data profile smart contract
DR: data requester
DRef: data reference
DRSC: data requester smart contract
GDPR: General Data Protection Regulation
IPFS: InterPlanetary File System
NHS: National Health Service
OSS: Oracle Service Server

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e27816 | p.421https://medinform.jmir.org/2021/11/e27816
(page number not for citation purposes)

Albalwy et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://www.karger.com?DOI=10.1159/000334718
http://dx.doi.org/10.1159/000334718
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22213783&dopt=Abstract
http://dx.doi.org/10.1080/09332480.2015.1042736
https://www.proquest.com/openview/4c24433193f4293fca2bcdfccda1cef5/1?pq-origsite=gscholar&cbl=18750
https://www.proquest.com/openview/4c24433193f4293fca2bcdfccda1cef5/1?pq-origsite=gscholar&cbl=18750
http://dx.doi.org/10.1109/smartcloud.2018.00031
https://apla.readthedocs.io/en/latest/concepts/consensus.html#attack
https://github.com/openethereum/parity-ethereum
https://hstalks.com/article/4997/the-blockchain-gdpr-paradox/
http://dx.doi.org/10.21552/edpl/2016/3/21
https://iapp.org/media/pdf/resource_center/blockchain_and_gdpr.pdf
http://dx.doi.org/10.1109/healthcom.2018.8531125
http://dx.doi.org/10.1155/2019/1431578
http://dx.doi.org/10.18420/blockchain2018_03
https://dl.gi.de/bitstream/handle/20.500.12116/20985/proceedings-14.pdf?isAllowed=y&sequence=1
https://dl.gi.de/bitstream/handle/20.500.12116/20985/proceedings-14.pdf?isAllowed=y&sequence=1
http://dx.doi.org/10.24251/hicss.2019.850
https://www.crowdfundinsider.com/wp-content/uploads/2018/06/GDPR_Position_Paper_v1.0.pdf
https://www.crowdfundinsider.com/wp-content/uploads/2018/06/GDPR_Position_Paper_v1.0.pdf
http://dx.doi.org/10.4337/ielr.2019.01.03
http://www.w3.org/Style/XSL
http://www.renderx.com/


PR: private key
PRISMA: Preferred Reporting Items for Systematic Reviews and Meta-Analyses
PSC: patient smart contract
PU: public key

Edited by C Lovis; submitted 08.02.21; peer-reviewed by M Platt, M Doerr; comments to author 21.03.21; revised version received
15.06.21; accepted 25.07.21; published 03.11.21.

Please cite as:
Albalwy F, Brass A, Davies A
A Blockchain-Based Dynamic Consent Architecture to Support Clinical Genomic Data Sharing (ConsentChain): Proof-of-Concept
Study
JMIR Med Inform 2021;9(11):e27816
URL: https://medinform.jmir.org/2021/11/e27816 
doi:10.2196/27816
PMID:34730538

©Faisal Albalwy, Andrew Brass, Angela Davies. Originally published in JMIR Medical Informatics (https://medinform.jmir.org),
03.11.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in JMIR Medical Informatics, is properly cited. The complete bibliographic information,
a link to the original publication on https://medinform.jmir.org/, as well as this copyright and license information must be included.

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e27816 | p.422https://medinform.jmir.org/2021/11/e27816
(page number not for citation purposes)

Albalwy et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

https://medinform.jmir.org/2021/11/e27816
http://dx.doi.org/10.2196/27816
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34730538&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


Original Paper

An Open-Source, Standard-Compliant, and Mobile Electronic Data
Capture System for Medical Research (OpenEDC): Design and
Evaluation Study

Leonard Greulich1, MSc; Stefan Hegselmann1, MSc; Martin Dugas2, Prof Dr
1Institute of Medical Informatics, University of Münster, Münster, Germany
2Institute of Medical Informatics, Heidelberg University Hospital, Heidelberg, Germany

Corresponding Author:
Leonard Greulich, MSc
Institute of Medical Informatics
University of Münster
Albert-Schweitzer-Campus 1, Building A11
Münster, 48149
Germany
Phone: 49 15905368729
Email: leonard.greulich@uni-muenster.de

Abstract

Background: Medical research and machine learning for health care depend on high-quality data. Electronic data capture (EDC)
systems have been widely adopted for metadata-driven digital data collection. However, many systems use proprietary and
incompatible formats that inhibit clinical data exchange and metadata reuse. In addition, the configuration and financial requirements
of typical EDC systems frequently prevent small-scale studies from benefiting from their inherent advantages.

Objective: The aim of this study is to develop and publish an open-source EDC system that addresses these issues. We aim to
plan a system that is applicable to a wide range of research projects.

Methods: We conducted a literature-based requirements analysis to identify the academic and regulatory demands for digital
data collection. After designing and implementing OpenEDC, we performed a usability evaluation to obtain feedback from users.

Results: We identified 20 frequently stated requirements for EDC. According to the International Organization for
Standardization/International Electrotechnical Commission (ISO/IEC) 25010 norm, we categorized the requirements into functional
suitability, availability, compatibility, usability, and security. We developed OpenEDC based on the regulatory-compliant Clinical
Data Interchange Standards Consortium Operational Data Model (CDISC ODM) standard. Mobile device support enables the
collection of patient-reported outcomes. OpenEDC is publicly available and released under the MIT open-source license.

Conclusions: Adopting an established standard without modifications supports metadata reuse and clinical data exchange, but
it limits item layouts. OpenEDC is a stand-alone web app that can be used without a setup or configuration. This should foster
compatibility between medical research and open science. OpenEDC is targeted at observational and translational research studies
by clinicians.

(JMIR Med Inform 2021;9(11):e29176)   doi:10.2196/29176
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Introduction

High-quality data are crucial for obtaining medical research
results [1] and successful machine learning applications [2]. To
collect and manage structured data in digital format, researchers
can use computer programs called electronic data capture (EDC)
systems [3]. There is a consensus that EDC leads to improved

data quality as well as cost and time efficiency compared with
paper-based methods. Direct data entry at an investigator site
reduces the probability of transcription errors [4,5]. By detecting
missing fields and data type and range violations, EDC systems
offer data validation at the time of entry instead of days or even
weeks later [6]. Finally, real-time access allows information
managers to continuously monitor the collection process [7],
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review and analyze data in real time [8], and improve the
feedback loop with local investigators [9].

Data exchange and data compatibility are two of the most
important areas in medical research. However, proprietary or
customized data formats used by EDC vendors render this
endeavor a major point of concern. As a result, incompatible
electronic case report form (eCRF) data structures impede data
integration and analysis from different sources and, hence, the
full potential of captured information [10]. A system that fosters
compatible data structures through standardization could pave
the way toward more open science to improve scientific
understanding and enhance patient care [11]. In addition, EDC
remains underused despite its benefits [6]. The configuration,
maintenance, and financial requirements of typical EDC systems
are common obstacles for dissemination and may prevent
small-scale studies to profit from digital data collection [12].
Owing to these shortcomings of professional EDC systems,
practitioners frequently resort to inappropriate software for data
collection, such as general-purpose spreadsheet applications
[13]. However, these are considered inflexible, insecure, and
complicate data compatibility [14,15]. In addition, they do not
provide an audit trail to trace data changes.

In this study, we describe the development process of OpenEDC
to address the aforementioned issues. OpenEDC is an EDC
system based on the results of a systematic requirements
analysis. To the best of our knowledge, this study makes two
unique contributions. First, OpenEDC is entirely based on the
regulatory-compliant and internationally accepted Clinical Data
Interchange Standards Consortium (CDISC) Operational Data
Model (ODM) standard [16]. It is used without modifications
to allow for fully standardized metadata and research data import
and export. This facilitates metadata reuse and clinical data
exchange, whereas most EDC systems use custom or highly
modified formats. Second, a client-based web approach allows
researchers worldwide to use OpenEDC without installation or
configuration needs. Therefore, it is a valuable alternative to
spreadsheet applications. An optional server enables distributed
data capture and access whenever necessary. In addition,
OpenEDC focuses on cross-platform support for desktop
computers and mobile devices to allow the collection of
increasingly important patient-reported outcomes. We made
OpenEDC publicly available [17] and released it under the MIT
open-source license [18].

The remainder of this paper is structured as follows: the Methods
section outlines the requirements analysis and evaluation process
of OpenEDC. The Results section gives an overview of the
identified requirements, the resulting software, and its evaluation
outcomes. The contributions, limitations, and future work are
discussed in the Discussion section.

Methods

Requirements Analysis
OpenEDC was developed within the context of a large-scale
medical register project for chronic diseases. For an intended
period of more than 10 years, most German university hospitals
were to collect patient-reported outcomes and medical routine
data with tablet and desktop computers. During the system
selection process, however, the shortcomings of the present
EDC systems became apparent. On the basis of the register’s
long-lasting nature, an ideal system was open source so that it
could be maintained in the future without manufacturer
dependency or insecure licensing conditions. Being open source
would also reduce the risk of unaffordable expenses once the
funding of the register might have expired. In addition,
standardized metadata import was requested as we had the most
eCRFs in the standardized CDISC ODM format. This would
allow us to use these methods without time-consuming and
error-prone manual transmission. A standardized system would
also allow us to export metadata or captured clinical data in a
reusable, interoperable, and nonproprietary format in the future.
Finally, an easy-to-use and network-independent support for
mobile devices was necessary for data collection at the
participating sites.

In addition to the project-specific demands, we performed a
literature-based requirements analysis to ensure the applicability
of OpenEDC in a wide range of research projects. This analysis
included the following three steps: first, a literature search
revealed the EDC requirements stated by both academics and
public bodies. Keywords for searching in the academic
repositories PubMed and ScienceDirect were electronic data
capture, EDC system, digital data collection, data management,
and electronic case report form. For ScienceDirect, we also
added the keywords clinical trial, health study, and medical
research. We scanned the top 60 search results for each query.
The selection criteria were thematization of EDC-related
functionality, low to moderate resource settings, and
generalizability (ie, very specific use cases were excluded).
After identifying appropriate titles, reading abstracts, and
recursively evaluating references, 18 publications were chosen
for in-depth analysis (Table 1). The identified publications can
be categorized into review studies that evaluated EDC
implementation and use (n=8), original reports of trials that
used EDC (n=6), and descriptions of EDC system development
(n=4). Second, 2 team members with experience in several EDC
projects prioritized the identified requirements. This
prioritization happened amid the aforementioned internal register
requirements and therefore influenced prioritization (see the
Discussion section). Third, the International Organization for
Standardization/International Electrotechnical Commission
(ISO/IEC) 25010 norm and its software quality model were
used to categorize the prioritized requirements [19]. The
resulting requirements are listed in Table 1.
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Table 1. Main requirements and subrequirements of OpenEDC. Subrequirements are based on commonly stated electronic data capture requirements
in the literature. The main categorizing requirements and their definitions originate from the ISO/IEC 25010 norm [19].

SubrequirementsDefinitionRequirement

Product or system provides functions that meet
stated and implied needs when used under speci-
fied conditions

Functional suitability • Design [13,20] and reuse [14,21] of metadata
• Capture and store clinical data [15,20-23]
• Form completion tracking [3,24,25]
• Field validations (edit checks) [8,13-15,20,21,23,25,26]
• Conditional fields (skip patterns) [8,13,15,23,24,26]
• Multicentric (multisite) studies [5,13,14,21]
• Longitudinal studies (with defined events) [13,24,26]
• Multilingual forms [9,24]

System, product, or component is operational and
accessible when required for use

Availability • Open source [4,8,12-14,20,22,23]
• Minimal setup and configuration [4,6,12]
• Distributed (near) real-time access [5,8,14,21,22,24]
• Cross-platform (mobile device support) [9,13,15,26,27]
• Offline-capable [15,26,27]

Product, system, or component can exchange in-
formation with other products, systems, or compo-
nents

Compatibility • Standard-compliant import and export of metadata and clinical
data [4,6,13,14]

• Semantic annotation (medical coding) of items [12,14,20]

Product or system can be used by specified users
to achieve specified goals with effectiveness, effi-
ciency, and satisfaction in a specified context of
use

Usability • Ease of use (user-friendly) [4-6,13-15,21]
• Medical staff and patient accessibility [4,5]

Product or system protects information and data
so that persons or other products or systems have
the degree of data access appropriate to their types
and levels of authorization

Security • Authentication and authorization (user rights and roles)
[13,20,21]

• Encrypted data storage and transmission [14,15,22,26]
• Audit trail [3,8,12,14,20-22]

An iterative waterfall model was used to implement the
identified requirements [28]. Fundamental and technological
requirements were used to design the software architecture. The
architecture determines the overall structure, programming
language, and supported computer platforms. After architecture
design, the most basic and EDC-inherent functions were
implemented first, while specific functions were subsequently
added. For example, as EDC systems typically follow a
metadata-driven approach, that is, allow data capture within the
constraints of previously designed eCRFs, the metadata design
module was implemented first, followed by modules for data
capture and data export. After implementing the key
requirements and internal testing, we evaluated OpenEDC to
receive the first feedback from potential users. This linear
sequence of requirements analysis, design, implementation, and
evaluation will be further used to iteratively add secondary
functions during the system life cycle.

Evaluation
OpenEDC was evaluated against the identified requirements.
However, whereas most of these requirements can be evaluated
qualitatively in an absolute sense, that is, achieved or not
achieved, usability is perceived subjectively and difficult to
generalize [29]. To perform a generalizable and comparable
assessment of usability, OpenEDC was evaluated using the
system usability scale (SUS) [29]. The SUS is a “10-item scale
giving a global view of subjective assessments of usability” that
has been used in numerous research projects [30]. After defining
a system-related task, 16 participants completed the task and
answered the 10-question survey. The participants were recruited

via an institution-wide mailing list. At the time of evaluation,
none of them were involved in the OpenEDC project. All survey
responses resulted in an average score ranging from 0 to 100,
estimating the usability of the system. A score above 70 denotes
a user-friendly system [31].

Before the actual task, a video was shown to the users to explain
the main functionalities of OpenEDC. This video is openly
available and can be consulted by prospective users as well [32].
Subsequently, the users were asked to accomplish the following
typical EDC tasks using the desktop version of OpenEDC. First,
they were asked to reuse and modify case report forms using
the metadata design module. For the designed forms, they were
prompted to capture data for multiple simulated patients. In the
third step, they were instructed to export the collected data while
verifying that all data were correctly included in the export file.
Finally, the users were invited to answer the SUS survey and 2
open questions about what they liked or disliked in particular.
OpenEDC was used to capture all participants’ answers
remotely.

Results

Requirements Analysis

Functional Suitability
A fundamental requirement for EDC systems is the support for
metadata design [13,20]. The ability to reuse defined metadata
elements can facilitate the design process [14,21] (also see the
Compatibility section). Data element types and range checks
enable an EDC system to evaluate data entries in real time and
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report violations. This is called real-time field validation [14]
(plausibility [15] or edit checks [25]), and it increases the data
quality significantly. Conditional fields [15] (or skip patterns
[26]) can reduce form completion time and improve data quality
by showing or hiding items based on prior inputs. After data
entry, form completion tracking enables investigators to
recognize which form has been completed for which subject
[25]. When research is conducted at geographically dispersed
sites, that is, research or clinical centers, it is important to keep
track of which subject has been included at which site [5].
Typically, local investigators can access only subject data from
one site, in contrast to central information managers [14]. To
support longitudinal studies, the system needs to allow the
definition of events or visits [24]. Finally, medical research
studies may include patients with different demographic
backgrounds that require multilingual forms to capture
patient-reported outcomes [9].

Availability
Availability is frequently stated as an important property or, if
absent, the reason for the limited dissemination of EDC systems
[4,6,12]. However, it was noted that “open-source EDCs have
the potential of increasing and improving public health research
activities and raising academic standards because of their
availability” [22]. A community that forms around open-source
software can collaboratively enhance software quality and
increase the probability of its long-term existence. However,
even when a system is open source, implementation and
maintenance requirements can hamper the availability of
software [12]. A web server has been stated as an essential
resource for supporting an EDC system [14], together with
challenging installation, customization, and configuration
requirements [22]. A system that can be used without assistance
from potentially expensive information technology specialists
could prevent practitioners from resorting to inappropriate
spreadsheet applications [14,15]. Once an EDC system is
established, distributed access usually allows remote data entry
and real-time monitoring, which is particularly important for
multicentric studies [22]. Moreover, multiple computer
platforms may be used within one research study, such as tablets
for data capture and desktop computers for data management
[13]. A related subrequirement is offline capability. An active
internet connection cannot always be guaranteed, such as in
rural research settings or owing to hospital walls that shield
mobile network signals [26].

Compatibility
Standardized data formats and coding of data elements can
foster data compatibility [33]. Standardized data formats result
in syntactic compatibility and facilitate integration and
interpretation of clinical research data without the need to apply
a proprietary data format [34]. Moreover, it allows the reuse of
metadata elements from previous subject-related studies, leading
to a simplified metadata development process and data
compatibility at the design stage [10]. We agreed to support the
regulatory-compliant and well-established CDISC ODM
standard, which is “a vendor-neutral, platform-independent
format for exchanging and archiving clinical and translational
research data, along with their associated metadata,

administrative data, reference data, and audit information” [16].
It is the fundamental part of Define-XML [35], which is included
in the United States Food and Drug Administration Data
Standards Catalog [10,36]. See the Discussion section for
comparison with other medical data standards. Finally, the
annotation or medical coding of data elements facilitates
semantic compatibility. A unique semantic code from a
terminology such as the unified medical language system
assigned to an item allows unambiguous mapping independent
of language or wording [37].

Usability
It was reported that “the lack of a simple, intuitive, and
user-friendly EDC system is noteworthy” [14]. Moreover,
Franklin et al [13] stated that in “a 2-year qualitative evaluation
we found that the importance of ease of use and training
materials outweighed number of features and functionality” of
EDC systems. As ease of use is also considered to positively
impact adoption, data quality, and overall success of EDC
initiatives [14], it was added to the list of requirements. In
addition, patient-reported outcomes have recently become more
relevant to medical research [1]. Data entry for both
investigators and patients is regarded as a desirable characteristic
of an EDC system [4]. As a result, medical staff and patient
accessibility are formulated requirements to enable investigators
to capture both routine data and patient-reported outcomes.

Security
Regulatory bodies frequently address the data protection and
privacy measures of computerized systems in clinical trials.
The General Data Protection Regulation (GDPR) of the
European Union, for example, became enforceable in all
European Union member states in May 2018 [38]. It covers the
personal data of all European Union residents [39] and is
considered a driving force for international data protection
standards [40]. GDPR demands that personal data, and health
data as a special category of personal data in particular, is
“processed in a manner that ensures appropriate security of the
personal data, including protection against unauthorised or
unlawful processing” and suggests the “encryption of personal
data” [38]. Authentication and authorization, as well as
encrypted storage and transmission of data, were added to the
system requirements. In addition to the GDPR, national
regulations specifically targeting clinical EDC systems exist.
Title 21, Part 11 of the Code of Federal Regulations, for
example, issued by the Food and Drug Administration, requires
EDC systems to maintain a continuous audit trail [41]. In fact,
an audit trail is an often stated and essential accountability
requirement for every EDC system [12]. It allows investigators,
sponsors, and public bodies to seamlessly trace any changes
made to electronic records, including time and author.

Design and Implementation

CDISC ODM Data Schema
OpenEDC [17] is based on the CDISC ODM standard. Although
initially targeted for allowing the reuse of metadata, we
capitalized on the standard's data schema to achieve several
other identified requirements. This was possible because this
standard not only provided guidance in defining metadata but
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also in storing associated clinical and administrative data. As a
result, OpenEDC can be seen as an editor or user interface for
CDISC ODM documents and facilitates the application of this
standard.

The CDISC ODM provides the groundwork for achieving the
following system requirements. From the metadata perspective,
events are at the highest hierarchical level with subordinate
forms to allow the representation of longitudinal studies.
Descriptive or interrogative texts can be defined as multiple
translations for multilingual projects. Most frequently, these
texts are assigned to data items for which data are to be
collected. Data items have data types and may also have
specified value ranges to enable real-time field validation.
Moreover, items can be dynamically hidden to support
conditional fields. Item definitions can be further referenced
and reused in other locations. To complement the data schema
for the remaining functional suitability requirements, the CDISC
ODM specifies structures for subject-related data storage,
including references to form completion states and site
information.

All of the specifications were implemented and internally used
by OpenEDC. This results in fully standard-compliant imports
and exports of both metadata and clinical research data. In
addition, the CDISC ODM enables the annotation of data items
with an arbitrary number of semantic codes. These features
constitute the compatibility requirements. Finally, the CDISC
ODM provides guidance for implementing an audit trail,
including author information and timestamps for data
modifications. This specification was used to partially address
security requirements.

Client-Based Web App
The availability requirements are addressed using a client-based
web app. Client-based refers to a static web app that includes
all business logic and persistence. It allows researchers to design
or reuse eCRFs and capture clinical data without the assistance
of information technology specialists or the need for a web
server. Moreover, web technology supports the development
of cross-platform apps running on all devices using a web
browser. Users are not required to install or configure any
external software that is important in a clinical setting, where
users do not have administrative rights on a standard computer.
OpenEDC is a progressive web app that can be installed as a
stand-alone system on desktop computers, tablets, and
smartphones [42]. In addition, a service worker enables offline
data capture that is needed in regions without consistent and
reliable internet connections [43]. We decided not to use a
third-party JavaScript framework to reduce long-term functional
dependencies and developed OpenEDC by using modern
browser technologies such as web components [44] and modules
[45].

We implemented a simple user interface to address the usability
requirements. The interface is structured into 2 modes, from
which one is used for metadata design and the other for clinical
data capture. Modes can be switched at any time to see the
rendered form previews during the metadata design phase. We
further integrated known concepts such as drag-and-drop,
keyboard navigation, and a hierarchical, column-based file
structure. A special mode was implemented to support the
collection of patient-reported outcomes. Once activated,
unnecessary user interface elements become hidden and access
to data from other patients is prevented. The user interface of
both modes on a desktop computer is shown in Figure 1
(metadata design) and Figure 2 (clinical data capture).
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Figure 1. User interface of the metadata design mode. The hierarchical order of metadata elements is represented by the centered column view (1). By
means of a referencing system, electronic case report forms (eCRFs) can be reused entirely or partially (2). The language of eCRFs can be changed
with the drop-down at the top left (3).

Figure 2. User interface of the clinical data capture mode. Subjects can be managed with the left column where an audit trail can be accessed as well
(4). Filled or empty circles in the 2 center columns indicate whether an event or form has been completed (5). A survey view button within the right
electronic case report form column switches to a mode for patient-reported outcomes (6).

Optional Client-Server Architecture
To accomplish the availability requirement of distributed
real-time system access for multiuser and multicentric research
studies, we developed an optional OpenEDC server [46]. A
connection to the server can be established even after the data

are captured locally using the stand-alone OpenEDC web app.
All data are synchronized with the host server. From this time
on, new user accounts can be created, and collaboratively
captured data are centrally stored on the OpenEDC server.
Figure 3 shows a sequence diagram of this usage scenario.
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Figure 3. Sequence diagram of a typical use scenario with OpenEDC. In this example, the stand-alone OpenEDC web application is used to design
electronic case report forms and capture data. A Clinical Data Interchange Standards Consortium Operational Data Model file can be uploaded to reuse
metadata or import clinical data. Optionally, the user can initialize an empty OpenEDC server with locally stored data. This enables the user to set up
a multiuser system and conduct multicentric research studies. EDC: electronic data capture; ODM: operational data model.

The server provides authentication and authorization services
to address the remaining security requirements. Clients can
authenticate against a representational state transfer application
programming interface [47]. When authenticated, the server
verifies that a user has the required authorization to access the
requested application programming interface end point. End
points are available for reading, storing, and removing metadata,
clinical subject data, or administrative data. Each end point
enforces different user rights. All data is further transferred and
stored encrypted. The OpenEDC web app enforces an encrypted
https over a transport layer security connection. In addition, all
data are encrypted before transfer from the client to the server
and can only be decrypted by an authorized client when received
back from the server. This ensures that even people with logical
or physical server access cannot read data without permission.

Local password encryption can also be used to encrypt data
when the OpenEDC web app is not connected to a server.

Evaluation
Usability is a subjectively perceived characteristic of a particular
context and user [29]. The SUS was used to estimate the
usability of OpenEDC. In total, 16 persons were asked to
participate in the test, of which 50% (8/16) were women and
50% (8/16) were men. All participants were digital health or
biomedical domain experts with an average work experience
of 5.3 years (SD 3.1 years) in medical research projects.

OpenEDC achieved a mean usability score of 83.1 (SD 9.6) out
of 100. Men rated it slightly lower than women with an average
score of 82.5 (SD 11.7) compared with 83.8 (SD 7.6). Two
additional open questions were answered by 75% (12/16) of
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the participants. They provided very heterogeneous suggestions
for improvement, with most being related to the user interface
and few to functionality. Interface-related suggestions were
shortcut buttons for frequently used functions, more noticeable
highlighting of inputs with implausible data, and a larger visual
difference between the metadata and clinical data view.
Introducing simple statistics for data completeness and patient
enrollment, labeling conditionally unavailable items in the CSV
export, and improving support for older browsers were
suggestions related to functionality. Most participants stated
that they liked the clear user interface and the performance of
the system.

Discussion

Principal Findings
This paper describes the implementation process of OpenEDC,
an open-source and standard-compliant EDC system for medical
research. We conducted a requirements analysis to identify the
academic and regulatory demands for digital data collection.
After implementation, we performed a usability evaluation to
obtain feedback from the users. OpenEDC achieved a mean
usability score of 83.1, which can be considered user-friendly
[31]. OpenEDC is available worldwide without installation or
configuration requirements. It focuses on cross-platform support
for desktop and mobile devices to allow the collection of
increasingly important patient-reported outcomes.

Strengths and Limitations
OpenEDC is based on the CDISC ODM standard, yielding
several advantages. Metadata and clinical research data can be
imported and exported without constraints in a nonproprietary
format and without vendor lock-in effects. Investigators may
also download eCRFs from public metadata registries, such as
the Portal of Medical Data Models [48], to swiftly create
databases for data capture. Therefore, we hope to encourage the
reuse of metadata, foster compatibility of medical research, and
ultimately support open science [11]. In contrast, the CDISC
ODM is relatively limited when it comes to the visual
representation of items. For example, multiple-choice questions
need to be implemented as lists of Boolean items. Moreover, it
is impossible to uniformly distinguish between single-choice
items rendered as radio buttons or as a drop-down list or to label
multiple items with the same predefined choices as a Likert
scale. Other systems that support the CDISC ODM often work
around this limitation by extending or modifying the standard.
However, this can render a system incompatible with other
systems. Research Electronic Data Capture (REDCap) [21], for
example, imports and exports REDCap-specific CDISC ODM
files but often fails when attempting to import
standard-compliant files. Currently, OpenEDC favors standard
conformance over nonspecified input types.

Other standards exist for exchanging metadata and clinical
research data. For example, Fast Healthcare Interoperability
Resources (FHIR) from Health Level 7 (HL7) is increasingly
adopted to exchange electronic health records and other
information in the medical domain [49]. Resources constitute
the fundamental building block and are also available for eCRF
metadata and their associated clinical data, called Questionnaire

and Questionnaire Response, respectively [50]. Although these
are rather unspecific by default, the structured data capture
(SDC) implementation guide targets improved interoperability
[51]. In contrast to the CDISC ODM, however, the HL7 FHIR
SDC does not provide a holistic archive format, including users,
sites, audit trail records, and their relationships to captured
information. Moreover, it does not support the definition of
longitudinal events or multiple languages by default. These
limitations made HL7 FHIR alone unsuitable for the
requirements of the present EDC system. However, as it is
widely used to exchange more discrete parts of data, we prepared
to implement support for the import and export of HL7 FHIR
SDC Questionnaire and Questionnaire Response resources at
the time of writing. A similar approach can be adopted for
ISO/IEC 11179 [52] and ISO/TS (International Organization
for Standardization Technical Specification) 21526 [53]. Both
are metadata standards, with the ISO/TS 21526 explicitly
targeting the health care sector [53]. However, as they do not
provide a specific data format to support the syntactic
compatibility of information [54], integration is currently not
prioritized.

OpenEDC is publicly available for the creation of local studies.
The app is available via the web for desktop and mobile devices,
whereas data storage occurs locally and encrypted. This
architecture allows researchers to benefit from metadata-driven
digital data collection without an information technology
department, web server configuration issues, or device
constraints. In addition, it leaves data sovereignty to the
investigator, rather than a third-party infrastructure or server
provider. While this approach offers advantages in terms of
flexibility, it also has some drawbacks. It is generally helpful
to have a dedicated computer scientist who can make educated
decisions about data security, data backup, and metadata design
concerns. Moreover, it may be beneficial for a study’s
sustainability to have a contact person for technical problems
and issues. However, it is worth noting that an information
technology specialist can still be employed when using
OpenEDC. In particular, when an OpenEDC server must be
configured, for example, for projects with multiple users and
sites, knowledge in setting up a web server is important. In our
opinion, OpenEDC’s architecture is particularly useful for
investigator-initiated studies and enables researchers to set up
and test databases before information technology support and
infrastructure investments have to be made.

Comparison With Prior Work
Other EDC systems also exist. One of the most frequently used
EDC systems is REDCap [21]. REDCap provides various
functions that are not present in OpenEDC, such as an extensive
admin server dashboard, support for surveys that can be sent
via a link to participants, and a module for randomization. While
a systematic comparison is beyond the scope of this work, there
are some aspects in which OpenEDC has advantages. For
example, although REDCap is free to use, it is strictly licensed
and not open-source, requires a web server, and is not
standard-compliant, as it uses a customized CDISC ODM
syntax. It is worth noting that open-source EDC systems also
exist. Examples include the OpenClinica Community Edition
[55], Open Data Kit (ODK) ecosystem [56], the Rare Disease
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Registry Framework [57], and the Open-Source Registry System
for Rare Diseases [58]. OpenClinica and ODK are established
systems with functionalities that are absent in OpenEDC. For
example, OpenClinica provides double data entry and a query
management system. ODK provides more input types, such as
sliders, as well as widgets for image capturing and drawing.
However, OpenClinica Community Edition requires a web
server, form design via Microsoft Excel, and is not suitable for
smartphones or tablet computers. On the other hand, data capture
using ODK is designed only for Android mobile devices. While
OpenClinica and ODK are multipurpose EDC systems, the Rare
Disease Registry Framework and Open-Source Registry System
for Rare Diseases specifically target registries for rare diseases.
Similar to OpenEDC, the 2 systems address technically
underresourced settings and foster metadata reuse. However,
both lack offline mobile device support and a standardized
export of metadata and clinical research data.

Future Work
Future work is necessary. The main objective was to ensure the
applicability of OpenEDC to a wide range of research projects.
However, literature-based requirements analysis was influenced
by the demands of a large-scale medical register. Rarely
mentioned requirements were not included if they were not
required by the internal project. Examples of rarely mentioned
but deferred demands are integrated query management as well

as document storage and report functionalities. In addition,
although OpenEDC complies with relevant laws and regulations,
including 21 Code of Federal Regulations Part 11 and GDPR,
a computer system validation required for interventional trials
has not yet been conducted. Validating an EDC system is also
trial-specific and requires activities by the investigator or
sponsor. Currently, we see OpenEDC’s distinct advantages for
observational and translational research studies by clinicians
rather than commercial clinical trials. We hope it is a valuable
first step toward an openly available, standard-compliant, and
mobile EDC system. We plan to develop OpenEDC further and
use it in prospective studies. To expand the support for varying
study protocols, unavailable functions stated earlier should be
added. We hope for contributions from the research community,
as we have published OpenEDC under the MIT open-source
license.

Conclusions
We showed that it is possible to develop an EDC system for
use without upfront investment and preservation of data
sovereignty. The primary focus was on standard compliance to
foster metadata reuse, interoperable research data, and open
science. Future work is necessary to extend the system’s
functionality and prove its robustness in large-scale studies.
OpenEDC is publicly available and released under the MIT
open-source license.
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Abstract

Background: The COVID-19 pandemic has placed an unprecedented burden on health care systems.

Objective: We aimed to effectively triage COVID-19 patients within situations of limited data availability and explore optimal
thresholds to minimize mortality rates while maintaining health care system capacity.

Methods: A nationwide sample of 5601 patients confirmed with COVID-19 until April 2020 was retrospectively reviewed.
Extreme gradient boosting (XGBoost) and logistic regression analysis were used to develop prediction models for the maximum
clinical severity during hospitalization, classified according to the World Health Organization Ordinal Scale for Clinical
Improvement (OSCI). The recursive feature elimination technique was used to evaluate the maintenance of model performance
when clinical and laboratory variables were eliminated. Using populations based on hypothetical patient influx scenarios,
discrete-event simulation was performed to find an optimal threshold within limited resource environments that minimizes
mortality rates.

Results: The cross-validated area under the receiver operating characteristic curve (AUROC) of the baseline XGBoost model
that utilized all 37 variables was 0.965 for OSCI ≥6. Compared to the baseline model’s performance, the AUROC of the
feature-eliminated model that utilized 17 variables was maintained at 0.963 with statistical insignificance. Optimal thresholds
were found to minimize mortality rates in a hypothetical patient influx scenario. The benefit of utilizing an optimal triage threshold
was clear, reducing mortality up to 18.1%, compared with the conventional Youden index.

Conclusions: Our adaptive triage model and its threshold optimization capability revealed that COVID-19 management can be
achieved via the cooperation of both the medical and health care management sectors for maximum treatment efficacy. The model
is available online for clinical implementation.

(JMIR Med Inform 2021;9(11):e32726)   doi:10.2196/32726
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Introduction

The high incidences of infection, critical illness, and mortality
due to COVID-19 have placed unprecedented burdens on
international health care systems. In response, the World Health
Organization (WHO) guidelines have recommended that all
countries prepare for infection surges in their health care
facilities and implement appropriate triage protocols [1].
Unfortunately, these guidelines fail to provide a one-size-fits-all
approach that works for individual regions while accounting
for unique outbreak surges.

Numerous prognostic models have been developed to ensure
effective triage for COVID-19 patients [2-7]. While these
models exhibit modest predictive accuracy, their generalizability
has been questioned due to their confinement to single clinical
outcome measures and reductions in their discrimination
performance when using insufficient data. Most importantly,
the classification thresholds of these prediction models, which
are crucial for ensuring effective resource utilization by health
care systems, have been neglected, thereby limiting their
practicality. To overcome these models’ shortcomings, combing
multi-institutional data with advanced prediction models, such
as those using machine learning and simulation modeling, is
needed.

COVID-19 is associated with significant disruptions to most
health care infrastructures. Therefore, an adjustable risk
stratification model that considers the resource availability of
various regions, as well as one that identifies patients who will
likely require hospitalization and intensive care, will help to
reduce these systems’ burdens. In this study, we propose an
adaptive triage model that takes into account deficits in
established health care resources due to the COVID-19
pandemic. Our study has several main contributions. The first
contribution is a powerful and interpretable prediction model
using extreme gradient boosting (XGBoost) and Shapley
additive explanations (SHAP) that provides accurate prognoses
to facilitate preemptive treatments, thereby ensuring
improvements in patient survival outcomes. The second
contribution is the ability to apply the model with readily
available assessment parameters using the recursive feature
elimination (RFE) technique, thereby maintaining its reliability
in data-limited environments [8,9]. The third contribution is the
consideration of resource availability at either the facility or
national level relative to varying patient influx volumes by
employing the discrete-event simulation (DES) technique.

Our study objectives were 3-fold. First, we sought to develop
a baseline prediction model with an explanatory feature for
triaging COVID-19 patients. Second, based on this model, we
aimed to utilize the RFE technique to develop feature-eliminated
models that would help ensure efficient resource utilization
under limited data availability. Finally, we set out to develop
an adaptive triage model using the DES technique to assist in
efficient resource utilization under limited health care resources.

Methods

Ethics Statement
This study was approved by an institutional ethics committee
(2020-0883-001) and the Korea Disease Control and Prevention
Agency (KDCA) epidemiological survey and analysis committee
(20201120_4a). All study procedures complied with the 1946
Declaration of Helsinki and its 2008 update.

Patient Cohort
We retrospectively retrieved the demographic, clinical,
laboratory, and disease outcome records of 5628 patients who
were confirmed with SARS‐CoV‐2 by real-time reverse
transcription-polymerase chain reaction using
nasopharyngeal/oropharyngeal swab or sputum specimens until
April 2020. The data were collected and comprehensively
managed by the KDCA. Among 10,774 patients consecutively
diagnosed with COVID-19 within this time frame, data on
52.2% (5628/10,774) of the patient population were publicized
for research purposes after excluding patients with any missing
data. The database did not account for the location of diagnosis
within Korea. The database included patients who had been
treated and released from quarantine or hospitalization, as well
as those who died from COVID-19 sequelae. The criteria for
patient release included obtaining 2 consecutive negative results
at least 24 hours apart and an asymptomatic status. Among the
5628 patients, 27 patients with missing clinical severity data
were excluded, resulting in a final development cohort of 5601
patients.

Covariates and Outcome Definitions
Baseline data collected at each patient’s diagnosis were used
for model development. Demographic data included patient
age, sex, systolic and diastolic blood pressure, heart rate, body
temperature, and BMI. Medical comorbidities included
hypertension, diabetes mellitus, heart failure, cardiovascular
disease, asthma, chronic kidney disease, chronic obstructive
pulmonary disease, chronic liver disease, autoimmune disease,
dementia, malignancy, and pregnancy. Clinical findings included
a history of fever (temperature ≥37.5℃), cough, sputum
production, myalgia, fatigue, sore throat, rhinorrhea, dyspnea,
vomiting, nausea, diarrhea, headache, and altered consciousness.
Laboratory data included hemoglobin, hematocrit, white blood
cell count, %leukocyte, and platelet count. Each patient’s
maximum clinical severity during quarantine or hospitalization
was classified according to the WHO Ordinal Scale for Clinical
Improvement (OSCI) [10].

Statistical Analysis

Model Development
Multivariate logistic regression (LR) and XGBoost were used
to select the best performing prediction model using all available
clinical and laboratory data [11]. The models were developed
and cross-validated using data from 5037 (89.9%) patients and
were then revalidated using a hold-out cohort of 564 (10.1%)
patients. Performance metrics were calculated using 10-fold
cross-validation to avoid any overfitting. Model development
was performed using the caret package in R Statistical Package
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(version 4.0.5; R Project for Statistical Computing). The best
performing model derived from XGBoost was defined as Model
1 and was used as a baseline model for RFE.

Variable Elimination
The RFE technique was used to evaluate the extent of the
maintenance of model performance when various predictors
were eliminated. RFE was performed for the following 2 models
that incorporated all clinical data with and without laboratory
data: Model 1 (clinical data with laboratory data) and Model 2
(clinical data without laboratory data). SHAP was used to rank
each variable based on its significance to the models for its
desirable properties, including local accuracy, missingness, and
consistency [12]. At each RFE iteration, the lowest-ranked
feature was eliminated, the model was refitted, and its
performance was assessed using 10-fold cross-validation. The
feature-eliminated models (Model 3: limited clinical data with
laboratory data and Model 4: limited clinical data without
laboratory data) were then selected at a point wherein the
number of features was minimized while differences in area
under the receiver operating characteristic curve (AUROC)
values remained statistically insignificant. The 4 classification
models were revalidated with the hold-out cohort to avoid any
overfitting. Analysis was performed using caret and the
SHAPforXGBOOST package in R.

Model Interpretation and Comparison
To interpret Model 1, we used SHAP as it provides visible
post-hoc interpretability to black-box machine learning models
[12]. Patient-specific plots were created by aggregating the
SHAP score of each variable for a specific prediction.

The hyperparameters of the XGBoost algorithm were optimized
to maximize its AUROC values using a simple grid search with
10-fold cross-validation. Accuracy, AUROC, sensitivity,
positive predictive value (PPV), and negative predictive value
(NPV) were calculated at 90% specificity using the pROC
package in R. CIs of the performance measures were then
calculated using a stratified bootstrap method with 2000
replicates.

Threshold Optimization

DES and Patient Influx Generation

The DES technique replicates complex behaviors and
interactions among individuals, populations, and their
environments. Therefore, it has been widely used to form more
effective clinical decisions to minimize mortality rates under
medical resource constraints [13]. Thus, we applied DES to
identify the optimal threshold within limited medical resource
environments that minimizes mortality rates, as calculated by
n (total deaths) / n (total patients), using the simmer R package.

First, we ran a simulation using different COVID-19 historical
epidemic patient influx scenarios (H1, H2, H3, and H4) that
were observed between February 2020 and February 2021
(Multimedia Appendix 1) [14]. Second, hypothetical patient
influx scenarios were created using the
susceptible-infectious-recovered (SIR) model for disease spread
[15]. The total population calculated was fixed at 60,000,
considering that the largest historical influx observed in South

Korea was H4 (58,654 cumulative patients). We defined initial
conditions at time t=0, S(0), I(0), and R(0), and I(0) and R(0)
were fixed at 6 and 0, respectively. The recovery rate gamma
was set at 0.05 because the average COVID-19 recovery time
was 20.1 days [16]. The transmission rate beta ranged between
0.75 and 5 when generating influxes with different R0 (basic
reproduction rate) levels. The number of newly confirmed
patients per day was obtained from the SIR modeling data
(Multimedia Appendix 2).

Probability Generation

Out-of-fold prediction results of the 10-fold cross-validation
were aggregated to generate an empirical probability distribution
of the disease severity probability. We used the results of Model
3 because of its high performance and its potential use in
instances of limited diagnostic tools. Inverse transformation
sampling was performed on the empirical probability distribution
function, which was approximated using Gaussian kernel density
estimation and linear interpolation [17]. The process was
performed separately for severe and nonsevere patients, with
sampled probabilities being randomly matched with generated
patient influx rates while maintaining the prevalence of severe
patients. The prediction probability distribution of the
out-of-fold samples and the generated prediction probability
distribution are presented in Multimedia Appendix 3.

Simulation Scenarios

Patients with a severe disease probability above the threshold
are directed to the intensive care unit (ICU), with admission to
this unit then being dependent on its current capacity. Rejected
patients are directed to the general ward along with those who
have a severe disease probability below the threshold. The
probability of severe disease patients dying while in the ICU
was 0.507, while it was 0.990 for those outside of the ICU [18].
We assumed that nonsevere patients would survive regardless
of ICU admission. Patient deaths were categorized as follows:
resource-independent deaths, wherein severe patients died
despite ICU care (type I); resource-dependent deaths, wherein
severe patients died due to ICU unavailability (type II); and
threshold-dependent deaths, wherein severe patients died after
being incorrectly classified as “nonsevere” and subsequently
directed to the general ward (type III).

The maximum capacity of the ICU was established as 504 beds
based on the number of isolation beds under negative pressure
[14]. To estimate the distribution of length of stay, we used a
previously suggested gamma distribution with a shape parameter
of 1.5488 and a rate parameter of 0.1331 for those who died,
and with a shape parameter of 0.8904 and a rate parameter of
0.0477 for those who survived to approximate the median and
IQR [18,19]. Simulations were repeated 20 times for each influx
scenario to ensure robustness.

Results

Patient Characteristics
Descriptive characteristics of the training and hold-out cohorts
are provided in Tables 1 and 2. A total of 5330 (95.2%) patients
exhibited nonsevere disease symptoms with an OSCI value <6,

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e32726 | p.437https://medinform.jmir.org/2021/11/e32726
(page number not for citation purposes)

Kim et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


while 271 (4.8%) exhibited severe disease symptoms with an OSCI value ≥6.

Table 1. Demographic characteristics.

P valueaHold-out cohort (N=564)Training cohort (N=5037)Total cohort (N=5601)Variable

Missing data,
%

Value, n (%) or
mean (SD)

Missing data,
%

Value, n (%) or
mean (SD)

Missing data,
%

Value, n (%) or
mean (SD)

.410.0%0.0%0.0%Age (years)

5 (0.9%)61 (1.2%)66 (1.2%)0-9

20 (3.6%)185 (3.7%)205 (3.7%)10-19

122 (21.6%)988 (19.6%)1110 (19.8%)20-29

51 (9.0%)513 (10.2%)564 (10.1%)30-39

87 (15.4%)652 (12.9%)739 (13.2%)40-49

102 (18.1%)1039 (20.6%)1141 (20.4%)50-59

98 (17.4%)809 (16.1%)907 (16.2%)60-69

50 (8.9%)495 (9.8%)545 (9.7%)70-79

29 (5.1%)295 (5.9%)324 (5.8%)≥80

.730.0%237 (42.0%)0.0%2073 (41.2%)0.0%2310 (41.2%)Sex (male)

.6520.9%21.5%21.4%BMI (kg/m2)

23 (4.1%)236 (4.7%)259 (4.6%)<18.5

188 (33.3%)1666 (33.1%)1854 (33.1%)18.5-22.9

106 (18.8%)929 (18.4%)1035 (18.5%)23.0-24.9

107 (19.0%)938 (18.6%)1045 (18.7%)25.0-29.9

22 (3.9%)185 (3.7%)207 (3.7%)≥30

Medical history

.920.0%68 (12.1%)0.1%620 (12.3%)0.1%688 (12.3%)Diabetes mellitus

.320.0%111 (19.7%)0.1%1087 (21.6%)0.1%1198 (21.4%)Hypertension

.810.0%7 (1.2%)0.1%52 (1.0%)0.1%59 (1.1%)Heart failure

.260.4%23 (4.1%)0.3%156 (3.1%)0.3%179 (3.2%)Cardiovascular
disease

.480.0%10 (1.8%)0.1%118 (2.3%)0.1%128 (2.3%)Asthma

.430.0%2 (0.4%)0.1%38 (0.8%)0.1%40 (0.7%)Chronic obstruc-
tive pulmonary
disease

.670.0%7 (1.2%)0.1%48 (1.0%)0.1%55 (1.0%)Chronic kidney
disease

.390.0%11 (2.0%)0.1%134 (2.7%)0.1%145 (2.6%)Malignancy

>.996.7%8 (1.5%)5.7%75 (1.6%)5.8%83 (1.6%)Chronic liver dis-
ease

.376.9%6 (1.1%)5.8%32 (0.7%)5.9%38 (0.7%)Autoimmune dis-
ease

.816.7%21 (3.7%)5.8%203 (4.3%)5.9%224 (4.2%)Dementia

aDifferences between groups were analyzed using the Welch t test for continuous variables, the Mann-Whitney U test for ordinal variables, the chi-square
test for categorical variables with frequencies above 5, and the Fisher exact test for categorical variables with frequencies below 5. Two-sided P values
are reported.
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Table 2. Clinical characteristics.

P valueaHold-out cohort (N=564)Training cohort (N=5037)Total cohort (N=5601)Variable

Missing data,
%

Value, n (%) or
mean (SD)

Missing data,
%

Value, n (%) or
mean (SD)

Missing data,
%

Value, n (%) or
mean (SD)

.602.7%2.5%2.5%Systolic blood pressure (mmHg)

129 (22.9%)1177 (23.4%)1306 (23.3%)<120

126 (22.3%)1012 (20.1%)1138 (20.3%)120-129

107 (19.0%)977 (19.4%)1084 (19.4%)130-139

137 (24.3%)1281 (25.4%)1418 (25.3%)140-159

50 (8.9%)463 (9.2%)513 (9.2%)≥160

.042.7%2.5%2.5%Diastolic blood pressure (mmHg)

224 (39.7%)1878 (37.3%)2102 (37.5%)<80

196 (34.8%)1601 (31.8%)1797 (32.1%)80-89

85 (15.1%)971 (19.3%)1056 (18.9%)90-99

44 (7.8%)460 (9.1%)504 (9.0%)≥100

.472.5%86.3 (SD 15.4)2.3%85.8 (SD 15.0)2.3%85.8 (SD 15.1)Heart rate (bpm)

.860.7%37.0 (SD 0.6)0.8%36.9 (SD 0.6)0.7%36.9 (SD 0.6)Body temperature (°C)

Symptoms

.800.0%134 (23.8%)0.1%1168 (23.2%)0.1%1302 (23.3%)Fever

.580.0%228 (40.4%)0.1%2103 (41.8%)0.1%2331 (41.6%)Cough

.290.0%151 (26.8%)0.1%1460 (29.0%)0.1%1611 (28.8%)Sputum

.570.0%93 (16.5%)0.1%779 (15.5%)0.1%872 (15.6%)Sore throat

.510.0%57 (10.1%)0.1%560 (11.1%)0.1%617 (11.0%)Rhinorrhea

.410.0%100 (17.7%)0.1%820 (16.3%)0.1%920 (16.4%)Myalgia

.650.0%26 (4.6%)0.1%207 (4.1%)0.1%233 (4.2%)Fatigue

.190.0%57 (10.1%)0.1%608 (12.1%)0.1%665 (11.9%)Shortness of breath

.450.0%90 (16.0%)0.1%873 (17.3%)0.1%963 (17.2%)Headache

.780.0%4 (0.7%)0.1%31 (0.6%)0.1%35 (0.6%)Altered conscious-
ness

.050.0%34 (6.0%)0.1%210 (4.2%)0.1%244 (4.4%)Vomiting

.320.0%59 (10.5%)0.1%457 (9.1%)0.1%516 (9.2%)Diarrhea

Laboratory values

.4131.6%13.2 (SD 1.8)26.7%13.3 (SD 1.8)27.2%13.3 (SD 1.8)Hemoglobin (g/dL)

.5631.7%39.1 (SD 5.2)26.7%39.3 (SD 4.9)27.2%39.2 (SD 5.0)Hematocrit (%)

.0932.1%28.2 (SD 11.0)27.1%29.3 (SD 11.7)27.6%29.2 (SD 11.7)Lymphocyte pro-
portion (%)

.8631.4%235,943 (SD
86,395)

26.7%236,776 (SD
82,534)

27.1%236,697 (SD
82,897)

Platelet count (/μL)

.7531.4%6167 (SD 2666)26.7%6121 (SD 2841)27.1%6126 (SD 2824)White blood cell
count (/μL)

.800.0%29 (5.1%)0.0%242 (4.8%)0.0%271 (4.8%)WHO OSCIb ≥6

>.990.5%2 (0.4%)0.3%17 (0.3%)0.4%19 (0.3%)Pregnancy

.400.5%0.03 (SD 0.5)0.4%0.06 (SD 1.1)0.4%0.05 (SD 1.1)Pregnancy weeks

aDifferences between groups were analyzed using the Welch t test for continuous variables, the Mann-Whitney U test for ordinal variables, the chi-square
test for categorical variables with frequencies above 5, and the Fisher exact test for categorical variables with frequencies below 5. Two-sided P values
are reported.
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bWHO OSCI: World Health Organization Ordinal Scale for Clinical Improvement.

Model Performance
The cross-validated AUROC values of the XGBoost and LR
models were 0.965 (95% CI 0.958-0.972) and 0.938 (95% CI
0.911-0.959), respectively (P=.04). We chose the XGBoost
model as our baseline Model 1 since it outperformed the LR
model across all performance measures. Regarding the AUROC,
we also examined XGBoost’s outperformance across 4 different
severity endpoints (Multimedia Appendix 4). An online clinical
decision-support system based on Model 3 is provided for
clinical implementation [20].

Model Interpretability
According to SHAP, age and lymphocyte count were the most
important risk factors for predicting disease severity of OSCI
≥6 (Figure 1). Patient age, lymphocyte proportion, platelet count,
BMI, hematocrit, and heart rate all exhibited nonlinear
influences in predicting disease severity (Figure 2). In addition
to the overall impact of each feature on the model’s output,
SHAP provides patient-specific influences of each variable on
the predicted disease severity (Multimedia Appendix 5).

Figure 1. Relationships between each feature and Shapley additive explanations (SHAP) values. Summary plot in which each dot point represents the
SHAP value of a patient in the data set used to construct the developed model. The dots are plotted for every feature used to fit the baseline model,
excluding 2 features (pregnancy and number of weeks pregnant) that were not selected for the developed model. The SHAP values are displayed in
rank order, based on their feature importance, along the y-axis as calculated by averaging the absolute SHAP values of each dot. A point’s location on
the x-axis shows its impact on the predictive output of the model. Purple indicates a relatively high feature value, while yellow represents a relatively
low feature value. Grey dots represent missing values. COPD: chronic obstructive pulmonary disease; WBC: white blood cell.
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Figure 2. Relationships between each feature and Shapley additive explanations (SHAP) values. Dependence plots for each of the top 9 important
features, including patient age, lymphocyte proportion, platelet count, BMI, hematocrit, shortness of breath, sex, body temperature, and heart rate. Each
scatter plot shows the impact of each feature on the predictions made by the study model. The x-axis represents the variables’ values, and the y-axis
represents their SHAP values. The inflection points indicate the nonlinear impact of a feature on the model’s prediction.

Predictive Performance Under Limited Data
Availability
An AUROC of 0.965 (95% CI 0.958-0.972) was obtained with
Model 1, which included all 37 variables. Notably, a reduction
in its performance was found to be insignificant when 20
variables were eliminated, resulting in Model 3 (Multimedia
Appendix 6 and Multimedia Appendix 7). Model 1 achieved
both a sensitivity and specificity greater than 90%. Model 3
achieved a sensitivity of 88% and a PPV of 31% at the
specificity level of 90%. Model 3 still outperformed the LR
model regarding all performance measures.

An AUROC of 0.946 (95% CI 0.936-0.956) was obtained with
Model 2, which included 32 variables. The reduction in
performance was found to be insignificant when 21 variables
were eliminated, resulting in Model 4 (Multimedia Appendix
7 and Multimedia Appendix 8). Models 2 and 4 achieved
sensitivities of 84% and 81%, respectively, at a fixed specificity
level of 90% (Table 3). Significant differences in AUROCs
were observed when laboratory variables were excluded in these
models, which implied that the laboratory variables had a solid
discriminative power (all P≤.01).
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Table 3. Comparison of model performance.

NPVc, value
(95% CI)

PPVb, value
(95% CI)

Accuracy, value
(95% CI)

Sensitivity, value
(95% CI)

Specificity, value
(95% CI)

AUROCa, value
(95% CI)

Number of variablesModel

0.995 (0.993-
0.997)

0.314 (0.295-
0.335)

0.900 (0.892-
0.908)

0.905 (0.868-
0.942)

0.900 (0.892-
0.909)

0.965 (0.958-
0.972)

371

0.991 (0.988-
0.994)

0.297 (0.276-
0.319)

0.897 (0.888-
0.905)

0.839 (0.793-
0.884)

0.900 (0.891-
0.908)

0.946 (0.936-
0.956)

322

0.994 (0.991-
0.996)

0.309 (0.289-
0.329)

0.899 (0.891-
0.907)

0.884 (0.839-
0.921)

0.900 (0.892-
0.908)

0.963 (0.955-
0.971)

173

0.989 (0.987-
0.992)

0.291 (0.270-
0.313)

0.896 (0.888-
0.904)

0.810 (0.756-
0.860)

0.901 (0.892-
0.909)

0.942 (0.931-
0.953)

114

aAUROC: area under the receiver operating characteristic curve.
bPPV: positive predictive value.
cNPV: negative predictive value.

The AUROCs of Models 1 and 2 for the held-out cohorts were
0.958 (95% CI 0.924-0.991) and 0.943 (95% CI 0.901-0.985),
respectively, which were both indifferent from the
cross-validation results (P=.66 and P=.89, respectively). The
AUROCs of Models 3 and 4 for the held-out cohorts were 0.949
(95% CI 0.906-0.990) and 0.941 (95% CI 0.903-0.978),
respectively, and were also indifferent from the cross-validation
results (P=.54 and P=.95, respectively). The indifferences
between the cross-validation and hold-out results revealed that
all models had a degree of generalizability to unseen data
(Multimedia Appendix 9). Detailed results and the selected
variables used at each step of the RFE are presented in
Multimedia Appendix 7 and Multimedia Appendix 10.

Optimal Triage Under Limited Resource Availability
The overall DES workflow is illustrated in Figure 3. Mortality
rates were minimized at thresholds of 0.1, 0.01, 0.04, and 0.24
for H1, H2, H3, and H4, respectively (Multimedia Appendix
11). The mortality rates showed a convex shape in accordance
with these thresholds (Multimedia Appendix 12).

We can infer that as the death rate increases, the threshold
should be raised when a large increase is accompanied. While
the association between mortality rates and triage thresholds
across various patient influx scenarios is inferable through an
analysis of historical influx data, it is impractical to draw general
conclusions from this information. For example, looking at
Multimedia Appendix 11, an upward trend in the optimal

threshold and optimized mortality rate occurred when comparing
H2, H3, and H4, wherein there was a clear increase in the patient
influx volume. However, it is difficult to infer this information
when comparing H1 with H3 or H4 because of differences in
their multidimensional characteristics, including duration,
maximum daily patients, and cumulative patients. To further
support our results, we performed additional simulations using
patient flow data that were generated using the SIR model with
varying R0s.

The DES using hypothetical patient influxes revealed that the
optimal threshold ranged from 0.02 to 0.66, while the respective
minimized mortality rates ranged from 0.017 (1.7%) to 0.042
(4.2%) (Multimedia Appendix 13). The optimal threshold values
and minimized mortality rates for each R0 showed that a larger
R0 value tends to result in increases in both of these variables.
The optimal threshold is increased along with the R0 values to
increase precision for severe patients while fully utilizing the
ICU. The optimized mortality rates were increased due to an
increased proportion of deaths outside the ICU resulting from
a larger volume of patient influx. The benefits of utilizing an
optimal triage threshold were clear when compared with the
conventional Youden Index (J-index) as a benchmark value,
which was 0.013. Decreased mortality rates ([J-index mortality
rate – optimized mortality rate] / J-index mortality rate) were
notably large in a magnitude ranging from 6.1% to 18.1%
(Figure 4). Detailed data are provided in Table 4.
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Figure 3. Simulation workflow. Diagram showing how medical resources can be allocated among COVID-19 patients according to the machine
learning–based triage system. Patients with a prediction probability exceeding a certain threshold are first triaged to an intensive care unit (ICU) that is
currently under its total capacity. Conversely, patients are directed to a general ward if the ICU’s capacity is full or if their severity prediction probability
is lower than the threshold. Type I deaths represent those occurring in the ICU. Type II and III deaths represent those of patients who have been directed
to the general ward due to ICU unavailability and because they were found to have a disease severity probability lower than the threshold, respectively.
We used simulations to obtain the optimal threshold wherein the mortality rate (n [total deaths] / n [total patients] = n [type I death + type II death +
type III death] / n [total patients]) is minimized.

Figure 4. Optimized results of the patient triage simulations for hypothetical influx. Decreased mortality rate = (J-index mortality rate − optimized
mortality rate) / J-index mortality rate.
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Table 4. Optimized threshold and its benefits on mortality outcomes according to patient influx settings.

Decreased mortality rateaOptimized mortality rateOptimal thresholdInflux

0.2980.0220.10Hb1

0.0470.0150.01H2

0.1460.0190.04H3

0.2090.0310.24H4

0.0610.0170.02R0c=1.5

0.1790.0250.16R0=2

0.1810.0320.39R0=4

0.0680.0410.43R0=6

0.0710.0420.62R0=8

0.0690.0420.66R0=10

aDecreased mortality rate: (J-index mortality rate – optimized mortality rate) / J-index mortality rate.
bH: historical epidemic patient influx scenario.
cR0: basic reproduction rate.

We observed a convex relationship for mortality rates in
accordance with the thresholds in Figure 5. The mortality rate
was minimized at a point where type I death, which had the
lowest Pdeath (50.7%), was maximized in proportion to total
death. For example, when R0 was 1.5, the proportion of type I
deaths was maximized at the optimal threshold, accounting for
66.4% of all deaths. However, a threshold that is too low leads

to inadequate capacity exhaustion with misclassified nonsevere
patients. Consequently, the resulting limited capacity for actual
severe patients then decreases the proportion of type I deaths
and increases those of type II deaths. Conversely, a threshold
that is too high would result in unnecessary rejection for severe
patients, which then decreases the proportion of type I deaths
and increases those of type III deaths.

Figure 5. Mortality rates in hypothetical patient influxes are decomposed by death subtype at each threshold. The x-axis represents the threshold, and
the y-axis represents the stacked proportion of each death subtype to the total number of patients, calculated as n (death subtype) / n (total patients) at
each threshold. R0: basic reproduction rate.
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In situations of excessively high R0 values and increased ICU
demand, increasing the triage threshold to reject more patients
will still deplete the ICU capacity. Therefore, adjusting the
threshold will mostly result in trade-offs between the numbers
of threshold- and capacity-dependent rejections, limiting the
influence of threshold adjustment on minimizing patient
mortality. In situations of sufficiently low R0 values, the effect
of threshold optimization is reduced along with its necessity.
Nonetheless, the large reduction in mortality rates among the
remaining influxes highlights the substantial benefits of
optimizing the patient triage threshold under resource
constraints.

Code Availability
The code used to develop and evaluate this study’s models is
available online [21].

Discussion

Principal Findings
A distinctive feature of our Model 1 is its high discriminative
power with an AUROC that exceeded 0.97 in both
cross-validation and hold-out settings. Previous prediction
models for determining the clinical deterioration of COVID-19
patients have reported predictive accuracies ranging from 0.77
to 0.91 [2-5]. Additionally, these models require specific
diagnostic data, including laboratory data, peripheral oxygen
saturation, or radiographic findings, to maintain their predictive
accuracies. Moreover, to what extent the performance abilities
of these models are maintained during the partial absence of
data has not been studied. Given this unmet clinical need, we
developed Model 1. In addition, we confirmed that our
feature-eliminated models maintained an adequate discriminative
power even in the partial absence of data. The advantages of
our feature-eliminated models include not only their increased
generalizability to unseen data, but also their applicability within
scenarios wherein there is limited medical data. We have
uploaded Model 3 online to be implemented in clinical practice.
Given the acute exacerbation of pneumonia in COVID-19
patients, our model can also be used to re-evaluate hospitalized
patients in the short term, so that individuals whose clinical
manifestations are likely to worsen can be identified as early as
possible [22].

A noteworthy feature of our model is its ability to discriminate
between patient-specific factors contributing to disease
exacerbation and their individual contributions using SHAP
values. Current COVID-19 treatment guidelines provide
recommendations based on the average-risk patient under limited
available insights into their disease stage [10]. These
recommendations provide a one-size-fits-all approach to all
patients, which is problematic for those with more complex or
atypical disease presentations. Our model obviates the need for
arbitrary patient risk groupings and is therefore useful in
maximizing survival odds based on individual risk stratification.
Furthermore, our model can be integrated into electronic medical
record systems, which utilize coding algorithms, as a notification
system that helps in the early identification of disease
exacerbation risk factors.

The validity of our model is supported by the high consistency
between the results of its interpretation using SHAP and
previously reported prognosticators of COVID-19 severity
[23-28]. We noted that old age, followed by lymphopenia and
thrombocytopenia, exhibited the highest Shapley values for
disease exacerbation. We presume that age interacts with
relevant features in older adults, including poor functional
performance and increased frailty, which are associated with
adverse outcomes and increased mortality among patients with
respiratory syndromes [29]. Our findings also support literature
indicating that lymphopenia plays an important role in
COVID-19 exacerbation [25-28]. Lymphopenia is characterized
by the lowering of lymphocytes due to injured alveolar epithelial
cells and is commonly observed in COVID-19 patients [30].
Consistent with previous studies, thrombocytopenia was also
found to be associated with adverse COVID-19 outcomes
[26,31]. It has been suggested that a reduction or morphological
alternation in the pulmonary capillary bed exerts pathological
platelet defragmentation because the lungs are a platelet release
site with mature megakaryocytes [32]. Our prediction model
supports the notion that the early identification of COVID-19
infection, before a hematological crisis occurs, is necessary for
ensuring a better prognosis.

There is no existing study that has examined COVID-19 severity
prediction models in an attempt to provide an explicit solution
for the delivery of optimal triage using threshold modification
that accounts for limited resource availability. We employed
DES in our Model 3 to examine discrimination thresholds that
are usable in an adaptive manner across various patient influx
scenarios and the related health care resource availability. Our
simulations revealed that applying the optimal thresholds of
both historical and generated patient influxes will minimize the
mortality rate of each patient influx scenario. Our hypothesis
is supported by the significant differences found in mortality
rates between the J-index and our optimized thresholds when
applied to the expected patient influx volumes. This observation
supports the potential usability of our model to substantially
reduce COVID-19 mortality rates through the appropriate and
effective adjustment of triage thresholds.

Limitations
One limitation of our study is its incorporation of a single
national cohort of Asian ethnicity with a relatively small sample
size, which impacts the generalizability of our findings. External
validation using a more multiethnic population is thus needed
to determine if a similar discrimination performance occurs
among other ethnic groups. However, to ensure our model’s
robustness, we implemented 10-fold cross-validation with
additional confirmation using a hold-out cohort. Second, the
triage threshold was evaluated using a simulation. Simulations
do not yield concrete answers and are unable to assess all kinds
of potential situations [33]. Third, the applicability of utilizing
SHAP values to discriminate patient-specific contributing factors
for disease exacerbation has not been prospectively validated.
Whether the early identification of disease exacerbation risk
factors and their individual contributions can result in a better
prognosis would need to be validated after the implementation
of our online system into clinical practice. Lastly, clinical data,
including self-reported measurements, may not be objectively
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interpreted, and models utilizing these parameters should be
interpreted cautiously.

Conclusions
We developed and validated a robust prediction model, with an
explanatory feature, that offers an effective means of enhancing
the efficiency of COVID-19 triage. We further proposed an
adaptive triage model that utilizes both patient influx volume

and the capacity of a health care system to minimize mortality
rates within the scope of resource limits. Our model has the
potential for effective application because it is available online
for patients and providers in both inpatient and outpatient
settings. Overall, our results imply that COVID-19 treatment
plans need to integrate both medical and health care management
expertise to guarantee maximum efficacy.
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Abstract

Background: With the rapid adoption of electronic medical records (EMRs), there is an ever-increasing opportunity to collect
data and extract knowledge from EMRs to support patient-centered stroke management.

Objective: This study aims to compare the effectiveness of state-of-the-art automatic text classification methods in classifying
data to support the prediction of clinical patient outcomes and the extraction of patient characteristics from EMRs.

Methods: Our study addressed the computational problems of information extraction and automatic text classification. We
identified essential tasks to be considered in an ischemic stroke value-based program. The 30 selected tasks were classified
(manually labeled by specialists) according to the following value agenda: tier 1 (achieved health care status), tier 2 (recovery
process), care related (clinical management and risk scores), and baseline characteristics. The analyzed data set was retrospectively
extracted from the EMRs of patients with stroke from a private Brazilian hospital between 2018 and 2019. A total of 44,206
sentences from free-text medical records in Portuguese were used to train and develop 10 supervised computational machine
learning methods, including state-of-the-art neural and nonneural methods, along with ontological rules. As an experimental
protocol, we used a 5-fold cross-validation procedure repeated 6 times, along with subject-wise sampling. A heatmap was used
to display comparative result analyses according to the best algorithmic effectiveness (F1 score), supported by statistical significance
tests. A feature importance analysis was conducted to provide insights into the results.

Results: The top-performing models were support vector machines trained with lexical and semantic textual features, showing
the importance of dealing with noise in EMR textual representations. The support vector machine models produced statistically
superior results in 71% (17/24) of tasks, with an F1 score >80% regarding care-related tasks (patient treatment location, fall risk,
thrombolytic therapy, and pressure ulcer risk), the process of recovery (ability to feed orally or ambulate and communicate),
health care status achieved (mortality), and baseline characteristics (diabetes, obesity, dyslipidemia, and smoking status). Neural
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methods were largely outperformed by more traditional nonneural methods, given the characteristics of the data set. Ontological
rules were also effective in tasks such as baseline characteristics (alcoholism, atrial fibrillation, and coronary artery disease) and
the Rankin scale. The complementarity in effectiveness among models suggests that a combination of models could enhance the
results and cover more tasks in the future.

Conclusions: Advances in information technology capacity are essential for scalability and agility in measuring health status
outcomes. This study allowed us to measure effectiveness and identify opportunities for automating the classification of outcomes
of specific tasks related to clinical conditions of stroke victims, and thus ultimately assess the possibility of proactively using
these machine learning techniques in real-world situations.

(JMIR Med Inform 2021;9(11):e29120)   doi:10.2196/29120

KEYWORDS

natural language processing; stroke; outcomes; electronic medical records; EHR; electronic health records; text processing; data
mining; text classification; patient outcomes

Introduction

Background
Stroke is the second leading cause of mortality and
disability-adjusted life years globally [1,2]. The outcomes of
stroke can vary greatly, and timely assessment is essential for
optimal management. As such, there has been an increasing
interest in the use of automated machine learning (ML)
techniques to track stroke outcomes, with the hope that such
methods could make use of large, routinely collected data sets
and deliver accurate, personalized prognoses [3]. However,
studies applying ML methods to stroke, although published
regularly, have focused mostly on stroke imaging applications
[4-6] and structured data retrieval [3]. Few studies have
addressed the unstructured textual portion of electronic medical
records (EMRs) as the primary source of information.

Indeed, the use of EMR data in the last decade has led to
promising findings in population health research, such as
patient-use stratification [7], treatment-effectiveness evaluation
[8], early detection of diseases [9], and predictive modeling
[10]. However, dealing with EMR data is often labor intensive
[11] and challenging because of the lack of standardization in
data entry, changes in coding procedures over time, and the
impact of missing information [9,12-14]. The information
technology (IT) gap between automated data collection from
EMRs and improving the quality of care has been described in
the literature as a decelerator of value initiatives [15-18].

With recent advances in IT, several groups have attempted to
apply natural language processing (NLP) to the text analysis of
EMRs to achieve early diagnosis of multiple conditions, such

as peripheral arterial disease [19], asthma [20], multiple sclerosis
[21], and heart failure [22]. In these studies, NLP was used to
find specific words or phrases in a predefined dictionary that
described the symptoms or signs of each disease [14,21,23].

Objectives
Generating value for the patient as the central guide requires
advances in strategies to automate the capturing of data that
will allow managers to assess the quality of service delivery to
patients [24,25]. Accordingly, our research aims to compare the
effectiveness of state-of-the-art automatic text classification
methods in classifying data to support the prediction of clinical
patient outcomes and the extraction of patient characteristics
from EMR sentences. With stroke as our case study application,
our specific goal is to investigate the capability of these methods
to automatically identify, with reasonable effectiveness, the
outcomes and clinical characteristics of patients from EMRs
that may be considered in a stroke outcome measurement
program.

Methods

Overview
This study faced a computational problem related to information
extraction and free-text classification. As presented in Figure
1, the dotted lines represent the union of the text representative
technique that was used with each classifier in the two-phase
experiments. Our study was generally organized into four stages:
(1) task selection; (2) study design, preprocessing, and data
annotation; (3) definition of automatic text classification
methods; and (4) experimental evaluation (experimental
protocol, setup, and analysis of results).
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Figure 1. Study architecture. BERT: bidirectional encoder representation from transformers; CNN: convolutional neural network; EHR: electronic
health record; KNN: K-nearest neighbor; SVM: support vector machine; TF-IDF: term frequency-inverted document frequency.

Task Selection
A literature review and multidisciplinary expert interviews (n=8)
were used to define specific outcome dimensions and measures
that may be considered in an outcome measurement program
for ischemic stroke. The outcome identification step was based
on adhering to value agenda element dimensions to cover the
tiers of the outcome hierarchy [26], such as functionality
dimensions, the recovery process, and outcomes that matter to
patients. These dimensions included risk events, achieved health
care status, and stroke outcome scales, such as the National
Institutes of Health Stroke Scale (NIHSS) and the modified
Rankin scale (mRS) [27,28].

Study Design and Data Annotation
We retrospectively built a database of medical records from a
digital hospital system. The database covered 2 years of patients
hospitalized for ischemic stroke. The hospital is a private
institution of excellence in southern Brazil. The EMR system
used was the MV Soul (Recife). Since 2017, the hospital has
introduced the ICHOM standard sets’ data collection routine
for different clinical pathways and created an office for
institutional values. To examine the stroke pathway, data were
collected on October 15, 2015. In 2019, the hospital incorporated
the Angel Awards Program [29], which was certified as a
platinum category at the end of the first year. This study was

approved by the hospital ethics committee (CAAE:
29694720000005330).

Medical records of patients were submitted to preprocessing
using the spaCy Python library (Python Software Foundation;
Python Language Reference, version 2.7) [30] to stratify texts
into sentences. A total of 44,206 EMR sentences were obtained
from 188 patients. The approach followed a hypothesis for
managing unbalanced data, such as electronic health records,
which assumes that relevant information to be retrieved from
EMRs encompasses a small space of words delimited as
sentences, and the residual is noise [31-33]. During the text
stratification process, spaCy [30] uses rule-based algorithms
that set the sentence limits according to the patterns of
characters, thereby delimiting its beginning and end. The names
of patients and medical staff were identified, thus removing all
confidential information from the data set. The preprocessed
textual sentence was represented in a vector of words that
disregarded grammar and word order but maintained their
multiplicity.

For sentence annotation (intratask class labeling), we developed
annotation guidelines that provided an explicit definition of
each task, its classes (response options), and examples to be
identified in the documents. This guideline is written in
Portuguese and is available upon request.

Two annotators independently reviewed the preprocessed text
documents (44,206 sentences) and had the percent agreement
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between them measured by κ, which was higher than 0.61
(substantial agreement) [34]. Task-level disagreements were
resolved by consensus determination by 2 annotators, with
assistance from a committee composed of experts (APE, ACS,
MP, KBR, and CAP).

Each task could have two or more output answers, depending
on the meaning of the sentence. Examples of an EMR and the
annotation process can be seen in Multimedia Appendices 1
and 2. Task details in terms of class and sentence distribution
are shown in Multimedia Appendix 3 and demonstrate the highly
imbalanced nature of the tasks with most of the sentences
belonging to the NI (noninformative) class. This makes it a very
hard endeavor from an ML perspective. Subsequently, we
evaluated the impact of this imbalance in the experimental
results.

Automatic Text Classification Methods
As presented in the study design, the ML methods were divided
into two categories: two-phase methods and end-to-end (E2E)
methods [35]. The first category of methods consisted of
approaches whose document (ie, sentence) representation was
intrinsically independent of the classification algorithm used to
predict the class. In other words, the classifier used to predict
the class of documents was not used in the construction phase
of the document representation. In terms of text representations,
we considered three alternatives, namely traditional
term-weighting alternatives (term frequency-inverted document
frequency [TFIDF]); weighting based on word and character
(n-gram) frequency; and recent representations based on
meta-features, which capture statistical information from a
document’s neighborhood and have obtained state-of-the-art
effectiveness in recent benchmarks [35-39].

As two-phase classification algorithms, we exploited support
vector machines (SVMs), which are still considered the most
robust nonneural network text classification algorithm
[35,39,40], random forests (RF), K-nearest neighbor (KNN),
and naïve Bayes classifier (NBC), to address the most popular
algorithms in terms of classification and retrieval of text
information [41-44].

In contrast, E2E methods use a discriminative classifier function
to transform the document representation space into a new and
more informed (usually more reduced and compact) space and
use this classifier to predict the document class. In general, these
approaches use an iterative process of representation,
classification, evaluation, and parameter adaptation (eg,
transform, predict, evaluate loss function, and backpropagate,
respectively). For E2E classifiers, we exploited two neural
architectures, namely convolutional neural networks (CNNs),
which exploit textual patterns such as word co-occurrences, and
bidirectional encoder representation from transformers (BERT),
which exploits attention mechanisms and constitute the current
state-of-the-art in many NLP tasks.

Finally, we exploited a rule-based classifier specialized for the
tasks at hand (stroke tasks, represented in the ontology web
language [OWL]). The rule-based knowledge model was
developed using logical conditions built alongside domain
specialists [45]. This technique has shown effectiveness

equivalent to that of some ML classification models in certain
domains without the need for a large amount of data and training
time, which are commonly required by supervised methods
[46-49]. In contrast, it is heavily dependent on the specialists
and the coverage of the rules on the text expressions. More
details about each of the exploited algorithms are provided in
Multimedia Appendix 4 [3,35,37,39,41-45,50-63].

The two-phase methods used in this research are referred to as
the representation technique combined with the classification
algorithm, as follows: word-TFIDF and character-TFIDF
combined with SVM (SVM+W+C), Bag-of-Words (BoW)
combined with SVM (SVM+BoW), meta-features combined
with SVM (meta-features), word-TFIDF combined with SVM
(SVM+Word-TFIDF), character-TFIDF combined with SVM
(SVM+Chard-TFIDF), Word-TFIDF combined with random
forest (RF+Word-TFIDF), word-TFIDF combined with KNN
(KNN+Word-TFIDF), and word-TFIDF combined with naïve
Bayes (Naïve Bayes+Word-TFIDF). In contrast to TFIDF, BoW
explores only the frequency of terms (term frequency) and not
the frequency of terms in the collection (IDF component). The
E2E methods are simply called CNN and BERT, and the
ontological method is called OWL.

Experimental Evaluation

Overview
The experimental process consisted of testing different
classification methods with sets of annotated data to assess and
compare their performances (effectiveness). The experimental
procedure, described in Multimedia Appendix 5, consisted of
four phases: (1) representing the free-text sentences as numerical
vectors, (2) the training and tuning process (in a validation set)
by means of a folded cross-validation procedure, (3) the
execution of the classification algorithms in the test set and
effectiveness assessment, and (4) the synthesis of the results in
a heatmap table.

A classification model was developed for each task. Each task
resulted in an individual automatic classification model for the
training and testing process of the model. As an experimental
protocol, we used a five-fold cross-validation procedure repeated
six times (resulting in 30 test samples). We also exploited
subject-wise cross-validation in the sense that the information
from the same patient was always assigned to the same fold to
test the ability of the model to predict new data that was not
used in the learning process. These procedures address potential
problems, such as overfitting and selection bias [64], and
produce results that are more reliable.

To evaluate the ability to classify the relevant
Brazilian-Portuguese medical free-text records correctly, we
used the Macro-F1 score (equation 1). This metric is based on
a confusion matrix and is defined as follows:

where TP is true positive, TN is true negative, FP is false
positive, and FN is false negative. Precision (positive predictive
value) = TP / TP + FP = the number of returned hits that were

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e29120 | p.453https://medinform.jmir.org/2021/11/e29120
(page number not for citation purposes)

Zanotto et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


true positive. Recall (sensibility) = TP / TP + FN = is the fraction
of the total number of true positives retrieved.

The F1 measure is calculated for each class. Macro-F1
summarizes the classification effectiveness by averaging F1
values for all classes. Macro-F1 is one of the most popular
aggregated evaluation metrics for the classifier evaluation of
unbalanced or skewed data sets [42,65,66]. Macro-F1 is
especially suitable for imbalanced data sets, as the effectiveness
of each individual class contributes equally to producing a final
score. For instance, in a task with four classes, in which one of
them is NI, if all classes are predicted as NI, the Macro-F1 score
will be no higher than 0.25 (F1 of 1 for NI and 0 for the three
other classes). Accuracy or any other evaluation measure
focused on the instance, instead of the class effectiveness, would
produce a very high score (close to 1 in this particular case).

To compare the average results of our cross-validation
experiments, we assessed statistical significance by using a
paired two-tailed t test with 95% CIs. To account for multiple
tests, we adopted the Friedman-Nemenyi test [67] with
Bonferroni correction for multiple comparisons of mean rank
sums. The Friedman test was used to compare multiple methods.

We consider that making the data and the code used in our
experimental protocol available to others is potentially useful
for reproducibility and for use in other studies. Both the code
and data will be available upon request. The mood-specific
parameter tuning details are presented in Multimedia Appendix
6.

Experimental Analysis
The experiments aimed to provide relationships between the
classification methods and the tasks, allowing for connecting
the best methods with each outcome measure or patient
characteristics. Considering that the model’s results can
influence health decision-making in some way, the F1 score
thresholds may vary depending on the type of class and the
imbalance of the data. We reported the results by means of a
heatmap, adopting a red color for F1<20%, a gradual color scale
from orange to yellow for 21%<F1<79%, and green for F1>80%
[68-71]. Tasks (represented by the lines) were ordered by the
average of the performed models, whereas the ordering of the
columns shows the rank position of each method according to
the statistical analysis.

For the sake of the fairness of the comparison, the OWL
technique should not be and is not directly compared and ranked
herein along with the other ML models described above that
require a combination of text representations with trained
classification algorithms. OWL rules were designed to work
with the entire corpus (including the test) and were not designed
for generalization. Instead, they are built to work well in the
specific domain or task for which they were created. In any
case, for reasons of practical application and as a research
exercise, as a secondary analysis, we compared (later) the OWL
technique with the ML model ranked as the best based on the
Friedman test. This analysis allowed us to identify the
weaknesses and strengths of both approaches (generalized ML

models vs domain or task-specific ontological rules) in the
contrasting tasks.

Moreover, we performed a feature selection analysis [72,73].
This technique is used to rank the most informative features of
each task according to the information theory criteria. In
particular, we used SelectKBest (Python Software Foundation;
Python Language Reference, version 2.7) with the chi-square,
which is independent of the classification algorithms used [74].
This final analysis helps in understanding how ML can help
with outcome measurements for the stroke care pathway,
potentially boosting advances in quality indicator automation.

Finally, to complete the analysis and evaluate the impact of the
highly skewed distribution, especially toward the NI class, we
ran an experiment in which we performed a random
undersampling process for all considered tasks (we used the
RandomUnderSampler Phyton library [75]). In detail, we
randomly selected the same number of training random
examples of the NI as the number of instances of the second
largest (non-NI) class of a given task. We then reran all ML
classifiers (the ontology method is not affected by this process
as it has no training) in all 24 tasks, considering as the training
set the reduced (undersampled) NI training samples along with
the same (unchanged) previous samples for the other classes.
We did that for all six rounds of five-fold cross-validation of
our experimental procedure, changing the seed for selection in
each round, resulting in six different NI reduced training sets.
The test folds in all cases remain unchanged, meaning that we
keep the same skewed distribution as in the original data set,
as we do not know the class of the test instances.

Results

Tasks Selection
Discussions with experts in the stroke care pathway allowed us
to define 30 tasks that were considered feasible to extract from
EMRs. For the first tier, the standard sets were usually defined
to evaluate the clinical stroke outcomes that were used, including
the mRS [27] and the NIHSS scales [76], in addition to
traditional outcomes such as mortality and pain level. For tier
2, the ICHOM standard set developed for ischemic stroke was
used [77], which considers measures of mobility, ability to
communicate, ability to feed orally, the ability to understand,
and measures and scales of strength level. Indicators of the
hospitalization care process used in the institution were also
included, such as rating scales and risk events tracked by fall
risk, pressure ulcer risk, fall events during hospitalization,
infection indicators, intracranial hemorrhage, therapy care
(thrombolytic, thrombectomy, or both), and the location of the
patient during the inpatient path [78]. Finally, baseline
characteristics important for tracking the population and further
risk-adjusted analysis were included [79], such as high blood
pressure, smoking status, coronary artery disease, atrial
fibrillation, diabetes, prior stroke, active cancer, alcoholism,
obesity, and dyslipidemia. Each category, containing the tasks
and their respective classes, is presented in Table 1.
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Table 1. Eligible tasks for analysis and classification rules.

Supporting information for classesNumber of classesTasks

Health care status achieved (tier 1)

8Rankin • 0-6
• NIa

42National Institutes of Health Stroke Scale • 1-41
• NI

3Death • Absence of vital signs
• Vital signs present
• NI

Process of recovery (tier 2)

16Mobility level • 1-15
• NI

3Self-care • Able
• Unable
• NI

4Pain • No pain
• Low to intermediate pain
• Intense pain
• NI

7Strength • 0-5
• NI

3Paresis • Yes
• No
• NI

3Ability to feed orally • Yes
• No
• NI

4Ability to communicate • Yes
• No
• Poorly or symptomatic
• NI

4Ability of understanding • Yes
• No
• Poorly or symptomatic
• NI

4Ability to ambulate • Yes
• No
• Poorly or symptomatic
• NI

Treatment or care related

3Thrombolytic therapy • No delta
• Yes
• NI

3Thrombectomy • No delta
• Yes
• NI
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Supporting information for classesNumber of classesTasks

• Emergency room
• ICUb

• Inpatient unit
• NI

4Location

• Yes
• No
• NI

3Infection indication

• Yes
• No
• NI

3Intracranial hemorrhage

• Low risk
• Moderate risk
• High risk
• NI

4Fall risk

• Low risk
• Moderate risk
• High risk
• NI

4Pressure ulcer risk

• Yes
• No
• NI

3Fall event during inpatient

Baseline characteristics
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Supporting information for classesNumber of classesTasks

• Yes
• No
• NI

3High blood pressure

• Yes
• No
• Former
• NI

4Smoking status

• Yes
• No
• NI

3Coronary artery disease

• Yes
• No
• NI

3Atrial fibrillation

• Yes
• No
• NI

3Diabetes

• Yes
• No
• NI

3Prior stroke

• Yes
• No
• NI

3Cancer

• Yes
• No
• Former
• NI

4Alcoholism

• Yes
• No
• NI

3Obesity

• Yes
• No
• NI

3Dyslipidemia

aNI: noninformative.
bICU: intensive care unit.

After the identification of all tasks and the annotation process,
the analysis proceeded only with tasks that had substantial
(0.61>κ>0.80) and almost perfect (κ≥0.81) agreement between
annotators [34]. A total of six tasks were excluded from the
final analysis because of moderate or fair agreement or
disagreement: (1) active cancer information, (2) strength level,
(3) intracranial hemorrhage, (4) ability to understand, (5)
self-care, and (6) fall events during inpatient visits. All

documents were labeled by the annotators, and the median κ
regarding the 24 remaining tasks was 0.74 (IQR 0.65-0.89;
substantial agreement).

Patient Characteristics
The descriptive characteristics of patients, including previous
comorbidities, NIHSS score, and clinical care, are presented in
Table 2.
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Table 2. Descriptive characteristics of the patients.

Patients with ischemic stroke evaluated (n=188)Characteristics

Values, n (%)Values, median (range)

N/Aa79 (68-87)Age (years)

N/A6 (4-12)LOSb (days)

Sex

100 (53)N/AFemale

88 (47)N/AMale

Comorbidities

38 (20)N/APrevious stroke

12 (6)N/APrevious coronary artery disease

33 (18)N/AAtrial fibrillation

53 (28)N/ADiabetes

125 (66)N/AHypertension

15 (8)N/ASmoking status

4 (2)N/AAlcoholism

Treatment and care related

131 (70)N/AAntithrombotic therapy

38 (20)N/AThrombolysis with rtPAc

12 (6)N/AThrombectomy

7(4)N/AThrombolysis and thrombectomy

NIHSSd

147 (78)N/A<8

24 (13)N/A>8 and <15

17 (9)N/A>15

aN/A: not applicable.
bLOS: length of stay.
crtPA: alteplase.
dNIHSS: National Institutes of Health Stroke Scale.

Experimental Results
The Macro-F1 values for each of the 24 tasks using the 10
compared models are shown in Figure 2. Considering each task
separately, there is no single method that always dominates,
and there is no agreement on a unique category of tasks that
perform better. The ML models SVM+W+C and SVM+BoW
were the best and most consistent techniques used in this data
set. Both techniques use term-weighting representations that

are used alongside SVM classifiers. The latter simply exploits
within-document word term frequencies (term frequency),
whereas the former, in addition to exploiting data set–oriented
term statistics (IDF), also builds character-based n-gram
representations of the words in the vocabulary. The
character-based n-grams, despite increasing the vocabulary size
and sparsity, help to deal with misspellings and word variations
that are common in EMRs, which might explain the SVM+W+C
good results.
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Figure 2. Results of Macro-F1 for each task and comparative models (expressed in percentage). BERT: bidirectional encoder representation from
transformers; CNN: convolutional neural network; mRS: Modified Rankin Score; NIHSS: National Institutes of Health Stroke Scale; SVM+BoW:
support vector machine plus Bag-of-Words; TFIDF: term frequency-inverted document frequency; W+C+SVM: word-term frequency-inverted document
frequency and character-term frequency-inverted document frequency combined with support vector machine.

The SVM+W+C model excels in tasks belonging to different
categories, such as the ability to feed orally (Tier 2: the process
of recovery), with an F1 score of 89.5% (95% CI 89.2%-89.8%);
death (tier 1: health care status achieved), with an F1 score of
89.5% (95% CI 87.5%-92.5%); and high blood pressure and
dyslipidemia (the baseline characteristics of patients), with F1
scores of 86% (95% CI 83.8%-88.2%) and 83.2% (95% CI
77%-89%), respectively. SVM+BoW, in turn, excels in tasks
belonging to the treatment- or care-related categories, such as
patient location during treatment (F1 score 89.4%; 95% CI
88%-91%), fall risk (F1 score 91.1%; 95% CI 90.1%-92.1%),
and pressure ulcer risk (F1 score 92.5; 95% CI 91.5%-93.5%).
The meta-features model, which also exploits SVM as a
classifier but uses a completely different text representation,
was on average, the third-best placed ML model to cover more
tasks with good effectiveness, except in tasks such as diabetes
(F1 score 90.1%; 95% CI 88.8%-91.4%) and thrombolytic
therapy (F1 score 88.6%; 95% CI 87.5%-90.1%), in which it
was the sole winner model (best performer with no ties). The
models that used SVM but exploited either only word- or
character-based representations came in the fourth and fifth
places, losing to methods that exploited both representations in
a conjugated way.

The neural methods CNN and BERT were grouped in the
middle, with only moderate effectiveness in most tasks. This
outcome is mostly due to the lack of sufficient training data for
the optimal deployment of these methods. Indeed, previous
work has demonstrated that neural solutions are not adequate
for tasks with low to moderate training data, and they can only
outperform other more traditional ML methods in text
classification tasks when presented with massive amounts of
training [35,39], which is generally uncommon in the health
domain.

Regarding the effectiveness of the tasks, patient characteristics
and care-related process tasks produced better effectiveness.
Five of them are examples of good adherence with multiple
models, including patient treatment location, fall risk,
thrombolytic therapy, diabetes, and paresis, all with multiple
models with high effectiveness. Tasks related to measures of
mobility, ability to communicate, ability to ambulate, and pain
did not achieve high Macro-F1 values in most models.

The tasks with many classes, such as NIHSS (42 classes),
mobility level (n=16), and Rankin (n=8), performed worse,
regardless of the model. This outcome is mostly due to issues
related to the very skewed distribution (high imbalance) found
in our unstructured real-life data set. Indeed, the high percentage
of NI in the document penalizes effectiveness, mainly for the
minor classes, which are captured more faithfully by the
Macro-F1 score. However, properly dealing with such an
imbalance is not a simple task, as discussed next. Finally, as
the sentence length was very similar across tasks and classes,
this factor did not affect the results, that is, we could not infer
any significant relationship between the mean number of words
per sentence and the Macro-F1 scores of the models.

Figure 3 provides information regarding the effectiveness of
the OWL classifier. In general, the OWL effectiveness is similar
to that of the best ML models, with 11 tasks having a Macro-F1
score higher than 80%. The most interesting issue is that most
of the best-performing tasks by OWL do not coincide with the
best ones produced by the ML models in Figure 2. For instance,
the OWL classifier performed very well on the patient's baseline
characteristics tasks, such as NIHSS and mRS scale, precisely
the ones in which the ML models performed poorly. Overall,
the OWL strategy was more robust in the tasks in which the
ML models suffered from a scarcity of examples and high
imbalance. On the contrary, OWL suffered on tasks that were
much more passible in interpretation and had more text

JMIR Med Inform 2021 | vol. 9 | iss. 11 | e29120 | p.459https://medinform.jmir.org/2021/11/e29120
(page number not for citation purposes)

Zanotto et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


representations from those for which they were built [49,80].
For instance, in the death task, despite good within-annotator
agreement, we believe that due to a variety of clinical terms in
the clinical text used to describe multiple clinical concepts, the

rules initially created failed to reflect the understanding of a
noninformative sentence versus a sentence that reports the vital
signs of patients, which penalized the OWL model.

Figure 3. Effectiveness results for the ontology-based model. mRS: Modified Rankin Score; NIHSS: National Institutes of Health Stroke Scale.

A direct comparison between OWL and the best ML method is
presented in Figures 4 and 5, in which Figure 4 represents the
tasks in which OWL performed better than the best ML model
for the same tasks and Figure 5 represents the tasks with higher
F1 scores in the ML model against OWL. SVM+W+C has a

considerable advantage over the other ML strategies, as the
strategy of choice to be compared in the vast majority of cases.
The best tasks performed by the best model in each case, either
SVM+W+C or OWL, do not coincide. Indeed, there is a
potential complementarity between ML and alternatives.
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Figure 4. Best performed tasks in Ontology versus top-ranked model. mRS: Modified Rankin Score; NIHSS: National Institutes of Health Stroke Scale;
SVM: support vector machine; W+C+SVM: word- term frequency-inverted document frequency and character- term frequency-inverted document
frequency combined with support vector machine.

Figure 5. Best performed tasks in the top-ranked model versus Ontology. SVM: support vector machine; W+C: word-term frequency-inverted document
frequency and character-term frequency-inverted document frequency.
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Effect of Class Imbalance on the
Results—Undersampling
As we have discussed, all our tasks are extremely skewed, in
the sense that the NI (noninformed; majority) class dominates
over the other (minority) classes, where the useful information
really lies. This imbalance occurs in a proportion that can
achieve 1:1000 examples in the minority class to the majority
class for some tasks.

This imbalance may cause bias in the training data set
influencing some of the experimented ML algorithms toward
giving priority to NI class, ultimately undermining the

classification of the minority classes on which predictions are
most important. One approach to addressing the problem of
class imbalance is to randomly resample the training data set.
A simple, yet effective approach to deal with the problem is to
randomly delete examples from the majority class, a technique
known as random undersampling [81].

The results of this experiment are shown in Figure 6, which
compares the performance of the classifiers in scenarios with
and without undersampling. For the sake of space, we only show
the results for the best nonneural (W+C+SVM) and neural
(BERT) classifiers, but the results are similar for all tested
classifiers (Multimedia Appendix 7).

Figure 6. Results of Macro-F1 score in the undersampling sample, expressed by percentage. mRS: Modified Rankin Score; NIHSS: National Institutes
of Health Stroke Scale; SVM: support vector machine; W+C: word- term frequency-inverted document frequency and character- term frequency-inverted
document frequency.

As it can been seen, the undersampling process caused major
losses in both classifiers. Such losses occurred across all tasks,
varying from 5% of Macro-F1 score reduction (death) to 58%
(NIHSS) for W+C+SVM, and 11% (death) to 98% (NIHSS) of
Macro-F1 effectiveness loss in BERT. The largest losses for
the neural method were expected, as this type of classifier is
more sensitive to the amount of training. However, to a certain
degree, all the classifiers suffered major losses after the
undersampling process. These results may be attributed to the
largest difference in class distribution between training and
testing and the inevitable loss of information that comes after
the removal of training instances after undersampling.

These phenomena can be better seen when we look at the
individual values of F1, precision, and recall of the classes of
the tasks. Table 3 shows an example of the tasks of infection
indication, thrombolytic therapy, and ability to communicate

with the W+C+SVM classifier. As we can see, all classes have
a reduced F1 in the undersampling scenario. This is mainly due
to a large reduction in the precision of the classes. This happens
because W+C+SVM misclassifies NI instances as belonging to
some of the relevant classes. As the classifier is obliged to
categorize a sentence in one of the existing classes, the lack of
information about the fact that a sentence does not have useful
information for assigning the sentence in one of the classes of
interest confounds the classifier. In other words, the negative
information about the NI (eg, frequent words in NI sentences
that help to characterize this class but that are also shared by
some non-NI instances, and whose frequency was altered by
the undersampling) is in fact useful information for avoiding
false positives, which may cause many problems in a real
scenario, including false alarms, waste of resources, and distrust
of the automatic methods.
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Table 3. Comparison of undersampling and original sampling in terms of precision, recall, and Macro-F1 score (W+C+SVM model).

Original samplingUndersamplingClass

F1 (%)aRecallPrecisionF1 (%)aRecallPrecision

Infection indicative

9910.99980.961−1

810.750.88540.890.390

590.530.68420.820.281

Thrombolytic therapy

10011990.981−1

590.520.69420.620.320

900.910.89470.910.311

Ability to communicate

10010.99980.961−1

400.260.9440.630.340

690.640.76490.810.351

810.80.82480.930.322

aMacro-F1 score (W+C+SVM model).

Feature Importance
For the tasks presented in Textbox 1 (alcoholism, atrial
fibrillation, coronary artery disease, dyslipidemia, obesity,
NIHSS, Rankin [mRs], infection indicators, high blood pressure,
death, ability to feed orally, and ability to communicate), we
present the top 10 clinical features (ie, words) used in the task
prediction in Textbox 1, which means the 10 features with higher
contribution to task prediction. This analysis helps to better
understand the divergence between approaches. It is worth
noting that in the tasks in which the ML models performed
better (second column), the top-ranked features were all related
to the semantics of the task. For instance, considering the death
task as an example, the ML model was able to identify important

features for the task, which produced a higher information gain
than the OWL model. Indeed, for death, only three features of
the 10 most relevant explicitly use the word death, but most
features are somewhat related to this outcome. This finding
suggests data quality issues (vocabulary coverage) that may
drastically influence the effectiveness of the OWL strategy,
which exploits only rules that explicitly contain the word death
(or related ones) but no other terms. However, for the features
in the first column, in which the OWL models were better, there
were still features with considerable contributions that were not
directly related to the information sought. For example, to
mention the NIHSS task, rule-based knowledge models built
alongside clinical domain vocabulary specialists may be the
best alternative.
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Textbox 1. Top 10 clinical indicators for task prediction models and feature importance. In parenthesis, the translation to English language is indicated,
where there may be misspellings in the original writing that are also indicated.

Alcoholism

• etilismo (alcoholism)

• etilista (alcoholic)

• fumo (smoke)

• históira (story with misspelling in the original)

• álcool (alcohol)

• cart

• osteoartrose (osteoarthritis)

• ttu (short for transurethral resection of the prostate)

• tabagismo (smoking)

• cesária (cesarean)

Atrial fibrillation

• fa (short for atrial fibrillation)

• comorbidades (comorbidities)

• acfa (short for atrial fibrillation)

• paroxística (paroxysmal)

• has (short for high blood pressure)

• anticoagulado (anticoagulated)

• depressão (depression)

• indeterminado (indeterminate)

• digoxina (digoxin)

• institucionalizada (institutionalized)

Coronary artery disease

• cardiopatia (heart disease)

• isquêmica (ischemic)

• actp (short for percutaneous transluminal coronary angioplasty)

• dp

• crm (short for myocardial revascularization surgery)

• iam (short for acute myocardial infarction)

• 2014

• infarto (short for acute myocardial infarction)

• mm

• sf

Dyslipidemia

• dislipidemia (dyslipidemia)

• comorbidades (comorbidities)

• 1hora

• cesária (cesarean)

• morbidades (morbidities)

• puerpera (puerperal)

• has (short for high blood pressure)
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fêmur (fêmur)•

• tep

• previas (previous)

Obesity

• BMI (short for body mass index)

• obesidade (obesity)

• m²

• 1994

• lipschitz

• eutrofia

• altura (height)

• peso (weight)

• estatura (stature)

• obesa (obese)

National Institutes of Health Stroke Scale

• nihss

• súbito (sudden)

• asistolia (asystolia)

• sens

• territ

• suboclusiva (subocclusive)

• perg

• mecania (mecanic with mispelling in the original)

• severo (severe)

• visto (seen)

Ability to communicate

• afasia (afasia)

• comunicativa (talkative)

• disartria (dysarthria)

• comunicativo (talkative)

• colóquio (colloquium)

• verbalizando (verbalizing)

• alerta (alert)

• verbaliza (verbalizes)

• expressão (expression)

• hemiparesia (hemiparesis)

Ability to feed orally

• vo (short for orally)

• sne (short for nasoenteral probe)

• dieta (diet)

• pastosa (pasty)

• gastrostomia (gastrostomy)
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enteral (enteral)•

• aceitação (acceptance)

• semi (semi)

• exclusiva (exclusive)

• polimérica (polymeric diet)

Death

• óbito (death)

• constato (i’ve verified)

• leito (bed)

• ar (air)

• estável (stable)

• ambiente (environment or room)

• no

• doação (donation)

• obito (death with misspelling in the original)

• óbito (death with misspelling in the original)

High blood pressure

• has (short for high blood pressure)

• dm (short for diabetes)

• dislipidemia (dyslipidemia)

• dm2 (short for diabetes type 2)

• comorbidades (comorbidities)

• fa (short for atrial fibrillation)

• artrite (arthritis)

• definitivo (definitive)

• reumatoide (rheumatoid)

• demencial (dementia)

Infection indication

• afebril (afebrile)

• flogísticos (phlogistic)

• sinais (signs)

• cefuroxima (cefuroxime)

• inserção (insertion)

• tax

• klebsiella (klebsiella)

• d0 (short for day 0)

• atb (short for antibiotics)

• azitromicina (azithromycin)

Modified Rankin Score

• rankin

• mrankin

• demência (dementia)
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caminha (walks)•

• corversa (talks)

• alimenta (feed)

• alzheimer

• aparentes (apparent)

• comer (eat)

• mrk (mrs with misspelling in the original)

Discussion

Principal Findings
The study intended to recognize the path and opportunities that
may be advanced in terms of the technological capacity to
support the outcome measurement process for the stroke care
pathway. Real-world sentences from ischemic stroke EMRs
were used to develop automatic models using ML and NLP
techniques. It was possible to identify that SVM+W+C and
SVM+BoW were the most effective models to be used to
classify characteristics of a patient and process of care based
on the extraction of Brazilian-Portuguese free-text data from
the EMRs of patients. Ontological rules were also effective in
this task, and perhaps even more importantly, most of the
best-performing tasks with the OWL and ML models did not
coincide. This outcome opens up the opportunity to exploit such
complementarities to improve the coverage of tasks when
implementing a real solution for outcome management or even
to improve the individual effectiveness of each alternative by
means of ensemble techniques such as stacking [82].

One of the good practices that the literature has demonstrated
to increase the success of ML algorithms applied to health care
is the inclusion of a clinical background in the annotation
process [83]. The availability of training data is critical in
obtaining good results, thus indicating that variations in clinical
terms found in the clinical text could be specific to the type and
source of clinical notes that may not have been captured in an
available resource. The results from our feature importance
analysis are consistent with other study results [21,68,76,83-85]
concerning many clinical terms applied to multiple clinical
concepts, although there are specific patterns based on semantic
types that can help. In general, it is difficult to determine the
correct concept when a clinical term normalizes to multiple
concepts, and this issue can penalize the effectiveness of the
model [86,87].

Our effectiveness results agree with the literature [83,88], in
which a Macro-F1 score >80% is considered a successful
extraction of medical records. Even though there is still a need
to cover more tasks related to ICHOM patient-reported outcome
measures [3,74,76,85], we hypothesized that these tasks
comprise a feeling state, and the lack of normalization of data
contained in EMRs may explain the fact that these task
categories did not perform very well [70,89]. Medical records
related to baseline characteristics and care processes typically
contain much more structured data (eg, numerical values for
tasks) than medical patient-reported outcomes, which focus

more on unstructured data [83,90]. This issue has been explored
in previous studies on EMR-based clinical quality measures
[22,82], in which it is suggested that these kinds of data (for
baseline characteristics and care-related processes) have the
potential to be scaled in other clinical conditions, such as
cardiovascular and endocrine conditions [83].

Previous studies have found various advantages of EMR
compared with traditional paper records [91]. However, as
reported by Ausserhofer et al [12], care workers do not find
them useful for guaranteeing safe care and treatment because
of the difficulty of tracking clinical and quality measures. The
same authors have discussed the importance of having IT
capability to track care workers’documentation while increasing
safety and quality of care. They emphasized that this approach
is important for addressing EMR data collection issues that have
been historically extracted via manual review by clinical experts,
leading to scalability and cost issues [83,85,90]. In our study,
it was possible to demonstrate that for the stroke care pathway,
the use of ML models to measure clinical outcomes remains a
challenge, but the technology has the potential to support the
extraction of relevant patient characteristics and care-process
information.

Despite the challenges regarding the accuracy of the outcome
measures, promising approaches regarding baseline
characteristics and care-related process data have been achieved.
This may be the first step toward unlocking the full potential
of EMR data [83]. The usefulness of having baseline
characteristics tracked is to assist disease prevalence studies
and identify opportunities to guide political decisions about the
public health sector [13,92,93], automatize eligibility of patients
for clinical research [84], and feed risk assessment tools [94].
On the contrary, care-related process metrics boost the
opportunity to improve decision-making with new technologies,
maintain the effectiveness of treatments, and encourage
alternative remuneration models [17,92,95].

The next step would be to invest in the automation of tasks at
the patient level that support the control of the progression of
patients in real-time during stroke episodes. In a similar manner,
it would be useful to identify opportunities to improve the EMR
data quality, such as the implementation of quality software
with dynamic autocompletes with normalized terms register.
The use of NLP for quality measures also adds to the capture
of large amounts of clinical data from EMRs [82]. The products
of NLP and mixed methods pipelines could potentially impact
a number of clinical areas and could facilitate appropriate care
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by feeding hospital outcome indicators and data to support
epidemiological studies or value-based programs [82].

Limitations
This study had several limitations. For clinical NLP method
development to advance further globally and to become an
integral part of clinical outcome research or have a natural place
in clinical practice, there are still challenges ahead. Our work
is based on the EMR of a single center, with a limited number
of annotated patients. Thus, further work is needed to test this
approach in EMRs from different centers with different patients,
who may use different languages for clinical documentation.
We have no access to data from exams or hospital indicators,
which is the reason why our infection identification, for
example, was based on any report of antibiotic use, typical
symptoms of infection, or tests described. We were unable to
find data samples that included all the risk factors that were
discovered in the literature. It would be worth conducting a
future study with a larger and different data set with more
features to examine whether the findings of this research are
still valid. Finally, the design focused on sentences can be
significantly influenced by the NI data volume—if a patient
smokes, this will probably be reflected in just one sentence,
maybe two, and for all of the others, you will have NI. One
possible approach would be to use hierarchy models to first
classify whether a sentence is relevant and then evolve to
classification algorithms to predict classes. Then, the entire

record can inform the prediction of the outcome of patients,
instead of saying whether a specific sentence indicates a task.

Regarding the undersampling experiment, more intelligent
strategies such as choosing the most positive of the negative
samples or Tomek links [81] should be tested for better
effectiveness. We leave this for future work and suggest
practical purposes to maintain the original distribution, whereas
more effective strategies are not further studied.

Conclusions
This study is innovative in that it considered many and diverse
types of automatic classifiers (neural, nonneural, and
ontological) using a large real-world data set containing
thousands of textual sentences from real-world EMRs and a
large number of tasks (n=24) with multiple classes using
Brazilian-Portuguese unstructured free-text EMR databases.
The effectiveness of these models demonstrated a better result
when used to classify care processes and patient characteristics
than patient-reported outcomes, which suggests that advances
in intelligence in informational technology for clinical outcomes
are still a gap in the scalability of outcome measurements in
health care. Future research should explore the development of
mixed methods to increase task effectiveness. Advances in IT
capacity have proved to be essential for the scalability and
agility of the ability to measure health outcomes and how it
reflects on its external validation to support health real-time
quality measurement indicators.
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Abstract

Background: Health research frequently requires manual chart reviews to identify patients in a study-specific cohort and
examine their clinical outcomes. Manual chart review is a labor-intensive process that requires significant time investment for
clinical researchers.

Objective: This study aims to evaluate the feasibility and accuracy of an assisted chart review program, using an in-house
rule-based text-extraction program written in Python, to identify patients who developed radiation pneumonitis (RP) after receiving
curative radiotherapy.

Methods: A retrospective manual chart review was completed for patients who received curative radiotherapy for stage 2-3
lung cancer from January 1, 2013 to December 31, 2015, at British Columbia Cancer, Kelowna Centre. In the manual chart
review, RP diagnosis and grading were recorded using the Common Terminology Criteria for Adverse Events version 5.0. From
the charts of 50 sample patients, a total of 1413 clinical documents were obtained for review from the electronic medical record
system. The text-extraction program was built using the Natural Language Toolkit Python platform (and regular expressions,
also known as RegEx). Python version 3.7.2 was used to run the text-extraction program. The output of the text-extraction program
was a list of the full sentences containing the key terms, document IDs, and dates from which these sentences were extracted.
The results from the manual review were used as the gold standard in this study, with which the results of the text-extraction
program were compared.

Results: Fifty percent (25/50) of the sample patients developed grade ≥1 RP; the natural language processing program was able
to ascertain 92% (23/25) of these patients (sensitivity 0.92, 95% CI 0.74-0.99; specificity 0.36, 95% CI 0.18-0.57). Furthermore,
the text-extraction program was able to correctly identify all 9 patients with grade ≥2 RP, which are patients with clinically
significant symptoms (sensitivity 1.0, 95% CI 0.66-1.0; specificity 0.27, 95% CI 0.14-0.43). The program was useful for
distinguishing patients with RP from those without RP. The text-extraction program in this study avoided unnecessary manual
review of 22% (11/50) of the sample patients, as these patients were identified as grade 0 RP and would not require further manual
review in subsequent studies.

Conclusions: This feasibility study showed that the text-extraction program was able to assist with the identification of patients
who developed RP after curative radiotherapy. The program streamlines the manual chart review further by identifying the key
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sentences of interest. This work has the potential to improve future clinical research, as the text-extraction program shows promise
in performing chart review in a more time-efficient manner, compared with the traditional labor-intensive manual chart review.

(JMIR Med Inform 2021;9(11):e29241)   doi:10.2196/29241

KEYWORDS

chart review; natural language processing; text extraction; radiation pneumonitis; lung cancer; radiation therapy; python; electronic
medical record; accuracy

Introduction

Background
Retrospective chart reviews require the analysis of pre-existing
clinical data to answer a research question. To identify the
patient cohort of interest, researchers often need to use certain
inclusion criteria to scan a large database. After the patient
cohort is identified, data abstraction begins, and a number of
patient variables can be collected [1-3]. For example, cancer
research frequently uses chart reviews to examine the outcomes
and specific side effects of therapies. Radiation pneumonitis
(RP) is a potential side effect of radiation therapy (RT) in
patients with lung cancer, which can lead to permanent lung
damage visible on radiography (Figure 1) [4,5]. Patients with
RP may develop supplemental oxygen dependence and have a
lower quality of life; as such, it is an important outcome to
consider after RT and important to understand factors that may
increase or decrease the likelihood of its development [4]. Of
the patients with lung cancer treated with RT, it is expected that
approximately 10% to 20% will develop moderate to severe RP

[6-9]. Although RP fatality is uncommon, it still occurs in 1.9%
of those affected [10]. For selecting a cohort of patients who
developed symptomatic RP, the charts of patients with stage
2-3 lung cancer who received curative RT during the study
period must be reviewed. In a typical manual chart review, this
would involve researchers going through patient charts and
looking for evidence and severity of RP diagnosis based on the
Common Terminology Criteria for Adverse Events (CTCAE)
version 5.0 [9]. This process takes significant human resources
and time to identify the patient cohort of interest [11,12]. The
time requirement is amplified in cohorts that have a small
representation in the larger data set, where a much larger data
set is necessary to be reviewed to find a significant number of
rare events [12]. This decreases the chart review productivity,
where a high percentage of the chart review process will be
unfruitful in identifying patients for the cohort and can be seen
as a loss of valuable research time. Our goal is to use a computer
program developed in-house to assist in the identification of
the cohort of interest and move toward an automated chart
review process.

Figure 1. Color wash of the dose distribution on a radiation therapy planning computed tomography for a patient with lung cancer (left). The blue edge
represents the 20 gray dose line, which is the recognized dose associated with increased risk of radiation pneumonitis. The same patient’s 3-month
follow-up computed tomography image showed opacity indicating a partial filling of the air spaces in the lungs. These radiologic changes are representative
of radiation pneumonitis in the radiation field (right).

The most recent and sophisticated computer programs designed
to assist in chart review studies have implemented natural
language processing (NLP) [13-16]. NLP is a computer model
that can manipulate a document's narrative text and speech, also

known as natural language, and export it in a structured format
for analysis [16]. This type of modeling is necessary because
of the nature of electronic medical records (EMRs). Typically,
patient charts in the EMR are written in a narrative text format,
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which is more difficult for a computer program to extract
information from compared with a structured charting system
that is arranged in tables [17]. It has been estimated that up to
80% of health care data are in an unstructured narrative format
within most EMR systems [18]. Using an NLP computer
algorithm as a tool could enable a chart review to be completed
in less time with less human resources.

Objective
The objective of this study is to evaluate the feasibility and
accuracy of an in-house developed rule-based text-extraction
program written in Python to identify patients with lung cancer

who developed RP after receiving curative RT. This rule-based
text-extraction program written in Python is the first stage of
developing a more robust NLP program. RP is an important
factor to consider with respect to RT and serves as a marker for
treatment-specific variables and allows us to evaluate the use
of the text-extraction program. Specifically, the focus of
identification in this study is on clinically significant cases of
grade ≥2 RP. RP is graded by severity; if the patient’s quality
of life is affected by shortness of breath and cough, it is grade
≥2, whereas grade 1 RP is only seen on imaging and is not
associated with any symptoms (Textbox 1) [9].

Textbox 1. Radiation pneumonitis (RP) grading based on Common Terminology Criteria for Adverse Events version 5.0.

Grade 0

• No RP present

Grade 1

• Asymptomatic; clinical or diagnostic observations only; intervention not indicated

Grade 2

• Symptomatic; medical intervention indicated; limiting instrumental activities of daily living

Grade 3

• Severe symptoms; limiting self-care activities of daily living; oxygen indicated

Grade 4

• Life-threatening respiratory compromise; urgent intervention indicated (eg, tracheotomy or intubation)

Grade 5

• Death

Methods

Recruitment
The study population included a sample subset of 50 patients,
from those who received curative RT for stage 2-3 non–small
cell lung cancer from January 1, 2013, to December 31, 2015,
at British Columbia (BC) Cancer Kelowna. The sample subset
was designed to represent the proportions of RP grades in the
literature [6-8,10,19]. However, there is a lack of consensus on
the proportions of RP grades among patients treated with RT,
most likely because of the numerous variables identified in
contributing to RP development, including age, RT dose,
concurrent chemotherapy, and underlying comorbidities such
as chronic obstructive pulmonary disease [6-8,10,19]. The
sample subset represents the proportion of RP grades most likely
to be encountered in a larger randomized data set. Once the
proportions of RP grade were decided on for the cohort based
on the literature, simple random sampling without replacement
was done on the manually reviewed cohort.

Data Exclusion
Patients who underwent surgery after radiation treatment were
excluded. Patients who received palliative radiation and patients
with small cell lung cancer were excluded.

Workflow
A manual chart review was completed by reviewing patient
charts from the institutional EMR at BC Cancer Kelowna. The
manual chart review results served as the definitive diagnosis,
with which the assisted chart review program was compared.
In the manual chart review, RP diagnosis and grading were
recorded using CTCAE version 5.0 (Textbox 1) [9].

The in-house text-extraction program was built using the Natural
Language Toolkit Python platform (and regular expressions,
also known as RegEx). Patient charts were extracted from the
BC Cancer EMR system and were subsequently formatted into
the American Standard Code for Information Interchange text
files to be compatible with the text-extraction program. From
the charts of 50 sample patients, a total of 1413 clinical
documents (clinical notes and radiology reports) were obtained
for review. The reports from the BC Cancer EMR system were
obtained by either direct conversion to text format documents
or were printed in PDF and then converted to text format using
the open-source Python Tesseract optical character recognition
program. This step of obtaining and converting the documents
to text format from the BC Cancer EMR system was necessary,
as the text-extraction program input requires text format
documents. Python version 3.7.2 was used to run the assisted
chart review text-extraction program. The terms pneumonitis,
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radiation pneumonitis, radiation induced lung injury, and
fibrosis were used as key terms for the assisted chart review.
These key terms were chosen by the radiation oncologist
contributing clinical expertise in this study, and they represent
terminology that a physician would use to identify RP in dictated
reports. The output of the text-extraction program was a list of
full sentences containing the key terms, along with the document
IDs and dates from which these sentences were extracted. The
text-extraction program was designed to search through all the
charts and extract the whole sentence that contained the key
terms. If a sentence was extracted from a patient’s chart, the
patient was identified as having RP. The text-extraction program
organized the extracted information, identified the patients, and
indicated the exact documents containing the key terms. The
results from the text-extraction program were then compared
with those from the manual chart review.

If the text-extraction program is shown to be feasible and
accurate, a more expedited manual chart review can be
performed using the results of the text-extraction program in
future studies. Patients with no key terms identified in their
charts will be designated as grade 0 RP, and no further chart
review of these patients will need to be completed. For the
patients identified by the text-extraction program to have RP,
the sentences containing the key terms can be reviewed
manually, first to confirm that these patients are correctly
identified as having RP, and then to grade the RP severity in an
expedited manner. Thus, there is an opportunity to improve the
text-extraction program specificity during this sentence review
process by correcting the false-positive cases.

Statistical Analysis
The comparison between the manual chart review and
text-extraction program output was viewed and analyzed in 2
different ways: the first approach considered the diseased state
to be grade ≥1 RP, and the second approach considered the
diseased state to be grade ≥2 RP, with grade 1 RP classified as
a healthy state as the patients with grade 1 RP had no clinical
symptoms. The text-extraction program was designed to look
for any grade of RP when searching through the patient charts,
so this lends itself to being able to perform well during the first
analysis. However, grade 1 RP is only visible radiographically
and thus is not clinically relevant to a patient’s further care.
Thus, we wanted to look at how well the assisted chart review
system was able to identify patients with symptomatic RP.
Statistical analyses were performed using SAS software version
9.4.

Results

Text-Extraction Program Output
The results of the text-extraction program used to identify
patients with RP of any grade are shown in Tables 1 and 2. The
text-extraction program was able to ascertain 92% (23/25) of
patients who developed grade ≥1 RP (sensitivity 0.92, 95% CI
0.74-0.99; specificity 0.36, 95% CI 0.18-0.57). The results of
the text-extraction program used to identify patients with
symptomatic RP, that is, grade ≥2, is shown in Table 3. The
text-extraction program was able to correctly identify all 9
patients with grade ≥2 RP (sensitivity 1.0, 95% CI 0.66-1.0;
specificity 0.27, 95% CI 0.14-0.43). Both analyses revealed that
the text-extraction program was capable of significantly
differentiating between the diseased and healthy groups.

Table 1. The assisted chart review text-extraction program results and the accuracy for each RP grade.

Correctly identified, n (%)Total, NRP severity (grade)

9 (36)250

14 (88)161

7 (100)72

2 (100)23

Table 2. The assisted chart review text-extraction program results for differentiating between patients with radiation pneumonitis (RP) of grade 0
(healthy) versus those with RP of grade ≥1 (diseased).

Manual chart review findingText-extraction program findings

Total, NDiseased (grade ≥1 RP), n (%)Healthy (grade 0 RP), n (%)

112 (4)9 (18)Healthy (grade 0 RP)

3923 (46)16 (32)Diseased (grade ≥1 RP)

5025 (50)25 (50)Total
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Table 3. The assisted chart review text-extraction program results looking at the ability to distinguish between patients with radiation pneumonitis
(RP) of grade ≤1 (healthy) and those with of grade ≥2 (diseased).

Manual chart review findingText-extraction program findings

Total, NDiseased (grade ≥2 RP), n (%)Healthy (grade ≤1 RP), n (%)

110 (0)11 (22)Healthy (grade ≤1 RP)

399 (18)30 (60)Diseased (grade ≥2 RP)

509 (18)41 (82)Total

The text-extraction program missed 2 patients with grade 1 RP.
Upon further review, the 2 patients with grade 1 RP that the
text-extraction program missed were found to truly have grade
0 RP but were incorrectly labeled as patients with RP because
of human error in the manual chart review. If we correct for this
human error, the sensitivity improves to 1.0 for the
text-extraction program’s ability to identify grade ≥1 RP.

Clinical Utility
In our cohort, each patient’s chart consisted of an average of
28 clinical documents that make up their chart, with a range of
15 to 150 documents. The average time spent during the manual
chart review of one patient’s chart was 30 minutes. Therefore,
the manual chart review of the 50-patient cohort took 25 hours.
In comparison, the assisted chart review text-extraction program
processed the 1413 clinical documents and exported the results
in <5 minutes.

The use of the text-extraction program in this study would be
to avoid unnecessary manual review of 22% (11/50) of the
sample, including their electronic documents (198/1413, 14%),
as these patients were identified as not having RP and thus
would not require any manual review. It will also streamline
the rest of the manual review as key sentences with the key
terms are identified, thus further reducing the number of clinical
documents necessary for the manual review to confirm that the
patient should be included in the cohort.

Discussion

Principal Findings
The text-extraction program was able to identify patients with
RP with high sensitivity but, unfortunately, low specificity. This
can assist in the identification of a patient cohort of interest in
a more efficient manner.

The text-extraction program correctly identified 2 patients with
grade 0 RP that the manual chart review incorrectly identified.
Similar findings have been reported in the literature, where one
study found that their automated chart review outperformed
their manual chart review as the human reviewer missed the
correct classification on manual evaluation of the chart [11].
Therefore, although the gold standard for assessing the accuracy
of the text-extraction program in this study is manual chart
review, the process is very tedious and not guaranteed to be
perfect because of human error [11,20]. This highlights a
potential advantage of the text-extraction program at being more
accurate than the human-led manual chart review.

The utility of the text-extraction program in this study would
be to perform a rapid scan of a larger data set of documents and

avoid unnecessary manual review of many of the non-RP patient
charts. The program is able to use key terms, such as RP or
fibrosis, to return a list of patients with those terms in the patient
charts. This will significantly cut down on the number of charts
that the manual review will include. This is mainly because of
the fact that even if a patient does develop RP, most of their
charts do not include any indication of their diagnosis. The
computer program organizes the extracted information into
which patient and which exact chart, thus further reducing the
amount of chart review that is necessary to manually review to
confirm that the patient should be included in our cohort.

The end goal of using text-extraction programs to perform chart
reviews is to save the researcher time and effort of combing
through patient charts to form a cohort in which to begin
studying a clinical outcome. Our text-extraction program was
able to output its results in <5 minutes compared with the 25
hours it took the manual chart review control to create the RP
cohort.

Limitations
A limitation to implementing this assisted chart review program
is its current high false-positive rate, leading to unnecessary
chart review of patients with no RP. The development of
automated chart reviews must consider the balance between
NLP program accuracy (no diseased cases missed) versus the
amount of time saved by confidently eliminating true RP grade
0 patients in the review. Designing the key terms was an
important process to balance the accuracy of the text-extraction
program versus the time saved using the text-extraction program.
Selecting broad key terms is important to capture all patients
who may fall into our cohort; however, more specific key terms
would better rule out patients not within the study cohort. Our
goal was to maximize the sensitivity of the text-extraction
program by including broad terms so as to not miss any patients
with the diseased state initially, as the sentence output of the
text-extraction program allows for a truncated chart review to
improve the specificity. This means that the possible time saved
in this feasibility study was less as more false-positive RP
patients were identified. Future work is underway to improve
the specificity of the text-extraction program with a larger
sample.

Another limitation of our work is the small sample size of 50
patients. This sample group was used as a proof of concept for
our in-house developed text-extraction program. This study’s
results will guide further refinement of the text-extraction
program and validation with a larger sample of patients.

The rule-based text-extraction program used in this study still
requires human involvement in a number of steps. The clinical
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documents in the BC Cancer EMR system had to be obtained
manually rather than automatically, which continues to pose a
barrier in making chart review research as time efficient as
possible.

In addition, it is important to point out that expert opinions were
necessary to identify the key terms to be used in the
text-extraction program. This is not only another human
involvement requirement but also indicates that the results are
dependent on the quality of the expert. In addition, this makes
the program less generalizable to other cohorts without a new
expert to create the proper key terms for each specific cohort.

Comparison With Previous Work
Other studies have used NLP programs to assist with chart
reviews in many scopes of medicine, including respirology,
cardiology, and neurosurgery, and now our cancer research to
identify patients who developed RP [21-24]. NLP has different
applications in medical research, such as identifying patient
cohorts such as our study and similar studies that identified
cohorts of progressive heart failure and patients with asthma
[21,22]. Other studies have used NLP programs to extract
specific clinical features from clinical charts, such as
tuberculosis patient factors and radiology characteristics of
glioblastoma [23,24]. Our use of an NLP program to extract
information based on key terms to reduce the amount of chart
review necessary is similar to the study by Cao et al [25], where
they used search terms to identify medical errors through patient
charts. This allowed their group to reduce the number of charts
that needed to be reviewed, from 286,000 discharge summaries
to 2744 discharge summaries that were found to contain the
search terms [25]. This meant that the Cao et al [25] manual
review only had to be done on <1% of the initial data set.
Reducing the number of charts to review saves many hours of
manual chart review and would greatly increase the speed at

which the review could be completed. Thus, an assisted chart
review program opens the possibility of expanding the study,
including a much larger data set that would be impractical to
review manually. Our study adds to the existing literature on
this topic by supporting the validity of NLP programs; it
demonstrates the ability to further analyze an identified patient
cohort based on variables of interest, such as illness severity.

Conclusions
In conclusion, the NLP-based text-extraction program used in
this study is a feasible and valuable method for identifying
patients who developed RP after curative radiotherapy. First,
the text-extraction program helped save chart review time by
completely eliminating patient charts identified with grade 0
RP. Second, the text-extraction program extracted key sentences
from patient charts and allowed for an efficient review of
relevant phrases, should this be needed to grade patients’ RP
severity without having to peruse the rest of their charts. For
example, in a quick scan, a researcher would be able to read
only the sentences with the identified keyword in a patient’s
chart instead of sifting through many full documents.

The analysis revealed that the text-extraction program was
capable of significantly differentiating between diseased and
healthy groups. Compared with the manual chart review of the
50-patient cohort that took 25 hours, the text-extraction program
was able to process all the charts in <5 minutes and exported
the list of patients that had RP mentioned somewhere in their
chart.

This work has the potential to improve future clinical research
as the text-extraction program shows promise in performing
chart review in a more time- and effort-efficient manner
compared with the traditional manual chart review. The
text-extraction program is available by contacting the authors
(RR).
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BC: British Columbia
CTCAE: Common Terminology Criteria for Adverse Events
EMR: electronic medical record
NLP: natural language processing
RP: radiation pneumonitis
RT: radiation therapy
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