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Abstract

Background: Interdisciplinary research is an important feature of precision medicine. However, the accurate cross-disciplinary
status of precision medicine is still unclear.

Objective: The aim of this study is to present the nature of interdisciplinary collaboration in precision medicine based on
co-occurrences and social network analysis.

Methods: A total of 7544 studies about precision medicine, published between 2010 and 2019, were collected from the Web
of Science database. We analyzed interdisciplinarity with descriptive statistics, co-occurrence analysis, and social network analysis.
An evolutionary graph and strategic diagram were created to clarify the development of streams and trends in disciplinary
communities.

Results: The results indicate that 105 disciplines are involved in precision medicine research and cover a wide range. However,
the disciplinary distribution is unbalanced. Current cross-disciplinary collaboration in precision medicine mainly focuses on
clinical application and technology-associated disciplines. The characteristics of the disciplinary collaboration network are as
follows: (1) disciplinary cooperation in precision medicine is not mature or centralized; (2) the leading disciplines are absent; (3)
the pattern of disciplinary cooperation is mostly indirect rather than direct. There are 7 interdisciplinary communities in the
precision medicine collaboration network; however, their positions in the network differ. Community 4, with disciplines such as
genetics and heredity in the core position, is the most central and cooperative discipline in the interdisciplinary network. This
indicates that Community 4 represents a relatively mature direction in interdisciplinary cooperation in precision medicine. Finally,
according to the evolution graph, we clearly present the development streams of disciplinary collaborations in precision medicine.
We describe the scale and the time frame for development trends and distributions in detail. Importantly, we use evolution graphs
to accurately estimate the developmental trend of precision medicine, such as biological big data processing, molecular imaging,
and widespread clinical applications.

Conclusions: This study can help researchers, clinicians, and policymakers comprehensively understand the overall network
of interdisciplinary cooperation in precision medicine. More importantly, we quantitatively and precisely present the history of
interdisciplinary cooperation and accurately predict the developing trends of interdisciplinary cooperation in precision medicine.

(JMIR Med Inform 2021;9(1):e23562)   doi:10.2196/23562
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Introduction

Background
Precision medicine is a new medical model that tailors disease
prevention and treatment by considering differences in people's
genes, environments, and lifestyles [1]. The emerging field of
precision medicine provides more precise, evidence-based
medical services [2]. Precision medicine is currently widely
used in clinical medicine, preventive medicine, and other fields
[3-5]. Precision medicine also faces many challenges, such as
disease heterogeneity, diverse populations, and ethical
considerations [6-9].

Precision medicine has the following interdisciplinary
characteristics: (1) the core technologies in precision medicine
are provided by multiple disciplines, such as genomics
technology, big data, and nanobiotechnology [10-13]; (2)
precision medicine is widely applied in medical fields, such as
internal medicine, surgery, and oncology [14-16]; (3) many
difficulties and challenges still exist in the development of
precision medicine that require extensive interdisciplinary
cooperation [17]; (4) as is known to us, the subject categories
of studies are assigned by the Web of Science to represent the
disciplines involved in the research [18]. However, we
discovered that the subject categories of the studies concerning
precision medicine retrieved from the Web of Science are
numerous, indicating that precision medicine is an exact
interdiscipline.

Interdisciplinary collaboration refers to two or more involved
disciplines integrating their knowledge and methods to form a
new research field [19]. Historically, the emergence of
interdisciplinary collaboration often indicates the development
level and breakthroughs of the research field [20]. Therefore,
the interdisciplinary cooperation level can represent the
developmental level and trend to some extent. In addition, an
investigation revealed that researchers within the fields of
clinical and translational science, which is an interdisciplinary
and collaborative research, need tools to process resource
discovery and collaboration [21]. To date, scholars in various
fields, such as information behavior research and library
sciences, have explored the nature of interdisciplinary
collaboration using methods such as bibliometrics and co-word
analysis [22,23]. These studies help researchers and practitioners
in these fields better understand the nature of interdisciplinary
collaboration.

Thus far, no study evaluated interdisciplinary collaboration in
precision medicine. Our study aims to use a social network
analysis, a co-occurrence analysis, and visualization to
objectively and quantitatively reveal the status of
interdisciplinary collaboration in precision medicine and vividly
exhibit the structure, pattern, duration, and evolution trend of
interdisciplinary collaboration in precision medicine. This study
could help scientists, clinicians, policymakers, and fund
providers better understand the interdisciplinary status of
precision medicine, assess its maturity, and predict future trends.

Literature Review
Precision medicine was born during the post-Genome Wide
Association Study program [24-26]. It originally targeted
different populations stratified by genetic biomarkers [27]. This
led to the development of precision medicine in the following
broad directions. First, biomarkers are key elements of the
precision medicine knowledge system and bottlenecks for
clinical applications. To discover reliable biomarkers, scientists
in different fields (eg, clinical medicine, genetics, chemistry,
physics, pathology, and radiology) have worked closely together
and have made exciting progress [28]. As a result of
interdisciplinary collaboration, different types of biomarkers
have been found that play important roles in diagnosis,
treatment, and prognosis [29]. The second most common
interdisciplinary activity is the expanding application of
precision medicine. With growing awareness of the advantages
of precision medicine, such as improving efficacy and reducing
side effects, research on and applications of precision medicine
have spread from clinical oncology to other clinical fields, such
as chronic obstructive pulmonary disease, cardiovascular
disease, and diabetes prevention [30,31]. However, as precision
medicine is increasingly used in clinical practice, new problems
related to economics, ethics, and public health must be addressed
[32-34]. The collaboration of clinicians, economists, ethicists,
and public health managers is an obvious feature of precision
medicine research and a symbol of its maturity. Therefore, the
study of the interdisciplinary nature of precision medicine will
help us comprehensively understand the major applications and
level of maturity of precision medicine.

Interdisciplinarity refers to traditional disciplines breaking
through the boundaries of their respective knowledge systems
[35]. Scientists collaborate together, and a new discipline is
born. The level of interdisciplinary integration can indirectly
reflect the maturity and future trends of a specific field [36].

Social network analysis is a tool used to initially investigate
social structure (eg, social media networks [37], collaboration
[38], and disease transmission [39]) in the field of sociology.
Currently, however, scientists use social network analysis widely
to evaluate collaborative interdisciplinary networks [40-42].
Social network analysis uses indexes such as points, lines, and
links to accurately measure the degree of collaboration between
disciplines and to comprehensively display a visualized network
map, which can help researchers better understand the overall
status of the interdisciplinarity of a specific field [43].

Study Rationale
Interdisciplinarity is an important feature of precision medicine.
For precision medicine researchers, health managers, and
research funders, informatic research about interdisciplinary
collaboration is of great significance to understanding a field’s
developmental level and predicting developing trends. Thus far,
however, there has been no informatic research to reveal the
interdisciplinary puzzles of precision medicine. Our study uses
social network analysis to explore and visualize the precise
status of the interdisciplinarity of precision medicine. The
significance and innovation of our research mainly include the
following aspects: (1) The framework and distribution of the
overall collaboration of precision medicine. (2) Which major
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communities exist in collaborative networks, indicating the
main areas and directions of precision medicine. (3) The
evolutionary trend of interdisciplinary collaboration.

Methods

Data Collection and Processing
We used the Web of Science Core Collection, a major database
that covers most major medical studies. In addition, research

on precision medicine included in the Web of Science Core
Collection can be considered to represent the progress of the
current level of research. For maximum comprehensiveness,
we searched the relevant literature in the Web of Science Core
Collection with defined strategies such as searching the
keywords “precision medicine,” “P4 medicine,” “personalized
medicine,” and “stratified medicine” over a time span covering
2010-2019. Finally, the bibliographic data (articles, reviews,
and proceedings papers) were downloaded for subsequent
analysis. The data processing is as shown in Figure 1.

Figure 1. Precision medicine research search procedure for documents in the Web of Science Core Collection database. WOSCC: Web of Science
Core Collection.

According to the methods of previous studies, we considered
literature containing the aforementioned search terms in the title
and keywords to be most relevant, while literature containing
the search terms only in the abstract were less relevant to the
research topic [44]. Therefore, we removed literature that
contained the search terms only in the abstract and retained
documents containing the search terms in the title or keywords.
Moreover, we excluded documents without the subject category.
The rest of the bibliographic data were qualified for the research.

The Web of Science Core Collection marks the subject category
of each document in its bibliographic data. If the document is
interdisciplinary, the subject category field often contains
multiple subject categories. This means that the co-occurrence
of subject categories in the subject category field indicates the
interdisciplinary nature of a document [45,46] and reflects
interdisciplinary cooperation on the issue. Therefore, we
performed an in-depth analysis of the subject categories included
in the subject category field to clarify the characteristics of
interdisciplinary cooperation on precision medicine research.

Methodology and Tools

Background
Co-occurrence theory holds that if two items appear together
in the same intentional unit (such as author, keyword, institution,
English), this indicates a strong correlation between the two

projects, such as similar semantic connotations, interaction
between the items, or cooperation [47,48]. Similarly, if multiple
disciplines appear together in the subject category field of
bibliographic data, we can speculate that there is
cross-cooperation between these disciplines [45,49]. By
extracting the cross-cooperative relationships of all subject
categories, a complete cooperative network is formed. The
following analysis of the structure can reveal hidden cooperation
features and laws [40,50].

Network Analysis
An important part of co-occurrence analysis is to analyze the
network structure formed by the co-occurrence relationship for
the overall and individual network indicators. We introduced
the bibliographic data into the Science of Science Tool，version
1.2 beta (Cyberinfrastructure for Network Science Center,
Indiana University, Bloomington, Indiana, United States), to
extract the subject category field, count the number of subjects,
and calculate the co-occurrence frequency between any two
subjects [51]. This means that two subjects appear together in
the same bibliographic data. For co-occurrence, the total
frequency of co-occurrence is equal to the amount of
bibliographic data containing the two subjects. On the basis of
extracting the discipline and its co-occurrence relationship, a
cross-disciplinary cooperation network was generated and
exported as a “.net” file. In the co-occurrence network file, the
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points and edges represent the disciplines and their cooperative
relationship, respectively, and the frequency of appearance and
the frequency of co-occurrence are weighted.

In general, the network analysis focuses on its largest connected
subgraph because the isolated or unconnected points do not
reflect the main connotation. We used SCI2 to eliminate the
isolated points (disciplines) in the disciplinary cooperation
network to generate the largest connected subgraph. The new
net file was used as the basis for subsequent analysis. The
maximum connected subpicture file was imported into Pajek
[52] for network index calculation (including centrality, density,
and aggregation coefficient), and a topology map of the
cooperative network was generated. Network indicators
(including integrated network indicators and individual network
indicators) are the embodiment of the cooperative network
structure, reflecting the position and function of the discipline
in the cooperative network as well as the laws and trends of
cross-disciplinary cooperation. We can even speculate on the
laws and trends of the cooperative discipline network.

It is worth noting that the nodes in the co-occurrence network
exhibit certain aggregation characteristics due to the different
connection distributions. The nodes that are grouped into the
same class form a community, indicating that the nodes are
similar in a certain aspect. In the same way, if the disciplines
in the interdisciplinary cooperation network are divided into
the same class due to the cooperative relationship, this indicates
that the intensity of crossing cooperation between them is strong.
We can also infer that the disciplines mentioned above have
unity in their research direction and theme. In this study, we
used the Louvain community partitioning algorithm in Pajek
[53] to divide the disciplinary cooperation network into
numerous different communities and explore the characteristics
of precision medicine research in terms of disciplinary
cooperation.

Measures of Interdisciplinary Degree
Subject category and its co-occurrence relationship in Web of
Science bibliographic data provide strong support to describe
the extent of interdisciplinary cooperation or interdisciplinarity
[45,49]. We also used String’s diversity index and the
specialization index to calculate the interdisciplinary degree of
precision medicine research [46,54].

String’s diversity index calculates the diversity of discipline
cooperation. The greater the value is, the greater the
interdisciplinary degree is. The calculation formula is as follows:

and is the proportion of the occurrence frequency of

subject and to the sum, and is the degree of difference

between subject and ; its value is calculated by Formula

2. Furthermore, is Salton's cosine similarity between the two
disciplines [55]; its value is calculated by Formula 3. Formula
3 calculates the similarity of subjects based on the number of
co-occurrences between one subject and the other disciplines
as well as the similarity between two associated disciplines. It

can transform the disciplinary cooperation network into a
co-occurrence matrix and into a cosine similarity matrix,
indicating the similarity of any two disciplines.

The specialization index is used to describe the concentration
level of disciplinary cooperation; its meaning is opposite to
String’s diversity index. The larger the specialization index is,
the fewer disciplines involved in the cooperation. This indicates
that overall cooperation is limited. The formula of the
specialization index is as follows:

where is the frequency of occurrence of subject .

Combining the above two indicators, the discipline cooperation
status of precision medicine research can quantitatively reveal
the degree of yearly cooperation of one discipline. Then, we
can discover the chronological change of the disciplinary
cooperation of precision medicine research.

Visualization and Evolution Patterns
Visualization has the advantage of displaying the co-occurrence
network structure and posture, thus helping us better understand
the meaning of the research object. Due to the superiority of
VOSviewer [56] in terms of visualization effects, we selected
it to show the subject cooperation network, including the overall
network at the community level and the network of each single
community. In addition, we revealed the chronological changes
of subject cooperation. In this study, we divided the
bibliographic data according to age and introduced Cortext to
generate interconnected strip diagrams to show the chronological
characteristics of interdisciplinary cooperation. Because of the
various cooperation intensities and distribution structures, there
were significant differences in the subject cooperation
community. The diversity between the communities is reflected
in the two indicators, such as density and average centrality. It
can quantitatively display the relative position and development
status of the cooperative community in the whole subject
cooperation network. Based on the above two indicators and
the sum of disciplinary frequency in the community, we drew
a strategic diagram to intuitively show the relative development
trend of the discipline cooperation community [57]. The strategy
map uses the average of all community densities and centralities
as the origin, with the centrality as the x-axis and the density
as the y-axis, dividing the map into 4 quadrants to show the
differences between the communities. The centrality reflects
the degree of association between a community and other
communities. The higher the value, the more central the
community is in the entire network. The density reflects the
closeness between the communities. The higher the value, the
closer the internal association is and the more mature the
research field is. Each community is distributed in 4 quadrants
due to its centrality and density. The community in the first
quadrant, with a high degree of centrality and density, is the
core of the whole research and the most mature development;
the community in the second quadrant, with a lower center and
higher density, is not the core but is mature in the whole
research. The community in the third quadrant has low centrality
and density; it is neither the core of the whole research nor
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immaturely developed. The community in the fourth quadrant
has higher centrality but lower density; it is the core of the whole
study, but the development of the community is not mature.
The different distribution of discipline cooperation communities
in the quadrant represents their relative development status.

Results

Disciplines Involved in Precision Medicine Research
In this study, we obtained a total of 7544 papers. As shown in
Figure 2, while the number of precision medicine–related
research papers is increasing, the number of disciplines involved
is also increasing, which indicates that disciplinary cooperation
in precision medicine research is constantly intensifying.

Figure 2. The basic statistics of precision–medicine related sample papers and subject categories from 2010 to 2019. SCs: subject categories.

We obtained the bibliographic records of the 7544 studies from
the Web of Science Core Collection, and then performed the
unique statistical analyses on the subject categories field,
confirming a total of 105 disciplines involved. It is surprising
that the categories of disciplines mentioned above covers almost
all the disciplines included in the Web of Science Core
Collection.

Taking into account the actual situation of precision medicine
research, we selected 75 disciplines with frequencies greater
than or equal to 10 in the following analysis. By analyzing the
cross-cooperation of 75 disciplines, we were able to reveal the
interdisciplinary features of precision medicine research.

Table 1 lists the 75 disciplines with a frequency greater than or
equal to 10. The sum of their frequency’s accounts for 98.8%
of the total frequency (10,910/11,039), which largely covers all
the disciplines involved in precision medicine research.
However, precision medicine research focuses on disciplines
such as oncology, pharmacology and pharmacy, genetics and
heredity, research and experimental medicine, biochemistry and
molecular biology, general and internal medicine, neurosciences
and neurology, health care sciences and services, cardiovascular
system and cardiology, and cell biology. Their proportion is as
high as 52.8% (5833/11,039), while the remaining disciplines
share the remainder of the sum, highlighting the disciplinary
concentration of precision medicine research.
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Table 1. Seventy-five disciplines with frequencies equal to or greater than 10 involved in precision medicine research.

FrequencySubject categoryItemFrequencySubject categoryItem

59Biomedical social sciences391457Oncology1

53Materials science401199Pharmacology and pharmacy2

50Social sciences - other topics41566Genetics and heredity3

49Physiology42513Research and experimental medicine4

37Medical ethics43485Biochemistry and molecular biology5

36Nursing44416General and internal medicine6

35Microbiology45390Neurosciences and neurology7

34Dermatology46300Health care sciences and services8

33Transplantation47254Cardiovascular system and cardiology9

32Biophysics48253Cell Biology10

31Integrative and complementary medicine49237Pathology11

30Information science and library science50232Biotechnology and applied microbiology12

28Geriatrics and gerontology51230Mathematical and computational biology13

27Physics52228Respiratory system14

27Ophthalmology53205Computer science15

26Nutrition and dietetics54204Chemistry16

26Government and law55203Medical informatics17

24History and philosophy of science56196Psychiatry18

23Otorhinolaryngology57193Engineering19

23Dentistry, oral surgery, and oral medicine58192Science and technology - other topics20

22Infectious diseases59177Public, environmental, and occupational
Health

21

22Optics60158Endocrinology and metabolism22

21Reproductive biology61155Radiology, nuclear medicine, and medical
Imaging

23

16Substance abuse62152Mathematics24

14Education and educational research63148Immunology25

14Social issues64139Hematology26

13Telecommunications65138Gastroenterology and hepatology27

13Instruments and instrumentation66115Urology and nephrology28

12Sport sciences67107Pediatrics29

12Veterinary sciences68107Surgery30

12Environmental sciences and ecology6997Medical laboratory technology31

12Food science and technology7096Obstetrics and gynecology32

12Orthopedics7185Toxicology33

10Anesthesiology7283Business and economics34

10Anatomy and morphology7376Allergy35

10Legal medicine7474Life sciences and biomedicine - other topics36

10Electrochemistry7568Psychology37

64Rheumatology38

Through the calculation of the burst intensity of the discipline,
we discovered that the disciplines involved in precision medicine
research have changed every year; that is, every year new

disciplines enter the main positions of precision medicine
research. As shown in Figure 3, the length of the horizontal bar
represents the burst duration of the discipline, and its area

JMIR Med Inform 2021 | vol. 9 | iss. 1 |e23562 | p.9http://medinform.jmir.org/2021/1/e23562/
(page number not for citation purposes)

Xu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


represents the relative intensity of its burst. From the figure, we
can see that the disciplines of pharmacology and pharmacy,
medical laboratory technology, health care sciences and services,
computer science, integrative and complementary medicine,

medical ethics, pathology, toxicology, and business and
economics have recently emerged in precision medicine
research. In other words, precision medicine research mainly
focuses on the above subjects.

Figure 3. Burst disciplines of precision medicine research from 2010 to 2019.

Interdisciplinary Network

Network Indicators of Interdisciplinary Structure
The interdisciplinary network of precision medicine research
is the largest connected subgraph, which contains 433 edges,
representing interdisciplinary cooperation. It is worth noting
that the intensity of interdisciplinary cooperation (co-occurrence

frequency) varies from 1 to 104. Cooperation, which has a
co-occurrence frequency greater than or equal to 30, accounts
for 51.4% of the total (2292/4458) and mainly focuses on
medical informatics, cell biology, health care, sciences and
services, biochemistry and molecular biology, and genetics and
heredity (as shown in Table 2). This means that the
interdisciplinary cooperation mentioned above is the mainstream
of current precision medicine research.
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Table 2. Disciplines with co-occurrence frequency equal to or greater than 30.

Sum of interdisciplinary frequencySubject categoryItem

169Medical informatics1

166Cell biology2

162Health care sciences and services3

143Biochemistry and molecular biology4

104Genetics and heredity5

104Biotechnology and applied microbiology6

99Oncology7

98Neurosciences and neurology8

98Psychiatry9

94Mathematical and computational biology10

94Mathematics11

93Research and experimental medicine12

93General and internal medicine13

76Chemistry14

75Computer science15

68Business and economics16

According to the overall network indicators of interdisciplinary
cooperation (Table 3), the density value indicates that the
discipline cooperation of current precision medicine research
is poor; the cross-cutting nature of precision medicine research
is still immature. At the same time, the degree centralization
and closeness centralization of the network are not high,
showing that the concentration of discipline cooperation in
precision medicine research is not high and is scattered. In other
words, the influence or dominance of a discipline on the whole
cooperation network is not obvious. Network betweenness
centralization is high, indicating that most interdisciplinary
cooperation is likely to be indirect; that is, interdisciplinary

cooperation requires other disciplines as a “bridge”. This makes
the distance between two disciplines in the cooperative network
long and makes the discipline cooperation network loose. The
above results are also reflected in the clustering coefficient, the
value of which is higher than the overall degree centralization.
This means that the disciplines are gathered into different
clusters due to the different cooperation structures, and
interdisciplinary cooperation within the clusters is above the
overall level. Therefore, we can speculate that in some subject
directions, precision medicine has formed a relatively stable
multidisciplinary cooperation, and researchers in various
disciplines have reached a basic consensus on certain directions.

Table 3. Indicators of interdisciplinary networks in precision medicine research.

ValueIndicator

75Number of Nodes

433Number of Lines

11.5467Average Degree

0.156Density

0.3117Network All Degree Centralization

0.3337Network All Closeness Centralization

0.1249Network Betweenness Centralization

0.3863Network Clustering Coefficient

In the disciplinary cooperation network, the network indicators
(degree centralization, closeness centralization, and betweenness
centralization) of each discipline reflect its position and role in
the entire network. As shown in Table 4, pharmacology and
pharmacy, oncology, genetics and heredity, biochemistry and
molecular biology, neurosciences and neurology, engineering,
research and experimental medicine, biotechnology and applied

microbiology, and cell biology have higher network indexes,
indicating that these disciplines are at the core of the network.
They are the most cooperative, their cooperative patterns are
direct, and their cooperation is in short paths. It can be suggested
that these disciplines play a leading role in current precision
medicine research, and cooperation among these disciplines is
the mainstream of current precision medicine research. In
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contrast, except for the higher betweenness centralization of
pharmacology and pharmacy, the betweenness centralization
of other disciplines is low. This indicates that pharmacology

and pharmacy has played an important “bridging” role in the
interdisciplinary cooperation of precision medicine research.

Table 4. Top 10 subject categories in terms of degree, betweenness, and closeness centrality in precision medicine research.

Betweenness cen-
trality

Subject categoryCloseness cen-
trality

Subject categoryDegree
centrality

Subject categoryRanking

0.139Pharmacology and Pharma-
cy

0.6379Pharmacology and Pharma-
cy

34Pharmacology and Pharma-
cy

1

0.0989Oncology0.6115Oncology30Oncology2

0.0948Neurosciences and Neurolo-
gy

0.6016Biochemistry and Molecular
Biology

28Biochemistry and Molecular
Biology

3

0.0768Genetics and Heredity0.6016Genetics and Heredity28Genetics and Heredity4

0.0537Engineering0.6016Neurosciences and Neurolo-
gy

26Engineering5

0.0468Surgery0.5781Research and Experimental
Medicine

26Neurosciences and Neurolo-
gy

6

0.046Biochemistry and Molecular
Biology

0.5736Engineering25Research and Experimental
Medicine

7

0.0443Biotechnology and Applied
Microbiology

0.5649Biotechnology and Applied
Microbiology

24Biotechnology and Applied
Microbiology

8

0.0433Cell Biology0.5606Cell Biology23Cell Biology9

0.0408Research and Experimental
Medicine

0.5564Immunology21Immunology10

Interdisciplinary Community
The disciplinary cooperation network of precision medicine
research is well divided into 7 communities, with a module
degree of 0.4343. This indicates the strong preference for
disciplinary cooperation in precision medicine research. We
discover some research directions of precision medicine with
close cooperation of multiple disciplines. There is a significant
difference between these directions represented by communities.
As shown in Table 5, the disciplinary cooperation network for
precision medicine research includes the following 5
communities:C1-oncology community, including cardiovascular
system and cardiology; cell biology; respiratory system;
radiology, nuclear medicine, and medical imaging; hematology;
gastroenterology and hepatology, etc; C2-pharmacology and
pharmacy community, including neurosciences and neurology;
psychiatry; endocrinology and metabolism; toxicology;
psychology; integrative and complementary medicine, etc;
C3-health care sciences and services community, including

mathematical and computational biology; computer science;
medical informatics; engineering; public, environmental, and
occupational Health, etc; C4-genetics and heredity community,
including biochemistry and molecular biology; biotechnology
and applied microbiology, etc; C5-biomedical social sciences;
C6-research and experimental medicine; C7-immunology
communities.

From the perspective of the scale of cooperation, the current
disciplinary cooperation of precision medicine research is clearly
divided into three levels: the largest is the C1 direction, followed
by the C2, C3, and C4 directions, while the C5, C6, and C7
directions are smaller. In other words, in the past decade,
precision medicine research has focused on oncology,
pharmacology and pharmacy, health care sciences and services,
and genetics and heredity, which represent the mainstream
direction of research. However, biomedical social sciences,
research and experimental medicine, and immunology research
in the discipline are still weak.
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Table 5. Interdisciplinary communities of precision medicine research.

Subject categoriesCommunity; number of subject categories

Oncology; cardiovascular system and cardiology; cell biology; respiratory system; radiology, nuclear
medicine and medical imaging; hematology; gastroenterology and hepatology; urology and nephrology;
pediatrics; surgery; obstetrics and gynecology; rheumatology; physiology; nursing; dermatology; trans-
plantation; otorhinolaryngology; dentistry, oral surgery and medicine; optics; reproductive biology; sport
sciences; orthopedics

C1; 22

Pharmacology and pharmacy; neurosciences and neurology; psychiatry; endocrinology and metabolism;
toxicology; psychology; integrative and complementary medicine; geriatrics and gerontology; nutrition
and dietetics; substance abuse; education and educational research; veterinary sciences; food science
and technology; anesthesiology

C2; 14

Health care sciences and services; mathematical and computational biology; computer science; medical
informatics; engineering; public, environmental and occupational health; mathematics; business and
economics; life sciences and biomedicine - other topics; information science and library science;
telecommunications; environmental sciences and ecology

C3; 12

Genetics and heredity; biochemistry and molecular biology; biotechnology and applied microbiology;
chemistry; science and technology - other topics; materials science; biophysics; physics; instruments
and instrumentation; electrochemistry

C4; 10

Biomedical social sciences; social sciences - other topics; medical ethics; government and law; history
and philosophy of science; social issues; legal medicine

C5; 7

Research and experimental medicine; general and internal medicine; pathology; medical laboratory
technology; ophthalmology; anatomy and morphology

C6; 6

Immunology; allergy; microbiology; infectious diseasesC7; 4

Visualization of the Interdisciplinary Network
The interdisciplinary structure of precision medicine research
needs to be presented through a visual map, as shown in Figures
4 and 5. Figure 4 presents a network of disciplinary cooperative
communities. Each point represents a community and is
distinguished by different colors. The size of the points
represents the sum of the frequencies of all disciplines in the
community (the number in brackets in the figure), which can
be regarded as the scale of the discipline cooperation. The larger
the node is, the larger the scale of cooperation is. Each edge

represents the cooperative relationship between the communities.
The thickness of the edge represents the intensity of cooperation,
which is proportional to the sum of the number of
co-occurrences between the two communities. Moreover, there
is extensive cooperation between the C1-oncology community,
the C3-health care sciences and service community, and the
C6-research and experimental medicine community, as well as
cooperation between the C1-oncology community and the
C2-pharmacology and pharmacy community. However,
C5-biomedical social sciences and C7-immunology are
relatively isolated and less collaborative with other communities.
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Figure 4. Interdisciplinary structure of communities in precision medicine research.

Figure 5 shows the characteristics of cooperation among the
internal disciplines of each community. In Figure 5, different
colors indicate their own community; each node represents a
discipline, and its size is proportional to the frequency of the
discipline. Each edge represents the relationship between
disciplines, and the thickness of the edge represents the number

of co-occurrences between disciplines. This indicates that
precision medicine research is inclined to concentrate on
disciplinary cooperation. The network indicators of the
disciplinary cooperation communities shown in Table 6 also
support our conclusions presented above.
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Figure 5. Interdisciplinary structure of all disciplines in precision medicine research.

The density of each community exceeds the overall network.
While the C5-biomedical social sciences, C6-research and
experimental medicine, and C7-immunology communities are
too small to be comparable, other communities have higher
densities. In particular, the C4-genetics and heredity community
has a relatively high degree of centrality and density, indicating
that in precision medicine studies, the disciplines involved in

this community and their related research directions are the core
of precision medicine research, and they are widely related to
other disciplines and research directions. Moreover, the
communities of C1-oncology, C2-pharmacology and pharmacy,
and C3-health care sciences and services are the main and core
components of current precision medicine research disciplines
and have a greater impact on the entire study.

Table 6. Interdisciplinary communities of precision medicine research.

DensityAverage de-
gree

Total frequencyNumber of
lines

Number of
nodes

Community

0.229410.045533785322C1-Oncology

0.274710.642922452514C2-Pharmacology and pharmacy

0.515213.166716723412C3-Health care sciences and services

0.666716.218143010C4-Genetics and heredity

0.76199.71429220167C5-Biomedical social sciences

0.533311.6667130086C6-Research and experimental Medicine

0.66679.528144C7-Immunology

Interdisciplinarity of Precision Medicine Research
The results of Stirling's diversity index and the specialization
index are shown in Figure 6. Since 2010, Stirling's diversity
index values have all been above 0.5, indicating that the
interdisciplinary level of precision medicine research is high.

However, the specialization index has been at a low level since
2013, which shows that precision medicine research involves
increasingly diversified disciplines. In general, precision
medicine research has been strengthened every year by
disciplinary cooperation; that is, precision medicine research is
more diversified and less concentrated.
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Figure 6. Stirling’s diversity index and the specialization index over time.

Based on Stirling's diversity index and the specialization index,
we have drawn a 2-dimensional map of the interdisciplinary
distribution of precision medicine research for every year and
we have divided each year into 4 quadrants with the average of
the 2 targets as the origin to reveal the relative state of
interdisciplinary cooperation in precision medicine research
(Figure 7). From 2010 to 2012, precision medicine research
focused on definite disciplines, but the degree of

interdisciplinary cooperation was low. The figure shows that
2013 was a demarcation line for interdisciplinary cooperation
in precision medicine research. With increasing concentration
and diversity of precision medicine research, especially after
2014 (with the exception of 2015), the interdisciplinary
cooperation of precision medicine research remained stable at
a high level, which also indicates that precision medicine
research is mature in interdisciplinary cooperation.

Figure 7. The relative status of interdisciplinarity for each year and all years combined.
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Evolution and Trends of Interdisciplinary
Collaboration

Background
Although the interdisciplinary cooperation mode changes every
year, interdisciplinary cooperation continues. Considering the
different scales and levels of interdisciplinary cooperation in
different stages, we attempt to reveal the evolution of
interdisciplinary cooperation in precision medicine research in
two stages: 2010-2014 and 2015-2019 (as shown in Figure 8

and Figure 9). To show the time continuity, the second stage of
the evolutionary graph starts in 2014. According to the centrality
and density of the interdisciplinary cooperation community, we
mapped the interdisciplinary cooperation community to the
2-dimensional strategic map with the average value of the
centrality and density of all communities as the quadrant origin
to reveal the relatively low position and development trend of
the interdisciplinary community in precision medicine research
(Figure 10).

Figure 8. Evolution of interdisciplinary collaboration of PM research over time (2010-2014). The column represents a special interdisciplinary research,
the interdisciplinary fields are distinguished by the color of columns, and the size of the column represents the scale of the special interdisciplinary
research. The continuity of the column crossing the years indicates the continuity of the interdisciplinary research.
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Figure 9. Evolution of interdisciplinary collaboration of precision medicine research over time (2014-2019). The column represents a special
interdisciplinary research, the interdisciplinary fields were distinguished by the color of columns, and the size of the column represents the scale of the
special interdisciplinary research. The continuity of the column crossing the years indicates the developmental continuity of the interdisciplinary research.

Figure 10. Strategic diagram of 7 interdisciplinary communities. The nodes represents the interdisciplinary communities of precision medicine, and
node size is proportional to its scale. The position of the interdisciplinary communities in the graph is determined by the density and centrality, which
indicate their relative position and maturity in the interdisplinary cooperation network.

Streams of Interdisciplinary Collaboration
In the first stage (2010-2014), the interdisciplinary cooperation
of precision medicine research is relatively stable. There are 3
evolutionary streams: (1) mathematical and computational
biology and medical information, including engineering,
computer science, and mathematics; (2) integrated and
comprehensive medicine and plant sciences, including
neurosciences and neurology, pharmacology and pharmacy,

psychiatry, psychology, nutrition, dietetics, food science and
technology; and (3) research and experimental medicine and
cell biology, including materials science, chemistry,
biochemistry and molecular biology, cell biology, pediatrics,
physiology, genetics and condition, toxicology, medical history,
history and philosophy of science, and oncology.

The continuity of each stream of cooperation is good, but the
scales are different. It can also be observed that the
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interdisciplinary cooperation of precision medicine research at
this stage focuses on the two main streams: (1) integrative and
complementary medicine and plant sciences and (2) research
and experimental medicine and cell biology. It is worth noting
that research and experimental medicine and cell biology have
been fused and differentiated many times. For example, in 2013,
pediatrics and hematology, research and experimental medicine,
and genetics and heredity were fused into another stream,
research and experimental medicine and cell biology.
Interestingly, in 2014, the streams of research and experimental
medicine and cell biology were also fused into the completely
new streams of medical laboratory technology, anatomy and
morphology and oncology and pediatrics. The characteristics
of the trends in disciplinary evolution show the instability and
expansion of interdisciplinary cooperation in precision medicine
research.

In the second phase (2015-2019), according to the
interdisciplinary cooperative community division in 2014
(Figures 8 and 9), the interdisciplinary cooperation at this stage
continued the status of the first phase and continued to evolve
into 2019. At this stage, there are three major evolutionary
streams. First, medical informatics and mathematical and
computational biology already has a relatively stable relationship
with computer science and other disciplines. Second, history
and philosophy of science and medical ethics, including social
sciences, science and technology, chemistry, physics, health
care sciences and services, medical ethics, social issues, and
biomedical social sciences, is integrated with imaging science
and photographic technology, optics, and physics. Finally, plant
sciences and integrative and complementary medicine and the
context of oncology and pediatrics is a continuation and fusion
of the previous phase, including research and experimental
medicine, biotechnology and applied microbiology,
neurosciences and neurology, pharmacology and pharmacy,
cardiovascular system and cardiology, transplantation,
psychology, and surgery.

At this stage, interdisciplinary cooperation focused on the fused
stream of plant sciences and integrative and complementary
medicine and oncology and pediatrics. It is worth noting that
pharmacology and pharmacy and neurosciences and neurology
(2017) and surgery and pediatrics (2018) became the two major
communities in the stream mentioned above. This indicates a
shift in the direction of interdisciplinary collaboration in
precision medicine research.

At the same time, there are a few isolated communities or
intermittent evolutionary streams, such as immunology and
microbiology, physics and spectroscopy, food science and
technology, and government and law. These streams or
communities do not effectively continue. These changes are
worth considering in precision medicine interdisciplinary
collaboration.

Development Trends of Interdisciplinary Collaboration
According to the indicators of community centrality and density,
the developmental trend of the interdisciplinary cooperative
community of precision medicine research is shown in Figure
10. C3 and C4 are in the first quadrant. Due to their high
centrality and density, we can speculate that these communities

are the core of interdisciplinary cooperation in precision
medicine research, and their cooperative status is relatively
stable and mature. C5, C6, and C7 are in the second quadrant.
Although their cooperative state is relatively stable and mature,
the disciplines involved are no longer the core of current
precision medicine research. It is worth noting that the location
of the C6 community is very close to the original point and has
great potential for development. It is likely to be the core
community in the future. C1 and C2 are in the third quadrant
as the two largest cooperative communities. Their cooperative
state is unstable and mature, and it is not the core discipline or
direction of the entire precision medicine research.

Discussion

Principal Findings
In this study, we confirm the unbalanced state of disciplinary
distribution and clarify the immature collaboration network. In
the community research, the communities representing the major
cooperation directions in the precision medicine field were
elaborated. Community 4 is the most central and cooperative
in the interdisciplinary network. Ultimately, we successfully
predicted the future directions of cooperation in precision
medicine in the collaboration strategy map.

First, we found that the disciplines involved in precision
medicine are comprehensive; up to 105 disciplines are included,
and this number is increasing yearly, indicating that subject
collaboration in precision medicine is still developing. However,
the frequency of disciplines involved in collaboration in
precision medicine is heterogeneous. Considering the frequency
of disciplinary collaborations, cross-disciplinary collaboration
in precision medicine is mainly focused on clinical disciplines
such as oncology, neurology, and cardiology and
technology-associated disciplines such as pharmacology,
genetics, and molecular biology. These disciplines are the main
pillars in the current precision medicine field, indicating that
the current stage of precision medicine is based first on
molecular biology and genetics technology with pharmacology
and pharmacological genomics and is later applied to clinical
disciplines. In addition, we discovered that some emerging
disciplines continuously joined the collaborative network of
precision medicine, such as environment and occupation,
business and economics, medical ethics, medical informatics,
and computer science. The emergence of these disciplines
indicates that the knowledge system of precision medicine is
constantly being enriched, the depth and breadth of scientists'
understanding is constantly improving, and the research topics
and methods are being diversified. These factors have promoted
the development of precision medicine.

Second, we conducted further analysis of the overall disciplinary
collaboration network of precision medicine. Through
co-occurrence frequency analysis, we discovered the uneven
status of disciplinary collaboration. It can be speculated that
medical informatics is the protagonist of the disciplinary
collaboration network of precision medicine. According to the
overall network index of disciplinary cooperation, we found
the following characteristics of the network: (1) disciplinary
cooperation in precision medicine is not yet mature; (2)

JMIR Med Inform 2021 | vol. 9 | iss. 1 |e23562 | p.19http://medinform.jmir.org/2021/1/e23562/
(page number not for citation purposes)

Xu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


disciplinary cooperation is decentralized; (3) the leading
disciplines are absent in the overall cooperation network; (4)
and the pattern of disciplinary cooperation is mostly indirect
rather than direct. It is worth noting that some important
disciplines in the network, such as pharmacology and pharmacy
and oncology, play a “bridging” role in disciplinary cooperation.

Third, the communities in the disciplinary cooperation network
are the cluster of disciplines with close cooperation, representing
a certain research direction. Through the community division,
we find that the field of precision medicine has formed several
well-developed research directions. The size of these
communities varies, partly reflecting the different maturity
among research directions in precision medicine. In the study
of community visualization, we propose the following two laws:
(1) like disciplines, collaboration between communities is
equally unbalanced. It is worth noting that the C4 community
is most active in the disciplinary cooperation network, which
suggests that the C4 community is in the core position of the
entire disciplinary cooperative network. This might be due to
the importance of disciplines within the C4 community, such
as genetics and heredity. These disciplines provide fundamental
technologies that are widely adopted or used in precision
medicine. It is thus assumed that the C4 community symbolizes
a relatively mature direction in precision medicine. (2) In the
disciplinary cooperation network, disciplinary cooperation is
significantly higher within the community than among the
communities. This may be due to the initial stage of some
interdisciplinary research directions; whose application is not
yet mature enough to affect other communities. Furthermore,
we cannot exclude the influence of the researcher's limited
vision such that some valuable interdisciplinary issues have not
received much attention. In addition, there are obvious time
nodes in the history of disciplinary cooperation in precision
medicine. The trend toward multidisciplinary collaboration
increased after 2010 and levelled off in 2014.

Fourth, we presented the history of the disciplinary cooperation
of precision medicine in evolutionary research. According to
the evolutionary map, the disciplinary cooperation of precision
medicine can be divided into two stages with 2014 as the time
node: (1) the initial stage is 2010-2014, which involves three
well-developed evolutionary contexts: medical informatics,
integrated medicine, and molecular biology. We can speculate
that integrated medicine, molecular genetics, mathematics and
computer science (big data processing) are the three major
research directions at this stage. They built the fundamental
knowledge system of precision medicine. In Phase II
(2015-2019), we can identify four complete evolutionary
contexts: medical informatics and computer science, social
sciences, imaging and physical chemistry, and clinical medicine.
According to the evolutionary contexts, we can identify the
following trends in the cooperative development of precision
medicine disciplines. (1) Medical informatics and computer
science is regarded as an important and continuous research
direction due to the continuing and urgent requirements of big
data processing. (2) In addition to traditional molecular biology,

molecular imaging based on physics, chemistry, and radiology
has become a new method for exploring biomarkers. (3) The
participation of social sciences, such as philosophy, law, and
ethics, has enriched the humanities in precision medicine. (4)
An increasing number of clinical disciplines, such as oncology,
pediatrics, cardiovascular medicine, and psychiatry, were
merged into the disciplinary collaboration network. This
indicates that precision medicine is so mature that its application
spread from oncology to other clinical subjects.

In our strategic diagram study, we assessed the maturity and
trends of communities in the discipline cooperative network.
We found that C3-medical informatics and computer science
and C4-genetics and molecular biology are the core of the
discipline community network, which indicates that the big data
processing of biology is a stable, core research direction. It is
worth noting that in noncore disciplines, pathology and anatomy
in the C6 community have the core potential to become an
interdisciplinary network. With the progress of the C6
community, the precision medicine field will be pushed forward.
C1-oncology and C2-pharmacology will remain in a noncore
position. This does not mean that oncology and pharmacology
are not important but points instead to the increasing application
of precision medicine in clinical medicine and the wider range
of research in other directions. This can be considered a major
sign of the maturity of precision medicine.

In conclusion, the findings of this study can help researchers
understand the entire network of precision medicine disciplines,
clarify the main research direction, and predict future trends.
This work is of reference value to scientists and clinical experts
to determine future work in precision medicine research.

Limitations and Future Study
The study has some obvious limitations. First, we adopted the
Web of Science Core Collection database as the only data
source, which may cause some bias. However, the data collected
from the SCI database could represent the trends and evolution
of the precision medicine field. On the one hand, the Web of
Science Core Collection is a typical database that contains
subdatabases such as SCI-EXPANDED, SSCI, and A&HCI.
The SCI database includes 8600 core journals, SSCI contains
3100 core journals, and A&HCI contains 1700 core journals.
Furthermore, most high-level publications in precision medicine
are available in the Web of Science Core Collection database.
However, some important and well-known databases, such as
PubMed, Embase, and CSA, were not chosen, leading to
inevitable biases. Second, the development of precision medicine
research is dynamic as a result of time limits. After a definite
period, the nature of the interdisciplinary collaboration will
change. The conclusions may not be accurate after a certain
amount of time. Taking these limitations into account, we will
continue to update the data of this research regularly. Finally,
the variations in development in different regions remain
unknown. We will also further examine the regional variation
in precision medicine development.
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Abstract

Background: SARS-CoV-2, the novel coronavirus responsible for COVID-19, has caused havoc worldwide, with patients
presenting a spectrum of complications that have pushed health care experts to explore new technological solutions and treatment
plans. Artificial Intelligence (AI)–based technologies have played a substantial role in solving complex problems, and several
organizations have been swift to adopt and customize these technologies in response to the challenges posed by the COVID-19
pandemic.

Objective: The objective of this study was to conduct a systematic review of the literature on the role of AI as a comprehensive
and decisive technology to fight the COVID-19 crisis in the fields of epidemiology, diagnosis, and disease progression.

Methods: A systematic search of PubMed, Web of Science, and CINAHL databases was performed according to PRISMA
(Preferred Reporting Items for Systematic Reviews and Meta-Analysis) guidelines to identify all potentially relevant studies
published and made available online between December 1, 2019, and June 27, 2020. The search syntax was built using keywords
specific to COVID-19 and AI.

Results: The search strategy resulted in 419 articles published and made available online during the aforementioned period. Of
these, 130 publications were selected for further analyses. These publications were classified into 3 themes based on AI applications
employed to combat the COVID-19 crisis: Computational Epidemiology, Early Detection and Diagnosis, and Disease Progression.
Of the 130 studies, 71 (54.6%) focused on predicting the COVID-19 outbreak, the impact of containment policies, and potential
drug discoveries, which were classified under the Computational Epidemiology theme. Next, 40 of 130 (30.8%) studies that
applied AI techniques to detect COVID-19 by using patients’ radiological images or laboratory test results were classified under
the Early Detection and Diagnosis theme. Finally, 19 of the 130 studies (14.6%) that focused on predicting disease progression,
outcomes (ie, recovery and mortality), length of hospital stay, and number of days spent in the intensive care unit for patients
with COVID-19 were classified under the Disease Progression theme.

Conclusions: In this systematic review, we assembled studies in the current COVID-19 literature that utilized AI-based methods
to provide insights into different COVID-19 themes. Our findings highlight important variables, data types, and available
COVID-19 resources that can assist in facilitating clinical and translational research.
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Introduction

COVID-19 is a global health crisis, with more than 16 million
people infected and over 666,000 deaths reported (up to July
29, 2020) worldwide [1]. The resulting impact on health care
systems is that many countries have overstretched their resources
to mitigate the spread of the pandemic [2]. In addition, a high
degree of variance in COVID-19 symptoms has been reported,
with symptoms ranging from a mild flu to acute respiratory
distress syndrome (ARDS) or fulminant pneumonia [3-5]. There
is an urgent need for effective drugs and vaccines for COVID-19
treatment and prevention. Owing to the lack of validated
therapeutics, most containment measures to curtail the spread
of the disease rely on social distancing, quarantine measures,
and lockdown policies [2,6]. The transmission of COVID-19
has been slowed as a result of these measures, but not
eliminated. Moreover, with the ease of restrictions, a fear of the
second wave of infection is prevalent [7,8]. To prevent the
second potential outbreak of COVID-19, there is a need for
advanced containment measures such as contact tracing and
identification of hotspots [9,10].

Artificial intelligence (AI) encompasses a broad spectrum of
technologies that aim to imitate cognitive functions and
intelligent behavior of humans [11]. Machine learning (ML) is
a subfield of AI that focuses on algorithms that enable computers
to define a model for complex relationships or patterns from
empirical data without being explicitly programmed [11]. Deep
learning (DL), a subcategory of ML, achieves great power and
flexibility compared to conventional ML models by drawing
inspiration from biological neural networks to solve a wide
variety of complex tasks, including the classification of medical
imaging and natural language processing (NLP) [11].

AI techniques have been employed in the health care domain
on different scales ranging from the prediction of disease spread
trajectory to the development of diagnostic and prognostic
models [12-14]. A study by Ye et al [15] identified and
evaluated various health technologies, such as big data, cloud
computing, mobile health, and AI, to fight the pandemic. These
technologies and a wide range of data types, including data from
social media, radiological images, omics, drug databases, and
public health agencies, have been used for disease prediction
[1,14,16-19]. Several studies have focused on reviewing
publications that discuss AI applications to support the
COVID-19 response [12,13,15,20,21]. One of the early studies
by Vaishya et al [20] identified 7 critical areas where AI can be
applied to monitor and control the COVID-19 pandemic.
However, given that this was an early work, this review lacked
publications in all the 7 areas. In a later study, Lalmuanawma
et al [12] built upon these 7 areas by identifying and performing

a rapid review of the then available studies; however,
considering this was a rapid review, only limited studies were
included, and the qualification criteria were not clear.
Furthermore, a study by Shi et al [21] focused on AI applications
to radiological images, and a study by Wynants et al [13]
focused on critical appraisal of models that aimed to predict the
risk of developing the disease, hospital admission, and disease
progression. Nevertheless, the majority of epidemiological
studies that aimed to model disease transmission or fatality rate,
among other factors, were excluded in this study.

The primary aim of this study was to conduct a comprehensive
systematic literature review on the role of AI as a technology
to combat the COVID-19 crisis and to assess its application in
the epidemiological, clinical, and molecular advancements.
Specifically, we summarized the areas of AI application, data
types used, types of AI methods employed and their
performance, scientific findings, and challenges experienced in
adopting this technology.

Methods

This systematic literature review followed the guidelines of
PRISMA (Preferred Reporting Items for Systematic Reviews
and Meta-Analyses) framework for preparation and reporting
[22].

Eligibility Criteria
This study focused on peer-reviewed publications as well as
preprints that applied AI techniques to analyze and address the
COVID-19 crisis on different scales, including diagnostics,
prognostics, disease spread forecast, omics, and drug
development.

Data Sources and Search Strategy
PubMed, Web of Science, and CINAHL databases were
searched, restricting the search to research articles published in
English and in peer-reviewed or preprint journals or conference
proceedings available from Dec 1, 2019, through June 27, 2020.
The search syntax was built with the guidance of a professional
librarian and included the following search terms:
“CORONAVIRUS,” “COVID-19,” “covid19,” “cov-19,”
“cov19,” “severe acute respiratory syndrome coronavirus 2,”
“Wuhan coronavirus,” “Wuhan seafood market pneumonia
virus,” “coronavirus disease 2019 virus,” “SARS-CoV-2,”
“SARS2,” “SARS-2,” “2019-nCoV,” “2019 novel coronavirus,”
“novel corona,” “Machine Learning,” “Artificial Intelligence,”
“Deep Learning,” “Neural Network,” “Random Forest,”
“Support Vector Machine,” and “SVM.” Refer to Multimedia
Appendix 1 for search query syntax. Figure 1 illustrates the
process of identifying eligible publications.
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Figure 1. PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analysis) flow diagram of systematic identification, screening,
eligibility, and inclusion of publications that applied artificial intelligence techniques to tackle the COVID-19 pandemic.

Study Selection
Following the systematic search process, 419 publications were
retrieved. Of that, 61 duplicate publications were removed,
leaving 358 potentially relevant articles for title and abstract
screening. Two teams of reviewers (HB, SS and MS, SB)
screened these articles independently, following which an
additional 203 publications were removed, and 155 publications
were retained for a full-text assessment. These publications
were further assessed for eligibility, resulting in a total of 130
publications that were included in the final analysis.
Disagreements between reviewers were resolved by an
independent review by a third reviewer (FS).

Data Collection and Analyses
Qualitative and quantitative descriptive analyses were performed
on the included studies (n=130) that had used AI techniques for
tackling the COVID-19 pandemic. Based on the area of
application, the studies were categorized into the following 3

themes: (1) Computational Epidemiology (CE), (2) Early
Detection and Diagnosis (EDD), and (3) Disease Progression
(DP). Qualitative analysis was performed on studies that
belonged to the CE theme and quantitative descriptive analysis
was performed for studies that belonged to the EDD and DP
themes. After data extraction and analysis, we summarized and
reported the findings in the form of tables and figures in
accordance with the aim of the study.

Results

Search Results
The search strategy yielded a total of 419 articles, which were
published and made available between December 1, 2019, and
June 27, 2020. Of which, 130 publications were selected for
further analyses. These 130 publications were categorized into
3 themes (ie, CE, EDD, and DP) based on the various AI
applications employed to combat the COVID-19 crisis. These
themes were identified based on AI techniques used to predict,
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classify, assess, track, and control the spread of the virus.
Descriptions of each theme and related publications are
presented in Table 1.

During the initial days of the COVID-19 outbreak, the majority
of published studies focused on predicting the outbreak and
potential drug discoveries; we identified 71 such studies and
classified them into the CE theme. Furthermore, 40 studies that
applied AI techniques to detect COVID-19 using patients’

radiological images or laboratory test results were grouped under
the EDD theme. Finally, 19 studies that focused on predicting
disease progression, outcomes (recovery and mortality), length
of stay, and the number of days spent in the intensive care unit
(ICU) for patients with COVID-19 were grouped under the DP
theme. Over time trend of COVID-19 publications by month
and themes is shown in Figure 2, which depicts an initial surge
of publications focusing on the CE theme followed by the EDD
theme.

Table 1. An overview of the 130 publications in the literature, classified into 3 themes and their descriptions. The themes are listed according to the
frequency of publication (percentage and absolute count).

Publication count, n (%)ReferencesDescriptionTheme

71 (54.6)[14,16,18,23-90]Publications focused on the development and application
of artificial intelligence models to tackle issues central to
epidemiology, such as disease trends and forecast of poten-
tial outbreak, pathobiology of coronavirus infection, protein
structures, potential drug discoveries, policies, and social
impact.

Computational Epidemiology

40 (30.8)[91-130]Publications focused on the application of artificial intelli-
gence techniques to detect and differentiate patients with
COVID-19 from the general population.

Early Detection and Diagnosis

19 (14.6)[17,131-148]Publications focused on the application of artificial intelli-
gence models to predict disease progression, severity, and
likely outcomes in the confirmed COVID-19 population.

Disease Progression

Figure 2. Over time (trend analysis) of COVID-19 studies focused on the application of artificial intelligence techniques that were made available
online in 2020, categorized into the following 3 themes: (1) Computational Epidemiology (CE), (2) Early Detection and Diagnosis (EDD), and (3)
Disease Progression (DP). For preprint articles, the publication month of the latest version available as of query search date was used.

Publications Focused on CE
The 71 studies that focused on epidemiological concerns of
COVID-19 were further classified into 3 categories: (1)
COVID-19 disease trajectory (CDT), (2) molecular
analysis-drug discovery (MADD), and (3) facilitate COVID-19
response (FCR). These classifications were based on the study
aims, that is, to predict outbreaks, potential drug discoveries,
policies, and other measures to contain the spread of COVID-19

(see Table 2). In all, 40 studies that focused on predicting
COVID-19 peaks and sizes globally and specific to a
geographical location, estimating the impact of socioeconomic
factors and environmental conditions on the spread of the
disease, and effectiveness of social distancing policies in
containing disease spread were categorized under CDT. Next,
22 publications were grouped under MADD based on the study
approach used, including studies focused on identification of
existing drugs that have the potential to treat COVID-19,
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analysis of protein structure, and prediction of mutation rate in
patients with COVID-19. Finally, 9 studies that emphasized on
building tools to combat the ongoing pandemic, such as building
a COVID-19 imaging repository, AI-enabled automatic cleaning
and sanitizing tasks at health care facilities that might assist
clinical practitioners to provide timely services to the affected

population, were categorized under FCR. The majority of
publications classified under the CE theme used data from either
social media (eg, 9 studies used data from Twitter, Weibo, or
Facebook) or public data repositories (Eg, NCBI, DrugBank
databases, and other health agencies). Details of individual
studies are provided in Multimedia Appendix 2.

Table 2. Computational Epidemiology publications (n=71) subclassified into 3 categories: (1) COVID-19 disease trajectory, (2) molecular analysis-drug
discovery, and (3) facilitate COVID-19 response.

Publication count, n (%)ReferencesDescriptionCategory

40 (56.3)[23-62]Publications focused on predicting COVID-19 peaks and
sizes globally (and specific to a geographical location),
estimating the impact of socioeconomic factors and envi-
ronmental conditions on the spread of the disease, and ef-
fectiveness of social distancing policies in containing dis-
ease spread.

COVID-19 disease trajectory

22 (31)[69-89]Publications focused on identifying existing drugs that have
the potential to treat COVID-19, analysis of protein struc-
ture, and predicting mutation rate in patients with COVID-
19.

Molecular analysis: drug discovery

9 (12.7)[63-68,90]Publications focused on building tools to combat the ongo-
ing pandemic, such as building a COVID-19 imaging
repository, artificial intelligence–enabled automatic clean-
ing and sanitizing tasks at health care facilities to assist
clinical practitioners to provide timely services to the af-
fected population.

Facilitate COVID-19 response

Publications Focused on EDD
We identified 40 publications that primarily focused on
diagnosing COVID-19 in patients with suspected infection
mostly by using chest radiological images, such as computed
tomography (CT), X-radiation (X-ray), and lung ultrasound
(LUS). As shown in Table 3, 23 studies used X-ray, 15 used
CT, 1 study used LUS, and 1 study used nonimaging clinical

data. Most studies used DL techniques to diagnose COVID-19
based on radiological images. Nine studies employed ResNet,
4 studies used Xception, and 3 studies used VGG neural network
models either for pretraining or as a diagnostic model. The only
study that used nonimaging clinical data to diagnose COVID-19
employed routine laboratory results captured in electronic health
record (EHR) systems. Details of individual studies are provided
in Multimedia Appendix 3.

Table 3. Early Detection and Diagnosis publications (n=40) subclassified into 4 categories based on the modality used for COVID-19 prediction: (1)
X-ray, (2) computed tomography, (3) lung ultrasound, and 4) nonimaging clinical data.

Publication count,

n (%)

ReferencesDescriptionCategory

23 (57.5)[91, 92, 95, 97-99, 101-106,
112-114, 117, 118, 122-124,
126, 127, 129]

Publications focused on the application of artificial intelli-
gence techniques to detect and differentiate patients with
COVID-19 from the general population using X-ray images.

X-ray

15 (37.5)[93, 94,96, 100, 107-111,
116,119-121, 125, 130]

Publications focused on the application of artificial intelli-
gence techniques to detect and differentiate patients with
COVID-19 from the general population using computed
tomography images.

Computed tomography

1 (2.5)[128]Publication focused on the application of artificial intelli-
gence techniques to detect and differentiate patients with
COVID-19 from the general population using lung ultra-
sound images.

Lung ultrasound

1 (2.5)[115]Publication focused on the application of artificial intelli-
gence techniques to detect and differentiate patients with
COVID-19 from the general population using nonimaging
clinical data.

Nonimaging clinical data

Publications Focused on DP
We identified 19 publications that were primarily focused on
the prognosis of disease in patients with COVID-19. We further

classified these studies into (1) risk stratification (n=15), which
included publications focused on assessing the risk of DP and
(2) hospital resource management (n=4), which included
publications focused on predicting the need for hospital
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resources (see Table 4). All 15 DP studies used demographic
variables, 13 studies used comorbidities, and 11 studies used
radiological images for analyses. Details of individual studies

grouped under this theme are provided in Multimedia Appendix
4.

Table 4. Disease Progression publications subclassified into 2 categories: (1) risk stratification and (2) hospital resource management.

Publication count, n (%)ReferencesDescriptionCategory

15 (78.9)[17, 131, 133, 134, 137-140,
142-148]

Publications focused on assessing the risk of disease
progression.

Risk stratification

4 (21.1)[132, 135, 136, 141]Publications focused on predicting the need for hospital
resources.

Hospital resource management

Discussion

AI techniques will continue to be used for the monitoring,
detection, and containment of the COVID-19 pandemic
[56,95,131]. Our systematic review focused on 130 studies that
applied AI methods and identified 3 broad themes: models
developed to address issues central to epidemiology, models
that aid the diagnosis of patients with COVID-19, and models
that facilitate the prognosis of patients with COVID-19. The 7
areas of AI application areas as identified by Vaishya et al [20]
were grouped into these themes, as described below.

Theme 1: CE models
In this theme, we review various AI techniques applied in
different areas of epidemiology.

AI Techniques for MADD

Current State of Drug Discovery for COVID-19

Currently, there is no available vaccine for treating COVID-19
patients, and this has forced researchers to invent new strategies
for expediting antiviral treatment and decreasing the mortality
rate [149]. On average, the conventional drug discovery process
takes 10-15 years and has very low success rates [150]. Instead,
drug repurposing attempts have been made to explore
similarities between SARS-CoV-2 (ie, the causative agent of
COVID-19) and other viruses such as SARS and HIV [151].
With the rapid accumulation of genetic and other biomedical
data in recent years, AI techniques facilitate the analyses of
drugs and chemical compounds that are already available to
find new therapeutic indications [152].

Protein Structure Analysis

The main protease (Mpro) of COVID-19 is a key enzyme in
polyprotein processing, which plays an important role in
mediating viral replication and transcription [153]. Several
studies have applied AI techniques to identify drug leads that
target Mpro of SARS-CoV-2, thereby making it an attractive
drug target [154,155]. Ton et al [87] built a DL platform called
Deep Docking, which enables structure‐based virtual screening
of billions of purchasable molecules in a short time. This
platform was used to process more than 1 billion compounds
available from the ZINC15 library in order to identify the top
1000 potential ligands for SARS‐CoV‐2 Mpro. The proposed
docking platform is a computationally cheaper and faster AI
method than traditional docking methods, which allows faster
screening of large chemical libraries containing billions of
compounds.

Drug Repurposing

Beck et al [16] used a drug-target interaction DL model to
identify the top 10 commercially available drugs that could act
on viral proteins of SARS-CoV-2. The DL model called
Molecule Transformer-Drug Target Interaction was used to
predict binding affinity values between marketable antiviral
drugs that could target COVID-19 proteins. The researchers
claim that this model can accurately predict binding affinity
based on chemical and amino acid sequences of a target protein
without knowledge of their structural information. Moreover,
the study reports that Atazanavir is the most effective chemical
compound with Kd of 94.94 nM, followed by Remdesivir
(113.13 nM), Efavirenz (199.17 nM), Ritonavir (204.05 nM),
and Dolutegravir (336.91 nM) against the SARS-CoV-2 3C-like
proteinase. Computational drug repositioning AI models provide
a fast and cost-effective way to identify promising repositioning
opportunities, and expedited approval procedures [152,156].

Viral Genome Sequencing

Genome sequencing of various viruses is performed to identify
regions of similarity that may have consequences for functional,
structural, and evolutionary relationships [157]. Owing to the
heavy computational requirements of traditional alignment-based
methods, alignment-free genome comparison methods are
gaining popularity [157,158]. A case study by Randhawa et al
[84] proposed an ML-based alignment-free approach for an
ultra-fast, inexpensive, and taxonomic classification of whole
virus genomes for SARS-CoV-2 that can be used for
classification of COVID-19 pathogens in real time.

AI Techniques for FCR

Ongoing FCR Initiatives

To combat the ongoing COVID-19 crisis, global scientific
collaborations have been encouraged and are necessary now
more than ever. Several initiatives are underway to build
centralized repositories to share COVID-19–related research
[159]. Such global repositories facilitate the understanding of
disease characteristics, interventions, and potential mental health
impacts on the general population.

Collaborative Open Source Repository

Peng et al [66] focused on creating a repository of COVID-19
chest X-ray (CXR) and chest CT images. The repository,
COVID-19-CT-CXR, is publicly available and contains 1327
CT and 263 X-ray images (as of May 9, 2020) that are
inadequately labeled. The authors build a pipeline to
automatically extract images from the biomedical literature

JMIR Med Inform 2021 | vol. 9 | iss. 1 |e23811 | p.29http://medinform.jmir.org/2021/1/e23811/
(page number not for citation purposes)

Syeda et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


relevant to COVID-19 using a DL model. A recent effort by
the National Center for Advancing Translational Sciences to
build a centralized, national data repository on COVID-19,
called National COVID Cohort Collaborative (N3C), is
underway [160]. N3C will support collection and analyses of
clinical, laboratory, and diagnostic data from hospitals and
health care plans. N3C along with imaging repositories such as
COVID-19-CT-CXR will accelerate clinical and translational
research.

Psychological Impact of the COVID-19 Pandemic

COVID-19 lockdown and home-confinement restrictions have
adverse effects on the mental well-being of the general
population and specifically high-risk groups, including health
care workers, children, and older adults [161]. Several studies
have been conducted to understand and respond to these public
health emergencies. For instance, Li et al [63] conducted a study
using a ML model (support vector machine) and sentiment
analysis to explore the effects of COVID-19 on people’s mental
health and to assist policymakers in developing actionable
policies that could aid clinical practitioners. Weibo posts were
collected before and after the declaration of the pandemic to
build emotional score and cognitive indicators. Key findings of
the study reveal that after the declaration of the COVID-19
outbreak in China, there has been a significant impact resulting
in increased negative emotions (eg, anxiety and depression) and
sensitivity to social risks, and decreased happiness and
satisfaction of life. Raamkumar et al [18] used the health belief
model (HBM) [162] to determine public perception of physical
distancing posts from multiple public health authorities. They
used a DL (a variant of recurrent neural network) text
classification model to classify Facebook comments related to
physical distancing posts into 4 HBM constructs: perceived
severity, perceived susceptibility, perceived barriers, and
perceived benefits, with accuracy of the model ranging from
0.91 to 0.95. Moreover, recent developments in the field of
NLP, bidirectional encoder representations from transformers
[163], XLNet [164], and other hybrid ML models have shown
promising results in the field of sentiment analysis. Future
studies should focus on these advanced techniques for improved
social media content analysis.

AI Techniques for CDT

Models for Prediction of COVID-19 Cases

During the initial days of the COVID-19 spread, most research
was focused on building mathematical models for estimating
the transmission dynamics and prediction of COVID-19
developments  [165,166] .  Specifical ly,
susceptible-exposed-infectious-recovered (SEIR) and
auto-regressive integrated moving average (ARIMA) models
and their extensions were widely adopted for the projection of
COVID-19 cases [167]. These models provided health care and
government officials with optimal intervention strategies and
control measures to combat the pandemic [167]. A similar
suggestion was made by Lalmuanawma et al [12].

Forecasting of COVID-19

In our systematic review, Yang et al [59] and Moftakhar et al
[44] used DL models to fit both statistical models SEIR and

ARIMA. The long-short term memory model proposed by Yang
et al [59] and artificial neural network model proposed by
Moftakhar et al [44] had a good fit to SEIR and ARIMA,
respectively. However, projections of both these mathematical
models had deviations less than the ±15% range of the reported
data [167]. Therefore, we recommend future studies should try
to fit AI techniques on both the SEIR and ARIMA models to
reduce the projection error rate and be better prepared for the
second wave of COVID-19.

Impact of Policies on COVID-19 Trajectories

The accuracy of COVID-19 trajectory projections depends on
varying containment policies enforced by different countries
[167,168]. The study by Yang et al [59] used a DL technique
to predict COVID-19 epidemic peaks and sizes with respect to
the containment polices. Their study revealed that the continual
enforcement of quarantine restrictions, early detection, and
subsequent isolation were the most effective in containment of
the disease. Relaxing these policies would likely increase the
spread of disease by 3-fold for a 5-day delay in implementation
and could cause a second peak. We suggest government officials
should strictly enforce such policies to prevent a second outbreak
of COVID-19.

Theme 2: EDD models

Current State of COVID-19 Diagnosis
Many countries ramped up the production of real-time reverse
transcription polymerase chain reaction (RT-PCR) testing kits
to diagnose COVID-19, and thus far, it remains the gold
standard for confirmed diagnosis [169]. However, this
laboratory-based test is limited by low sensitivity, as reported
by several studies [169,170]. As highlighted by both Vaishya
et al [20] and Lalmuanawma et al [12], AI can prove helpful in
the diagnosis of various infectious diseases (eg, SARS, HIV,
and Ebola) when used in conjunction with medical imaging
technologies such as CT, magnetic resonance imaging (MRI),
and X-ray. Radiological images (CT and X-ray) have been used
by clinicians to confirm COVID-19–positive cases; these
imaging findings also serve as an important complement to the
RT-PCR test [171]. In this systematic review, we found LUS
has been used to diagnose COVID-19, in addition to CT and
X-Ray. However, we did not find any study using MRI for
COVID-19 diagnosis.

Diagnostic Models Based on CT and X-Ray
Several studies have reported that the use of chest CT for
early-stage detection of COVID-19 has proven to have a low
rate of misdiagnosis and can provide accurate results even in
some asymptomatic cases [172]. We identified 15 studies that
used CT to detect COVID-19. One of the most cited studies by
Li et al [120] applied DL (COVNet) to differentiate COVID-19
and non–COVID-19 pneumonia CT scans. The area under the
receiver operating characteristic (AUROC) curve reported to
identify COVID-19 based on chest CT exam was 0.96 and the
AUROC curve reported to identify community-acquired
pneumonia based on chest CT exam was 0.95. The accuracy
reported is slightly higher than that reported by Ardakani et al
[93], which was also found in the review by Lalmuanawma et
al [12]. However, there are some disadvantages associated with
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using chest CT for COVID-19 diagnosis, such as the high
radiation dose (7 mSv vs 0.1 mSv for chest X-ray) and the fact
that chest CT is more expensive than chest X-ray [173,174].

In this systematic review, we identified 23 studies that used
chest X-ray and applied AI techniques to diagnose COVID-19
cases. A study by Apostolopoulos et al [91] applied a transfer
learning strategy to train convolutional neural network models
and then automated the detection of COVID-19 using chest
X-ray images. The model (VGG19) achieved an overall accuracy
of 97.82% to detect COVID-19 based on a dataset of 224
COVID-19, 700 pneumonia, and 504 normal X-ray images. A
similar study was performed by Khan et al [117] using transfer
learning and convolutional neural network (Xception)
architecture with 71 layers that were trained on the ImageNet
dataset. Their model (CoroNet) achieved an average accuracy
of 87% to detect COVID-19 based on a dataset of 284
COVID-19, 657 pneumonia (both viral and bacterial), and 310
normal chest X-ray images. These recently published studies
successfully used transfer learning strategy to overcome sample
size limitation and adapt generalizability; it is noteworthy that
such studies were not available in the earlier literature reviews
[12,20]. Although chest X-ray is cost-effective and involves a
considerably lower radiation dose than chest CT, it is less
sensitive, especially in the early stages of the infection and in
cases of mild disease [175]. We recommend that new studies
develop AI models that can detect COVID-19 by using a
combination of CT and X-ray images along with clinical
variables to aid clinical practitioners with accurate diagnosis.

Diagnostic Models Based on LUS and Clinical Variables
During the 2009 influenza (H1N1) epidemic, LUS proved useful
in accurately differentiating viral and bacterial pneumonia and
were found to have higher sensitivity in detecting avian
influenza (H7N9) than chest X-ray [176]. Although clinicians
recommend the use of LUS imaging in the emergency room for
the diagnosis and management of COVID-19, its role is still
unclear [177]. In our review, we identified a study by Roy et al
[128] that used a DL model based on an annotated LUS
COVID-19 dataset to predict disease severity. The results of
the study were reported to be “satisfactory.” Moreover, a study
by Joshi et al [115] proposed an ML approach that utilizes only
complete blood count and gender information of the patient to
predict COVID-19 positivity, as an alternative to the RT-PCR
test. These authors built a logistic regression model based on
retrospective data collected from a single institute and validated
using multi-institute data. Prediction of COVID-19 infection
demonstrated a C-statistic of 78% and sensitivity of 93%. The
aim of the study was to develop a decision support tool that
integrates readily available laboratory test results from patients’
EHRs.

Theme 3: DP Models

Current State of Predicting COVID-19 Progression
The COVID-19 pandemic has strained global health care
systems, especially ICUs, due to the high ICU transfer rates of
hospitalized patients with COVID-19 [135]. As the pandemic
progressed, the research focus shifted from detecting the
presence of the novel coronavirus in patient samples to the

prediction of patient recovery and associated risks [178].
Therefore, early systematic reviews included very few studies
that focused on DP [12,20]. In this review, we found 19 studies
that predicted DP and the likely outcomes in the confirmed
COVID-19 population. Prior identification of hospitalized
patients who may be at high-risk may aid health care providers
to more efficiently plan and prepare for ICU resources (eg, beds,
ventilators, and staff) [179].

Hospital Resource Management
A study by Cheng et al [135] developed an ML-based model
to predict ICU transfers within 24 hours of hospital admission.
The random forest model was used for COVID-19 prediction
and was based on multiple variables such as vital signs, nursing
assessment, laboratory test results, and electrocardiograms
collected during the patient’s hospital stay. The overall AUROC
curve of the model was reported to be 79.9%. Similar work was
done by Shashikumar et al [141] to predict the need for
ventilation in hospitalized patients 24 hours in advance. The
prediction was not only limited to patients with COVID-19 but
also included other hospitalized patients. These authors studied
40 clinical variables, including 6 demographic and 34 dynamic
variables (eg, laboratory results, vital signs, sequential organ
failure assessment, comorbidity, and length of hospital stay).
In contrast to the traditional ML model used by Cheng et al
[135], Shashikumar et al [141] resorted to a DL model (VentNet)
for prediction with an area under the curve (AUC) of 0.882 for
the general ICU population and 0.918 for patients with
COVID-19. Both the aforementioned studies relied on clinical
variables for prediction, whereas a study by Burian et al [132]
combined clinical and imaging parameters for estimating the
need for ICU treatment. The major finding of the study was that
the patients needing ICU transfers had significantly elevated
interleukin-6, C-reactive protein, and leukocyte counts and
significantly decreased lymphocyte counts. All studies in this
category applied AI techniques to facilitate the efficient use of
clinical resources and help hospitals plan their flow of operations
to fight the ongoing pandemic.

Risk Stratification
Prediction and risk stratification of COVID-19 cases that are
likely to have adverse outcomes will help to streamline health
care resources for patients that need urgent care. In our review,
Yadaw et al [146] evaluated different ML models to classify
COVID-19 cases as deceased or alive classes. This classification
was based on 5 features: age, minimum oxygen saturation during
the encounter, type of patient encounter, hydroxychloroquine
use, and maximum body temperature. Their study revealed that
age and minimum oxygen saturation during encounters were
the most predictive features among the different models
examined. The overall AUC was reported as 0.91. On the other
hand, Ji et al [137] focused on the early identification of
COVID-19 cases that are likely to be at high-risk. Variables
used for this prediction model included demographics,
comorbidities, and laboratory test results. They found a strong
correlation between comorbidities and DP as supported by
various other studies. The study further suggests that a decrease
in lymphocyte count and an increase in lactate dehydrogenase
levels are related to DP. The overall AUC reported was 0.759.
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In both studies, Yadaw et al [146] and Ji et al [137], the ML
models were trained on the retrospective data and validated on
prospective data. Li et al [139] built a pulmonary disease
severity score using X-rays and neural network models. The
score was computed as the Euclidean distance between the
patient’s image and a pool of normal images using the Siamese
neural network. The score predicted (AUROC 0.80) subsequent
intubation or death within 3 days of hospital admission for
patients that were initially not intubated.

COVID-19 pneumonia is associated with high morbidity and
mortality, and it is critical to differentiate COVID-19 from
general pneumonia [180]. In the study by Jiang et al [138], their
model used demographics, vital signs, comorbidities, and
laboratory test results to predict patients that are likely to
develop ARDS. Of these variables, laboratory levels of alanine
aminotransferase (ALT), the presence of myalgias, and elevated
hemoglobin were found to be the most predictive features. The
overall accuracy of predicting ARDS was 80%. Moreover, using
ALT alone, the model achieved an accuracy of 70%. Zhang et
al [147] built a DL diagnostic and prognostic predictive model
to detect COVID-19 and identified variables associated with
risk factors for early intervention and monitoring of the disease.
The study comprised 3777 patients (5468 CT scans) to
differentiate COVID-19 pneumonia from other types of
pneumonia and normal controls. The AUROC of the model was
reported as 0.97.

Distributed AI Architecture and Transfer Learning
The emergence of COVID-19 has encouraged public health
agencies and scientific communities to share data and code,
either by building data repositories or adopting federated AI
models [13,181]. Moreover, transfer learning was adopted to
fast-track AI model development, especially using imaging data.

Distributed AI Architecture
In general, DL techniques are employed to improve prediction
accuracy by training models on large volumes of data [182]. In
our review, several studies applied AI techniques, either using
smaller imaging datasets specific to the organization, or mid-
to large-sized datasets from publicly available repositories.
However, there are substantial costs associated with the
development and maintenance of such repositories [183]. To
overcome data size and cost limitations, Xu et al [110] proposed
a decentralized AI architecture to build a generalizable model
that is distributed and trained on in-house client datasets,
eliminating the need for sharing sensitive clinical data. The
proposed framework is in the early phase of adoption and needs
technical improvements before it is widely employed by
participating health care organizations.

Transfer Learning
There are classification challenges associated with the diagnosis
of COVID-19 using patients’ radiological imaging data, which
consists of multiple steps. In general, the initial steps involved
in image classification are preprocessing, annotation, and feature
extraction. Annotation of radiological images is time-consuming
and depends on the sheer expense of the expert radiologist.
Several strategies have been proposed to address this challenge,
such as self-supervised and transfer learning techniques. Our

review identified a study by Wang et al [145] that used a transfer
learning strategy to aid COVID-19 diagnostic and prognostic
analyses. The study used a 2-step transfer learning strategy:
first, the model was trained on a large lung cancer CT dataset
(n=4106) along with epidermal growth factor receptor gene
sequencing to learn associations between chest CT image and
micro-level lung functional abnormalities. Thereafter, the model
was trained and validated to differentiate COVID-19 from other
pneumonia (AUC 0.87-0.88) and viral pneumonia (AUC 0.86)
types. We believe such techniques will significantly improve
the computational costs associated with training the models.

Summary Points and Recommendations
The aim of this study was to perform a comprehensive literature
review on the role of AI to tackle the current COVID-19
pandemic. The scope of our study was not restricted to a specific
application, but to cover all possible areas used by AI-based
approaches. The major findings from various COVID-19 studies
and the recommendations for future research provided therein
are enlisted below.

• RT-PCR remains the gold standard confirmatory test for
COVID-19. However, this laboratory test has low
sensitivity; therefore, future models should combine
radiological images (eg, CT and X-ray), clinical
manifestations, and laboratory test results for better
accuracy.

• AI model performance might be biased due to lack of
adequate sample size from small-scale studies. We suggest
that newer studies should utilize data from national and
international collaborative COVID-19 repositories. In
addition, decentralized AI architecture should be adopted
to eliminate the need for sharing sensitive clinical data.

• Most studies included at least some of the effective clinical
variables for the prediction of COVID-19 progression. We
have provided a comprehensive list of the variables used
in the different studies and the best performing models
reported therein. A detailed analysis of these variables
should be performed to identify variables that are corelated
with COVID-19 progression. Such variables should also
be considered for future predictive models.

• Few studies have conducted a sentiment analysis using
social media content and reported specific negative impacts
on people’s mental health conditions due to the COVID-19
lockdown. Recent advancements in NLP techniques, such
as transformers-based models and hybrid models, have been
rarely used for sentiment analysis. We recommend that
newer studies employ these advancements for improved
analyses.

• Majority of the studies rarely provided details on how the
AI model predictions were interpreted. Interpretable AI
models allow end users to understand and improve model
performance. Users can accept or decline the
recommendations when such models are used as a clinical
decision support tool.

Limitations
This review has some inherent limitations. First, there is a
possibility of studies missed due to the search methodology
used. Second, we excluded 5 publications for which the full
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texts were not available, and this may have introduced bias.
Third, we included studies that were available as preprints.
Finally, a comparison of AI model performance was not possible
in the quantitative descriptive analysis, as variables, sample
size, and data sources varied across the selected studies. This
systematic review includes publications that were available
online as of June 27, 2020. As the COVID-19 pandemic
progresses, we intend to perform another review on the studies
published after the aforementioned date.

Conclusions
In this systematic review, we assembled the current COVID-19
literature that utilized AI methods in the area of applications

ranging from tracking, containing, and treating viral infection.
Our study provides insights on the prospects of AI on the 3
identified COVID-19 themes—CE, EDD, and DP—highlighting
the important variables, data types, and available COVID-19
resources that can assist in facilitating clinical and translational
research. Our study sheds light on AI applications as a potential
drug discovery and risk stratification tool. In addition, our
analysis suggested that AI-based diagnostic tools are highly
accurate in detecting the presence of the SARS-CoV-2 by using
radiological imaging data and can be employed as a decision
support tool.
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Abstract

Background: Drug-drug interactions (DDIs) involving vitamin K antagonists (VKAs) constitute an important cause of in-hospital
morbidity and mortality. However, the list of potential DDIs is long; the implementation of all these interactions in a clinical
decision support system (CDSS) results in over-alerting and alert fatigue, limiting the benefits provided by the CDSS.

Objective: To estimate the probability of occurrence of international normalized ratio (INR) changes for each DDI rule, via the
reuse of electronic health records.

Methods: An 8-year, exhaustive, population-based, historical cohort study including a French community hospital, a group of
Danish community hospitals, and a Bulgarian hospital. The study database included 156,893 stays. After filtering against two
criteria (at least one VKA administration and at least one INR laboratory result), the final analysis covered 4047 stays. Exposure
to any of the 145 drugs known to interact with VKA was tracked and analyzed if at least 3 patients were concerned. The main
outcomes are VKA potentiation (defined as an INR≥5) and VKA inhibition (defined as an INR≤1.5). Groups were compared
using the Fisher exact test and logistic regression, and the results were expressed as an odds ratio (95% confidence limits).

Results: The drugs known to interact with VKAs either did not have a statistically significant association regarding the outcome
(47 drug administrations and 14 discontinuations) or were associated with significant reduction in risk of its occurrence (odds
ratio<1 for 18 administrations and 21 discontinuations).

Conclusions: The probabilities of outcomes obtained were not those expected on the basis of our current body of pharmacological
knowledge. The results do not cast doubt on our current pharmacological knowledge per se but do challenge the commonly
accepted idea whereby this knowledge alone should be used to define when a DDI alert should be displayed. Real-life probabilities
should also be considered during the filtration of DDI alerts by CDSSs, as proposed in SPC-CDSS (statistically prioritized and
contextualized CDSS). However, these probabilities may differ from one hospital to another and so should probably be calculated
locally.

(JMIR Med Inform 2021;9(1):e20862)   doi:10.2196/20862
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Introduction

Vitamin K antagonists (VKAs) in general and warfarin in
particular are among the most frequently prescribed
anticoagulants worldwide [1]. These drugs are used in the
primary or secondary prevention of all types of thrombosis
[1-3]. However, VKAs are associated with a significant risk of
adverse events, due to their narrow therapeutic window, inter-
and intra-individual variability, and numerous drug-drug
interactions (DDIs) [1,4,5]. The international normalized ratio
(INR) is an index of an anticoagulant’s effectiveness and the
risk of adverse events. In most indications, the INR should be
between 2 and 3 [4,6]. Frequent, close monitoring of the INR
is therefore essential, especially if the patient undergoes a
change in drug treatment or lifestyle (diet, alcohol intake, etc)
or develops new comorbidities [5,7,8].

As the list of drugs that interact with warfarin continues to grow
[5], clinicians must be vigilant when initiating treatment with
a VKA or when modifying drug prescriptions in VKA-treated
patients [1,5]. Although VKAs are not the only anticoagulants
concerned with the broader problem of DDI prevention [1], we
focused on the members of this drug class because their
biological activity can be easily measured.

Clinical decision support systems (CDSSs) provide valuable
assistance with VKA prescription because of the large number
of potential DDIs [9]. In the setting of computerized physician
order entry, the CDSS will indicate potential DDIs (especially
for new drug prescriptions) via pop-up alerts. In turn, the alerts
are based on DDI rules, which typically involve a pair of
interacting drugs and a potential outcome. Whenever the two
drugs are present, the DDI alert pops up and highlights the
potential outcome [10].

If the number of DDIs is large, however, the resulting
over-alerting [11-15] may produce “alert fatigue” [11], a mental
state close to overwork caused by the clinician's exposure to a
continuous flow of alerts, regardless of whether or not they are
relevant [11-16]. On average, only 5%-10% of these alerts are
taken into account by the clinician and prompt him or her to
reassess the drug prescription [17,18]. Alert fatigue can
contribute to physician burnout and has important safety
implications because it can cause physicians to ignore even the
most important warnings.

Several approaches to decreasing over-alerting and alert fatigue
have been developed and tested. These include (1) changing
the way alerts are displayed [19-25], (2) refining the alerts’
relevance by filtering them according to clinical veracity
[10,11,17,20,21,26-29] or postalert quality assessment by a
group of practitioners [29], and (3) managing chronological
aspects [19-21,23,24,30]. It has also been suggested that the
relevance of alerts can be increased by taking into account the
level of evidence for the DDI [20,21] and the seriousness of the
outcome [10,17,20,21,27,29,31]. Although this approach appears

to improve the situation [10,29,31], experts continue to disagree
about how the DDI rules should be classified and how alerts
should be displayed [10,32,33].

Another approach involves calculating the likelihood of a given
outcome when the DDI rule’s criteria are met; the rules could
be turned off if the likelihood is low. This feature has been
requested by physicians [20,21,27] and has been theoretically
specified as a “statistically prioritized and contextualized CDSS”
(SPC-CDSS) [34]. In these CDSSs, the conditional empirical
probabilities of adverse drug events (ADEs) are computed by
reuse of electronic health records (EHRs) [35,36].

The strategic objective of this study was to generate empirical
evidence in favor of SPC-CDSSs. The operational objective
was to compute empirical conditional probabilities of outcome
for VKA-related DDI prevention rules, via data reuse of EHRs.

Methods

Overview
This was a retrospective cohort study. The study population
comprised all the inpatient stays from 2007 to 2014 in a set of
French, Danish, and Bulgarian hospitals (see Inpatient Stays
section) participating in the European “Patient Safety through
Intelligent Procedures“ (PSIP) project [37]. A set of DDI rules
was defined, including causes (a VKA and another drug) and
potential outcomes (VKA potentiation or inhibition, as defined
in the Set of DDI Rules section). The causes and the potential
outcomes were retrospectively tracked over time in the data set,
and the probability of each outcome was estimated automatically
for each DDI rule.

Inpatient Stays
We reanalyzed 96,378 inpatient stays in a French community
hospital, 53,635 inpatient stays in a group of Danish community
hospitals, and 6880 inpatient stays in a Bulgarian hospital. Only
stays with at least one laboratory INR result and at least one
day with VKA administration were included. Those data had
been collected exhaustively during routine patient care. The
available data [9] included (1) demographic and administrative
information (eg, age, gender, and dates), (2) diagnoses coded
according to the International Statistical Classification of
Diseases and Related Health Problems, 10th Revision [38], (3)
daily drug administrations, encoded using the Anatomical
Therapeutic Chemical (ATC) Classification System terminology
[39], and (4) laboratory results encoded using the Clinical
Nomenclature for Properties and Units terminology [40].

Set of DDI Rules
We used the combined results of three literature reviews
(Holbrook et al [7], Nutescu et al [5], and Di Minno et al [1])
to identify DDI rules involving VKAs. After deduplication, a
list of 149 DDIs (available in Multimedia Appendix 1) was
created. We then mapped the drug names to ATC codes [39]
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by taking into account the active substances and the
administration route. The ATC mapping was inclusive and,
when appropriate, also involved ATC codes relating to drug
combinations.

Of the 149 DDIs, 7 were excluded because they corresponded
to drugs without ATC terms. Two drugs had the same ATC
code (amoxicillin + tranexamic acid, and amoxicillin +
clavulanate) and were therefore combined in 1 DDI. The
remaining drugs were variously analgesics, antipyretics, and
immunological agents (n=21), anti-infectives (n=47),
cardiovascular and anti-hypertensive drugs (n=29), central
nervous system drugs (n=19), and other drugs (n=25).
Ultimately, we obtained 107 drugs that might potentiate VKAs
and 34 drugs that might inhibit VKAs (including 4 drugs that
belonged to both categories). A final set of 141 DDI rules was
obtained for drug administration. The same number of rules
was obtained for drug discontinuation, leading to 2×141 rules
in total.

We then obtained DDIs, in the form “VKA & administration
of DrugX → outcome” and “VKA & discontinuation of DrugX
→ reverse outcome,” where the “DrugX” term was a drug that
potentially interacted with VKAs, and the “outcome” term was
defined as VKA potentiation (INR≥5) or inhibition (INR≤1.5).

Statistical Analysis
In descriptive analyses, qualitative variables were reported as
the number and percentage for each category, and quantitative
variables were reported as the mean and standard deviation (SD)
for symmetric data distributions or the median and interquartile
range (IQR) for asymmetric data distributions.

The main objectives of the statistical analysis were to follow
up each inpatient stay in which a VKA was administered, detect
outcomes over time, and estimate odds ratios (ORs) for the
second drug in the DDI rule. The following procedure was
applied for each DDI rule. The “VKA & tramadol → INR≥5”
rule serves here as an example. Figure 1 shows the data
transformation process for a hospital stay with VKA and
tramadol (an “exposed stay,” left side) and a stay with VKA
but no tramadol (a “nonexposed stay,” right side). The
observation periods were designed to reflect each drug’s onset
of action and postdiscontinuation duration of action. An
“exposed” inpatient started the day after the two drugs had been
administered together and ended 4 days after the first of the two
was discontinued or after both were discontinued on the same
day. A “nonexposed” inpatient started on the day after the VKA
had been administered and stopped 4 days after the VKA had
been discontinued. The observation period was searched for the
outcome (Figure 1).

Figure 1. Data management: definitions of the inpatient stays included in the analysis. Time advances from left to right. INR: international normalized
ratio. VKA: vitamin K antagonist.

For each drug, we used the same approach to test whether drug
discontinuation would lead to the opposite outcome. For
instance, the “VKA & tramadol → INR≥5” rule also enabled
us to test the “VKA & tramadol discontinuation → INR≤1.5”
rule.

We first computed the unadjusted OR (95% confidence limits
[CLs]) for the exposure and the outcome, using the Fisher exact
test [41]. We then performed a multivariable logistic regression
to predict the outcome. The covariates were the studied drug,
age, albuminemia, pre-albuminemia, creatininemia, aspartate
transaminase/alanine transaminase (ASAT/ALAT) levels,
thyroid stimulating hormone (TSH) level, and N-terminal-pro
brain natriuretic peptide (Nt-proBNP) (the last five of these
covariates are surrogate markers for malnutrition, kidney failure,
liver failure, dysthyroidism, and heart failure, respectively). We
thus obtained the adjusted OR (95% CLs). Lastly, the model’s

covariates were selected in a stepwise procedure, yielding the
“stepwise OR” (95% CLs) [42].

Quantitative variables were placed in classes when the effect
was not linear (“ref” denotes the reference class): Age was
classified as “<70” (ref), “70-79,” and “≥80”. The albuminemia
was classified in g/L as “<30” and “≥30” (ref). Pre-albuminemia
was classified in g/L as “<0.07,” “0.07-0.10,” and “≥0.11” (ref).
Creatininemia was classified in mg/L as “≤15” (ref), “16-24,”
and “≥25”. ASAT/ALAT levels were classified in IU/L as
“<250” (ref) and “≥250”. TSH levels were classified in mU/L
as “0.5-5” (ref) and “<0.5 or >5”. Lastly, Nt-proBNP was
classified in pg/mL as “<450” (ref) and “≥450”. We inferred
missing values with normal (reference) values. All statistical
analyses were performed with R software (R Foundation for
Statistical Computing).
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Ethics
In line with the French, Danish, and Bulgarian legislations on
reuse of deidentified data collected during routine medical care,
approval by one or more institutional review boards was not
required. The study procedures complied with principles
outlined in the Declaration of Helsinki.

Results

Inpatient Stays
The overall study database included 156,893 inpatient stays, of
which the 4047 (2.58%) with VKA administration were
analyzed. The mean age (Figure 2) was 75.9 years (SD 12.0),
and there were 2356 women (58.2%).

Figure 2. Age pyramid of the patients.

The median length of stay was 9 days (IQR 6-15), and there
were 162 in-hospital deaths (4.00%). The VKA administered
was fluindione in 3256 cases (80.5%), warfarin in 553 cases
(13.7%), acenocoumarol in 227 cases (5.6%), and another VKA
or several different VKAs in 11 cases (0.3%).

Empirical Probabilities of Outcomes for Each DDI
Rule
For some DDI rules, fewer than 3 cases of concomitant
administration with a VKA were observed in the database, so
we did not compute the ORs. The corresponding drugs were as
follows:

There were 76 drugs analyzed upon initiation:

• Analgesics, anti-inflammatories, and immunologic agents:
cyclosporine, etodolac, interferon, leflunomide,
mercaptopurine, nabumetone, phenylbutazone, piroxicam,
rofecoxib, sulindac, tolmetin, and trastuzumab.

• Anti-infectives: azithromycin, cefamandole, cefazolin,
chloramphenicol, efavirenz, etravirine, fosamprenavir,
gatifloxacin, griseofulvin, itraconazole, levamisole,
miconazole (vaginal suppositories), nafcillin, nalidixic acid,
ribavirin, saquinavir, sulfisoxazole, voriconazole,
terbinafine, nevirapine, and ritonavir (the last 3 drugs were
involved in 6 DDI rules).

• Cardiovascular drugs: cholestyramine, clofibrate,
gemfibrozil, indomethacin, lovastatin, metolazone,
ticlopidine, and ubidecarenone.

• Central nervous system (CNS) drugs: chlordiazepoxide,
chloral hydrate, disulfiram, entacapone, felbamate,
fluvoxamine, methylphenidate, phenytoin, propofol, and
trazodone.

• Other drugs: anabolic steroids, cimetidine, danazol, ethanol,
etretinate, fluorouracil, gemcitabine, glucagon, ifosphamide,
influenzae vaccine, levonorgestrel, paclitaxel, raloxifene,
sulfamethoxazole, sulfinpyrazone, tolterodine, topical
salicylates, troglitazone, and zafirlukast (sulfinpyrazone
was involved in 2 DDI rules).

There were 106 drugs analyzed upon discontinuation:

• Analgesics, anti-inflammatories, and immunologic agents:
azathioprine, celecoxib, cyclosporine, etodolac, interferon,
leflunomide, mercaptopurine, mesalazine, nabumetone,
phenylbutazone, piroxicam, rofecoxib, sulfasalazine,
sulindac, tolmetin, and trastuzumab.

• Anti-infectives: azithromycin, cefamandole, cefazolin,
chloramphenicol, doxycycline, efavirenz, erythromycin,
etravirine, fosamprenavir, gatifloxacin, griseofulvin,
isoniazid, itraconazole, levamisole, miconazole (oral gel),
miconazole (topical gel), miconazole (vaginal
suppositories), moxifloxacin, nafcillin, nalidixic acid,
nevirapine, norfloxacin, ribavirin, ritonavir, saquinavir,
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sulfisoxazole, terbinafine, tetracycline, and voriconazole
(nevirapine, ribavirin, and ritonavir were involved in 6 DDI
rules).

• Cardiovascular drugs: bezafibrate, bosentan, chelation
therapy, cholestyramine, clofibrate, disopyramide,
dronedarone, ezetimibe, fenofibrate, fluvastatin,
gemfibrozil, indomethacin, lovastatin, metolazone, orlistat,
propafenone, quinidine, telmisartan, ticlopidine, and
ubidecarenone.

• CNS drugs: barbiturates, carbamazepine, chlordiazepoxide,
chloral hydrate, disulfiram, duloxetine, entacapone,
felbamate, fluvoxamine, methylphenidate, phenytoin,
propofol, quetiapine, ropinirole, sertraline, and trazodone.

• Other drugs: anabolic steroids, cimetidine, danazol ethanol,
etretinate, fluorouracil, gemcitabine, glucagon, ifosphamide,
influenzae vaccine, levonorgestrel, paclitaxel, raloxifene,
sulfamethoxazole, sulfinpyrazone, tamoxifen, tolterodine,
topical salicylates, troglitazone, zafirlukast, and oxolamine
(sulfinpyrazone was involved in 2 DDI rules).

For other drugs, at least 3 cases of concomitant administration
with a VKA were observed.

Upon initiation, 47 drugs did not appear to have a statistically
significant impact on the INR:

• Analgesics, anti-inflammatories, and immunologic agents:
celecoxib, dextropropoxyphene, methylprednisolone,
mesalazine, and sulfasalazine.

• Anti-infectives: amoxicillin, amoxicillin+β-lactamase
inhibitor, clarithromycin, ciprofloxacin, dicloxacillin,
doxycycline, erythromycin, fluconazole, isoniazid,

levofloxacin, miconazole (oral gel), miconazole (topical
gel), moxifloxacin, nafcillin, nevirapine, norfloxacin,
ofloxacin, ribavirin, ritonavir, terbinafine, tetracycline,
tranexamic acid, and trimethoprim;sulfamethoxazole.

• Cardiovascular drugs: bezafibrate, chelators, diltiazem,
disopyramide, dronedarone, ezetimibe, fenofibrate,
fluvastatin, propafenone, propranolol, quinidine, and
telmisartan.

• CNS drugs: barbiturates, carbamazepine, citalopram,
duloxetine, fluoxetine, quetiapine, ropinirole, and sertraline.

• Other drugs: acarbose, ketoconazole, sucralfate, and
tamoxifen.

Upon discontinuation, 14 drugs did not appear to have a
statistically significant impact on the INR:

• Anti-infectives: cloxacillin, dicloxacillin, rifampicin,
t e i c o p l a n i n ,  t r a n ex a m i c  a c i d ,  a n d
trimethoprim;sulfamethoxazole.

• Cardiovascular drugs: candesartan, propranolol,
rosuvastatin, and simvastatin.

• CNS drugs: citalopram and fluoxetine.
• Other drugs: acarbose and sucralfate.

The results of the DDI rules for which at least one OR was
significant are summarized in Table 1 (for drug initiation) and
Table 2 (for drug discontinuation). The “n” column always
refers to the number of stays with a VKA and the given drug,
although the OR was always estimated for 4047 stays. All of
the drugs evaluated in the tables were associated with a
protective effect.
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Table 1. Drugs interacting with VKAs upon initiation and that had at least one significant OR (in all cases, 4047 stays are analyzed).

Stepwise OR (95% CLs)Adjusted OR (95% CLs)ORa (95% CLsb)nOutcomeDrug

Analgesics, anti-inflammatories, and immunologic agents

0.66 (0.53, 0.8)0.66 (0.53, 0.8)0.69 (0.56, 0.85)1023INRc≥5Acetaminophen

0.47 (0.36, 0.6)0.47 (0.36, 0.6)0.49 (0.38, 0.63)731INR≥5Acetylsalicylic acid

0.17 (0.04, 0.53)0.18 (0.04, 0.55)0.18 (0.03, 0.64)19INR≤1.5Azathioprine

0.63 (0.47, 0.82)0.63 (0.47, 0.82)0.65 (0.48, 0.86)486INR≥5Tramadol

Anti-infectives

0.28 (0.08, 0.85)0.28 (0.08, 0.84)0.35 (0.08, 1.2)15INR≤1.5Cloxacillin

0.47 (0.24, 0.84)0.47 (0.24, 0.84)0.58 (0.29, 1.08)98INR≥5Metronidazole

0.28 (0.13, 0.55)0.28 (0.13, 0.54)0.36 (0.16, 0.73)41INR≤1.5Rifampicin

0.37 (0.19, 0.68)0.37 (0.19, 0.7)0.36 (0.18, 0.7)48INR≤1.5Teicoplanin

Cardiovascular drugs

0.77 (0.62, 0.95)0.77 (0.62, 0.95)0.83 (0.67, 1.02)856INR≥5Amiodarone

0.64 (0.46, 0.87)0.64 (0.46, 0.87)0.66 (0.47, 0.91)345INR≥5Atorvastatin

0d0d0 (0, 0.82)6INR≤1.5Bosentan

0.44 (0.33, 0.59)0.45 (0.33, 0.6)0.42 (0.31, 0.56)225INR≤1.5Candesartan

0.35 (0.3, 0.39)0.34 (0.3, 0.4)0.33 (0.29, 0.38)1955INR≤1.5Furosemide

0.4 (0.27, 0.59)0.4 (0.27, 0.59)0.48 (0.32, 0.71)294INR≥5Heparin (unfractionated)

0.47 (0.28, 0.75)0.47 (0.28, 0.75)0.48 (0.28, 0.79)181INR≥5Rosuvastatin

0.52 (0.33, 0.79)0.52 (0.33, 0.79)0.45 (0.28, 0.68)254INR≥5Simvastatin

Other drugs

0.6 (0.42, 0.84)0.6 (0.42, 0.84)0.64 (0.44, 0.91)292INR≥5Allopurinol

0.55 (0.33, 0.86)0.55 (0.33, 0.86)0.62 (0.36, 1)155INR≥5Omeprazole

aOR: odds ratio.
bCL: confidence limit.
cINR: international normalized ratio.
dThe 95% CLs were not computable.
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Table 2. Drugs interacting with VKAs upon discontinuation and that had at least one significant OR (in all cases, 4047 stays are analyzed).

Stepwise OR (95% CLs)Adjusted OR (95% CLs)ORa (95% CLsb)nOutcomeDrug

Analgesics, anti-inflammatories, and immunologic agents

0.16 (0.11, 0.22)0.16 (0.11, 0.22)0.18 (0.12, 0.25)251INRc≤1.5Acetaminophen

0.2 (0.12, 0.33)0.21 (0.12, 0.33)0.2 (0.11, 0.33)114INR≤1.5Acetylsalicylic acid

0.21 (0.06, 0.57)0.21 (0.06, 0.57)0.22 (0.05, 0.66)22INR≤1.5Dextropropoxyphene

0.18 (0.11, 0.29)0.19 (0.11, 0.29)0.19 (0.11, 0.3)129INR≤1.5Methylprednisolone

0.15 (0.08, 0.24)0.14 (0.08, 0.24)0.16 (0.08, 0.27)109INR≤1.5Tramadol

Anti-infectives

0.18 (0.13, 0.26)0.19 (0.13, 0.27)0.21 (0.14, 0.3)216INR≤1.5Amoxicillin

0.22 (0.15, 0.32)0.23 (0.16, 0.32)0.25 (0.17, 0.36)199INR≤1.5Amoxicillin;clavulanate

0.09 (0.02, 0.27)0.09 (0.02, 0.27)0.11 (0.02, 0.35)30INR≤1.5Ciprofloxacin

0.06 (0, 0.34)0.07 (0, 0.36)0.1 (0, 0.69)11INR≤1.5Clarithromycin

0.24 (0.07, 0.69)0.23 (0.06, 0.68)0.33 (0.08, 1.08)16INR≤1.5Fluconazole

0.16 (0.04, 0.49)0.16 (0.04, 0.5)0.19 (0.04, 0.69)18INR≤1.5Levofloxacin

0.24 (0.09, 0.58)0.24 (0.09, 0.57)0.29 (0.1, 0.76)26INR≤1.5Metronidazole

0.27 (0.13, 0.51)0.27 (0.13, 0.52)0.3 (0.14, 0.6)47INR≤1.5Ofloxacin

Cardiovascular drugs

0.27 (0.15, 0.46)0.28 (0.16, 0.47)0.25 (0.14, 0.44)83INR≤1.5Amiodarone

0.14 (0.01, 0.82)0.14 (0.01, 0.84)0.16 (0, 1.34)7INR≤1.5Atorvastatin

0.11 (0.02, 0.4)0.12 (0.02, 0.41)0.11 (0.01, 0.45)20INR≤1.5Diltiazem

0.33 (0.2, 0.51)0.33 (0.2, 0.51)0.42 (0.25, 0.66)246INR≥5Furosemide

0.18 (0.1, 0.29)0.18 (0.11, 0.29)0.19 (0.11, 0.31)115INR≤1.5Heparin (unfractionated)

Other drugs

0.24 (0.04, 1.01)0.23 (0.03, 0.98)0.28 (0.03, 1.46)9INR≤1.5Allopurinol

0d0d0 (0, 0.67)7INR≤1.5Ketoconazole

0.17 (0.05, 0.46)0.18 (0.05, 0.47)0.18 (0.04, 0.52)26INR≤1.5Omeprazole

aOR: odds ratio.
bCL: confidence limit.
cINR: international normalized ratio.
dThe 95% CLs were not computable.

Discussion

Principal Findings
In this study, all the drugs that reportedly interact with VKAs
either lacked a statistically significant association or were
associated with a statistically significant reduction in risk. Our
results suggest that an empirical evaluation of DDIs (as has
been suggested for an SPC-CDSS) could help to refine the alerts
issued by a CDSS [34]. Our objective was to determine which
drugs were associated with an increased risk of bleeding or
thrombosis (compared with baseline), rather than to discover
which drugs indeed interact with VKAs. It should also be borne
in mind that the risk baseline was not zero but corresponded to
the actual risk to which inpatients in a given hospital were
exposed. This risk was already quite high, and the purpose of
a CDSS is to warn physicians when this risk will be accentuated.

Hence, our present findings do not contradict the current body
of academic knowledge about these drugs.

In all included hospitals, various CDSSs were active before the
time of the study. In all of them, the physicians asked for all
the alerts to be deactivated. Indeed, physicians were under alert
fatigue. Those bad experiences led them to set up the PSIP
European Project [9], whose purpose was to find “intelligent”
ways to prevent adverse drug events. This paper stands in
continuation of the PSIP Project.

Discussion of the Method
Our study had several strengths. First, the drugs for evaluation
were identified through a systematic review of the literature.
Second, the study was population-based; in contrast to clinical
trials, it was possible to analyze real-life drug administrations,
ill-advised drug combinations, and patients with several
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comorbidities. Along with the INR values, we also took account
of the chronology of the drug prescriptions and discontinuations.

Our observational study also had several limitations. First, the
number of exposed patients was too small for many drugs.
Consequently, our study was not powerful enough to provide
firm evidence of an increase or a decrease in the probability of
outcomes. This limitation highlights the shortcomings of the
SPC-CDSS concept. A reasonable attitude would be to ignore
statistical filtering when the number of cases in the learning
database is too small. Second, the dose levels of the drugs
involved in the DDIs have not been evaluated. Therefore, it
cannot be excluded that patients were overdosed or underdosed,
which could falsely affect our results. Third, polypharmacy was
common (especially in the elderly population; the mean age
was 75.9 years) but could not be fully taken into account.
Therefore, an outcome counted for one DDI rule could
potentially be due to another DDI rule being administered
concomitantly to the patient. Fourth, we considered that data
were not missing at random and so imputed missing data with
normal values; in routine clinical care, nonmeasured parameters
are more likely to be normal. Lastly, we used the same onset
time (1 day) and discontinuation time (4 days) for each drug,
even though the pharmacokinetics differed. Naturally,
pharmacokinetics of other possibly interacting drugs are not
similar: some of them have a short half-life, and others have a
long half-life. Moreover, the kinetics of the interaction cannot
be directly inferred from the half-life. Taking this into account
would require having a precise description of the mechanisms
of all interactions, which is not possible.

The INR is a surrogate marker and does not necessarily reflect
clinical outcomes. Indeed, a high INR does not always result
in bleeding, nor does a low INR in thrombosis. Furthermore,
some DDI interactions for VKAs may lead to clinical outcomes
without any change in the INR. However, these clinical
outcomes would not have been measured as frequently as the
INR was, and the measurements would have been less reliable.
Although this would be an issue in automated ADE detection,
this approximation is still acceptable when the objective is to
filter alerts and identify risk factors.

The number of different patients was 3101 for 4047 stays.
Correlation between patients was not taken into account. This
attitude can be justified as follows. The calibration of the CDSS
is carried out based on statistical individuals that correspond to
solicitations of the inference engine and not to physical persons.
If some specific patients are more often hospitalized, it makes
sense to overweight their statistical properties in the CDSS.

Discussion of the Results
The statistically significant associations observed for some
drugs should not be interpreted as proof of a causal relationship.
Indeed, many drugs are associated with specific clinical contexts
(ie, indication bias). Those contexts are variously related to the
patient (eg, treatments for Alzheimer disease and age), the
context of care (eg, antibiotics and bacterial infection), or the
prescriber (eg, a cardiologist who is used to prescribing VKAs

and avoids DDIs). It should be noted that our present results do
not cast doubt on our current body of pharmacological
knowledge per se; however, they do challenge the commonly
accepted idea whereby this knowledge alone should be used to
filter or rank DDI rules [20,21,27]. We suggest that “real-life”
empirical probabilities might be more appropriate for these
purposes: an alert should be flagged up because there is an actual
ADE risk (considering the context, ie, confounding factors, the
patient, and the prescriber) and not only a theoretical risk.
Perhaps the root of the problem is not so much the DDIs, but
the pathological context of the patient. Our hypothesis is that
for patients who are doing well, DDIs have a relatively limited
impact, due to physiological adaptability. On the other hand,
for patients with multiple comorbidities, DDIs have a stronger
impact [43,44]. However, using empirical probabilities to
automatically filter or rank DDI rules raises a number of issues;
the probabilities would have to be updated frequently and
computed separately in various contexts [35].

Potential Impact on Future CDSSs
These probabilities could be used to improve CDSSs in two
ways, both of which have been suggested and tested in the
literature [35,36,45]: first, to deactivate DDI rules that are
associated with an empirical probability below a chosen
threshold, and second, to show physicians past cases with
outcome to improve their adherence to remaining alerts. The
SPC-CDSS concept was recently introduced [34]. The idea is
to automatically reuse actual clinical data and search for
outcomes (INR≥5, for instance). To prevent the occurrence of
an outcome, the SPC-CDSS automatically estimates the
conditional probability of an outcome for each rule, assuming
that its conditions are met. When the probability is too low (and
if there are enough patients), the corresponding alerts are
automatically deactivated. In our present work, we used a type
1 error of 5%. A higher threshold (eg, 10%) would remove
fewer alerts. The threshold could then be tuned according to the
individual physician’s level of risk aversion and alert tolerance.
This calculation could also be performed separately for each
medical specialty, to take account of the context. This could
include latent variables (eg, mean patient characteristics,
comorbidities, and the reason for admission), organizational
characteristics, and physician characteristics.

As reported in the literature [36,46,47], our present findings
confirmed that the reuse of EHR data is an effective way of
identifying likely ADEs. Indeed, active postmarket surveillance
of drugs must be based on the reuse of data from EHRs and,
more specifically, on the inpatient setting; the latter has not
been extensively studied [48].

Conclusion
After calculating the probability that specific medications would
interact with VKAs in real life, we found that many of the
medications did not show the predicted DDIs. We suggest that
EHR data can be automatically mined to filter DDI rules and
thus improve CDSSs.
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Abstract

Background: In recent years, people with mental health problems are increasingly using online social networks to receive social
support. For example, in online depression communities, patients can share their experiences, exchange valuable information,
and receive emotional support to help them cope with their disease. Therefore, it is critical to understand how patients with
depression develop online social support networks to exchange informational and emotional support.

Objective: Our aim in this study was to investigate which user attributes have significant effects on the formation of informational
and emotional support networks in online depression communities and to further examine whether there is an association between
the two social networks.

Methods: We used social network theory and constructed exponential random graph models to help understand the informational
and emotional support networks in online depression communities. A total of 74,986 original posts were retrieved from 1077
members in an online depression community in China from April 2003 to September 2017 and the available data were extracted.
An informational support network of 1077 participant nodes and 6557 arcs and an emotional support network of 1077 participant
nodes and 6430 arcs were constructed to examine the endogenous (purely structural) effects and exogenous (actor-relation) effects
on each support network separately, as well as the cross-network effects between the two networks.

Results: We found significant effects of two important structural features, reciprocity and transitivity, on the formation of both
the informational support network (r=3.6247, P<.001, and r=1.6232, P<.001, respectively) and the emotional support network
(r=4.4111, P<.001, and r=0.0177, P<.001, respectively). The results also showed significant effects of some individual factors
on the formation of the two networks. No significant effects of homophily were found for gender (r=0.0783, P=.20, and r=0.1122,
P=.25, respectively) in the informational or emotional support networks. There was no tendency for users who had great influence
(r=0.3253, P=.05) or wrote more posts (r=0.3896, P=.07) or newcomers (r=–0.0452, P=.66) to form informational support ties
more easily. However, users who spent more time online (r=0.6680, P<.001) or provided more replies to other posts (r=0.5026,
P<.001) were more likely to form informational support ties. Users who had a big influence (r=0.8325, P<.001), spent more time
online (r=0.5839, P<.001), wrote more posts (r=2.4025, P<.001), or provided more replies to other posts (r=0.2259, P<.001)
were more likely to form emotional support ties, and newcomers (r=–0.4224, P<.001) were less likely than old-timers to receive
emotional support. In addition, we found that there was a significant entrainment effect (r=0.7834, P<.001) and a nonsignificant
exchange effect (r=–0.2757, P=.32) between the two networks.

Conclusions: This study makes several important theoretical contributions to the research on online depression communities
and has important practical implications for the managers of online depression communities and the users involved in these
communities.

(JMIR Med Inform 2021;9(1):e24618)   doi:10.2196/24618
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Introduction

Background
Mental health problems have received more and more attention
in recent years. The number of patients with mental illnesses,
such as depression and anxiety disorders, is increasing rapidly
worldwide [1]. A World Health Organization survey estimated
that approximately 300 million people in the world might have
depression by the end of 2015 [2]. How to deal with depression
effectively has become a hot issue. Some studies have shown
that a cost-effective way to prevent and treat depression is to
obtain more social support [3]. Depressed patients with larger
social support networks are more likely to improve their
conditions, while patients who lack social support will gradually
fall into social isolation and experience a worsening of their
condition [4]. Patients often seek social support from their
family, friends, and community members, but many of them
keep their mental illness a secret to avoid labeling and
discrimination related to depression [5].

In recent years, with the development of social networking sites,
especially online health communities, patients increasingly use
online resources to seek peer social support [6]. They can
communicate with other patients online and develop their online
social networks. On the one hand, the anonymity of online
communities may make depressed patients feel more open when
disclosing their illness to others [7,8]. They can more easily
develop their social networks without fear of discrimination.
On the other hand, peer social support in online communities
is also important for patients to cope with their illness [9,10].
A survey about online depression communities showed that
41% of users thought that social support received from online
communities was very helpful in treating their diseases [11].

Social support from online health communities is generally
divided into informational support and emotional support [12].
Peers can provide valuable treatment information and share
their own experiences to help others deal with their illness.
Meanwhile, peers can show compassion and empathy to one
another, which is also important for helping depressed patients
to improve their symptoms [13].

Many studies have indicated that online informational and
emotional support can provide huge benefits to patients with
depression if they can develop these two types of social support
networks. However, few researchers have studied what
characteristics of patients make them more likely to develop
the two types of network relationships and what patients can
do to better develop these support networks. This study aimed
to explore important structural features of the informational and
emotional support networks and investigate which user attributes
have significant effects on the formation of the two types of
social network ties. The findings may help patients to better
develop their social support networks to improve their
conditions. In addition, although previous studies have found
that both the informational support network and the emotional

support network are beneficial to the improvement of mental
health, few studies have examined whether there is a significant
correlation between the two support networks. We wanted to
find out if users could obtain more emotional support through
the development of an online informational support network
and vice versa. If users who are given informational support are
more likely to obtain emotional support, they may be more
willing to provide more information to develop their
informational support network. Similarly, users may be more
willing to develop an emotional support network in order to
obtain more information support if the two supports align with
one another. Therefore, another aim of this study was to examine
whether there is an association between the informational
support network and the emotional support network. The
findings may help patients to better understand the relationship
between the two support networks, which may help them better
develop their social support networks to improve their
conditions.

Over the years, scholars have used some of the quantitative
methods developed for social network analysis to better
understand social networks in online communities. In particular,
the use of exponential random graph models (ERGMs) is quickly
becoming recognized as one of the central approaches in
analyzing social networks [14]. ERGMs are tie-based models
for understanding how and why social network ties arise.
ERGMs can incorporate different types of network
configurations and estimate their effects on network formation.
For example, ERGMs can incorporate any number of binary,
categorical, and continuous actor attributes to determine whether
actor attributes are associated with the formation of network
ties. As well, we could extend ERGMs to multivariate analysis
of two networks and examine the cross-network effects [15].
ERGMs are concerned first and foremost with explaining the
patterns of ties in a social network and thus provide a framework
within which hypotheses about the impact of various factors on
social tie formation can be statistically examined. Therefore, in
this study, we applied ERGMs to social support networks in
online depression communities in our attempt to investigate the
following research questions (RQs):

• RQ1: What are important structural features of the
informational support network and the emotional support
network in online depression communities? Which user
attributes will affect the formation of the two types of social
ties?

• RQ2: Is there an association between the two social support
networks?

Theoretical Background and Research Hypotheses
ERGMs are tie-based models for understanding how and why
social network ties arise [14]. The models are based on some
theoretical assumptions about social networks: network ties not
only self-organize, but also are influenced by actor attributes
and other exogenous factors. Therefore, in this study, we wanted
to examine the formation of social network ties in online

JMIR Med Inform 2021 | vol. 9 | iss. 1 |e24618 | p.56http://medinform.jmir.org/2021/1/e24618/
(page number not for citation purposes)

Lu et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


depression communities from the following aspects: network
self-organization, individual attributes, and exogenous
contextual factors.

Network Self-Organization
One particularly important feature of social networks is that
network ties depend on one another, which is referred to as
network self-organization. That is to say, the presence of one
tie may affect the presence of other ties. We need to take account
of purely structural tendencies for tie formation in the contexts
of online depression communities. Two common parameters
for purely structural effects were included in our study:
reciprocity and transitivity.

The reciprocity principle refers to the phenomenon that people
like those who like them [16]. Reciprocity is seen as a basic
and universal human behavior, and social ties are generally
expected to be reciprocated in human social networks [17]. We
thought that the reciprocity effect could occur in the context of
online depression communities. On one hand, we expect social
ties to be reciprocated in the informational support network.
When patients communicate with peers with the same illness
to share valuable information and experiences, they will expect
the mutual reciprocity that justifies their expense in terms of
time and effort spent contributing their knowledge. The users
who receive valuable information from their peers are more
likely to reciprocate the information providers with their
knowledge. On the other hand, we expect social ties to be
reciprocated in the emotional support network. When patients
receive blessings and encouragement from other members, they
will thank their peers and give back the blessings they receive.
They will develop reciprocated ties to encourage each other to
fight against the illness together. Based on the arguments above,
we proposed the following hypotheses:

• Hypothesis 1a: Patients in online health communities tend
to provide informational support to each other based on the
principle of reciprocity.

• Hypothesis 1b: Patients in online health communities tend
to provide emotional support to each other based on the
principle of reciprocity.

Transitivity is another important feature of most social networks
and describes the tendency in a social network for the friend of
a friend to become one’s friend [18]. In the context of online
depression communities, when one user makes a post to present
information, share ideas, or express emotions, other members
will follow the post to engage in the discussions or exchanges.
Therefore, it is very possible that the members participating in
the discussion of the same topic will develop close friend
relationships. Based on the arguments above, we proposed the
following hypotheses:

• Hypothesis 2a: Patients are more likely to form new
informational support ties with those who share mutual
friends based on the principle of transitivity.

• Hypothesis 2b: Patients are more likely to form new
emotional support ties with those who share mutual friends
based on the principle of transitivity.

Individual Attributes
Individual attributes in social network theory play very
important roles in the formation of social ties [19-21]. Studies
have shown that some common demographics, such as gender,
age, education, and income levels, affect the involvement of
individuals in social activities [22]. In addition, some other
individual factors such as motivations and attitudes toward
others in their social networks also have an impact on their
social tie formation. We use the term actor attribute effects to
explore the association of some specific individual attributes
with social ties.

The homophily principle states that people are more likely to
form social ties with others who share similar characteristics
[23]. The literature on the phenomenon comes from social
network studies that were conducted in some specific research
fields. In this study, we proposed gender to be the most
influential source of homophily. First, gender is the most
extensively researched factor among demographic characteristics
of patients with depression. In recent years, the literature on
depression has reflected great interest in gender differences not
only in depression symptoms but also in the perceived support
[24-26]. It was found that there are significant gender differences
both in the quality of perceived support and in the importance
of support variables as predictors of depressive symptoms
[27-29]. Second, users in online social networks often consider
gender as an important factor in their interpersonal
communication with other community members [30]. By
contrast, most of the other personal demographic information
(eg, age, race, and occupation) is not considered to be of great
help in enhancing communication between users. Therefore,
users will probably fill in their gender but leave the other
demographic options unmarked when registering on the website
because they are unwilling to risk their personal privacy.
Therefore, it is perhaps reasonable that we only consider gender
as the source of the homophily in this study.

According to the existing theories research on gender differences
in depression, we proposed that gender differences in
psychological factors, such as coping style (emotion-focused
coping or problem-focused coping), could play an important
role in influencing patients’ motivation and behavior in online
depression communities. In addition, it is widely recognized
that there are significant gender differences in the perception
and utilization of social support [31,32]. We have reasons to
believe that informational support and emotional support from
online communities may have different effects on male and
female patients and members of the same gender are more likely
to provide social support to one another. Based on the arguments
above, we proposed the following hypotheses:

• Hypothesis 3a: Patients of the same gender are more likely
to form informational support ties.

• Hypothesis 3b: Patients of the same gender are more likely
to form emotional support ties.

Social influence plays an important role in the formation of
social networks. There have to be some influential people in
social networks who have a disproportionate influence on others.
Those influential users in online social networks could be
identified based on centrality measures according to social
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network theory [33]. Users with high degree centrality scores
can be characterized as being highly informed or well-connected
individuals [34]. Social capital theory suggests that influential
users might have more opportunities to influence the behavior
of other users to accumulate social capital, such as being
respected by other users. We have reasons to believe that in
online depression communities, users who have great influence
are more likely to get more social capital, including
informational support and emotional support. In addition, the
more that users are embedded in social networks, the more easily
they will get social support. Online time is an important indicator
of the degree of embedding in social networking networks.
Users with more online time have more opportunities to
participate in interactive activities on online platforms. They
are well known by the members of the community, so it is easier
for them to get social support. Based on the arguments above,
we proposed the following hypotheses:

• Hypothesis 4a: Users who have great influence are more
likely to form informational support ties.

• Hypothesis 4b: Users who have great influence are more
likely to form emotional support ties.

• Hypothesis 5a: Users with more online time are more likely
to form informational support ties.

• Hypothesis 5b: Users with more online time are more likely
to form emotional support ties.

Users’ social activities will have an important impact on the
formation of their online social networks. According to the
preferential attachment model—a widely accepted mechanism
that accounts for tie formation in social networks—actors with
a large number of existing ties are more likely to attract
connections from other actors joining the network, thus showing
the phenomenon that “the rich get richer” [35,36]. In online
depression communities, users develop social relationships by
participating in social activities including making and replying
to others’ posts. Those users with high online activity levels
generate a lot of posts and are considered to be core nodes in
the social network, so they have more chances of getting more
social support. A study based on online weight loss networks
showed that active users received a high level of both
informational and emotional support [37]. Based on the
arguments above, we proposed the following hypotheses:

• Hypothesis 6a: Users who write more posts are more likely
to form informational support ties.

• Hypothesis 6b: Users who write more posts are more likely
to form emotional support ties.

• Hypothesis 7a: Users who provide more replies to other
posts are more likely to form informational support ties.

• Hypothesis 7b: Users who provide more replies to other
posts are more likely to form emotional support ties.

In addition, some studies pointed out that newcomers who
recently joined online health communities get more attention
easily [38]. On the one hand, it is generally thought that
newcomers lack the necessary knowledge, and thus they are
more anxious to seek help and the emotional support of
community members [39]. On the other hand, we believe that
the experienced “old-timers” are more willing to share
knowledge with newcomers and provide them with more support

for a number of reasons [40-42]. First, some of them hope to
develop new social ties with newcomers to enhance their social
capital [43]. Second, community members with a high degree
of shared identity and strong levels of trust consider it a duty
to assist newcomers in improving depression treatment and
outcomes and they hope that the newcomers soon became fully
integrated into the online community [44,45]. Third, community
members are more willing to share information and provide
emotional support based on an altruistic motivation to provide
help to newcomers who badly need it because altruism is more
likely to occur when the recipient is in greater need or is more
likely to profit from an altruistic act [46,47]. Based on the
arguments above, we proposed the following hypotheses:

• Hypothesis 8a: Newcomers are more likely to form
informational support ties.

• Hypothesis 8b: Newcomers are more likely to form
emotional support ties.

Exogenous Contextual Factors
Some exogenous contextual factors may be important to tie
formation. We often treat these as tie covariates [48]. For
example, when there are multiple network ties, different types
of networks may interact with each other and these interactions
will affect the structure of each network. In this case, a certain
social network, as an exogenous contextual factor, may be
considered a tie covariate of another social network. In the
context of online depression communities, there are mainly two
social support networks: informational support networks and
emotional support networks. We sought to determine whether
there is an association between the two networks and if they are
tie covariates of each other. That is, emotional support ties may
be affected by the presence of informational support relations
and vice versa.

The most fundamental cross-network effects for directed
networks are entrainment and exchange effects [49]. On one
hand, we want to examine whether the two social support
networks are entrained, so that users who obtain informational
support are more likely to obtain emotional support. It is possible
that many patients need both informational support and
emotional support when they ask for help or, alternatively, that
support providers are more inclined to provide emotional support
to those network partners who need informational support. On
the other hand, the two support networks may be exchanged,
in which case those who receive informational support tend to
give emotional support to those informational support providers.
It is also reasonable for users to develop reciprocal relationships,
and they will express appreciation and provide emotional
support to those peers who have helped them. Based on the
arguments above, we proposed the following hypotheses:

• Hypothesis 9: The two social support networks may be
entrained so that users who obtain informational support
are more likely to obtain emotional support and vice versa.

• Hypothesis 10: The two social support networks may be
exchanged so that users who receive informational support
are more likely to give emotional support to those
informational support providers and vice versa.
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Methods

Research Context and Data Collection
One of the most popular online health platforms for Chinese
patients with depression was chosen as the data source. The
online discussion forum was comprised of 15 discussion boards
where patients could talk about a variety of topics related to
depression. After over 10 years of development, the platform
has attracted more than 10,000 registered users. The website is
an open information exchange platform for patients with
depression, where they can discuss their symptoms of
depression, share their own treatment experiences, and seek
useful medical information. In addition, the website provides
an emotional communication channel for patients with
depression, in which they can open their hearts to express their
feelings and thoughts with their peers, such as expressing their
emotional distress, showing sympathy, and encouraging one
another. Therefore, the informational and emotional support
networks developed in the online depression community have
played a very important role in improving the condition of
patients with depression.

We used the Java WebCrawler script to collect the webpage
information from the online depression community and then
parsed the webpages to obtain available information. We
obtained a total of 74,986 original posts and replies to the posts
created by the users in the online community from April 2003
to September 2017. The available information about the posts
was stored into a database, including the author’s ID, the post’s
title and body content, and the time stamp. In addition, some
user profile information available to the public was also stored,
such as gender, online points, online duration, number of posts
and replies written by the user, and registration time. It should
be noted that some ambiguous or incomplete posts were present
on the discussion boards. For example, some nonbinary
individuals or patients who did not disclose their gender left the
gender option unmarked. A total of 9452 ambiguous or
incomplete posts were identified and excluded from the
experimental data.

Considering the potential risk to privacy and confidentiality,
we only used the information that was available to the general
public. No user identification data, such as names and ID
numbers, was used to ensure that there was no risk of sensitive
information disclosure. Therefore, our study had minimal risk

to human subjects and followed core ethical principles. In
addition, we took some measures to make sure that the users
involved were fully informed about our study. First, an official
notification elaborating on the research and how the user
information would be used was sent by an internal email to
users to confirm that it had been read. Second, to fulfill the
ethical requirements, one page with a “click to accept” button
was sent to the users through the messaging system on the
platform, which allowed them to click the button to express
their agreement to participate in our research.

Some key variables related to user attributes were measured in
our empirical analysis. The variable of “gender” was measured
as a dummy variable, with 1=male and 0=female. We used the
variable of “influence” to represent the online influence of the
users, which was measured in terms of online points, indicating
the contribution made by the member to the website. Some other
variables that were used in our empirical analysis—online
duration, and number of posts and replies of users—were
measured in terms of time spent on the website, the number of
original posts made by the user, and the number of replies to
other posts written by the user. In addition, the variable of
“newcomers” was measured as a dummy variable, with 1=users
who were among the most recent 25% of individuals to join the
website and 0=others.

We further performed a content analysis of all the original posts
and classified them into informational and emotional posts. We
extracted some keywords related to the diagnosis and treatment
of depression to construct an information dictionary and then
used the dictionary-based method to distinguish informational
posts. In the same way, we extracted some keywords indicating
emotional support to construct an emotion dictionary and then
used the dictionary-based method to distinguish emotional posts.
For the list of keywords in the information and emotion
dictionaries, see Multimedia Appendix 1. After controversial
posts were deleted from the experimental data, an informational
support network of 1077 nodes and 6557 arcs and an emotional
support network of 1077 nodes and 6430 arcs were constructed
(Figures 1 and 2, respectively). We can see that the emotional
support network has a stronger core-periphery structure than
the informational support network, indicating that users
preferred to exchange information with other users in the forum,
while they were more likely to derive emotional support from
the broader population.
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Figure 1. Informational support network.

Figure 2. Emotional support network.

ERGMs
ERGMs are a class of statistical models for social networks that
account for the presence or absence of network ties [50-52].
ERGMs are particularly useful for overcoming the limitations
of traditional regression methods, which are ill-suited for
analyzing network data because ERGMs do not require the
assumption of independence among the ties in a network. In
addition, EGRMs have many advantages in social network
analysis [53,54]. First, ERGMs can incorporate different types
of local patterns of ties, which are also called “network
configurations,” and estimate the effects of these network
configurations on the formation of network ties. Second,
ERGMs can accommodate any number of binary, categorical,
or continuous actor attribute variable and dyad-specific
covariates and determine whether they are associated with the
formation of network ties. Third, ERGMs can also be used to
analyze different types of networks with various types of nodes

and relationships and can even model the two networks
simultaneously. Therefore, ERGMs are novel and powerful
tools for analyzing and explaining the patterns of network ties,
especially in complex social networks [54].

We used the notation and terminology described by Robins
[14]. For each pair (i and j) of a set number of actors, Xij is a
random variable that represents a tie between actor “i” and actor
“j” (Xij=1 if there is a tie between actors i and j, and 0=no tie).
These ties are represented in an n×n adjacency matrix (with n
being the number of actors in the network), which is denoted
as X. We specify xij as the observed value of Xij, and x denotes
a matrix of observed ties in the network. ERGMs have the
following general form:
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The A refers to a certain type of network configuration and is
composed of a set of nodes and ties among them. The gA(x)
represents network statistics corresponding to configuration A.
For the ERGM used in this study, gA(x) is the number of
configurations A observed in the network. The ηA coefficient
is the parameter to be estimated corresponding to configuration

A. The k is a normalizing constant to ensure a proper probability
distribution.

To better understand how to use ERGMs to test our hypothesis,
we provide a graphical presentation of purely structural effects,
actor-relation effects, and cross-network effects used in the
model along with the corresponding research hypotheses (Figure
3).

Figure 3. Summary of network configurations included in the exponential random graph model.

Results

We estimated the ERGMs using Markov chain Monte Carlo
maximum likelihood estimation (MCMC-MLE) methods and
implemented the simulation-based algorithms for MCMC-MLE
in the statnet software suite developed for the R platform. The
estimation procedure successfully converged for all parameters
presented for the two social support network models.

Table 1 presents the results of ERGM estimates for the
informational support network, which shows the parameters for

which there was a significant effect (ie, when the parameter
estimate was greater than two times the standard error in
absolute value). The results show that the estimates for the
purely structural effects of reciprocity and transitivity were
significant for the informational support network, indicating
that patients in the online depression community tended to
provide informational support to each other and were more
likely to form new informational support ties if they shared
mutual friends. Thus, hypotheses 1a and 2a were supported.
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Table 1. Exponential random graph model estimates for the informational support network.

ResultHypothesisP valueSEEstimateParameter

Purely structural effects

SupportedHypothesis 1a<.0010.19373.6247aReciprocity

SupportedHypothesis 2a<.0010.01021.6232aTransitivity

Actor-relation effects

Not supportedHypothesis 3a.200.06170.0783Gender

Not supportedHypothesis 4a.050.16810.3253Influence

SupportedHypothesis 5a<.0010.15620.6680aOnline duration

Not supportedHypothesis 6a.070.21320.3896Number of posts

SupportedHypothesis 7a<.0010.15050.5026aNumber of replies

Not supportedHypothesis 8a.660.1036–0.0452Newcomers

aSignificant effect.

We then interpreted the ERGM results for the actor-relation
effects in the informational support network. We found that
there was no significant homophily effect for gender, indicating
that there was no empirical evidence that patients of the same
gender were more likely to form informational support ties.
Thus, hypothesis 3a was not supported. In addition, the results
showed that no significant effects for influence, number of posts,
or newcomers were obtained, indicating that there was no
tendency for users who had great influence or wrote more posts
or were newcomers to form informational support ties more
easily. Thus, hypotheses 4a, 6a, and 8a were not supported.
However, we found significant effects for online duration and

number of replies. This suggests that users who spend more
time online or those who provide more replies to other posts
are more likely to form informational support ties. Thus,
hypotheses 5a and 7a were supported.

Table 2 presents the results of ERGM estimates for the
emotional support network. The results for purely structural
effects show that the parameter estimates for reciprocity and
transitivity were significant for the emotional support network,
indicating that patients in online depression communities tend
to provide emotional support to each other and are more likely
to form new emotional support ties if they share mutual friends.
Thus, hypotheses 1b and 2b were supported.

Table 2. Exponential random graph model estimates for the emotional support network.

ResultHypothesisP valueSEEstimateParameter

Purely structural effects

SupportedHypothesis 1b<.0010.29914.4111aReciprocity

SupportedHypothesis 2b<.0010.00080.0177aTransitivity

Actor-relation effects

Not supportedHypothesis 3b.250.9680.1122Gender

SupportedHypothesis 4b<.0010.12290.8325aInfluence

SupportedHypothesis 5b<.0010.13330.5839aOnline duration

SupportedHypothesis 6b<.0010.21472.4025aNumber of posts

SupportedHypothesis 7b.040.11130.2259aNumber of replies

Not supportedHypothesis 8b<.0010.1165–0.4224aNewcomers

aSignificant effect.

We then interpreted the ERGM results for the actor-relation
effects in the informational support network. We found that
there was no significant homophily effect for gender, indicating
that there was no empirical evidence that patients of the same
gender are more likely to form emotional support ties. Thus,
hypothesis 3b was not supported. For other attribute-related
effects, significant positive estimates were obtained for the

following four parameters: influence, online duration, number
of posts, and number of replies. This suggests that users who
have great influence, spend much time online, write more posts,
and provide more replies to other posts are more likely to form
emotional support ties. Thus, hypotheses 4b, 5b, 6b, and 7b
were supported. However, we found significant and negative
effects for newcomers, indicating that newcomers are less likely
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than experienced old-timers to receive emotional support. Thus,
hypothesis 8b was not supported.

We then used a bivariate ERGM to model the two social support
networks simultaneously and performed the simultaneous

analysis of the multirelational network structure using the XPNet
program, a multirelational version of the PNet program. Table
3 presents the results of ERGM estimates of cross-network
effects.

Table 3. Exponential random graph model estimates of cross-network effects for the two social support networks.

ResultHypothesist-ratioSEEstimateParameter

SupportedHypothesis 9427.4030.24220.7834aEntrainment

Not supportedHypothesis 10367.9690.3219–0.2757Exchange

aSignificant effect.

Our motivation for studying these two networks simultaneously
was to investigate whether the informational support network
aligns with the emotional support network in the context of
online depression communities. In particular, we sought to
examine if the two networks are entrained or exchanged, since
entrainment and exchange are the two key bivariate effects of
directed networks.

As seen in Table 3, the multivariate network effects revealed
that the two networks are likely to be entrained, which can be
seen from the positive and significant entrainment effect. This
suggests that users who obtain informational support are more
likely to obtain emotional support, and vice versa. Thus,
hypothesis 9 was supported. However, the two relations were
not exchanged, which was demonstrated by a nonsignificant
parameter estimate, indicating that there was no significant
evidence that users who received informational support were
more likely to give emotional support to those informational
support providers and vice versa. Thus, hypothesis 10 was not
supported.

To examine whether the ERGMs in the study fit the observed
network well, we employed graphical evaluations of the
goodness of fit to visualize the match between the predicted
and observed networks (Figures 4 and 5). In the plots, the thick
black line represents the observed network and the gray lines
show the 95% confidence interval of simulated network
measures. When the black line falls between the gray lines, the
simulated networks are capturing the characteristics of the
observed network. The first and second plots in Figures 4 and
5 represent the out-degree distribution and in-degree distribution,
respectively. The goodness of fit for out-degree and in-degree
showed that observed and simulated networks were not
significantly different. The third plot displays another network
statistic, the distribution of geodesic distances, which represents
the pairwise shortest distances between nodes, and also
illustrates that the models provide a good fit between the
simulated and observed networks.

Figure 4. Goodness of fit for measures from simulated informational support networks.
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Figure 5. Goodness of fit for measures from simulated emotional support networks.

Discussion

Principal Findings
This article examined endogenous effects (purely structural
effects) and exogenous effects (actor-relation effects) on the
formation of the informational and emotional support networks
of patients in online depression communities separately and
then explored cross-network effects between the two networks.
Some valuable findings were obtained as follows.

First, the results of this study provide support for the effects of
some important structural features on the formation of two
support networks. We found that social ties in online depression
communities are reciprocal and transitive, which is in line with
the findings of network theories about tie formation showing
that reciprocity and transitivity are seen as the basic principles
of social interaction [18]. Reciprocation and transitive closure
lead us to suggest that users in online depression communities
prefer to develop social ties through information interaction and
mutual emotional encouragement and are also willing to form
new social relationships with users who share mutual friends.
The result is in accordance with the previous studies [55-57],
proposing that these structural effects will help the diffusion of
information and create an atmosphere of mutual support, as
well as promote the sustainable development of online
depression communities.

Second, we examined the effects of some individual factors on
the formation of the two networks and found that actor-relation
effects may differ between the two networks. Gender is not an
important determinant of the formation of either the
informational support network or the emotional support network.
Users were willing to communicate not only with people of the
same gender but also with the opposite sex. The results are in
accordance with some previous research about gender-typical
behaviors and cross-gender friendships. Some studies pointed
out that men consider their cross-gender friendships as
expressive, whereas women consider their cross-gender
friendships as, if anything, instrumental [58]. Thus, we have
reason to believe that male users are also likely to develop
emotional support networks with female users, not just with
male users, while female users are also likely to develop
informational support networks with male users, not only with
female users. On one hand, women usually have a stronger sense

of community identification and feel more responsible than men
toward other members [59]. Men tend to be more open, more
self-disclosing, and more intimate with female friends than with
male friends [58]. Therefore, it is possible that male users in
online depression communities may receive more emotional
support from female users. For example, one study found that
men living without a spouse in the household were more likely
to lack emotional support and were more vulnerable to
depression than women in the same situation [28], and thus men
living without a spouse are more likely to develop an emotional
network with female users. On the other hand, according to sex
role theory, which posits that the female gender role is associated
with less power and lower social status [60,61], women are
more likely to need informational support. Compared with
women tending to use strategies that modify their emotional
response, men tend to deal with depression by problem-focused
coping [62], so it is possible that female users in online
depression communities may receive more informational support
from male users. The results are in line with the earlier finding
that male users’ postings are usually more professional and
contained more professional knowledge than female users’
postings in online health communities [30], so both male and
female users are more inclined to develop informational support
networks with male users.

For other attribute-related effects, we found that users who spent
a lot of time online were more likely to form both informational
and emotional support ties. A possible explanation is that users
with more online time are considered to be centrally embedded
in the network. Scholars have pointed out that a person’s
position in the network influences his/her willingness and ability
to communicate with others [63]. The closer a person is to the
center of the network, the more he/she has opportunities to
participate in interactive activities to provide informational and
emotional support with other members. We also found that those
users who provide more replies to other posts are more likely
to form both informational and emotional support ties. A
possible explanation is that users can accumulate their own
social capital by actively interacting with others. According to
social capital theory, users would like to provide more replies
to other posts when they perceive that doing so enhances their
online reputations [64]. Accumulated reputation could bring
them certain indirect benefits, such as becoming known to
community members, thereby potentially increasing their
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opportunities to obtain informational and emotional support.
However, some individual attributes have different effects on
the formation of different networks. We discovered evidence
that users who had great influence and wrote more posts were
more likely to develop emotional support ties, but there was no
tendency for these users to develop informational support ties
more easily. A possible explanation is that these users were
patients who had experienced long-term struggles with
depression and thus had first-hand experience of preventing and
dealing with the disease. These users with a high level of
expertise preferred to contribute their knowledge and experience
to help others rather than to obtain information. However, these
contributors were likely to develop stronger emotional ties than
others. According to the norm of reciprocity in social capital
theory, contributors expect the mutual reciprocity that justifies
their expense in terms of time and effort spent contributing their
own knowledge [65]. Therefore, it is reasonable to believe that
they are likely to receive more emotional support because their
contribution efforts will be reciprocated by other members.

In addition, we found that newcomers did not get more
informational support than old-timers and they were even less
likely than old-timers to receive emotional support. It is possible
that newcomers lack the necessary skills to make use of social
networks to obtain information. In the meantime, they receive
less attention because of the lack of accumulation of social
capital, making it difficult for them to get more emotional
support. This argument is supported by a recent study by Lu et
al [43], which found that it is difficult for newcomers involved
in online depression communities to increase their social capital
in a very short period of time and they will take a considerable
amount of time contributing to the online community to establish
mutual trust with other members.

Finally, we examined the association between the two social
networks and the results revealed that the informational support
network does not always align with the emotional support
network in the context of online depression communities. There
was a significant entrainment effect and a nonsignificant
exchange effect between the two networks. This suggests that
users who obtain informational support are more likely to obtain
emotional support simultaneously. The result is in line with the
discussion above, suggesting that users can accumulate their
own social capital through long-term participation in online
communities or actively interacting with others, and those with
more social capital will more easily receive informational and
emotional support simultaneously [64]. However, the reverse
statement is not necessarily true. That is to say, users don’t
necessarily provide informational support to those who provide
them with emotional support. A possible explanation is that for
users with lower social status and newcomers, they lack the
necessary knowledge and it is difficult for them to provide
effective informational support to others [66-69]. When they
obtain emotional support from members, they are more inclined
to develop reciprocal relationships and also to provide emotional
support to those who provide them with emotional support, such
as encouraging each other to fight against the illness together.

Limitations
This study has some limitations. First, the ERGMs used in this
study were cross-sectional models, but more information about
dynamic social processes could not be obtained from a
cross-sectional view. We should consider extending the ERGMs
to longitudinal data in further studies. Second, we mainly
focused on the informational support network and the emotional
support network. However, users in online depression
communities may establish all kinds of social ties. For example,
adding friends and following celebrities will probably form
social ties. It is worth further study how these social ties will
affect the formation of the two support networks. Third, we
consider that other demographic factors, including age and
location of residence, may also be important sources of
homophily. However, considering that it was difficult to obtain
empirical data on demographics in our sample, it is temporarily
unfeasible to study the other demographic factors. We will
consider the issue in further studies. Finally, we only used a
binary classification for gender in the study. While there are
clear pragmatic reasons for this, it is well known that individuals
with sexual or gender orientations that are seen to deviate from
the norm may experience higher rates of depression. This should
be taken into account in future research.

Conclusions
The online depression community is increasingly seen as a
promising communication platform for patients suffering from
depression, where they can exchange valuable medical
information to form an informational support network and
provide emotional support to one another to form an emotional
support network. While many studies focus on the benefits of
social support networks, however, little is known about how
patients with depression develop social support networks
through online health communities. This paper attempted to
apply social network theories to examine which endogenous
and exogenous factors will affect the formation of the two
support networks and whether there is an association between
the two networks. ERGMs were used in our study to test the
hypotheses about the effects of network structure and individual
attributes on the formation of the informational and emotional
support networks. We then chose a popular online health
platform for Chinese patients with depression as the data source
to empirically test the proposed hypotheses. The results showed
some important effects of structural features—namely
reciprocity and transitivity—on the formation of the support
networks. The results also provided support for the effects of
some individual factors on the formation of the two networks
respectively. For example, users who spent a lot of time online
and provided more replies to other posts were more likely to
form both informational and emotional support ties. However,
some actor-relation effects may differ between the two networks.
For example, we discovered evidence that the users who had
great influence and wrote more posts were more likely to
develop emotional support ties, while there was no tendency
for these users to develop informational support ties more easily.
In addition, we examined the association between the two social
networks and found that the informational support network did
not always align with the emotional support network in the
context of online depression communities. There was a
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significant entrainment effect and a nonsignificant exchange
effect between the two networks.

This study makes several important theoretical contributions to
the research on online depression communities. First, our
research provides new insights into online social support from
online depression communities. Recent studies have suggested
that online social support can bring considerable benefits to
patients with depression [9-11]. However, few studies have
focused on the mechanism of the formation of social
relationships or explored which factors have significant effects
on the formation of social support ties. This study aimed to
investigate what types of patients are more likely to form social
ties in online depression communities and to help them develop
online social ties to improve their conditions. Second, our
research contributes to the previous research by adopting social
network theories to analyze the social support networks in the
context of online depression communities. In this study, we
divided the social support networks into the informational
support network and emotional support network, and proposed
that network self-organization, individual attributes, and
exogenous contextual factors have significant effects on the
formation of the two social support networks. Third, we
developed a new theoretical model by applying ERGMs to
analyze important structural features and user attributes that
affect the formation of social networks. Eighteen research
hypotheses were proposed and empirically tested. The empirical
results reveal that some of the hypotheses were supported

whereas others were not. The findings help us to better
understand the formation of the two social networks.

Our research has important practical implications for the
managers of online depression communities and the users
involved in these online communities. First, the empirical results
help the managers to better understand online social networks
and take specific measures to develop social support networks
in online depression communities. The results revealed that
social ties in online depression communities are reciprocal and
patients prefer to communicate and share experiences with peers
who have the same conditions. Thus, the managers may provide
humanized supporting functions to facilitate community
members to find their peers who have the same conditions. The
results also revealed that social ties are transitive and patients
are more likely to form new informational support ties with
individuals who share mutual friends. Thus, the managers may
provide them with more opportunities to discover topics that
interest them and create a welcoming atmosphere in which
patients can easily share ideas and express emotions with each
other. Second, our results make it clear what patients should do
to better develop the two types of support networks. We found
that long-term users and those who provide more replies to other
posts are more likely to form informational support ties, while
those users who had great influence, spend much time online,
write more posts, and provide more replies to other posts are
more likely to form emotional support ties. These findings may
help patients to better develop their social support networks to
improve their conditions.
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Abstract

Background: Secondary hypertension is a kind of hypertension with a definite etiology and may be cured. Patients with suspected
secondary hypertension can benefit from timely detection and treatment and, conversely, will have a higher risk of morbidity and
mortality than those with primary hypertension.

Objective: The aim of this study was to develop and validate machine learning (ML) prediction models of common etiologies
in patients with suspected secondary hypertension.

Methods: The analyzed data set was retrospectively extracted from electronic medical records of patients discharged from
Fuwai Hospital between January 1, 2016, and June 30, 2019. A total of 7532 unique patients were included and divided into 2
data sets by time: 6302 patients in 2016-2018 as the training data set for model building and 1230 patients in 2019 as the validation
data set for further evaluation. Extreme Gradient Boosting (XGBoost) was adopted to develop 5 models to predict 4 etiologies
of secondary hypertension and occurrence of any of them (named as composite outcome), including renovascular hypertension
(RVH), primary aldosteronism (PA), thyroid dysfunction, and aortic stenosis. Both univariate logistic analysis and Gini Impurity
were used for feature selection. Grid search and 10-fold cross-validation were used to select the optimal hyperparameters for
each model.

Results: Validation of the composite outcome prediction model showed good performance with an area under the
receiver-operating characteristic curve (AUC) of 0.924 in the validation data set, while the 4 prediction models of RVH, PA,
thyroid dysfunction, and aortic stenosis achieved AUC of 0.938, 0.965, 0.959, and 0.946, respectively, in the validation data set.
A total of 79 clinical indicators were identified in all and finally used in our prediction models. The result of subgroup analysis
on the composite outcome prediction model demonstrated high discrimination with AUCs all higher than 0.890 among all age
groups of adults.

Conclusions: The ML prediction models in this study showed good performance in detecting 4 etiologies of patients with
suspected secondary hypertension; thus, they may potentially facilitate clinical diagnosis decision making of secondary hypertension
in an intelligent way.

(JMIR Med Inform 2021;9(1):e19739)   doi:10.2196/19739
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Introduction

Hypertension is a common chronic disease worldwide, with
5%-10% of these patients being secondary hypertensive [1-5].
Patients with secondary hypertension who have high risks of
morbidity and mortality if not diagnosed and treated timely are
early onset cases, with higher blood pressure (BP) that is more
difficult to be controlled than patients with primary hypertension
[2-4,6]. Secondary hypertension identification is already known
to benefit patients who have suggestive signs and symptoms,
such as severe or resistant hypertension and an acute rise in BP
from previously stable readings [1-3,5]. It is necessary to focus
on accurate diagnosis to capture the secondary hypertension of
patients in order to provide effective evidence for clinical
therapy [2-4,7].

Artificial intelligence (AI) is seen as having the potential to
provide more efficient medical services and has been applied
in medical care, such as disease diagnosis, risk stratification,
and health management [8-21]. AI technologies, especially
machine learning (ML), have received attention in the diagnosis
and treatment of hypertension. However, previous studies were
focused on predicting future risks of hypertension and building
clinical decision support systems to support early screening and
treatment [22-31]. In addition, there are no relevant published
studies on AI model–aided diagnosis of secondary hypertension
for detecting etiologies of disease and providing effective
treatment.

Accordingly, we used electronic medical record (EMR) data
from Fuwai Hospital, a large, urban teaching hospital affiliated
with Peking Union Medical College in Beijing, China, to

develop ML diagnosis models of common etiologies of
secondary hypertension and validate the feasibility and
effectiveness of such models in assisting clinical diagnosis of
secondary hypertension [32]. This study, based on representative
and nationwide in-patient data, is ideally positioned to generate
information to construct diagnosis-aided models for secondary
hypertension during hospitalization.

Methods

Study Population
Our study consecutively enrolled 9788 admissions from the
Hypertension Center, Fuwai Hospital, from January 1, 2016, to
June 30, 2019. The following data were collected: demographics,
preadmission symptoms, comorbidities, medication history of
antihypertension, operation history, physical examination
indicators, prehospital and intrahospital BP, intrahospital first
laboratory test results, and computed tomography (CT) reports.
For multiple visits of patients, only the first visits were taken
into consideration, so we excluded 1687 re-admission records.
A total of 569 patients without a definite diagnosis of primary
hypertension or secondary hypertension at discharge were also
excluded. The final analyzed data set included 7532 unique
patients and was divided into 2 mutually exclusive data sets by
time: 6302 patients in 2016-2018 as the modeling data set for
feature selection and model building, and 1230 patients in 2019
as the validation data set for subsequent evaluation and external
verification (Figure 1). This study was approved by the Ethics
Committee at Fuwai Hospital with the requirement for informed
consent waived. Data used in this study were anonymous, and
no identifiable personal data of the patients were used.

Figure 1. A workflow for patients inclusion and application.

Outcome Definitions
Etiologies of secondary hypertension in this study were defined
by the International Classification of Diseases, 10th Revision,

Clinical Modification (ICD-10-CM) diagnosis codes. Prediction
models were developed for the following 5 outcomes chosen
by the incidence rate: (1) renovascular hypertension (RVH),
assigned the ICD-10-CM diagnosis code I15.001; (2) primary
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aldosteronism (PA), assigned the ICD-10-CM diagnosis code
I15.201; (3) thyroid dysfunction, assigned the ICD-10-CM
diagnosis codes E03.901 and E05.901; (4) aortic stenosis,
assigned the ICD-10-CM diagnosis codes Q25.101, Q25.301,
I77.102, I77.112, and I77.122; (5) composite outcome, defined
as occurrence of any of (1)-(4).

Data Processing
We computed the maximum, minimum, and range among
prehospital and intrahospital BP cases, respectively. The
structured CT information was extracted from CT text reports
using regular expressions and was standardized based on
uniform medical terminology in cardiovascular medicine used
in Fuwai Hospital. The capping method was used to deal with
outliers in order to avoid the model performance being affected
by potential input errors, and to retain most of the information.
When there were missing values, we created an additional binary
variable that assigned a value of 1 if missing and 0 otherwise.
All continuous variables were converted to categorical variables
by the smbinning package of R 3.4.4 software (R Foundation),
which was a supervised binning method based on the conditional
inference tree. All categorical variables were one-hot coded
[33].

Feature Selection
Two kinds of feature selection methods were introduced
successively in our study. First, we used univariate logistic
analysis to eliminate features that were unlikely to predict the

outcomes with a P-value threshold of .01. Then, we randomly
split modeling data set into training data set and test data set by
8:2, and conducted Gini Impurity to rank the contribution of
features and only keep the top 20% of features as the final
features for each outcome based on the training data set.

Model Building
Five ML models of 4 etiologies of secondary hypertension and
1 composite outcome were trained using the training data set.
Before training, the synthetic minority oversampling technique
was adopted to deal with the unbalanced issue of the training
data set [34]. XGBoost (Extreme Gradient Boosting), an
ensemble tree-based model, has been shown to be more likely
to achieve better model performance and to be more
interpretable than other ML models, such as logistic regression
or support vector machine [35-39]. Therefore, we choose the
XGBoost algorithm to develop the prediction model for each
outcome. In order to avoid overfitting, we used grid search and
10-fold cross-validation to select the optimal hyperparameters
(Figure 2).

For all outcomes, we compared the receiver operating
characteristic curve and the area under the curve (AUC),
accuracy, sensitivity, specificity, and precision to measure model
performance in the test data set of the modeling data set and the
validation data set. Furthermore, the accuracy of the composite
outcome model on different age subgroups (≤18, 19-44, 45-59,
and ≥60) was evaluated. All analyses were performed using R
software version 3.4.4 (R Foundation for Statistical Computing).

Figure 2. Procedure flow of modeling. SMOTE: Synthetic Minority Oversampling Technique; XGBoost: extreme Gradient Boosting.
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Results

Baseline Characteristics
Of the 7532 patients included in this study, 64.82% (4882/7532)
were male, with a mean age of 47.70 (SD 14.77), a mean
maximum systolic pressure of 173.00 (SD 29.50) mmHg, and
a mean maximum diastolic pressure of 124.87 (SD 32.56)
mmHg. Among them, 72.48% (5459/7532) were diagnosed

with hypertension in the past, and 6.70% (505/7532), 5.31%
(400/7532), 1.85% (139/7532), and 0.94% (71/7532) were
diagnosed with RVH, PA, thyroid dysfunction, and aortic
stenosis at discharge, respectively. As much as 13.95%
(1051/7532) of patients were diagnosed with any of the 4
etiologies at discharge (ie, with composite outcome). Most
characteristics were similarly distributed between the 2 data
sets (Table 1).

Table 1. Baseline characteristics.

All data set (N=7532)Validation data set (N=1230)Modeling data set (N=6302)Characteristic

4882 (64.82)793 (64.47)4089 (64.88)Male, n (%)

47.70 (14.77)47.48 (14.61)47.74 (14.80)Age (years), mean (SD)

26.49 (3.70)26.62 (3.75)26.47 (3.69)BMI (kg/m2), mean (SD)

173.00 (29.50)175.20 (26.96)172.57 (29.96)Maximum SPa (mmHg), mean (SD)

110.06 (29.09)107.99 (29.72)110.46 (28.95)Minimum SP (mmHg), mean (SD)

124.87 (32.56)128.53 (30.77)124.15 (32.85)Maximum DPb (mmHg), mean (SD)

79.40 (12.61)79.14 (12.55)79.45 (12.62)Minimum DP (mmHg), mean (SD)

Comorbidities

5459 (72.48)521 (42.36)4938 (78.36)Hypertension, n (%)

3332 (44.24)486 (39.51)2846 (45.16)Hyperlipemia, n (%)

1165 (15.47)158 (12.85)1007 (15.98)Cerebrovascular disease, n (%)

534 (7.09)72 (5.85)462 (7.33)Thyroid disease, n (%)

130 (1.73)24 (1.95)106 (1.68)Hypokalemia, n (%)

Medication history of antihypertension

2456 (32.61)400 (32.52)2056 (32.62)Nifedipine, n (%)

2116 (28.09)340 (27.64)1776 (28.18)Amlodipine, n (%)

2226 (29.55)605 (49.19)1621 (25.72)Verapamil hydrochloride, n (%)

1789 (23.75)244 (19.84)1545 (24.52)Metoprolol, n (%)

396 (5.26)50 (4.07)346 (5.49)Enalapril maleate, n (%)

Discharge diagnosis

505 (6.70)96 (7.80)409 (6.49)RVHc, n (%)

400 (5.31)77 (6.26)323 (5.13)PAd, n (%)

139 (1.85)20 (1.63)119 (1.89)Thyroid dysfunction, n (%)

71 (0.94)12 (0.98)59 (0.94)Aortic stenosis, n (%)

1051 (13.95)193 (15.69)858 (13.61)Composite outcome, n (%)

aSP: systolic pressure.
bDP: diastolic pressure.
cRVH: renovascular hypertension.
dPA: primary aldosteronism.

Model Performance
The 4 prediction models of secondary hypertension etiologies
reached AUCs of 0.953-0.983 with sensitivities of 83.6%-92.9%
and specificities of 89.9%-95.9% in the test data set of the
modeling data set, whereas they achieved AUCs of 0.938-0.965
with sensitivities of 75.0%-90.0% and specificities of

89.4%-97.3% in the validation data set. Among them, the
prediction model of PA achieved the best model performance
with AUC of 0.965, sensitivity of 84.4%, specificity of 93.0%,
and precision of 44.5% in the validation data set. The prediction
model of composite outcome showed good performance in the
test data set of the modeling data set with an AUC, sensitivity,
specificity, and precision of 0.901, 82.1%, 84.6%, and 45.8%,
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respectively, as well as in the validation data set with values of
0.924, 85.5%, 86.2%, and 53.6%, respectively (Figure 3 and

Table 2).

Figure 3. ROC curves for prediction models in both data sets. (A) ROC curves for prediction models in the test data set of the modeling data set. (B)
ROC curves for prediction models in the validation data set. AUC: area under ROC; ROC: receiver-operating characteristic curve.

Table 2. Model performance.

Precision, %Specificity, %Sensitivity, %Accuracy, %AUCaOutcomes

RVHb

41.590.287.190.00.953Test data set

40.089.483.388.90.938Validation data set

PAc

47.995.983.695.30.961Test data set

44.593.084.492.40.965Validation data set

Thyroid dysfunction

17.389.992.990.00.975Test data set

16.792.690.092.50.959Validation data set

Aortic stenosis

13.895.590.095.50.983Test data set

21.497.375.097.10.946Validation data set

Composite outcome

45.884.682.184.20.901Test data set

53.686.285.586.10.924Validation data set

aAUC: area under the receiver-operating characteristic curve.
bRVH: renovascular hypertension.
cPA: primary aldosteronism.

Impactful Features
A total of 362 clinical indicators were considered initially and
a total of 79 indicators were finally included in our 5 prediction
models, 46 of which were included in the prediction model of
composite outcome, and 33, 21, 14, and 14 were included in
the prediction model of RVH, PA, thyroid dysfunction, and
aortic stenosis, respectively. The remaining indicators included
2 demographic indicators, 3 preadmission symptoms, 5 BP
indicators, 4 comorbidities, 5 antihypertension medications, 2

operation indicators, 3 physical examination indicators, 46
intrahospital first laboratory tests, and 9 indicators from CT
reports (Multimedia Appendix 1). Each of the 4 prediction
models of secondary hypertension etiologies had their own
typical indicators of high contribution while only a few
indicators were included in at least two prediction models. The
indicators used in the composite outcome prediction model were
mainly derived from the most important indicators of 4 etiology
prediction models (Table 3).
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Table 3. Top 10 clinical indicators for prediction models.

Contributiona, %Clinical indicators

RVHb

67.9Renal artery stenosis indicated by CTc

3.4Abnormalities of renal artery indicated by CT

2.7Albumin-to-creatinine ratiod

2.7NT-proBNPe

2.2Cerebrovascular diseasef

2.1Abnormalities of adrenal glands indicated by CT

1.9Maximum systolic pressure

1.7Creatine kinase

1.3The level of renal artery stenosis indicated by CT

1.2Glutamyl transpeptidase

PAg

49.7Upright ARRh

17.9Serum potassium

5.6Supine ARR

3.9Supine plasma aldosterone

2.8Upright plasma aldosterone

2.7Glycated hemoglobin

2.4Nifedipine

2.3Albumin-to-creatinine ratio

2.324-hour urinary aldosterone

2.1Serum sodium

Thyroid dysfunction

60.1Thyroid disease

28.5Thyrotropin

1.7Prealbumin

1.4Free thyroxine

1.2Range of systolic pressure

1.2Metoprolol

1.2Palpitation

1.0Surgery

1.0Dizzy

0.9Thyroid microsomal antibody

Aortic stenosis

22.2Carotid bruits

22.1Age

20.2Vascular bruits

12.9BMI

5.6Aortic wall thickening or stenosis indicated by CT

5.2Upright plasma renin
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Contributiona, %Clinical indicators

3.9Smoking status

3.7Glomerular filtration rate

1.6Supine plasma aldosterone

0.9Range of systolic pressure

Composite outcome

26.9Renal artery stenosis indicated by CT

16.5Upright ARR

10.0Thyroid disease

6.0Serum potassium

4.4Albumin-to-creatinine ratio

3.4Supine ARR

2.5Supine plasma aldosterone

2.5Nifedipine

1.9Hemoglobin concentration

1.9Maximum systolic pressure

aThe contribution represents the proportion of the information gain of each indicator in the total information gain of all indicators. The total contribution
of all indicators included in each prediction model is 1. The higher the contribution, the more important the indicator in the model.
bRVH: renovascular hypertension.
cCT: computed tomography.
dAll the laboratory test indicators were the first intrahospital laboratory test data of patients.
eNT-proBNP: N-terminal probrain natriuretic peptide.
fAll the symptoms and medical and treatment history were reported by patients themselves upon admission.
gPA: primary aldosteronism.
hARR: aldosterone-to-renin ratio.

Subgroup Analysis
The validation of the composite outcome prediction model in
different age groups showed good discrimination with AUCs
greater than 0.8 in all groups and sensitivities greater than 80%

in all groups of adults (Table 4). It should be noted that
sensitivity in minors only achieved 66.7%, which is mainly
because there were not enough samples of minors included in
this study.

Table 4. Model performance of the composite outcome prediction model in different age groups.

Elderly (≥60 years)

(N=293)

Middle aged (45-59 years)

(N=406)

Youth (19-44 years)

(N=502)

Minors (≤18 years)

(N=29)

Metrics

0.8950.9120.9430.833AUCa

80.982.392.089.7Accuracy, %

82.287.389.166.7Sensitivity, %

80.581.292.392.3Specificity, %

58.349.653.950.0Precision, %

aAUC: area under the receiver-operating characteristic curve.

Discussion

Principal Results
Based on the EMRs from Fuwai Hospital, we developed 5
prediction models with good performance for 4 etiologies of
secondary hypertension using XGBoost. Validation of the
composite outcome prediction model achieved an AUC of 0.924,
while the 4 prediction models of the secondary hypertension

etiologies achieved AUCs of 0.938-0.965 in the validation data
set. The observed model performance suggested that it was
feasible to derive effective ML prediction models of secondary
hypertension, which may play important roles in predicting
etiologies of patients with suspected secondary hypertension.

Comparison With Prior Work
With the accumulation, integration, and standardization of
medical information, as well as the constant improvement of
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computing power, the potential uses for AI in medicine are
growing [40]. AI-assisted diagnosis is a very important medical
application field and its application in hypertension has gained
attention [22-27]. Some studies of AI technologies in the
prediction and diagnosis of hypertension or primary
hypertension have been published; for instance, a real-time risk
prediction model of future 1-year incident essential hypertension
using XGBoost has been deployed in Maine, providing
inspiration for hypertension and related disease intervention
[26]. Detection of secondary hypertension is of great
significance in the clinical diagnosis and treatment of
hypertension. Chinese guidelines for the prevention and
treatment of hypertension state that all patients with
hypertension need undergo the assessment of secondary
hypertension [4]. Nonetheless, no studies regarding AI-assisted
diagnosis in secondary hypertension have been published yet.
Our study filled this gap and will potentially be useful in
enhancing the detection of etiologies of secondary hypertension.

All patients included in this study needed to consider the
possibility of secondary hypertension according to the admission
criteria of patients with hypertension in Fuwai Hospital, which
ensured that the prediction models were applicable to detection
of extensive etiologies of secondary hypertension [7]. Compared
to ML prediction models in previous similar studies, it can be
seen that the prediction models derived from this study showed
good performance [41-46]. The models in our study achieved
AUCs of 0.924-0.965 in the validation data set. Furthermore,
validation of the composite outcome prediction model on
different age groups has been performed, which demonstrated
high discrimination in all age groups of adults.

Most of the features identified in this study were consistent with
those of the previous studies [1,2,4,5,47-51]. It has been reported
that the main imaging methods for the diagnosis of renal artery
stenosis were CT, magnetic resonance imaging, and ultrasound
[5]. Both albumin-to-creatinine ratio and NT-proBNP were
important indicators of renal function [47,51], which are also
of great significance for RVH prediction in our model.
Aldosterone-to-renin ratio was a screening tool for PA [2,48].
Our model indicated that serum potassium played an important
role in the PA prediction model [4,49]. Besides thyroid disease,
thyrotropin and free thyroxine were the core clinical indicators
for identification of thyroid dysfunction [1]. One of the main
clinical manifestations of aortic stenosis is carotid bruits [4]. In
addition, there was a certain correlation between age and aortic
stenosis which has been demonstrated in previous studies [1,50].

Application of the Prediction Models
Application of ML methods to etiological diagnosis of secondary
hypertension can be useful in clinical practice. As the use of
EMRs is becoming increasingly common in hospitals, it is
convenient to obtain an individual’s integrated clinical data
[26]. ML algorithms can comprehensively analyze all the
obtained information of patients, and will be more targeted and
flexible than traditional guidelines. AI technology should be
implemented cautiously, as to be partners, or even mentors of
clinicians, there is still a long way to go, but it can serve as a
virtual assistant and enable clinicians to promote quality and
improve efficiency. The ML prediction models derived from
our study hold promise for developing a diagnostic tool for
detection of secondary hypertension and integration into EMR
systems to offer real-time clinical support. Model reasoning
will be invoked automatically and the most probable etiology
of secondary hypertension will be recommended for clinical
reference. Moreover, it will be of great significance to apply
the diagnostic models, based on big data of authoritative medical
institutions, to community medical institutions. The practice
results manifested that the models developed in this study have
the potential to realize this vision after further optimization and
prospective verification.

Limitations
There are several limitations of this study. It is worth noting
that not all common secondary hypertension etiologies were
covered in this study; however, we are making efforts to
accumulate more data and expand the samples and indicators
to accomplish and add more etiological prediction models.
Direct text analysis for extracting CT features is language
specific; therefore, the models must be adapted and revised
before using them in a different language setting. Lastly, more
external validations are in need and will be performed with more
different data sets.

Conclusions
Based on the EMRs from Fuwai Hospital, 5 ML prediction
models with good performance and applicable to etiologies
detection of secondary hypertension in all age groups of adults
were developed, which demonstrated that ML approaches were
feasible and effective in the diagnosis of secondary hypertension.
Such prediction models have the potential to help clinical
decision making which may augment and extend effectiveness
of the clinicians and help to develop more intelligent, more
efficient, and more convenient hypertension diagnosis modes.
However, these innovative and clinically relevant prediction
models still require further validation and more clinical tests
before being implemented into clinical practice.
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Abstract

Background: Foodborne diseases have a high global incidence; thus, they place a heavy burden on public health and the social
economy. Foodborne pathogens, as the main factor of foodborne diseases, play an important role in the treatment and prevention
of foodborne diseases; however, foodborne diseases caused by different pathogens lack specificity in their clinical features, and
there is a low proportion of actual clinical pathogen detection in real life.

Objective: We aimed to analyze foodborne disease case data, select appropriate features based on analysis results, and use
machine learning methods to classify foodborne disease pathogens to predict foodborne disease pathogens for cases where the
pathogen is not known or tested.

Methods: We extracted features such as space, time, and exposed food from foodborne disease case data and analyzed the
relationships between these features and the foodborne disease pathogens using a variety of machine learning methods to classify
foodborne disease pathogens. We compared the results of four models to obtain the pathogen prediction model with the highest
accuracy.

Results: The gradient boost decision tree model obtained the highest accuracy, with accuracy approaching 69% in identifying
4 pathogens: Salmonella, Norovirus, Escherichia coli, and Vibrio parahaemolyticus. By evaluating the importance of features
such as time of illness, geographical longitude and latitude, and diarrhea frequency, we found that these features play important
roles in classifying foodborne disease pathogens.

Conclusions: Data analysis can reflect the distribution of some features of foodborne diseases and the relationships among the
features. The classification of pathogens based on the analysis results and machine learning methods can provide beneficial
support for clinical auxiliary diagnosis and treatment of foodborne diseases.

(JMIR Med Inform 2021;9(1):e24924)   doi:10.2196/24924

KEYWORDS

foodborne disease; pathogens prediction; machine learning

Introduction

Background
Foodborne diseases refer to diseases caused by pathogenic
factors such as harmful substances that enter the body through
food intake [1]. They are usually associated with contaminated

foods and pathogens or viruses contained in foods. A foodborne
disease outbreak is defined as an incident in which 2 or more
people experience similar diseases after consuming the same
food [2]. According to a World Health Organization (WHO)
report [3], 600 million people worldwide suffered from diseases
caused by eating contaminated food every year, of whom 4.2
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million die. According to the Centers for Disease Control
(CDC), 48 million people are infected with foodborne diseases
every year in the United States, 128,000 of whom are
hospitalized and 3000 of whom die [3]. In recent years, China
has also begun monitoring foodborne diseases. In 2008, 294,000
people suffered from foodborne diseases, 50,000 of whom were
hospitalized and 6 died [4]. Currently, the incidence of
foodborne diseases is among the highest in all kinds of diseases
[5]. Frequent occurrences of foodborne diseases at home and
abroad seriously endanger public health and social economy
and have become an important public health and food safety
issue in the world. Foodborne disease–related research and
prevention efforts are urgent.

Therefore, many researchers at home and abroad study
foodborne diseases, including monitoring, identification and
outbreak prediction. The Foodborne Diseases Active
Surveillance Network was established in the United States to
monitor, track, analyze, and prevent foodborne diseases [6]. In
recent years, China has also established surveillance platforms
for foodborne diseases, such as the National Foodborne Disease
Surveillance Reporting System [7], which classifies, stores,
monitors, and statistically analyzes foodborne disease
surveillance data collected nationwide. Methods for
identification and diagnosis of foodborne diseases are mainly
categorized into 2 types—one analyzes the molecular subtypes
of pathogens using biochemical tests to diagnose foodborne
diseases, another often uses statistical analysis or machine
learning algorithms to identify disease information that may be
included in the data [8]. For foodborne disease outbreak
prediction, regression, clustering, hidden Markov model, and
some timeseries prediction methods are usually used.

The main cause of foodborne diseases is that patients are
infected with contaminated foods, which causes the pathogens
to enter the body [9]. Therefore, research on pathogens of
foodborne diseases are of great significance. However, the
clinical features of foodborne diseases caused by different
pathogens are not specific, and it is difficult to intuitively
identify pathogens according to patient information and disease
description. Traditional pathogen identification methods based
on laboratory testing usually take a long time [10]. In recent
years, researchers have proposed some methods for rapid
detection of pathogens in foodborne diseases [11-13], including
nucleic acid, immune, and biosensor methods; however, these
methods require very professional equipment, and there are still
some limitations in practical applications. Therefore, only a
small proportion of foodborne diseases have been carried out
the identification of pathogens, which greatly hinders the
diagnosis of foodborne diseases and may affect doctors' ability
to treat diseases caused by different pathogens and may even
result in misdiagnosis. At the same time, the low proportion of
foodborne pathogens identification also leads to incomplete
disease data for analysis, which has a negative effect on disease
burden estimation and outbreak prediction [14].

Related Work

Foodborne Disease Analysis Based on Surveillance
Platform Data
The international community has always attached great
importance to the research on foodborne diseases and has carried
out many related works. The data sources for these studies
include surveillance platforms, social networks, hotlines, search
engines, and food samplings [15-18]; however, compared with
other data sources, the data from surveillance platforms are
reliable and authoritative, and the analysis results based on these
data are more credible. That is because these data are usually
from hospitals or health departments, and the data are all
confirmed foodborne disease cases. Therefore, many foodborne
disease–related surveillance platforms have been established
internationally to support foodborne disease research. In 1995,
the United States established the Foodborne Diseases Active
Surveillance Network to monitor and track foodborne diseases
[6]. The Foodborne Disease Outbreak Surveillance System is
a CDC-sponsored platform for collecting information on
foodborne disease outbreaks. It collects information on
foodborne disease outbreaks into reports and uploads them to
National Outbreak Reporting System every year [19,20]. In
2000, WHO established the Global Foodborne Infection
Network for the monitoring, control and prevention of foodborne
diseases. In addition, there are some other foodborne disease
surveillance platforms, such as PulseNet [21] and GenomeTrakr
[22]. In recent years, China has also paid attention to the
surveillance of foodborne diseases. China Food Safety Risk
Assessment Center established a National Foodborne Disease
Surveillance Reporting System [7] to collect, store, analyze and
track foodborne disease data nationwide. The data in the system
contain disease case information, test information, exposed food
information, and report information, which can be used for
analysis and research on foodborne diseases.

These foodborne disease surveillance platforms provide a unified
and authoritative source for foodborne disease data. Research
on foodborne diseases using data from surveillance platforms
have been popular for a long time [4,23-28]. However, most of
foodborne disease research based on surveillance platform data
are concentrated on statistical analysis; only a few use the data
for disease aggregation analysis and outbreak prediction [29],
and it has not yet been proposed to identify pathogens using
surveillance platform data. As the traditional methods of
pathogens’ identification using biochemical testing are
time-consuming and require technical support, a large proportion
of the confirmed foodborne disease cases in the surveillance
system have not been tested for pathogens, which will affect
the subsequent estimation of foodborne disease burden and
foodborne disease outbreak prediction [14]. Therefore, an
accurate identification approach for foodborne pathogens based
on surveillance platform data is still necessary.

Foodborne Disease Analysis Based on Machine
Learning
Machine learning addresses the question of how to build
computers that improve automatically through experience; it is
one of the most rapidly growing technical fields [30]. In recent
years, machine learning has been widely used in various fields,
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including epidemiology. Researchers propose many methods
based on machine learning to diagnose diseases, predict outbreak
of diseases, analyze gene of disease pathogens, and so on
[31,32]. The successful application of machine learning in
epidemiology has brought enlightenment to the study of
foodborne diseases; many works have been carried out to solve
foodborne disease problems using machine learning methods.
In the identification of foodborne diseases, many studies choose
supervised classification models as well as unsupervised
clustering methods instead of traditional statistical methods [8],
and it is proved that these studies can obtain good results. In
the foodborne disease outbreak prediction, researchers also use
machine learning methods, such as hidden Markov models [33]
and DBScan models [29]. In addition, there are some works
using machine learning methods to analyze foodborne
pathogens. Several classification models have identified
pathogens by using near infrared laser scatter images [13].
Machine learning is applied in the gene sequence analysis of
foodborne pathogens, resulting in more accurate and quicker
analysis [34]. The decision tree method is also used to mine the
association between food, location, and pathogens based on
CDC data [35].

Compared with traditional statistical analysis methods, machine
learning methods can achieve more accurate result faster and
can handle larger and more complex data. Therefore, machine
learning methods have become popular methods to solve
problems of foodborne diseases. However, most of these studies
focus on the identification or prediction of diseases [8,29,31-33],
and only a small part of them were carried out for the analysis
of disease pathogens [13,34,35]. Often, molecular typing or
gene sequence of pathogens rather than disease case information
are used. There are a few machine learning–related works
proposed to analyze the relationship between pathogens and
disease case data from surveillance platform.

Methods

Data Description
Our data source was the National Foodborne Disease
Surveillance Reporting System [7], which collected 2.6 million

foodborne disease cases from 2011 to 2018. About 60,000 of
them have been tested and certain pathogens have been
identified, accounting for only 3% of all cases. Among the
60,000 tested cases, a total of 26 pathogens were identified, as
shown in Table 1. Among them, the China Food Safety Risk
Assessment Center focuses on the detection of Salmonella,
Norovirus, Escherichia coli, Vibrio parahaemolyticus, and
Shigella, and the first 4 pathogens (Salmonella: 26.5%;
Norovirus: 25.9%; E coli: 20.9%; V parahaemolyticus: 18.6%)
total more than 50,000, accounting for 92% of the total cases,
as shown in Table 1. Therefore, in the following work, we
mainly focus on these 4 pathogens.

One case data entry contains information on the patient’s age,
gender, home address, time of illness, time of treatment,
symptoms, diagnosis, and related food information (including
food name, food type name, food processing type, food purchase
location, and food intake location). There are also samples and
sample test items related to the case, including type, number,
number of strains, test method, test item category, test item
name, and test result. We used pathogen types as labels. In the
process of feature selection, we excluded some food and
laboratory testing information. As a result, the selected features
included patient's age, patient's gender, home address, time of
illness, symptoms, diagnosis, food name, and food type.

We conducted exploratory data analysis to understand the
feature distribution and guide data preprocessing in the
subsequent step. We use the map to show the geographical
distribution of the detection rate of the 4 pathogens. Some
research indicated that foodborne diseases have a seasonal
pattern and that climatic temperature could be a factor of
incidence [36]. Therefore, we performed a visual analysis of
the detection rate of the 4 pathogens by time. We also calculate
the distribution of patients’ age with different pathogens and
visualize the distribution of patients’ age. Besides, we also
performed a visual analysis of the gender of the patient and the
type of exposed food. The food names, symptoms, and diagnosis
were textual information; therefore, they were not explored.
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Table 1. Distribution of pathogens involved in the cases.

Count, nPathogen

16378Salmonella

16052Norovirus

12947Escherichia coli

11503Vibrio parahaemolyticus

2004Shigella

1174Rotavirus

452Campylobacteria

618Other pathogens

348Staphylococcus aureus

114Adenovirus

114Aeromonas hydrophila

112Star shaped virus

97Listeria monocytogenes

75Zagreb as viruses

37Vibrio cholerae

22Vibrio vulnificus

17Yersinia enterocolitica

14Bacillus cereus

10Organophosphorus

7Enterobacter sakazakii

7E coli O157: H7/NM

5Other viruses

3Coliform count

2Mold count

2Hemolytic streptococcus

1Clostridium botulinum

1Rodenticide class

1Determination of total number of colonies

Data Preprocessing
The original data formats are described in Table 2. We mapped
the 4 pathogens (Salmonella, Norovirus, E coli, and V
parahaemolyticus) into 4 classification labels. We converted
the gender data in nominal format into a binary variable, and
extracted the month value from the time of illness as a time

attribute. For the age attribute, we used 10-year intervals. Home
address is a distinguishable attribute, but it was stored in 3 fields
(province, city and district) in the database, and each field was
in numeric format. We remapped the 3 fields into text formats
according to dictionaries, combined them, and calculated
corresponding latitude and longitude as location attributes.
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Table 2. The original format and description of attribute data.

DescriptionFormatAttribute

The name of pathogensNominalPathogen name

The age of patientsNumericAge

The gender of patientsNominalGender

The time of illnessDateSick time

The value of province in patients’ home address after dic-
tionary mapping

NumericProvince

The value of city in patients’home address after dictionary
mapping

NumericCity

The value of district in patients’ home address after dictio-
nary mapping

NumericDistrict

The symptom information of patientsTextSymptom

The diagnosis information of patientsTextDiagnosis

The name of food which patients ateTextFood name

The type of food which patients ateNominalFood type name

Symptom and diagnosis fields were in text format. Each
symptom field (or diagnosis field) contained a series of
symptoms (or diagnoses), separated by a comma. When we
processed the symptom field, word segmentation into a set of
symptoms was performed. For the diarrhea symptom, we
mapped all diarrhea features that appear in the data to a
dictionary. The diarrhea trait of each disease case was expressed
as its corresponding value in the dictionary, the diarrhea
frequency of each disease case was the value extracted from
the disease case, and the diarrhea frequency of cases without
diarrhea was expressed as 0. For the vomiting symptom, we

selected vomiting frequency as the attribute, and the value was
in numeric format. For cases without vomiting, the frequency
of vomiting was 0. For the fever symptom, we extracted the
body temperature of each disease case and divided the body
temperature into 4 grades (no fever, low, medium, high). For
other symptoms, we converted them into a collection of binary
variables, and we set a threshold to filter out the symptoms that
occur too few times. Examples of symptoms after cleaning and
transforming are shown in Table 3. For the diagnosis field, we
conducted word segmentation and mapped the segmented
diagnose into a collection of binary variables.

Table 3. Representation of symptoms of example cases.

VectorSymptom field

Example case 2Example case 1

01Diarrhea traits

05Diarrhea frequency

10Fever

01Sick

01Hypourocrinia

30Vomiting frequency

00Thirst

00Weak

00Stomachache

00Pale complexion

00Tenesmus

00Dehydration

The exposed food information related to the disease case
included the type and name of the food. There were 23 food
categories which were expressed in nominal format. We
converted these into one-hot representations. We first performed
data cleaning and word segmentation on the food name field.

We removed punctuation, special characters, and numbers, then
used the word segmentation tool to segment the food name into
a collection of words. Since food name was a text field, we used
word2vec, an approach that trains an N-gram language model
using a neural network and finds vectors corresponding to the
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words to learn high quality spatial representation of words from
a large amount of unstructured text data [37], to embed food
name information into vectors, using an open pretrained Chinese
word embedding model [38] to represent the food name that
trains text data from Baidu Encyclopedia. After mapping words
into vectors, semantically similar words were relatively close
in the vector space. To maintain the same dimension in each
disease case, we calculated the average value of word vectors
for each food name and obtained a 300-dimension vector for
each food name field. Then, using variance for feature selection,
we determined the final variance threshold and the dimension

of the word vectors by comparing the model results under
different thresholds to reduce the dimension of word vectors to
control the feature dimension within a reasonable range and
reduce the training time of model. In addition, we used
t-distributed stochastic neighbor embedding to reduce the word
vectors to 2 dimensions and used a scatter plot to represent word
vectors of the top 5 foods (we removed unknown foods, mixed
foods, multiple foods and other foods) with the highest
frequency among the 19 types [39], shown in Figure 1. Finally,
all features were combined into 349-dimension vectors.

Figure 1. Representation of word vectors of food names in 2 dimensions.

Classification Methods
Statistical analysis revealed the distribution of the 4 pathogens
was relatively balanced; therefore, no extra sampling was
required. We trained decision tree, random forest, gradient boost
decision tree (GBDT), and adaptive boosting models with the
processed data in Python (version 3.7; Scikit-learn package

[40]) and compared the results to obtain the best classification
model.

Decision tree [41] is a nonparametric supervised learning
method widely used in classification and regression. It differs
from other classifiers that put all the features into the classifier
at once. It decomposes the complex decision-making process
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into recursive steps, dividing the features. It does not require
data normalization and has good interpretability [41].

Random forest is an ensemble model based on decision trees
that can solve the problem of weak generalizability of decision
trees [42]. It builds multiple decision trees and uses voting
methods to obtain the final result. Each tree uses a replacement
sampling method to obtain the training data and samples the
features in a certain proportion. It can process high-dimensional
data without feature selection. For unbalanced data sets, errors
can be balanced; however, random forests may overfit on noisy
data sets [42].

GBDT is also an integrated model based on decision trees [43].
Unlike random forest, which uses bagging to randomly select
samples, GBDT uses the boosting method; it uses a serial
training method to add the results of weak classifiers to obtain
the prediction value. When training the next weak classifier, it
fits the residual between the predicted value of the previous
round of classifiers and the true value to improve the
classification result.

Adaptive boosting is an integrated learning model that combines
multiple weak classifiers into a strong classifier [44]. It can
increase the weight of a sample that was misclassified by the
previous weak classifier adaptively and train the next weak
classifier. It has a better classification effect than a single
decision tree [44].

Training and Evaluation
We divided 50,216 samples into training and test sets at a ratio
of 7:3. The size of the training set was 35,151 samples, and the
size of the test set was 15,065 samples. To tune the parameters,
we used the grid search method. Specifically, we estimated the
range of several important parameters in the model (such as the
threshold of variance in feature selection, the number of weak
classifiers, the depth of the tree, the minimal number of sample
partitions, and the learning rate), and set a step size to obtain
all the possible values of these parameters. The parameter
combination that obtained the best model result was selected.
In addition, we also used 10-fold cross-validation to improve
the robustness of the model. Normalized confusion matrix,
accuracy, macro-averaged precision (macro-P), macro-averaged
recall (macro-R), and macro-averaged F1 score (macro-F1)
were used to evaluate models. Multimedia Appendix 1 lists the
evaluation criteria formulas.

Feature Importance Evaluation
In order to understand which features have a more important
impact in the classification process, we calculated the
importance value of each feature. The classification models we
used were all based on tree structures, and the model of tree

structures has natural advantages over other classification
models in terms of interpretability. There are 2 ways to calculate
the importance of features: Variable importance and Gini
importance. Here, we used Gini importance to calculate the
importance of features.

Gini importance is the degree to which the Gini index of a
branch node formed by M is calculated for a feature M [45].
For the entire model, the average value of the Gini index of the
feature on all trees is calculated. In the classification process
based on tree structures, the faster the Gini index declines after
a node splits, the greater the influence of the feature value
represented by the split node on the classification result. The
formula for Gini importance is shown as below.

where D represents the entire data set, and pi represents the
probability of occurrence of each class. △Gini(M) represents
the decrease of impurity when adding the feature M. D1 and D2

represent the data set divided by feature M. The greater the value
of △Gini(M), the higher the feature importance.

Results

Data Analysis
Through the geographical distribution of the detection rate of
pathogens (Figure 2), it can be seen that the geographical
distribution of the detection rate of different pathogens is
somewhat distinguishable. According to the detection rate of 4
pathogens in different months as shown in the upper left of
Figure 3, it can be seen that there are some differences among
the 4 pathogens in seasons or months. For example, V
parahaemolyticus occurs more frequently in summer, while
Norovirus occurs more frequently in autumn and winter.
Therefore, we can consider month as the time feature in data
preprocessing. Through the distribution of age of patients of 4
pathogens (the upper right of Figure 3), the distribution trends
of E coli, Salmonella, and Norovirus in different age groups are
similar, and they were concentrated between 0 and 10 years old.
Patients with V parahaemolyticus were between 20 and 40 years
old, which was different from the other 3 pathogens. The bottom
left of Figure 3 shows the gender distribution and the bottom
right of Figure 3 shows the distribution of 4 pathogens in 23
food categories. These analysis results show the difference
among 4 pathogens.
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Figure 2. The geographic distribution of the detection rates of pathogens.
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Figure 3. The distribution chart of the features of foodborne diseases. The upper left is the distribution of the detection rate of the pathogens by time;
the upper right is the distribution of the pathogens by patient age; the bottom left is the distribution of the pathogens by patient gender; and the bottom
right is the distribution of the pathogens by food type.

Classification Results
The decision tree model's performance was worse than the those
of the other 3 integrated models; its accuracy, macro-P,
macro-R, and macro-F1 rate were approximately 63% (Table
4). Because the decision tree requires adjustment of fewer
parameters and the model is relatively simple, we chose to use
the decision tree model to perform feature selection and applied
the results to the other models to reduce the number of
parameters in those models that need to be adjusted. By
comparing the model results under different variance thresholds,
we found that increases in the word vector dimension did not
greatly improve the effect of the model but increased the training
time. Therefore, to balance the model effect and time cost, we
finally retained a 30-dimensional word vector feature.

Each tree in the random forest model used replaceable data and
feature sampling, and decision trees were parallel. The
classification results were better than those for a single decision
tree. After adjusting the number of decision trees, the depth of
the tree, and the minimum number of split samples, the average

accuracy of the random forest model was 1% higher than that
of the decision tree model.

The classification results of the GBDT model were better than
those of the other models. When training the GBDT model, we
set the size of feature set to 0.8, which means that each single
decision tree in GBDT only selects 80% of the features for
training, to ensure that each training process focused on different
combinations of features. After parameter tuning (weak
classifier: 171; depth of the tree: 20; minimum number of sample
partitions: 50), an accuracy of 69% was achieved.

Adaptive boosting reach an accuracy of approximately 67%,
only lower than that of the GBDT model.

The classification recalls of the 4 pathogens (Norovirus, E coli,
V parahaemolyticus, Salmonella) were 69%, 60%, 73%, and
69%, respectively (Table 5). Among misclassified E coli
samples, approximately 17% of the samples were misclassified
as Norovirus, 10% of the samples were misclassified as V
parahaemolyticus, and 13% of the samples were misclassified
as Salmonella.
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Table 4. The classification results of 4 classification models.

AccuracyMacro-F1cMacro-RbMacro-Pa

0.630.630.630.62Decision tree

0.640.640.640.63Random forest

0.690.690.690.68GBDTd

0.670.670.660.67AdaBooste

aMacro-P: macro-averaged precision.
bMacro-R: macro-averaged recall.
cMacro-F1: macro-averaged F1 score.
dGBDT: gradient boost decision tree.
eAdaBoost: adaptive boosting.

Table 5. Normalized confusion matrix of classification result in the GBDT model.

PredictedActual

SalmonellaV parahaemolyticusE coliNorovirus

0.130.060.130.69Norovirus

0.130.100.600.17E coli

0.100.730.120.05V parahaemolyticus

0.690.090.100.12Salmonella

Feature Importance Evaluation
For the 4 classifiers, the top 10 important features of each
classifier are shown in Table 6.

According to Table 6, we can see that the 4 classifiers have
higher feature importance values in the longitude and latitude
of the geographical location, the time of illness, the age of
patient, the name of food, and certain symptoms (such as fever,
frequency of diarrhea, frequency of vomiting). This means that
these attributes have a great influence on the discrimination of

pathogens. In addition, GBDT, decision tree, and AdaBoost
also have relatively high importance value on diarrhea traits,
and the stomachache symptom has a high impact on the
classification process of the AdaBoost model and the random
forest model. In the food types, aquatic animals and their
products had a high impact on the classification process using
decision tree or random forest. Combined with the previous
exploratory analysis of data distribution, we can find that the
attributes with large differences in data distribution have larger
attribute importance values too.

Table 6. The top 10 important features in the 4 classifiers.

AdaBoostbGBDTaRandom forestDecision treeImportance rank

LatitudeLatitudeSick timeLatitude1

LongitudeLongitudeLatitudeSick time2

Sick timeSick timeLongitudeLongitude3

Age of patientsDiarrhea frequencyAge of patientsAge of patients4

Diarrhea FrequencyAge of PatientsFeverFever5

Food nameDiarrhea traitsAquatic animals and their
products

Vomiting frequency6

Diarrhea frequencyFood nameVomiting frequencyDiarrhea frequency7

Diarrhea traitsVomiting frequencyDiarrhea frequencyFood name8

FeverFeverFood NameAquatic animals and their
products

9

StomachacheGender of patientsStomachacheDiarrhea traits10

aGBDT: gradient boost decision tree.
bAdaBoost: adaptive boosting.

JMIR Med Inform 2021 | vol. 9 | iss. 1 |e24924 | p.91http://medinform.jmir.org/2021/1/e24924/
(page number not for citation purposes)

Wang et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Discussion

Principal Results
We used foodborne disease case data to visually analyze several
features of foodborne diseases, and we found that the analysis
results were consistent with those of previous studies in some
aspects. For example, Norovirus occurs more frequently in
autumn and winter [46], and distribution trends of patients’ age
of E coli, Salmonella, and Norovirus are concentrated between
0 and 10 years old, which is consistent with a study result that
young children are more susceptible to foodborne diseases [5].
Besides, for the 4 foodborne pathogens, there were differences
in geographical, time of illness, patients’ age, patients’ gender,
and exposed food categories distribution.

Of the 4 machine learning methods that we used, the
best-performing classification model was the GBDT model with
a classification accuracy up to 69% with the optimal parameters
being 171 weak classifiers, depth of the tree—20, and minimum
number of sample partitions—50, the dimension of word vector
of food name—30. The classification recall of V
parahaemolyticus was the highest, reaching almost 73%, while
for E coli, it was only 60%. The model was most likely to
mistake Norovirus for E coli. Based on this result, it can be
reasonably inferred that the V parahaemolyticus is different
from the other 3 pathogens (with respect to disease case
information), and E coli and Norovirus may have similarities
in distribution areas, time of illness, disease symptoms, and
patient information.

We found that the 4 classifiers have higher feature importance
values for time of illness, geographical longitude and latitude,
and patient age. The optimal GBDT model had higher feature
importance values in terms of diarrhea frequency, food name,
and diarrhea traits. This result is consistent with the previous
data analysis to a certain extent, such as the distribution of the
4 pathogens in geographical space, time, and patient age is quite
different, so it further proves that our method is reasonable.

Primary Contribution
Supervised learning was conducted to extract distinguishable
features of different pathogens, then we compared the results
of multiple experiments to obtain the optimal classification
model for predicting possible pathogens for cases with unknown
pathogens. The classification accuracy of the optimal model for
Salmonella, Norovirus, E coli, and V parahaemolyticus can
reach 69%. The model also has good scores on other evaluation
indicators. Our contributions can be summarized as below:

1. We proposed a machine learning model that can
automatically predict pathogens without laboratory testing.
This model can potentially reduce the burden of demand
for domain knowledge and technical equipment.

2. We conducted a formal analysis of the relationship between
pathogens and several features of disease cases. This
approach help find some distinguishable features of different
pathogens.

3. Our approach can assist doctors to quickly identify the
pathogens of foodborne diseases, especially if there is no

sufficient test equipment and budget. This can help doctors
give specific medical treatment for foodborne diseases
caused by different pathogens and provide support for more
accurate diseases burden estimation. It may also lead to a
more accurate foodborne disease outbreak prediction.

Limitations
This study had certain limitations. First, it should be noted that
the disease case data come from a surveillance platform, and
results are, therefore, influenced by the quality of the
surveillance platform data—though the data were confirmed
cases from hospitals or the CDC, and thus very reliable, the
scope was limited. Many people may choose to buy
nonprescription drugs rather than go to the hospital for treatment
when their illness is not as severe; therefore, the number of
disease cases collected in the surveillance platform may be
lower than the actual value [14]. To solve this problem,
aggregating other data sources, such as social network data or
search engine data, is a useful solution. Second, a large number
of patients were between 0 and 10 years old. Although some
studies have shown that the burden of disease caused by
foodborne disease is higher in young children [46], it has not
excluded that children have a higher probability of visiting a
doctor after illness than adults. Third, in the geographical
distribution of pathogens, there were some differences for the
4 pathogens, but distribution may be affected by population size
and economic status. For example, the population and economic
conditions in the eastern part of China are better than those in
western part, thus the incidence rate in the east may be higher
than that in the west.

Conclusions
We presented a machine learning–based classification method
for pathogens of foodborne diseases using the case data of
foodborne diseases in the National Foodborne Disease
Surveillance Reporting System. Our optimal model achieved a
69% classification accuracy rate on Salmonella, Norovirus, E
coli, and V parahaemolyticus. Pathogens are the main cause of
foodborne diseases, research on pathogens is essential for
foodborne diseases; however, due to the time and technical
limitations, pathogen detection is generally performed in only
a few cases, causing difficulty for identification and diagnosis
of diseases. We proposed a classification method that can predict
pathogens of diseases without laboratory testing. Although this
method cannot replace traditional laboratory testing, it can be
used to assist traditional identification with little time cost and
equipment requirements. This method can help to quickly
identify and diagnose foodborne disease and offer some
guidance for specific medical treatments for foodborne diseases
caused by different pathogens. In addition, it can also provide
some support for improving accuracy rate in further foodborne
diseases burden estimation and outbreak prediction.

In the future, we plan to compare our results with data from the
foodborne disease outbreak surveillance system for optimization
guidance, and we will try to add other domain knowledge or
refer to other data sources to get more reliable results. In
addition, we will carry out disease outbreak prediction.
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Abstract

Background: Applications of machine learning for the early detection of diseases for which a clear-cut diagnostic gold standard
exists have been evaluated. However, little is known about the usefulness of machine learning approaches in the decision-making
process for decisions such as insulin initiation by diabetes specialists for which no absolute standards exist in clinical settings.

Objective: The objectives of this study were to examine the ability of machine learning models to predict insulin initiation by
specialists and whether the machine learning approach could support decision making by general physicians for insulin initiation
in patients with type 2 diabetes.

Methods: Data from patients prescribed hypoglycemic agents from December 2009 to March 2015 were extracted from diabetes
specialists’ registries, resulting in a sample size of 4860 patients who had received initial monotherapy with either insulin (n=293)
or noninsulin (n=4567). Neural network output was insulin initiation ranging from 0 to 1 with a cutoff of >0.5 for the dichotomous
classification. Accuracy, recall, and area under the receiver operating characteristic curve (AUC) were calculated to compare the
ability of machine learning models to make decisions regarding insulin initiation to the decision-making ability of logistic
regression and general physicians. By comparing the decision-making ability of machine learning and logistic regression to that
of general physicians, 7 cases were chosen based on patient information as the gold standard based on the agreement of 8 of the
9 specialists.

Results: The AUCs, accuracy, and recall of logistic regression were higher than those of machine learning (AUCs of 0.89-0.90
for logistic regression versus 0.67-0.74 for machine learning). When the examination was limited to cases receiving insulin,
discrimination by machine learning was similar to that of logistic regression analysis (recall of 0.05-0.68 for logistic regression
versus 0.11-0.52 for machine learning). Accuracies of logistic regression, a machine learning model (downsampling ratio of 1:8),
and general physicians were 0.80, 0.70, and 0.66, respectively, for 43 randomly selected cases. For the 7 gold standard cases, the
accuracies of logistic regression and the machine learning model were 1.00 and 0.86, respectively, with a downsampling ratio of
1:8, which were higher than the accuracy of general physicians (ie, 0.43).

Conclusions: Although we found no superior performance of machine learning over logistic regression, machine learning had
higher accuracy in prediction of insulin initiation than general physicians, defined by diabetes specialists’ choice of the gold
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standard. Further study is needed before the use of machine learning–based decision support systems for insulin initiation can be
incorporated into clinical practice.

(JMIR Med Inform 2021;9(1):e22148)   doi:10.2196/22148

KEYWORDS

hypoglycemic prescription; diabetes specialists; initial therapy; patterns of usage; machine learning

Introduction

While oral antihyperglycemic agents are indicated for many
patients with type 2 diabetes, some patients require insulin
injections, with or without oral antihyperglycemic agents, in
the advanced stages of diabetes. Since type 2 diabetes typically
develops and progresses gradually and asymptomatically [1],
it is often found at the first primary care consultation at a rather
advanced stage with fatigue, thirst, and polyuria accompanied
by substantially elevated plasma glucose levels. Such situations
force physicians to judge whether to prescribe insulin as the
initial therapy to avoid further disease progression. A physician’s
misjudgment sometimes results in a hyperglycemic coma or
another serious condition, as most patients hesitate to use insulin
therapy because of inconvenience and cost [1,2]. Since there
are no absolute standards for judgment of insulin initiation, this
important decision made at the first consultation in primary care
must be based on the physician’s knowledge of the
pathophysiology of the patient’s condition and much prior
experience. While diabetes specialists, defined as board-certified
diabetologists, are trained on whether to choose insulin therapy
based on their perception of the existence of complex conditions
in their patients, as well as their overall health [3-5], such
judgments are not easy for nonspecialists, defined as general
physicians without board certification as diabetologists.

Machine learning, which can learn patterns and decision rules
from data [6-9], has been used in clinical practice. Applications
of machine learning for the early detection of diabetic
retinopathy and cancer, for which clear-cut diagnostic gold
standards exist, have been evaluated [10-16]. However, little is
known about the usefulness of machine learning for decisions
such as insulin initiation by specialists, for which there are no
absolute criteria for use in clinical settings.

In this study, we first evaluated the ability of machine learning
models to predict insulin initiation by specialists using the Japan

Diabetes Clinical Data Management (JDDM) Study Group,
which consists of diabetes specialists. Then, we compared the
clinical decisions made by the machine learning approach
(trained using the database of specialists’ judgments) with those
made by nonspecialists regarding whether to prescribe insulin
for patients with type 2 diabetes at the first consultation. Using
this information, we attempted to clarify the ability of machine
learning models and determine whether artificial intelligence
might assist clinicians in deciding on the initial therapy for type
2 diabetes in clinical practice.

Methods

Study Participants
Data were extracted from patients prescribed hypoglycemic
agents from December 2009 to March 2015 using software
(CoDiC) developed by the JDDM Study Group to promote
clinical research on diabetes. Details on the JDDM Study Group
and CoDiC are described elsewhere [3,4,17,18]. Briefly, the
JDDM Study Group is a large network of diabetes specialists
in Japan in 98 facilities. Study participants were individuals
aged 20 years or older who started medical treatment for type
2 diabetes in outpatient clinics. Of the 6864 participants who
received initial monotherapy during the above time period, we
excluded 2004 individuals because of missing data on covariates
(age, sex, BMI, duration of diabetes, level of glycated
hemoglobin [HbA1c], hypertension, and estimated glomerular
filtration rate [eGFR]). Thus, data were analyzed from 4860
patients who were prescribed antidiabetic medications including
insulin as the initial medical treatment and had laboratory data
(Table 1). The ethics committee of the JDDM Study Group and
Niigata University approved this study (2012-7, 2017-0294).
Informed consent was obtained from all patients at each
participating institute in accordance with the Guidelines for
Epidemiological Studies of the Ministry of Health, Labour and
Welfare of Japan.
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Table 1. Characteristics of study participants according to prescription of insulin or another hypoglycemic drug.

P valueNoninsulin (n=4567)Insulin (n=293)Characteristic

.00961 (13)59 (14)Age (years), mean (SD)

Age (years), n (%)

<.001256 (6)31 (11)<40

1635 (36)114 (39)40-59

2676 (59)148 (51)≥60

.402929:1638195:98Male-to-female ratio

<.00125.7 (4.6)24.5 (4.2)BMI (kg/m2), mean (SD)

BMI (kg/m2), n (%)

<.0011045 (23)96 (33)<22.5

1158 (25)81 (28)22.5-25.0

2364 (52)116 (40)≥25.0

<.0016.8 (7.6)9.2 (10.6)Duration of diabetes (years), mean (SD)

Duration of diabetes (years), n (%)

<.001997 (22)96 (33)<1.0 years

2483 (54)89 (30)1.0-9.9 years

1087 (24)108 (37)≥10.0 years

.232324 (51)138 (47)Hypertension, n (%)

.17131 (17)132 (23)Systolic blood pressure (mmHg), mean (SD)

<.0017.6 (1.3)8.8 (2.3)HbA1c
a (%) (NGSP)b, mean (SD)

HbA1c (%) (NGSP), n (%)

<.0011444 (32)71 (24)<7.0

2498 (55)101 (34)7.0-8.9

625 (14)121 (41)≥9.0

.1679.7 (21.0)82.3 (31.4)eGFRc (mL/min/1.73 m2), mean (SD)

eGFR (mL/min/1.73 m2), n (%)

<.00147 (1)17 (6)<30

617 (14)45 (15)30-59

3903 (85)231 (79)≥60

aHbA1c: glycated hemoglobin.
bNGSP: National Glycohemoglobin Standardization Program.
ceGFR: estimated glomerular filtration rate.

Study 1
We used the full JDDM Study Group data set (N=4860) to
evaluate the ability of machine learning models with 5-fold
cross-validation analysis for insulin initiation. We divided 4860
prescriptions into 5 groups, maintaining the noninsulin-to-insulin
ratio within each group (overall noninsulin-to-insulin ratio of
4567:293). Each training set represented 80% of the data and
each test set represented 20% (Figure 1C). We then performed
random undersampling, and stratified extraction was adopted.
The sampling ratio was verified after being changed to 1:2, 1:4,
and 1:8. Specifically, first, using 4860 prescription patterns (ie,
using no random undersampling data), the neural network was

used to decide on the initial antihyperglycemic medication
(insulin or noninsulin initiation). Similarly, using 2576
prescription patterns with a downsampling ratio of 1:2, 1434
prescription patterns with a downsampling ratio of 1:4, and 866
prescription patterns with a downsampling ratio of 1:8, the
neural network was used to decide on the initial
antihyperglycemic medication. Accuracy, recall, and area under
the receiver operating characteristic (ROC) curves (AUCs) were
calculated for insulin initiation. Accuracy was defined as the
ratio of the sum of the true-positive and true-negative results
for all cases. Recall was defined as the ratio of the true-positive
cases to the sum of the true-positive and false-negative cases.
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Figure 1. (A) Schematic diagram of our neural network models: X=(x1,…, xn) is the input vector and Y=y is the element of the output layer; Wlij is
the weight between the ith neuron of the (l)th layer and the jth neuron of the (l-1)th layer . (B) Schematic diagram of dropouts. (C) Schematic diagram
of 5-fold cross-validation; S1-S5 indicates data subsets 1 to 5.

Study 2
We compared clinical decisions made by the machine learning
approach with those made using logistic regression and by
general physicians as to whether to prescribe insulin for patients
with type 2 diabetes at the first consultation. We used the full
JDDM Study Group data set (N=4860). Forty-three cases that
were randomly selected from the 4860 cases to be included in
a questionnaire were used for validation data (Multimedia
Appendix 1). In random undersampling, stratified extraction
was adopted, and the sampling ratios were verified after being
changed to 1:2, 1:4, and 1:8. Specifically, first, using 4817
prescription patterns (ie, using no random undersampling data),
the neural network and logistic regression were used to decide
on the initial antihyperglycemic medication (insulin or
noninsulin initiation). Similarly, using 2545 prescription patterns
with a downsampling ratio of 1:2, 1409 prescription patterns
with a downsampling ratio of 1:4, and 841 prescription patterns
with a downsampling ratio of 1:8, the neural network and
logistic regression were used to decide on the initial
antihyperglycemic medication. In the neural network, each
training set represented 80% of the data. We repeated the
training 5 times and calculated the average predictive value.
The ability of the neural network and logistic analysis to predict
insulin initiation in 43 patients was examined according to
accuracy, recall, and AUCs.

Study 3
We compared clinical decisions made by the machine learning
approach and logistic regression with those made by
nonspecialists regarding whether to prescribe insulin for patients
with type 2 diabetes at the first consultation, focusing on more
definitive cases. In study 3, we evaluated only 7 cases for which

the choice of insulin as the initial antidiabetic medication was
agreed upon by 8 of the 9 specialists who considered the 43
cases (Multimedia Appendix 2). The ability of a neural network
and logistic analysis to predict insulin initiation was evaluated
for accuracy.

Questionnaires
This study used a questionnaire to compare the choice of the
initiation of each antihyperglycemic drug between general
physicians and specialists in clinical settings. We submitted the
questionnaire to 50 physicians randomly selected from a list of
general physicians (internal medicine physicians) without board
certification as diabetologists in Niigata Prefecture; 22 general
physicians completed the questionnaire. Nine specialists from
university hospitals also completed the same questionnaire.
Each physician chose the most suitable antidiabetic drug based
on 7 variables (age, sex, BMI, duration of diabetes, HbA1c,
hypertension, and eGFR) in 43 cases that were randomly
selected from the JDDM Study Group database.

Neural Networks
We used neural networks [19,20] to extract the choice of insulin
use by diabetes specialists. A neural network is a mechanism
of information processing that emulates the mechanisms of the
brain to classify information and identify patterns. Figure 1A
is a schematic diagram of our models, where X=(x1,…, xn) is

the input vector, Y=y is the element of the output layer, and Wl
ij

is the weight between the ith neuron of the (l)th layer and jth
neuron of the (l-1)th layer. Seven explanatory variables (age,
sex, BMI, duration of diabetes, HbA1c, hypertension, and eGFR)
were used as input nodes (X1-X7), and the output was the
predictive value of insulin use by the neural network. Figure
1C is an image of the cross-validation performed in study 1.
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For each test, 1 of the 5 subsets was used as the test set and the
others were used as training sets. Then, the averages of accuracy,
recall, and AUCs across all 5 trials were calculated (study 1).
In study 2 and study 3, each training set represented 80% of the
data. We repeated the training five times and calculated the
average of the predictive value. In this study, because the
number of patients who were prescribed insulin was relatively
low, we used random undersampling [21,22] to alleviate the
imbalance in the data. The numbers used in each random
sampling were described above. We used 4 hidden layers, 128
middle nodes, and a rectified linear unit (Relu). Dropouts were
also set to suppress overlearning (dropout rate: 0.2 for 1 layer;
0.5 for 2-4 layers) (Figure 1B) [23]. Overlearning was evaluated
using learning curve analysis. The number of epochs was
validated at 10,000 with the convergence of the difference
between accuracy and loss in the learning process. The neural
network output was “insulin use,” (ie, the predictive value,
ranging from 0 to 1 with cutoffs of >0.3, >0.5, and >0.7 for the
dichotomous classification of insulin use versus no insulin use
in each analysis). The general physicians’ choices were
compared with the predictions made by machine learning using
the neural network for both 43 cases (study 2) and 7 cases (study
3).

Laboratory Data and Definition of Hypertension
HbA1c was converted from the Japanese Diabetes Society’s
values into the National Glycohemoglobin Standardization
Program’s equivalent values according to guidelines established
by the Japan Diabetes Society [24]. eGFR was determined by
an equation modified for the Japanese population as previously
described [25]. Hypertension was defined as a systolic blood
pressure ≥140 mmHg and/or a diastolic blood pressure ≥90
mmHg, or current use of antihypertensive agents.

Statistical Analysis
Categorical variables were expressed as numerals and

percentages and were compared with χ2 tests. Continuous
variables were expressed as mean (SD) and were compared
using the Student t test for comparisons within each group.
Differences in accuracy between general physicians’ decisions
and the decisions of logistic regression and machine learning
were analyzed using the McNemar test. All statistical analyses
were performed using SPSS software (version 19.0; IBM Corp)
or Python programming. P values <.05 were considered
statistically significant.

Results

Baseline Characteristics
Table 1 shows participants’baseline characteristics. The number
of participants receiving each treatment is shown in Multimedia
Appendix 3. With the exceptions of sex, prevalence of
hypertension, and systolic blood pressure, there were significant
differences between the insulin and noninsulin groups.
Participants who were prescribed insulin were younger and had
lower BMIs, longer durations of diabetes, and worse glycemic
control than those who were not prescribed insulin as their initial
medication.

Study 1
Table 2 shows the average accuracy, recall, and AUC of each
neural network model using the full JDDM Study Group
database (N=4860). Undersampling decreased accuracy but
increased recall. AUCs for insulin initiation were approximately
0.6 to 0.7. In learning curve analysis, a tendency of overfitting
was observed as the ratio of undersampling increased (Figure
2).

Table 2. Accuracy, recall, and area under the receiver operating characteristic curve (AUC) of each neural network model, with a cutoff of >0.5 for
the dichotomous classification.

AUCRecallAccuracyCases

0.610.050.93No undersampling

0.630.180.86Sampling ratio 1:2

0.690.340.78Sampling rato 1:4

0.640.450.67Sampling rato 1:8
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Figure 2. Learning curve analysis. (A) No undersampling. (B) Sampling ratio of 1:2. (C) Sampling ratio of 1:4. (D) Sampling ratio of 1:8. The top row
shows the association between accuracy and number of epochs, and the bottom row shows the association between cross-entropy loss and number of
epochs; the blue and orange lines show the results of training and validation, respectively. CV: cross-validation.

Study 2
Table 3 and Multimedia Appendices 4 and 5 show the accuracy
and recall, and Figure 3 shows the ROC curves, of each neural
network model and logistic regression in the 43 validation cases.
The AUCs of the neural network models for no undersampling,
sampling ratio of 1:2, sampling ratio of 1:4, and sampling ratio
of 1:8 were 0.67, 0.74, 0.71, and 0.74, respectively, while the
AUCs with logistic regression for no undersampling, sampling
ratio of 1:2, sampling ratio of 1:4, and sampling ratio of 1:8
were 0.89, 0.89, 0.89, and 0.90, respectively. Accuracy and

recall of logistic regression were higher than those of machine
learning with a sampling ratio of 1:8. However, the difference
in accuracy between the decisions made by logistic regression
and machine learning was not statistically significant. Figure 4
shows the learning curve analysis. A tendency of overfitting
was observed as the ratio of undersampling increased. The
overall accuracy and recall of general physicians were 0.60 and
0.16, respectively. The difference in accuracy between logistic
regression and general physicians was statistically significant
with a cutoff of >0.5 for the dichotomous classification in the
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sampling ratio of 1:8 (P<0.05). We found no statistical significance between machine learning and general physicians.

Table 3. Accuracy and recall of each neural network model and logistic regression with a cutoff of >0.5 for the dichotomous classification.

RecallAccuracyModels

Neural network model

0.110.60No undersampling

0.370.72Sampling ratio 1:2

0.370.65Sampling ratio 1:4

0.520.70Sampling ratio 1:8

Logistic regression

0.050.58No undersampling

0.210.65Sampling ratio 1:2

0.260.67Sampling ratio 1:4

0.680.81Sampling ratio 1:8

Figure 3. Receiver operating characteristic (ROC) curve of each neural network model and logistic regression for insulin initiation. The areas under
the curve of the neural network model (upper row) for no undersampling, sampling ratio of 1:2, sampling ratio of 1:4, and sampling ratio of 1:8 were
0.67, 0.74, 0.71, and 0.74, respectively. For logistic regression (lower row), the areas under the curve for no undersampling, sampling ratio of 1:2,
sampling ratio of 1:4, and sampling ratio of 1:8 were 0.89, 0.89, 0.89, and 0.90, respectively.
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Figure 4. Learning curve analysis. (A) No undersampling. (B) Sampling ratio of 1:2. (C) Sampling ratio of 1:4. (D) Sampling ratio of 1:8. The top row
shows the association between accuracy and number of epochs, and the bottom row shows the association between cross-entropy loss and number of
epochs; the blue and orange lines show the results of training and validation, respectively.

Study 3
The overall accuracy of insulin initiation by general physicians
was 0.51 for the 7 cases for which the choice of insulin as the
initial antidiabetic medication was agreed upon by 8 of the 9
specialists. The average predictive values (output) of insulin
initiation by machine learning were 0.18, 0.40, 0.50, and 0.82,
respectively, for no undersampling and sampling ratios of 1:2,
1:4, and 1:8 (Multimedia Appendix 6). The average predictive
values for insulin initiation by logistic regression were 0.38,
0.52, 0.66, and 0.80, respectively, for no undersampling and
sampling ratios of 1:2, 1:4, and 1:8 (Multimedia Appendix 6).
The accuracies of logistic regression and the machine learning
model using 0.5 for the dichotomous classification were 1.00
and 0.86, respectively, with a downsampling ratio of 1:8, which
were higher than the accuracy of the general physicians (ie,
0.43) using 50% for the dichotomous classification.

Discussion

Principal Findings
To the best of our knowledge, despite its preliminary stage, this
is the first trial to determine whether important clinical
decisions, such as the selection of antidiabetic medication, made
by a machine learning system could be comparable with
decisions made by diabetes specialists or general physicians.
Although we found no superior performance of machine learning
over logistic regression, recall in machine learning was relatively
similar to that of logistic regression analysis (study 2). In study
3, the accuracy of machine learning with a sampling ratio of
1:8 was higher than that of general physicians. Although further
study is needed before machine learning–based decision support
systems can be used for insulin initiation in clinical practice,
these findings suggest the possibility that machine learning may
support such decisions by general physicians.

Barnes et al [26] revealed that models using 7 variables (eg,
age, family history of diabetes, BMI, fasting venous glucose
level, HbA1c, prior gestational diabetes mellitus, and early
diagnosis of gestational diabetes mellitus) could predict required
insulin therapy with the addition of medical nutrition therapy

in women with gestational diabetes. They showed that the AUC
for the prediction of insulin use was 0.71 [26], a value similar
to that found in our neural network model. In our study, logistic
regression analysis using 7 variables showed that the accuracy
and AUC for initial insulin/noninsulin discrimination were
consistently higher than with the neural network. A review by
Christodoulou et al [27] showed that evidence was lacking to
support the claim that clinical prediction models based on
machine learning lead to better AUCs than those based on
logistic regression. Stylianou et al [28] revealed that an
established logistic regression model performed as well as more
complex machine learning methods in predictions of mortality
from burns. Although recall in machine learning was relatively
similar to that of logistic regression analysis in our study, further
study is needed before machine learning can be used for
decisions on insulin initiation in clinical practice because the
neural network model cannot be clearly explained.

In our study, accuracy and recall in logistic regression with a
cutoff of >0.3 for the dichotomous classification were higher
than with a cutoff of >0.5 although this trend was not observed
in the neural network model (Multimedia Appendix 3). Recall
was modestly decreased in the neural network model with a
cutoff of >0.7 for the dichotomous classification compared with
the model with a cutoff of >0.5 for the dichotomous
classification. Those findings suggest that with the neural
network models, recall might be reduced even with a relatively
high cutoff value as a discriminating criterion. However,
although insulin initiation is an important clinical decision,
recall was relatively low in our neural network model. Therefore,
this issue of recall should be resolved before using machine
learning–based decision support systems for insulin initiation
in clinical practice.

We used random undersampling because the number of patients
who were prescribed insulin was relatively low. Also, we
attempted to reduce overlearning using dropouts. However,
overfitting was still present, especially with the undersampling
ratio of 1:8. Thus, no conclusions can be drawn on the usefulness
of machine learning as a support system for decisions on insulin
initiation until these issues are addressed.
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Shortcomings in the accuracy of the prediction of insulin
initiation may result from the influence of areas of ambiguity
in our study, as there are no absolute standards for insulin
initiation. This is in contrast to cancer imaging, for example,
where there are consistent gold standards. In summary, the final
decision depends on each physician. In fact, predicting insulin
initiation through the use of only 7 clinical variables was a
limitation mandated by lack of more complete data on our
cohort. Predictability of insulin initiation could have been
significantly improved if baseline information were available
on the symptoms of hyperglycemia, weight loss, metabolic
decompensation and ketosis, time course and severity of
hyperglycemic symptoms, comorbidities, cardiovascular disease,
microvascular complications, dementia, mental disorders, and
various results of blood tests, such as C-peptide and glutamic
acid decarboxylase antibody. These are key factors in the choice
of insulin as initial treatment. Lyons et al [29] showed that initial
body weight and peak insulin response were able to predict
whether insulin therapy would be required in the subsequent 6
years in symptomatic diabetic patients aged 40 to 60 years with
newly diagnosed diabetes. Moreover, doctor and patient values
and preferences should be considered in the choice of
antihyperglycemic drugs [2]. Since our findings are at a
preliminary stage, further studies are needed to produce a tool
to support decision making using machine learning in clinical
practice, including aspects related to both doctors and patients.

As shown by Case D in Multimedia Appendix 6, machine
learning could not predict insulin initiation. The duration of
diabetes in Case D was only 0.2 years, which suggests that
glucose metabolism worsened in a relatively short period of
time. Diabetes specialists choose insulin as the initial therapy
to prevent acute exacerbation of glycemic control. Therefore,
the findings in Case D indicate that specific cases should be
treated with insulin therapy regardless of other clinical variables.

Although we randomly selected a cohort of 43 patients to
evaluate the predictability of machine learning, those 43 patients
had a lower mean BMI and HbA1c level compared with the
entire patient sample (N=4860). The percentages of initial
prescriptions of insulin differed between the entire cohort and
the 43 randomly selected patients, leading to a discrepancy in
the rate of insulin initiation between these two cohorts.
Moreover, the insulin-to-noninsulin ratio was not strictly
consistent with previous reports [4,19]. In addition, we selected
7 cases as the gold standard based on agreement of 8 of the 9

specialists in study 3. However, the number of validation
samples was too small to conclude the usefulness of the ability
of machine learning to predict insulin initiation.

The 7 variables in our study were those frequently encountered
in clinical settings [4,5]; however, both general physicians and
specialists may be unaware that all of these 7 factors could play
a role in decisions regarding the use of insulin. Therefore, a
simple, automatic, electronic medical system might be useful
in addressing this problem. Unfortunately, our findings could
not establish the cutoff levels for some variables, such as age,
duration of diabetes, BMI, and eGFR, because of the small
sample size. Further studies are needed to establish a meaningful
decision-making support tool for use in actual consultations
with regard to precision medicine.

Study Limitations
Our study has several limitations. First, we randomly selected
only 43 samples from the JDDM Study Group database for our
questionnaire, as general physicians and specialists are reluctant
to respond to long questionnaires. Therefore, the
insulin-to-noninsulin ratio was not consistent with that observed
by general physicians in clinical settings. Second, although we
tried to reduce overlearning using cross-validation and dropouts,
overfitting was still present. Thus, our findings should be
interpreted with caution. Third, we could not obtain certain
information, such as weight loss and hyperglycemic symptoms,
that would affect insulin prescriptions because of incomplete
data in the CoDiC database. In addition, selection bias was a
concern because we included only patients with type 2 diabetes
with data available on all 7 variables. In any case, our findings
are at a preliminary stage and future studies are needed to
produce a decision-making support tool for machine learning
in clinical settings that includes those important variables.
Fourth, the fact that the study population was exclusively ethnic
Japanese may limit wider applicability of the results. Fifth, all
of the gold standard cases were males.

Conclusion
Although we found no superior performance of machine learning
over logistic regression, machine learning had higher accuracy
in the prediction of insulin initiation than general physicians,
defined by diabetes specialists’ choice of the gold standard.
Further study is needed before machine learning–based decision
support systems for insulin initiation can be introduced into
clinical practice.
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Abstract

Background: Although most current medication error prevention systems are rule-based, these systems may result in alert
fatigue because of poor accuracy. Previously, we had developed a machine learning (ML) model based on Taiwan’s local databases
(TLD) to address this issue. However, the international transferability of this model is unclear.

Objective: This study examines the international transferability of a machine learning model for detecting medication errors
and whether the federated learning approach could further improve the accuracy of the model.

Methods: The study cohort included 667,572 outpatient prescriptions from 2 large US academic medical centers. Our ML
model was applied to build the original model (O model), the local model (L model), and the hybrid model (H model). The O
model was built using the data of 1.34 billion outpatient prescriptions from TLD. A validation set with 8.98% (60,000/667,572)
of the prescriptions was first randomly sampled, and the remaining 91.02% (607,572/667,572) of the prescriptions served as the
local training set for the L model. With a federated learning approach, the H model used the association values with a higher
frequency of co-occurrence among the O and L models. A testing set with 600 prescriptions was classified as substantiated and
unsubstantiated by 2 independent physician reviewers and was then used to assess model performance.

Results: The interrater agreement was significant in terms of classifying prescriptions as substantiated and unsubstantiated
(κ=0.91; 95% CI 0.88 to 0.95). With thresholds ranging from 0.5 to 1.5, the alert accuracy ranged from 75%-78% for the O model,
76%-78% for the L model, and 79%-85% for the H model.
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Conclusions: Our ML model has good international transferability among US hospital data. Using the federated learning
approach with local hospital data could further improve the accuracy of the model.

(JMIR Med Inform 2021;9(1):e23454)   doi:10.2196/23454

KEYWORDS

electronic health records; patient safety; clinical decision support; medication alert systems; machine learning

Introduction

Medication errors are a major contributor to morbidity and
mortality [1]. Although the exact number of deaths related to
medical errors is still under debate, the To Err Is Human report
estimated that the figure might be approximately 44,000 to
98,000 per year in the United States alone [2]. Medication errors
also result in excess health care–related costs [3], which are
estimated at more than US $20 billion per year in the United
States. Preventable adverse drug events (ADEs) also appear to
be common not only in the hospital but also in the ambulatory
setting, with one estimate amounting to US $1.8 billion annually
for treating them [4,5]. Reducing medication errors is crucial
to enhance health care quality and improve patient safety.
However, considering the time and cost needed, it is impossible
for hospitals to double-check every prescription made by every
physician in real time.

To combat this problem, studies have shown that health
information technology (IT) presents a viable solution [6,7].
Among all IT tools, clinical decision support systems that can
provide real-time alerts have demonstrated perhaps more
effective in helping physicians to prevent medication errors
[8-11]. However, the impact of these applications has been
variable [12]. In addition, the vast majority of the currently
deployed alert systems are rule based, which means that they
have explicitly coded logic written to identify medication errors
[13-15]. However, these rule-based systems are generally set
to go off too frequently because of the lack of adaptability in
clinical practice, leading to alert fatigue, which in turn can
increase ADE rates [16-19].

Machine learning (ML) has shown promising results in medicine
and health care [20-22], especially in relation to clinical
documentation and prescription prediction [23-25].
Unsupervised learning, which is a type of ML algorithm used
to establish relationships within data sets without labels,
combined with a well-curated and large data set of prescriptions
has the potential to generate algorithmic models to minimize
prescription errors [26]. Previously, we had presented an ML
model that evaluated whether a prescription was explicitly
substantiated (by way of diagnosis or other medications) and
prevented medication errors from occurring. The model was
named as the appropriateness of prescription (AOP) model [27].
It contained disease-medication (D-M) associations and
medication-medication (M-M) associations that were identified
through unsupervised association rule learning. These
associations were generated based on prescription data from
Taiwan’s local databases (TLD), which had collected health
information from nearly the entire Taiwanese population (about
23 million people) for over 20 years [28]. The AOP model has
been validated in 5 Taiwanese hospitals and continues to have

high accuracy (over 80%) and high sensitivity (80%-96%),
highlighting the model’s potential to have a true clinical impact
[29].

As physicians in Taiwan are educated with the same
evidence-based guidelines as physicians in the United States,
in theory, the experience-based ML model generated from TLD
could be transferable to US clinical practice. However, there is
no validation study that examines the transferability of the
TLD-developed ML model in US health care systems. Although
there are a few research studies demonstrating the feasibility of
transferring ML models across health care institutions [30,31],
one of the major challenges to the transferability of ML models
in health care is that most of these models are trained using
single-site data sets that may be insufficiently large or diverse
[32]. Recently, federated learning has become an emerging
technique to address the issues of isolated data islands and
privacy, in which each distinct data federate trains their own
model with their own data before all the federates aggregate
their results [33]. In our study, we undertook a cross-national
multicenter study to validate the performance of the AOP model
in detecting the explicit substantiation of prescriptions using an
enriched data set from the electronic health record (EHR) system
of Brigham Women’s Hospital (BWH) and Massachusetts
General Hospital (MGH). Both are Harvard Medical School
teaching hospitals. To the best of our knowledge, this is the first
cross-national multicenter study to examine the transferability
of an ML model for the detection of medication errors. Detailed
analyses were conducted to evaluate the effectiveness of the
AOP model, and a federated learning approach was applied to
explore the potential to construct a model with better
performance using cross-national data sets.

Methods

Study Cohort
The study cohort comprised adult patients (aged ≥18 years) who
had received any prescription (with at least one diagnosis and
one medication) from clinicians affiliated to the Department of
Internal Medicine at BWH or MGH during an outpatient clinical
visit (the index visit) over 3 years, from January 1, 2017, to
December 31, 2019. We extracted the data from the Partners
HealthCare database, which has used an EPIC-based EHR
system (Epic Systems Corporation) since 2016. No prescriptions
were needed to be excluded because of missing values. We
collected data such as demographic characteristics (age, sex,
and ethnicity), diagnoses, problem lists, and prescribed
medications. The age, sex, and ethnicity distributions within
the BWH/MGH data set were as follows: age (years; mean 53.4,
SD 19.8), sex (male 36% and female 64%), ethnicity (White
80%, Black 8%, Hispanic 7%, Asian 3%, Others 2%). The
Partners Human Research Committee (Institutional Review
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Board protocol 2019P003566) approved this study’s protocol
and design.

For deidentification, patient names and medical record numbers
were removed from the data set, and a random study ID was
assigned to each patient. A total of 667,572 prescriptions were
included in the study. For data processing, we mapped the EPIC
and HCPCS (Healthcare Common Procedure Coding System)
medication coding systems to the RxNorm coding system and
then mapped the RxNorm coding system to the Anatomical
Therapeutic Chemical Classification System before we
password-protected, encrypted, and sent the data to the AOP
model. For prescriptions that were sampled to be evaluated by
human physicians to determine the AOP model’s performance,
additional clinical notes or office notes were requested to
provide clinical context.

Model Development
A detailed flowchart of the study design is shown in Figures
1-2. The original model (O model) used in this study was
constructed using the data of 1.93 billion outpatient prescriptions
in the TLD from January 1, 2011, to December 31, 2015. The
TLD, which contains data from over 25 million enrollees and
covered over 99% of Taiwanese residents’ medical records,
including cancer registry and mortality data [27]. Although the
ethnicity data were not directly coded into TLD, based on the
Taiwanese National Census data published in 2014 [34], over
97% of Taiwanese residents are of Asian ethnicity. The sex and
age distributions of the TLD were as follows: age (years; mean
46.6, SD 23.3) and sex (male 45% and female 55%). Previous
studies have validated the accuracy of diagnoses of major
diseases in the TLD [35,36]. We excluded 590 million
prescriptions for at least one of 2 reasons: (1) invalid or missing
disease and/or medication codes and (2) prescriptions given by

traditional Chinese medicine doctors. The remaining 1.34 billion
prescriptions were used to generate the D-M and M-M
associations. In summary, the data comprised 2.39 billion
diagnoses coded in the International Classification of Disease
v.10-Clinical Modification format and 4.14 billion medications
coded according to the ATC classification system. We then
applied the method described in our previous study to construct
the AOP model [28]. In brief, the AOP model determined a
prescription to be substantiated if each medication appearing
in the prescription could be explained by a relevant disease
and/or medications on the same prescription. However, if there
were one or more medications in a prescription that could not
be explained by any of the diagnoses within the same
prescription, then the prescription would be viewed as
unsubstantiated. The ratio between the joint probability of the
D-M and the M-M associations was calculated as previously
described (termed as the Q value) [27]. To develop a more
sophisticated model that considers both age and sex, we
calculated different Q values for different sex and age groups
(5 years as an age group). To address the issue of pseudo
association (eg, insulin may be explained by hypertension
because hypertension and type 2 diabetes mellitus are common
comorbidities), we only used the D-M association that had the
highest Q value and discarded the Q values of the remaining
D-M associations. The threshold value (α) was defined as 1 by
default, which is commonly used in association rule mining
studies [37]. If the Q value was greater than α, then the
association was defined as a positive D-M or M-M association;
if the Q value was less than α, then the association was defined
as a negative D-M or M-M association. If both the D-M and
M-M associations were positive with respect to a single
prescription, then only our model considered a prescription to
have been substantiated.

Figure 1. Research flowchart of the original model, local model, and hybrid model development. TLD: Taiwan's local databases.
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Figure 2. Research flowchart of the test set development.

To construct the local model (L model), a validation set with
8.98% (60,000/667,572) of the prescriptions was first randomly
sampled to form a validation set, and the remaining 91.02%
(607,572/667,572) of the prescriptions served as the training
set. We then applied the same abovementioned method to
construct the L model with the training set (Figure 1). Using a
federated learning approach, we assessed the Q values from
both the O and L models. If a D-M or M-M association was
observed in both the O and the L models, then we selected the
Q values with a higher frequency of co-occurrence between the
2 models to ultimately develop the hybrid model (H model).

Test Set Development
To establish the final test set, we first used the O model (with
α=1) to evaluate the validation set (Figure 2), which resulted
in the classification of a group of substantiated prescriptions
and a group of unsubstantiated prescription groups. We
randomly sampled 300 prescriptions from each group and then
combined them with their respective clinical scenarios (based
on the clinical note of the same visit when the prescription was
prescribed) to form an enriched test set to ensure that there
would be sufficient numbers of unsubstantiated prescriptions
for further analysis. Two licensed physicians, blinded to the
percentage of model-determined substantiated or unsubstantiated
prescriptions within the test set, independently examined each
set of these randomly sampled prescriptions. The severity of
each unsubstantiated prescription was further classified as
potentially life-threatening, serious, or significant following the
definitions as previously described [38]. A life-threatening,
unsubstantiated prescription was defined as the potential to
cause symptoms that, if left untreated, would put the patient at

risk for death. A serious, unsubstantiated prescription was
defined as there is the potential to cause symptoms associated
with a severe level of harm but not great enough to be
considered life-threatening. A significant, unsubstantiated
prescription was defined as there is the potential to cause
symptoms that, although harmful to the patient, pose little or
no threat to the patient’s functional status. Quality checks were
performed throughout the study period by reviewing the
physician reviewers’ responses to each set of randomly sampled
prescriptions, as described above. In each of these prescriptions,
there may have existed one or several medications that led to
the judgment of an unsubstantiated prescription. We asked the
physician reviewers to highlight the problematic medications
within a prescription. Tables 1 and 2 display a sample of
reviewer-determined substantiated or unsubstantiated
prescriptions from the final test set, with problematic
medications highlighted in red. To evaluate the physicians’
confidence regarding their classification of adequate
substantiation and the severity of potential adverse effects, we
asked them to rate their decisions on a 6-point scale, as described
previously [4]. We excluded the prescription if one of the
physicians rated their confidence level lower than 4 (ie,
corresponding to a confidence level <50%). Any differences
between the 2 physician reviewers’ judgments about the
classification of substantiation and severity of potential adverse
effects were resolved by discussion. If a discussion was
insufficient to resolve the problem, then a senior physician was
consulted and the final decision was made. Through this entire
process, we generated the ground truths for whether each of
these 600 prescriptions was explicitly substantiated by a declared
diagnosis and/or other medications.
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Table 1. An example of a substantiated prescription as determined by physician reviewers. The patient was a 74-year-old woman with a history of
rheumatoid arthritis, hypertension, and moderate aortic stenosis, who presented with shortness of breath that had become worse than 1 year ago, and
for whom ankle edema had been noted in the last couple of weeks.

Disease and medication nameCode

ICD-10-CMa code

Nonrheumatic aortic (valve) stenosisI35.0

Hypertensive disorderI10

Raynaud’s diseaseI 73.0

HyperlipidemiaE78.5

ATCb code

AspirinB01AC06

AtorvastatinC10AA05

FurosemideC03CA01

LosartanC09CA01

aICD-10-CM: International Classification of Disease-10-Clinical Modification
bATC: Anatomical Therapeutic Chemical.

Table 2. An example of unsubstantiated prescription as determined by physician reviewers. The patient was a 76-year-old man who presented with an
unsteady gait and for management of his anticonvulsant medications.

Disease and medication nameCode

ICD-10-CMa code

Unspecified abnormalities of gait and mobilityR26.9

Generalized idiopathic epilepsy and epileptic syndromes, not intractable, without status
epilepticus

G40.309

ATCb code

Simvastatin cC10AA01

Methotrexate sodiumL01BA01

LevetiracetamN03AX14

OmeprazoleA02BC01

JantovenB01AA03

HydroxycholoroquineP01BA02

Folic acidB03BB01

aICD-10-CM: International Classification of Disease-10-Clinical Modification
bATC code: Anatomical Therapeutic Chemical code.
cMedications that could not be explained by the patient’s listed diagnoses were italicized.

Evaluation
To compare the performances of the O, L, and H models, the
performance of each model on the final test set was measured
using sensitivity, specificity, negative predictive value (NPV),
positive predictive value (PPV; positive=unsubstantiated
prescription), and accuracy. To examine the effect of α on model
performance, we adjusted α from .5 to 1.5 (ie, α∈[.5; 1.5]).

Statistical Analysis
We used a 2-tailed Student t test for measuring continuous
variables with a normal distribution and presented the results
as mean (SD). The chi-square test was used to compare
categorical data, and the results were presented as counts and

percentages. For data with skewed distributions, we computed
their median and IQR values and used the Wilcoxon rank-sum
test for comparison [39]. The Cohen kappa coefficient (κ)
statistic was applied to measure the interrater agreement of
physicians on whether prescriptions were substantiated.
Statistical analyses were performed using R version 3.6.2 [40].

Results

The interrater agreement for the substantiation (or not) of
prescriptions for the test set was high (κ=0.92; 95% CI 0.89 to
0.95). With substantiated prescriptions, the agreement was also
good for assessing severity (κ=0.84; 95% CI 0.73 to 0.95). In
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total, 4 prescriptions were excluded from the test set because
of insufficient physician-reviewer confidence levels (scores
lower than 3). Among the remaining 596 prescriptions, 232
prescriptions were determined to be unsubstantiated and 364
prescriptions were deemed substantiated. No unsubstantiated
prescription was judged to be life-threatening. Among the 232
unsubstantiated prescriptions, 27 (11.6%) prescriptions were
found to be associated with serious potential ADEs and 205
(88.4%) were determined to be associated with significant
potential ADEs.

The performances of the O, L, and H models with different
thresholds (ranging between 0.5 and 1.5) are shown in Table 3.

For the O model under different thresholds, the sensitivity
ranged from 82% to 92%, the specificity ranged from 70% to
76%, PPV ranged from 66% to 68%, NPV ranged from 83%
to 92%, and accuracy ranged from 75% to 78%. For the L model
at different thresholds, the sensitivity ranged from 76% to 85%,
the specificity ranged from 73% to 76%, PPV ranged from 67%
to 68%, NPV ranged from 70% to 80%, and accuracy ranged
from 76% to 78%. For the H model with different thresholds,
the sensitivity ranged from 56% to 79%, the specificity ranged
from 87% to 93%, PPV ranged from 80% to 85%, NPV ranged
from 74% to 86%, and accuracy ranged from 79% to 85%.

Table 3. Performance comparison between different models under different threshold values (α) based on 596 physician-validated cases of ground
truth.

H ModeldL ModelcO ModelbThreshold

value (α)a

AccuNPVPPVSpeSenAccuNPVPPVSpeSenAccuiNPVhPPVgSpefSene

0.840.870.800.870.790.780.880.670.730.850.750.830.660.700.921.5

0.840.860.800.880.790.770.870.670.740.830.780.920.660.710.911.4

0.850.870.810.880.790.770.870.670.740.830.790.920.670.710.901.3

0.850.860.830.900.780.770.870.670.740.820.790.920.670.710.901.2

0.850.860.840.900.780.780.870.680.750.820.780.870.680.730.891.1

0.850.860.840.910.760.770.860.670.750.810.790.900.680.740.881.0

0.840.710.850.910.740.770.850.670.750.800.790.900.680.740.880.9

0.830.830.850.920.700.770.840.670.760.780.790.890.680.740.860.8

0.820.810.850.920.650.770.840.680.760.770.780.880.680.750.840.7

0.800.790.840.930.610.760.830.680.760.760.780.870.680.750.830.6

0.790.770.840.930.560.760.830.670.760.760.780.870.680.760.820.5

aThe ratio between the joint probability of the disease-medication (D-M) and the medication-medication (M-M) associations were calculated as previously
described in the Methods (termed the Q value). If the Q value was greater than α, then this association was defined as a positive disease-medication
(D-M) or medication-medication (M-M) association. However, if the Q value was less than α, then this association was defined as a negative D-M or
M-M association. Our model considered a prescription to have been substantiated only if both the D-M and M-M associations were positive with respect
to a single prescription.
bO model: original model.
cL model: local model.
dH model: hybrid model.
eSen: sensitivity.
fSpe: specificity.
gPPV: positive predictive value.
hNPV: negative predictive value.
iAccu: accuracy.

A comparison of the substantiated prescription and
unsubstantiated prescription groups, as determined by the
physician reviewers, is summarized in Table 4. The average
ages (SD) in the substantiated prescription group and the
unsubstantiated prescription group were 70.3 years (SD 12.7)
and 68.1 years (SD 14.2), respectively. None of the patient
characteristics (ie, sex, age) were significantly associated with

unsubstantiated prescriptions (P=.72 and P=.05, respectively).
The substantiated prescription group had a higher number of
diagnoses than the unsubstantiated group (median 3 [IQR 3] vs
median 2 [IQR 3]; P<.001). In contrast, the unsubstantiated
prescription group had higher numbers of medications than the
substantiated group (median 2 [IQR 1] vs median 3 [IQR 4.75];
P<.001).
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Table 4. Comparison of patient characteristics between the substantiated and unsubstantiated prescription groups.

P valueUnsubstantiated prescriptionsSubstantiated prescriptionsCharacteristics

.72156/76249/115Sex (male/female)

.0568.1 (14.2)70.3 (12.7)Age (years), mean (SD)

<.0012 (3)3 (3)Number of diagnoses, median (IQR)

<.0013 (4.75)2 (1)Number of medications, median
(IQR)

In total, 32 medication classes appeared in the unsubstantiated
prescription group. The top 7 medication classes most frequently
associated with unsubstantiated prescriptions, categorized into
potential severity classes (serious and significant), are shown
in Table 5. In general, the most frequent medication classes
were opioid analgesic (n=34), benzodiazepine (BZD; n=27),
selective serotonin reuptake inhibitor (SSRI; n=17), nonopioid
analgesic (n=16), proton pump inhibitor (PPI; n=15),
antihistamine (n=14), and anticoagulant (n=13). For the serious
severity class, the most frequent medication classes were opioid
analgesic (n=20), BZD (n=6), anticoagulant (n=5), β-blocker
(n=4), angiotensin-converting enzyme inhibitor/angiotensin II
receptor blocker (n=4), antipsychotic (n=3), and anticholinergic
(n=3). As for the significant severity class, the most frequent

medication classes were BZD (n=21), SSRI (n=16), PPI (n=15),
and opioid analgesic (n=14).

Under α=1, 11.6% (27/232) of the cases from the
unsubstantiated prescription group, which were determined as
unsubstantiated by the O model (true positive), were determined
as substantiated by the H model (false negative). Among these
cases, opioid analgesic (n=9) was the most common medication
class. In contrast, 17.0% (62/232) of thecases from the
substantiated prescription group, which were determined as
unsubstantiated by the O model (false positive), were then
determined as unsubstantiated by the H model (true negative).
Opioid analgesic (n=18) was the most common medication class
in these cases.
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Table 5. The top 7 medication classes most frequently associated with unsubstantiated prescriptions as determined by physician reviewers are shown
across the different classes of severity. There were no unsubstantiated prescriptions that were considered to be life-threatening in our study.

Times each medication class appears, nMedication class

Total

34Opioid analgesic

27BZDa

17SSRIb

16Nonopioid analgesic

15PPIc

14Antihistamine

13Anticoagulant

Seriousd

20Opioid analgesic

6BZD

5Anticoagulant

4β-blocker

4ACEi/ARBe

3Antipsychotic

3Anticholinergic

Significantf

21BZD

16SSRI

15PPI

14Opioid analgesic

12Anticonvulsant

12Antihistamine

11Nonopioid analgesic

aBZD: benzodiazepine.
bSSRI: selective serotonin reuptake inhibitor.
cPPI: proton pump inhibitor.
dA serious, unsubstantiated prescription was defined as having the potential to cause symptoms associated with a severe level of harm but not great
enough to be considered life-threatening.
eACEi/ARB: angiotensin-converting enzyme inhibitor/angiotensin II receptor blocker.
fA significant, unsubstantiated prescription was defined as having the potential to cause symptoms that, while harmful to the patient, pose little or no
threat to the patient’s functional status.

Discussion

Principal Findings
We evaluated the performance of the AOP ML model,
developed in Taiwan, in determining whether prescriptions have
been explicitly substantiated using EHR data from 2 large US
academic hospitals. We found that the model performed well
and that a hybrid learning approach had a higher accuracy than
the individual model under most thresholds, exhibiting better
specificity and NPV. This result indicates that additional efforts
to retrain the model with training data from the local health care

system holds promise in further improving the performance of
the AOP model.

With TLD, researchers have identified several significant
associations with high clinical impact, such as the association
between nucleoside analogs and the risk of post liver resection
hepatocellular carcinoma recurrence, and risk factors for
poststroke dementia [41-43]. The thesis of the AOP model is
that prescriptions solely comprising common D-M combinations
in a large database, such as TLD, have a higher possibility of
being substantiated. In contrast, medications less frequently
prescribed for a given disease are more likely to be
unsubstantiated. Although physicians in Taiwan are educated
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and trained with US guidelines, there are some differences in
clinical practice between the 2 health care systems.

Therefore, a validation study is necessary to assess the
transferability of such an ML model. Nowadays, research
focusing on externally validating a health care ML model is
rarely conducted [32], which is partly because of the expectation
of poor transferability of complex ML models [44]. The overall
results in this study showed a reasonable accuracy (78%-76%
for the O model and 85%-79% for the H model), which
demonstrated that the AOP model has the potential to be
transferrable among the US clinical data sets. In this study, we
found that the H model had the highest accuracy, which might
be due to the fact that the O model was trained with sufficient
amount of data so as to allow the supplementation of the
performance of the L model to achieve better performance. To
the best of our knowledge, this is the first multicenter study to
specifically address the issue of international transferability of
an ML model for the detection of medication errors, which can
pave the path for other validation studies of this kind.

Alert fatigue can potentially cause physicians to ignore
important clinical alerts, which lead to unwanted medication
errors. Alert fatigue occurs if there is a high frequency of
nonactionable and false alarms [8]. Most of the current CPOE
(computerized physician order entry) systems use rule-based
alerts to support clinical decision making. However, previous
research has shown high overridden alert rates to rule-based
alerts within the EMR, ranging from 49% to 96% [45].
ML-based approaches, which generate an alert based on past
real-world prescribing behaviors extracted from a large database,
appear to be an attractive approach to address alert fatigue and
improve patient safety. Previous researchers have explored the
feasibility of using an ML-based outlier detection system to
detect medication errors. They found that three-fourth of the
alerts generated by the system were determined to be valid based
on 300 chart review results, after the modified algorithm model
was created with data from 373,993 patients [26]. We applied
a different ML approach and used a different database with
more training data (over 1.3 billion) to construct our model, and
our results were comparable. Another recent study estimated
that an ML-based system could potentially save US $1.3 million
in an outpatient setting through the prevention of adverse events,
hinting at additional economic benefits that such systems may
offer [46].

Among unsubstantiated prescriptions, 11.6% were found to be
associated with potential ADEs, a finding that is similar to the
number reported by Gandhi et al (13%) [4]. We found that
patient characteristics were not significantly associated with
unsubstantiated prescriptions, which suggests that the strategy
to improve the prescription process for all patients may be more
effective than focusing on specific patient subgroups.
Interestingly, a similar finding was also demonstrated in a study
of hospitalized patients [47]. In this study, we showed that
higher numbers of medications were found to be significantly
associated with unsubstantiated prescriptions than with
substantiated prescriptions. Polypharmacy has long been a
significant issue among older adults and is a known risk factor
for adverse medical outcomes [48]. Although currently there
are tools to assist in the identification of potentially inappropriate

medications, such as the Screening Tool of Older People’s
Prescriptions and the Screening Tool to Alert to Right Treatment
criteria, no single tool has been shown to be sufficient in
reducing the risk of unnecessary polypharmacy—it is likely
that a combination of approaches may work best [49].
Furthermore, these criteria require physicians to make separate
calculations, which might add additional cognitive burden and
disrupt the clinical workflow.

Our model shows the potential to automatically identify
unsubstantiated medications when a physician updates the
patient’s active problem list, which can assist with the
deprescribing process and potentially reduce pill burden. We
further investigated which medication classes were most
frequently associated with unsubstantiated prescriptions, and
the opioid analgesics ranked the highest. It is worth noting that
opioid analgesics also ranked as the top medication in
prescriptions when predictions differed between the O and the
H model, which reflects the different prescribing behaviors with
respect to opioid analgesics between Taiwan and the United
States. Clinical decision support tools could potentially play a
role in actively managing opioid prescription behavior and
provide the correct guidance [50]. Our study processed the data
extracted from the EPIC-supported CPOE system, and
successfully generated validation results. As EPIC is currently
being used in multiple large US health care systems, it shows
that our AOP model, while originally developed based on the
TLD, may be applied in the US clinical environment. We
envision that the AOP model will be integrated with the current
CPOE system as an application to fire alerts on potentially
inappropriate prescriptions in real time once physician
prescribers complete their prescription in the system. If this
model is validated with unenriched clinical data for use in
clinical practice, then we also foresee that such an application
may be able to suggest a list of recommended diagnoses for an
unsubstantiated medication; alternatively, such an application
may help to prompt physician prescribers to address potential
medication errors (eg, medications attributed to the wrong
patient). Another potential application would be to automatically
facilitate medical record completeness during the error-prone
medication reconciliation process [51].

This study has several limitations. First, even though we
performed random sampling when we constructed the test set,
it is possible that the selected prescriptions may present some
bias because of a relatively small sample size (600
prescriptions), which might also explain why there were no
unsubstantiated, physician-determined, life-threatening
prescriptions in the test set. We did not apply common ML
evaluation methods such as cross-validation or bootstrapping
because of limited labeled data. However, considering the time
and effort needed by a physician to evaluate whether a
prescription was explicitly substantiated, we believe that using
randomized sampling to construct a test set of 600 prescriptions
was a reasonable approach for a preliminary model validation
study. As the incidence of prescribing error was reported to be
approximately 1%-2% [52], we used randomized sampling to
construct an enriched, balanced test set to ensure that there were
sufficient unsubstantiated prescriptions included for further
analysis. Although using an enriched test set might lead to an
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overestimation of the model performance, this study is a critical
step for preliminary AOP model validation, and we plan to
validate our model in less enriched, more real-world data sets
in the near future. The current AOP model only considered the
patient’s sex, age, diagnoses, and medications. However,
patients’ lab data and chief complaints may also impact
prescribing behavior. We also did not compare the performance
of the AOP model with the legacy rule-based alert systems built
into the current EHR to confirm the value added by our model.
The current AOP model did not consider dose-dependent errors.
However, this issue is unlikely to undermine the value of the
AOP model because identifying a dose-dependent error is a
relatively straightforward rule-based question, and most of the
current CPOE systems have built-in alert systems for detecting
dose-dependent error [53,54]. It is worth noting that although
our models’ sensitivities were good but not perfect, most
medication error alert systems in use today are not designed to
identify potential medication errors originating from D-M
mismatch. In addition, our physician reviewers determined the
severity of unsubstantiated prescriptions based on the prescribed
medications instead of observing the ADEs in a real-world
setting. It is possible that medication with the potential to cause

serious ADE did not cause a serious event (eg, due to
noncompliance). In this study, we only evaluated outpatient
data from one specialty. Further work is needed to assess the
AOP model’s performance prospectively in an inpatient setting
and across different medical specialties to determine its actual
impact on drug-prescribing behaviors. Finally, we constructed
a federated learning model based on a data set with a
predominantly Asian population (Taiwanese) and a data set
with US patients, who had considerable differences in ethnic
proportions. Further studies will be required to explore the
contribution of ethnicity in the model’s predictive performance.

Conclusions
In this preliminary study, we found that the AOP ML model
based on TLD had good transferability with US prescription
data in an outpatient setting. We also found that a model built
with a federated learning approach, which combined models
developed from TLD data and US local data, could further
improve its accuracy as compared with models developed from
each individual data set. This type of ML approach holds
promise in improving alert fatigue, which has often been a major
issue in traditional, rule-based alert systems.
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Corresponding Author:
Jian Shu, PhD
Department of Radiology
The Affiliated Hospital of Southwest Medical University
25 Taiping Street
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China
Phone: 86 18980253083
Email: shujiannc@163.com

Related Article:
 
Correction of: https://medinform.jmir.org/2020/10/e23578
 

(JMIR Med Inform 2021;9(1):e25337)   doi:10.2196/25337

In “A Novel Approach to Assessing Differentiation Degree and
Lymph Node Metastasis of Extrahepatic Cholangiocarcinoma:
Prediction Using a Radiomics-Based Particle Swarm
Optimization and Support Vector Machine Model” (J Med
Internet Res 2020;8(10):e23578) the authors noted three errors.

In the original published manuscript, an equal contribution
footnote for authors Jianbo Lei and Jian Shu was omitted. This
has now been added.

Additionally, one co-author, Mei Ju, was not included in the
author list of the originally published manuscript. Authors were
listed as follows on the published manuscript:

Xiaopeng Yao1,2, PhD; Xinqiao Huang3, MD;

Chunmei Yang3, MD; Anbin Hu1,2, PhD; Guangjin

Zhou4, BA; Jianbo Lei1,5, PhD; Jian Shu3, PhD

This was incomplete, and has been corrected to:

Xiaopeng Yao1,2, PhD; Xinqiao Huang3, MD;

Chunmei Yang3, MD; Anbin Hu1,2, PhD; Guangjin

Zhou4, BA; Mei Ju5, MA; Jianbo Lei1,6*, PhD; Jian

Shu3*, PhD

Mei Ju's affiliation is as follows:

School of Nursing, Southwest Medical University,
Luzhou, Sichuan Province, China

This affiliation is listed as affiliation 5 in the corrected
manuscript, and the previously listed affiliation 5 (for author
Jianbo Lei) is renumbered to affiliation 6. Affiliations 1, 2, 3,
and 4 remain unchanged.

Finally, the “Acknowledgments" section of the original
manuscript was missing a statement that recognized the support
of an additional funding agency. The following sentence has
been included in the corrected manuscript:

This study was also partly supported by PKU-Baidu
Fund project of Intelligent auxiliary diagnosis using
medical images and Research project of constructing
health big data platform and service system for
medical and nursing combined elderly care
institutions.
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The correction will appear in the online version of the paper on
the JMIR Publications website on January 13, 2021, together
with the publication of this correction notice. Because this was

made after submission to PubMed, PubMed Central, and other
full-text repositories, the corrected article has also been
resubmitted to those repositories.
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Abstract

Background: Femoral neck fracture is a common type of hip fracture. Conventional surgical treatment aims at fixing the fracture
site with screws and then gradually promoting bone healing. A robot-assisted orthopedic surgery system is computer technology
applied to surgical treatment.

Objective: This study aimed to explore the therapeutic effect and prognostic value of percutaneous cannulated screw internal
fixation using robot-assisted positioning in patients with femoral neck fractures.

Methods: From July 2018 to September 2019, 42 cases of femoral neck fracture admitted to the Second Affiliated Hospital of
Luohe Medical College were randomly and averagely divided into control and study groups. The patients in the control group
were treated with conventional percutaneous cannulated screw internal fixation, while the patients in the study group were treated
with robot-assisted percutaneous cannulated screw fixation during surgical treatment. We compared the treatment conditions and
results of the operation between the 2 groups. The Harris score was used to evaluate the treatment efficacy. The state of fracture
healing was followed up and compared between the 2 groups.

Results: The duration of the operation was shorter, there was less fluoroscopy use, and there were fewer drilled holes in the
study group than in the control group (all, P<.001). There was no statistical difference in the amount of intraoperative bleeding
between the 2 groups (P=.33). The Harris score (P=.045) and number of excellent and good ratings (P=.01) were significantly
higher in the study group than in the control group. The difference in the fracture healing rate between the 2 groups was not
statistically significant (P=.23). The fracture healing duration of the study group was shorter than that of the control group
(P=.001).

Conclusions: The use of robotic positioning aids in the treatment of femoral neck fractures with percutaneous cannulated screw
fixation can effectively improve the efficiency of surgery, shorten the duration of surgery, and reduce the radiation damage to
patients. Meanwhile, it improves postoperative treatment and recovery rates of the patients and shortens the fracture healing time.

(JMIR Med Inform 2021;9(1):e24164)   doi:10.2196/24164

KEYWORDS

percutaneous cannulated screw fixation; robot positioning; femoral neck fracture; clinical efficacy; prognosis

Introduction

Femoral neck fracture is a common type of hip fracture. Due
to the special location of the fracture, the incidence of femoral

neck fracture necrosis is high, and the prognosis is poor, which
seriously affects the patient’s activities of daily life [1]. For
elderly patients, conventional treatment is often used in clinical
practice. With the continuous development of surgical
techniques and surgical instruments, screw placement and
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internal fixation use in femoral neck fractures are gradually
increasing [2]. Conventional surgical treatment aims at fixing
the fracture site with screws and gradually promoting bone
healing. The fixation of the screws and precise positioning of
the screws in the operating room are difficult. The quality of
screw positioning and fixation is closely related to the prognosis
of the patient. Fixation effect is the focus of current clinical
research [3].

With improvement in medical technology and the rapid
development of minimally invasive surgery, surgical robots
were introduced in the 1980s and first used in brain surgery in
1985 [4]. With the advantages of good stability, flexible
operation, accurate movement, and hand-eye coordination,
surgical robots are increasingly used in clinical treatment
including orthopedic surgery. According to the requirements
of precision medicine, navigation-assisted technology has been
widely used in orthopedic surgery because of the safety,
accuracy, and rapidity in orthopedic surgery [5]. Navigation
assistance technology was introduced in the 1980s as one of the
core technologies of orthopedic robots, which can provide an
accurate reference for the robot operation using the computer
data processing functionality, analyzing and processing patient
image data obtained from X-ray, computed tomography (CT),
and other imaging equipment, so as to provide surgery planning
for doctors [6-8]. At the same time, it can track external space
coordinates. In order to obtain the relative position relationship
between the surgical target area and surgical instruments or
robots, we can guide doctors to accurately, quickly, and safely
locate and implant implants [9].

A robot-assisted orthopedic surgery system is computer
technology applied to surgical treatment. It can process the
patient’s imaging information through computer algorithms to
help doctors determine the appropriate treatment model and
assist in surgical treatment [10]. The purpose of this study was
to explore the therapeutic effect and prognostic value of the
application of robot-assisted positioning in percutaneous
cannulated screw internal fixation in patients with femoral neck
fractures through comparative analysis.

Methods

Data Source
From July 2018 to September 2019, 42 patients with femoral
neck fractures admitted to the Second Affiliated Hospital of
Luohe Medical College were included. Femoral neck fractures
were mainly defined by imaging examination including X-ray,
CT, and magnetic resonance imaging. At present, the Garden
classification is the most commonly used classification standard
and can be divided into 4 types according to the degree of
fracture displacement [11]. In this study, the inclusion criteria
were as follows: (1) met the diagnostic criteria of femoral neck
fracture, with the fracture classification determined by X-ray
examination; (2) complete clinical data and first diagnosis in
our hospital; and (3) written informed consent. The exclusion
criteria were as follows: (1) unable to undergo surgical
treatment, such as age >65 years with a Garden classification
of type III or IV, not fixed with 3 cannulated screws, poor
reduction, hip joint anteroposterior and lateral X-ray films with

fracture block displacement <3 mm, pathological fractures; (2)
severe liver, kidney, or cardiovascular disease; (3) multiple
trauma or fractures in other parts of the body; and (4) difficulty
with follow-up or unable to follow-up.

All patients were randomly divided into 2 groups (control group
and study group), with 21 patients in each group. Oral consent
was obtained from patients. Basic clinical data and clinical data
were obtained from electronic medical records. Electronic
medical information included demographic data, general surgical
conditions, and state of fracture healing.

First, we compared the general surgical conditions between the
2 groups, including the duration of operation, frequency of
intraoperative fluoroscopy usage, amount of intraoperative blood
loss, and number of intraoperative holes. Second, the number
of excellent ratings of the treatment was compared between the
2 groups. We used the Harris score [12] to evaluate the treatment
of the 2 groups, including hip joint function, pain, deformity,
and joint mobility: excellent (90-100 points), good (80-89
points), medium (70-79 points), and poor (<70 points). Finally,
the status of fracture healing was compared between the 2
groups. Meanwhile, healing progress of both groups was
followed up and monitored, and we recorded the number of
healings and the average healing time of the recovering patients.

Methods and Materials
The patients in the control group were treated using a traditional
reduction operation with percutaneous cannulated screw internal
fixation. The patients were placed in a supine position and
anesthetized in the subarachnoid space. After completing
anatomical reduction of the fracture site under C-arm
fluoroscopy, 3 Kirschner wires were used to treat the patients.
C-arm fluoroscopy was used again to monitor the lateral position
of the hip joint, as well as the placement and depth of the
Kirschner wires. If there was an abnormality in the position of
the Kirschner wires, they were pulled out for repositioning. The
needle tip position was kept 0.5 mm below the cartilage of the
femoral head. After the position was considered satisfactory,
the length of the Kirschner wires was measured. This was
followed by inserting the cannulated screws in sequence,
according to the position and depth of the Kirschner wires.
Finally, C-arm fluoroscopy was used again to confirm whether
the cannulated screw was successfully implanted. If successful,
the wound was sutured.

The patients in the study group were treated using the TIANJI
robotic positioning system for orthopedic surgery (Catalog,
HY001512, TINAVI Medical Technologies Co. Ltd, Beijing,
China) as adjuvant therapy in conventional surgical procedures,
which is the third generation of the TIANJI orthopedic robot.
At first, a treatment model of femoral neck fracture was
established. After completing the anatomical reduction, the
robot was placed in a suitable position, and the preliminary
positioning was completed. Then, the robot was covered with
a sterile plastic film and placed in the preliminary marked
position, the accuracy of which was determined and fixed. A
C-arm X-ray monitor was placed at the lateral hip side. Based
on the collected patient data, follow-up surgical planning was
made. After all plans and preparation were completed, 3 hollow
screws were inserted according to standards. The entire length
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of the hollow screws was calculated, and the mechanical arm
of the robot started to position and navigate the screw. After
the position was confirmed, the hollow screw was inserted.
Finally, C-arm fluoroscopy was used again to confirm the
location, and the wound was sutured after confirmation. Both
groups of patients underwent routine anti-infective treatment,
with the follow-up time set at 6 months.

Statistical Analysis
SPSS 25.0 software was used for statistical analysis of the data.
The categorical variables are presented as frequencies and
percentages. Continuous variables are described using mean
and SD. We used t tests when the data were normally distributed
(Shapiro-Wilk test). A chi-squared test or Fisher exact test was
performed to compare the proportions of categorical variables.
A 2-sided α was considered statistically significant when less
than .05.

Results

Comparison of the General Characteristics of Patients
Between the Groups
In the control group, the patient age range was 29-67 years, and
the mean (SD) age was 51.33 years (4.30 years). The disease
course was 3-17 days, and the mean (SD) disease course was

6.83 days (3.91 days). There were 14 men and 7 women. The
causes of injury were described as the following: 10 cases of
car accidents, 6 cases of falls, and 5 cases of sports. There were
4 Garden II cases, 12 Garden III cases, and 5 Garden IV cases
according to the Garden classification.

In the study group, patients were 31-68 years old, with a mean
(SD) age of 51.86 years (4.89 years). The clinical course of
disease was 2-19 days, with a mean (SD) course of 6.67 days
(3.68 days). There were 12 male patients and 9 female patients.
The causes of injury were stated as the following: 9 cases of
car accidents, 8 cases of falls, and 4 cases of sports. There were
5 Garden II cases, 13 Garden III cases, and 3 Garden IV cases
according to the Garden classification. The general difference
in the clinical data between these 2 groups was not statistically
significant (P>.05).

Comparison of the General Surgical Characteristics
of the Operation Between the Groups
The duration of surgery was shorter, there was less use of
intraoperative fluoroscopy, and there were fewer drilled holes
in the study group than in the control group (all, P<.001). The
difference in the amount of intraoperative bleeding between the
2 groups was not statistically significant (P=.33). Details can
be seen in Table 1.

Table 1. Comparison of the general surgical characteristics of the operation between the 2 groups of patients.

P valuet testaStudy group (n=21)Control group (n=21)Characteristics

<.0016.17164.12 (10.86)88.29 (14.29)Operation duration (minutes), mean (SD)

<.0019.09812.20 (2.11)19.86 (3.29)Frequency of intraoperative fluoroscopy, n

.330.98974.51 (7.48)76.92 (8.29)Intraoperative blood loss (mL), mean (SD)

<.0017.3155.52 (1.43)10.71 (2.92)Frequency of intraoperative drilling, n

adegrees of freedom: 40.

Comparison of the Excellent and Good Ratings of
Treatment Between the Groups
The Harris score of the study group was significantly higher
than that of the control group (P=.045), and 19 of the 21 patients

(90%) in the study group had excellent or good ratings, which
was significantly higher than the number in the control group
(12/21, 57%; P=.014). Details can be seen in Table 2.

Table 2. Comparison of the excellent and good ratings of the treatment between the 2 groups of patients.

P valueComparisonStudy group (n=21)Control group (n=21)Ratings

.045t40=2.06094.24 (7.52)88.86 (9.24)Harris score, mean (SD)

.005χ1=8.00513 (62)4 (19)Excellent, n (%)

.51χ1=0.4296 (29)8 (38)Good, n (%)

.13χ1=2.2632 (10)7 (33)Average, n (%)

.47χ1=0.5250 (0)2 (10)Poor, n (%)

.01χ1=6.03519 (90)12 (57)Excellent and good, n (%)

Comparison of the Fracture Healing Rates Between
the Groups
The fracture healing rate in the study group was 100% (21/21),
and in the control group, it was 86% (18/21); the difference was

not statistically significant (P=.23). There was no internal
fixation loosening, fracture displacement or necrosis, infection,
or other complication in the study group. However, 3 patients
in the control group had internal fixation loosening. Finally, the
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fracture healing time of the study group was significantly shorter than that of the control group (P=.001; Table 3).

Table 3. Comparison of fracture healing rates between the 2 groups of patients.

P valueComparisonStudy group (n=21)Control group (n=21)Fracture healing

.23χ1=1.43621 (100)18 (86)Healed cases, n (%)

.001t40=3.6053.98 (0.33)4.45 (0.48)Healing duration (months), mean (SD)

Typical Cases
There was a 49-year-old male patient in the study group with
a fracture of the right femoral neck. He was treated with
robot-assisted percutaneous cannulated screw internal fixation.
Before the surgery, the treatment model for the femoral neck
fracture was established. After anatomical reduction, the robot
was placed in a suitable position to complete the preliminary
positioning. The C-arm X-ray machine was used to obtain the
intraoperative fluoroscopy image containing the robot
positioning mark points and transmit it to the host workstation
for registration calculation. According to the images collected
during the operation, the screw path planning was carried out
in the master control system planning software based on the
typical marking points and bony landmarks. The path of the
femoral neck screw channel was confirmed by anteroposterior
and lateral biplane images, which are displayed in Figure 1A
and Figure 1B. The safety of operation and best mechanical
distribution of the screws should be considered when designing
the operation. The bony boundary between the upper cortex of
the femoral neck and under the femoral moment and the

relationship between the screw and fracture line were confirmed
by the anteroposterior image of the femoral neck screw. The
relationship between the internal and external boundary of the
femoral neck bone cortex and the relationship between the screw
and femoral neck anteversion were confirmed on the femoral
neck screw lateral image, and the screw length was adjusted
according to the apex distance. After confirming the accurate
path, the guide needle was drilled into the bony channel through
the sleeve under fluoroscopy monitoring (Figure 1C). After
confirming the position of the guide pin through fluoroscopy,
hollow screws were used for internal fixation (Figure 1D). After
the operation, X-ray observation was performed on the fixation
(Figure 2B). The lateral image, as shown in Figure 1A and
Figure 1D, was compared between the postoperative
fluoroscopic anteroposterior view and preoperative planning of
the surgical path, which showed that there was no deviation
from the planned path. The comparison between the preoperative
robot planning and postoperative perspective positive position
comparison is shown in Figure 1A and Figure 1D. After the
operation, the typical patient healed in 3 months.
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Figure 1. Application of robot positioning for cannulated screw internal fixation in the treatment of femoral neck fracture, with preoperative planning
by the orthopedic surgery robot for the (A) anterioposterior femoral neck and (B) lateral femoral neck view. (C) Intraoperative fluoroscopy-assisted
guiding of the needles and (D) postoperative radiograph after cannulated screw femoral fixation.

Figure 2. Radiograph of the femoral neck after the surgery: (A) preoperative (B) postoperative, (C) 3 months postoperative, (D) 1 year postoperative.
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Discussion

In the surgical treatment of femoral neck fractures, to ensure
the success of the anatomical reduction of the fracture site, the
key is using cannulated screws for internal fixation, which is
currently followed in clinical practice. Choosing the appropriate
implantation site and implantation depth are the key
considerations during the procedure [13-15]. In conventional
surgery, C-arm fluoroscopy is used to observe the patient’s
fracture reduction and make adjustments whenever necessary.
Due to human vision and operation errors, it is often necessary
to adjust the patient multiple times, which affects the outcome
of the surgery [16,17]. With the continuous development of
computer technology, robot-assisted positioning treatment has
been widely used in surgical operations. By integrating patient
imaging data, the robot can establish a more reasonable
treatment model and navigate clinical operations to improve
the accuracy of surgical treatment [18]. The purpose of this
study was to explore the therapeutic effect and prognostic value
of the application of robotic positioning in patients with femoral
neck fractures during percutaneous cannulated screw internal
fixation through comparative analysis.

Principal Findings
The results showed that the study group had shorter surgery
lengths, less use of intraoperative fluoroscopy, and fewer drilled
holes than the control group (all, P<.001). The robot-assisted
internal fixation surgery was more efficient, was safer, and had
less radiation damage to the patients. As an orthopedic surgery
robot is a computer-assisted system designed with capabilities
to carry out orthopedic surgery, it can accurately analyze
patient’s imaging data and establish a corresponding treatment
model and surgical requirements according to the characteristics
of the femoral neck fractures, according to the fracture situation
and femoral data of the different patients. When the surgeon
implants the cannulated screws, he or she can perform surgical
treatment according to the optimal model designed by the robot
[19,20], avoiding position deviation caused by the inevitable
hand instability during the operation and reducing the necessity
for redrilling and replanting. It also reduces the risk of extra
fluoroscopy exposure for the patient, reduces radiation damage
to the human body, and improves the safety of surgery.

The Harris score of the study group was significantly higher
than that of the control group (P<.05), and the number of
patients in the study group with an excellent or good rating

(19/21, 90%) was significantly higher than in the control group
(P<.05). In the evaluation of the surgical effect after the surgery,
patients with robot-assisted treatment also showed obvious
advantages. Conventional surgery inevitably produces errors
due to human visual judgment, and it is difficult to guarantee
the absolute accuracy of screw implantation [21,22]. Through
robot-assisted surgery, the effect of screw implantation may be
significantly improved, remarkably improving the patient’s
postoperative recovery of hip joint function. The surgical effect
may be significantly improved, and postoperative pain caused
by inadequate surgical treatment may be reduced. Postoperative
deformity and other complications may also be largely avoided.

At the same time, the follow-up results showed that the rate of
fracture healing in the study group (21/21, 100%) was slightly
higher than that in the control group. There were no
complications such as loosening of internal fixation, fracture
displacement, necrosis, or infection in the study group. The
fracture healing time of the study group was significantly shorter
than that in the control group (P<.05). In conventional treatment,
the recovery of femoral neck fractures cannot reach completely
ideal conditions. Some patients are prone to serious
complications such as femoral head necrosis due to anatomical
reduction, and serious cases may lead to the death of patients
[22-24]. The robot-assisted system has ideal performance in the
treatment of femoral neck fractures. While surgery requires high
reduction, the robot-assisted system can provide accurate
navigation capabilities, so that patients can avoid secondary
needle placement during surgery. Safety and accuracy of surgical
operations are significantly improved, while the radiation-related
damage to the body is reduced, improving the natural recovery
ability of the human body, so that the recovery time of the
patient is shortened and the recovery rate is significantly
improved.

Conclusions
In summary, the use of orthopedic surgical robots for auxiliary
treatment of femoral neck fractures with percutaneous
cannulated screw fixation can effectively improve the efficiency
of drilling and fixation, help to shorten the duration of surgery,
reduce radiation damage to patients, and improve the safety of
surgery. The femoral reduction effect is significantly improved,
and patients achieve more remarkable treatment outcomes. At
the same time, the use of robot-assisted surgery can shorten the
recovery time of patients after surgery, improve the healing rate
of fractures, and improve patients’ prognosis.
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Abstract

Background: Clinical terms mentioned in clinical text are often not in their standardized forms as listed in clinical terminologies
because of linguistic and stylistic variations. However, many automated downstream applications require clinical terms mapped
to their corresponding concepts in clinical terminologies, thus necessitating the task of clinical term normalization.

Objective: In this paper, a system for clinical term normalization is presented that utilizes edit patterns to convert clinical terms
into their normalized forms.

Methods: The edit patterns are automatically learned from the Unified Medical Language System (UMLS) Metathesaurus as
well as from the given training data. The edit patterns are generalized sequences of edits that are derived from edit distance
computations. The edit patterns are both character based as well as word based and are learned separately for different semantic
types. In addition to these edit patterns, the system also normalizes clinical terms through the subconcepts mentioned within
them.

Results: The system was evaluated as part of the 2019 n2c2 Track 3 shared task of clinical term normalization. It obtained
80.79% accuracy on the standard test data. This paper includes ablation studies to evaluate the contributions of different components
of the system. A challenging part of the task was disambiguation when a clinical term could be normalized to multiple concepts.

Conclusions: The learned edit patterns led the system to perform well on the normalization task. Given that the system is based
on patterns, it is human interpretable and is also capable of giving insights about common variations of clinical terms mentioned
in clinical text that are different from their standardized forms.

(JMIR Med Inform 2021;9(1):e23104)   doi:10.2196/23104

KEYWORDS

clinical term normalization; edit distance; machine learning; natural language processing

Introduction

Clinical terms mentioned in clinical notes are not always in
their standard forms as listed in standardized terminologies or
ontologies. The use of synonymous words, abbreviations,
syntactic variations, morphological alternations, and spelling
variations are some common reasons clinical terms may be
mentioned differently in clinical notes [1]. For example, a
clinical note may mention “diffuse inflammatory reaction”, but
a standard terminology resource such as Unified Medical
Language System (UMLS) [2] may list the same clinical concept

as “diffuse inflammation” or “inflammation diffuse”. As another
example, a clinical note may mention “allergy to ferrous
sulphate”, but the terminology may mention “allergy to ferrous
sulfate”. Although a resource such as UMLS includes many
synonyms for clinical terms, it does not exhaustively cover
them. For example, neither of the 2 example mentions is listed
in UMLS. In addition to the type of variations indicated earlier,
mentions of clinical terms in clinical notes may have variations
because of the writing conventions, or style of the medical center
or simply because of typographical errors.
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It is important, however, to map clinical terms mentioned in
clinical notes to their corresponding concepts in a standard
terminology for automated downstream applications, such as
coding, biosurveillance, or clinical decision support, as well as
for enabling portability of information across different medical
centers. This task of mapping a clinical term mention to a
standard terminology is called clinical term normalization. It is
not trivial to automate this task because of all the possible
variations of clinical terms mentioned earlier. For example, we
found that in the test data set of the Medical Concept
Normalization (MCN) corpus [3], only 62.37% of clinical terms
matched exactly to the clinical terms listed in UMLS. There
have been several approaches developed to automatically
normalize clinical terms. Some of them use string-matching
rules or approximations [4,5]. Other approaches cast clinical
term normalization as an information retrieval [6] task and
match clinical terms based on measures such as cosine similarity
between their words [7,8]. More recently, machine learning
methods have been employed for the clinical term normalization
task [9,10], including deep learning–based methods [11-13].
Machine learning–based approaches for normalization have
been shown to be more robust and accurate.

Previously, most clinical term normalization systems were
evaluated on the benchmark data set of SemEval 2014 Task 7
[14], which had been previously used for the shared task of
ShARe/CLEF eHealth Evaluation Lab 2013 [15]. However,
this data set was designed for the combined task of information
extraction [16] and clinical term normalization. In addition, it
was restricted to clinical terms of only “disease and disorder”
semantic type. Recently, a new corpus, called MCN [3], was
created exclusively for the clinical term normalization task,
which also includes clinical terms of other semantic types. This
corpus was provided as the data set for 2019 n2c2 Track 3 [17],
a shared task for clinical term normalization. In this paper, we
describe our system that we had submitted for this shared task.
This system is based on our earlier work [9,18] in which edit
patterns to normalize clinical terms were automatically learned
from the synonyms from UMLS. In this study, we extended
that approach to also learn word-based edit patterns in addition
to character-based edit patterns. We also extended it to learn
patterns from the training data besides learning from UMLS.
Previously, the approach had been evaluated only for the
“disease and disorder” semantic type using the SemEval 2014
Task 7 data set. In this study, we evaluated it on other semantic
types using the MCN data set. Besides the learned edit
pattern–based component, our system includes a new subconcept
matching–based component for normalization. Our system also
includes a disambiguation component to choose the best concept
for normalization in case there are multiple potential concepts.

Our system, UWM, achieved an accuracy of 80.79% on the test
data set of the MCN corpus, which ranked sixth among the 33
system submissions and was behind by only 1.15% (absolute)
to the second ranked system (81.94%) and was well above the
mean (74.26%) and the median (77.33%) of all the participating
systems [17]. The top system scored 85.26% and used a massive
end-to-end deep learning architecture. An advantage of our
method, however, is that because it is pattern based, it is easy
to interpret how the system does normalization and it also

provides insights into common variational patterns found in
clinical terms. It also does not require heavy computational
resources that are typically required for deep learning–based
methods.

The objectives of this study are (1) to develop a clinical term
normalization system using edit patterns learned automatically
from synonyms of clinical terms and improve it further through
subconcept matching and (2) to evaluate the system and its
components on the MCN data set of clinical term normalization.

Methods

This section describes our system for clinical term normalization
and the data set used for its evaluation.

Data Set
We used the MCN corpus [3], which was provided to the
participants of the 2019 n2c2 Track 3 shared task. This data set
consists of 100 discharge summaries, which is a subset of the
clinical notes that were originally used for the fourth i2b2/VA
shared task [19] and has now become a benchmark data set for
clinical named entity recognition. These clinical notes were
obtained from the Partners HealthCare and Beth Israel
Deaconess Medical Center. In the MCN corpus of 100 discharge
summaries, the spans of the concept mentions were manually
annotated with their concept unique identifiers (CUIs) from
UMLS (2017 AB version). The CUIs were restricted only to
the 2 vocabularies of SNOMED CT (US version) and RxNorm
(for medications), as present in the UMLS Metathesaurus. The
concepts were medical problems, treatments, and tests. The data
set was divided into training and test sets, each with 50 discharge
summaries; the training data set had 6684 mentions, and the
test data set had 6925 mentions. There were a total of 3792
unique CUIs. For the normalization task, the character spans of
the mentions in the discharge summaries were provided, and
the systems were required to identify their CUIs.

A few guidelines that were used for the annotation process of
this data set are worth mentioning. If a mention span could not
be mapped to any CUI, the annotators assigned multiple CUIs
to that mention whenever possible. For example, “left breast
biopsy” could not be normalized to any existing concept in
SNOMED CT; hence, the annotators instead annotated “left”
and “breast biopsy” to their respective 2 CUIs by identifying
the largest span that could be normalized [3]. For the
normalization task, the character spans of “left” and “breast
biopsy” were separately provided to be normalized
independently. Ties were resolved during the adjudication stage
for consistency; for example, alternatively, one could have
annotated “left breast” and “biopsy”. Theoretically as well as
ideally, one could convert such compositional mentions into
their postcoordinated concepts in SNOMED CT [20,21], but
this was not done for this data set. The mentions for which the
above compositional concept annotation strategy did not help
were annotated as CUI-less. There were 2.70% (368/13,609)
CUI-less mentions in the entire corpus.

A mention could be over multiple spans, which was indicated
in the data set through multiple character spans but was assigned
a single CUI. For example, for the mention “left atrium is
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moderately dilated”, there will be two separate character
spans—one for “left atrium” and one for “dilated”—and hence
the clinical term to be normalized will be “left atrium dilated”
that will be assigned a single CUI, given that the concept exists
in SNOMED CT.

We want to point out that although the MCN corpus as well as
the 2019 n2c2 task has been called “concept normalization”,
the task is, in fact, “term normalization” because the terms are
being normalized and not the concepts. In the context of
SNOMED CT, concept normalization means normalizing a
concept to its standard form in SNOMED CT [22]. In SNOMED
CT, a concept is represented in terms of its relations with other
concepts, and there is often more than one way to represent a
concept. Thus, concept normalization is a task in which a
SNOMED CT concept is represented in terms of its relations

in a standardized, unique way [23]. Concept normalization is,
in fact, independent of any clinical term used to express the
concept. On the other hand, term normalization means
normalizing a clinical term to its standardized form in a
terminology. Hence, in this paper, we will call the task “clinical
term normalization” instead of “clinical concept normalization”.

Clinical Term Normalization System
Given a mention of a clinical term in a clinical text, the task of
clinical term normalization is to map it to its corresponding
concept in the terminologies of SNOMED CT or RxNorm by
assigning it the UMLS CUI or assigning it CUI-less if there is
no such corresponding concept in the terminologies. This section
describes our system for clinical term normalization. Figure 1
gives an overview of this system.

Figure 1. Overview of the clinical term normalization system. CUI: concept unique identifier; UMLS: Unified Medical Language System.

Preprocessing
An input clinical term is first lowercased because our entire
system works only with lowercased characters. Next, some
common words are removed which were known to have been
included in the mention spans because of the i2b2 complete
noun/adjective phrase annotation policy [19]. These common
words included “a”, “an”, “the”, “his”, “her”, “patient”,
“patient’s”, any”, “your”, “this”, “that”, and “these”. In addition,
characters “’s”, “’d”, “-”, “’”, “>”, and “<” were also removed
from the mentions.

Exact Matching
Most mentions of clinical terms found in clinical text often
exactly match the clinical terms already listed in UMLS. In
addition, many clinical terms in the test data of the MCN corpus
are common enough that they have already been mentioned and
annotated in its training data. Hence, as a first step, our system
tries to exactly match the input clinical term with the already
annotated terms in the MCN training data as well as in UMLS.
To match in UMLS, all the English language synonyms of the
concepts that are present in SNOMED CT and RxNorm are

checked for equality match. In the implementation, this is done
efficiently using a hash table. In the Results section, we report
the accuracy of exact matching in only the training data, in only
UMLS, and together in both of these.

Although exact matching seems straightforward and one would
expect it to always lead to the correct answer, sometimes the
same clinical term exactly matches with more than one concept.
For example, “atrial fibrillation” is listed as a term for a “disease
and syndrome” concept with CUI C0004238, and it is also listed
as a term for “laboratory result or test” concept with CUI
C0344434. The latter is in the sense of a finding of
electrocardiogram. Hence, the exact matching process would
match both the concepts, thus leading to 2 possible CUIs as
output. This type of ambiguity of multiple possible output CUIs
commonly occurred in this data set, not just in the exact
matching step but also in the subsequent steps of the system.
Hence, we included a disambiguation component in our system
that is described later.

Automatically Learned Edit Patterns
If the input clinical term does not exactly match either in the
training data or in UMLS, then our system tries to normalize it
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by editing it based on the common patterns of variations of
clinical terms that are learned automatically from known
synonyms of clinical terms. This method for normalization was
introduced in our previous work [9], in which it was tested only
for the clinical terms of “disease and disorder” semantic type
for the SemEval 2014 Task 7 data set [14]. For 2019 n2c2 Track
3, we adapted this method in 3 ways—first, in addition to
“disease and disorder” semantic type, now it also learns patterns
for all other remaining semantic types present in these data;
second, in addition to character-based patterns, now it also learns
word-based patterns; and third, in addition to UMLS, now it
also learns patterns from the training data to learn variations
that are specific to the given corpus. In the following section,
we describe this method and the adaptations.

Edit Patterns
This method is based on the observation that often the clinical
terms expressed in clinical notes have common variations from
their mentions in standard terminologies; for example, they may
not mention “nos” (not specified) at the end, they may mention
“neoplasm” instead of “tumor”, or they may have an extra “s”
for plural, or have a spelling variation such as “tumour” instead
of “tumor”, etc. Often, exact matching fails because of such
variations. The method is designed to automatically learn such
common variations from the synonyms of clinical terms from
a resource such as UMLS. Given a list of clinical terms and
their synonyms, for every pair of synonyms, the method
computes the Levenshtein edit distance [24] between them,
which is the minimum number of edit operations of insertions,
deletions, and substitutions that will convert one term into
another. For example, converting “glycemic” to “glycemias”
requires minimum of 2 edits—insert “a” after “i” and substitute
“s” for “c”. It is not the edit distance but the sequence of edits
that is important for our method. The sequence of edits can also
be obtained through the Levenshtein edit distance computation.
We call the sequence of edits along with the characters that

remain unchanged as an edit pattern. For example, the edit
pattern that changes “glycemic” to “glycemias” will be “BEGIN
SAME g SAME l SAME y SAME e SAME m SAME i INSERT
a SUBSTITUTE c|s END”. The pattern essentially says, “keep
the characters same till ‘i’ then insert ‘a’ and substitute ‘s’ for
‘c’”. The “BEGIN” and “END” signify that the edit pattern is
applied from the beginning of the term and ends at the end of
the term. However, this edit pattern can only convert “glycemic”
to “glycemias” that were already known to be synonyms and
hence is not useful unless it is generalized to match other clinical
terms. The method next generalizes the edit patterns.

Generalization of Edit Patterns
Given 2 edit patterns, their generalization is defined as the
longest contiguous common pattern that includes all the edit
operations. Thus, the generalization process generalizes over
“SAME”, “BEGIN”, and “END” symbols. For example, given
the edit pattern from the previous paragraph and the edit pattern
“SAME a SAME n SAME e SAME m SAME i INSERT a
SUBSTITUTE c|s END”, which converts anemic to anemias,
the generalization will be the pattern “SAME e SAME m SAME
i INSERT a SUBSTITUTE c|s END”, which says, “if ‘emic’
is at the end of a clinical term then convert it to ‘emias’”. This
is shown in the top part of Figure 2. This generalized pattern
can now apply to other clinical terms, for example, it can convert
“ishemic” to “ishemias”. However, it will not convert
“arrhythmic” to “arrhythmias” because the pattern expects an
“e” before “mic”. The generalized patterns can be further
generalized with other patterns using the same process of
determining the longest contiguous common pattern. For
example, once further generalized with “SAME t SAME h
SAME m SAME i INSERT a SUBSTITUTE c|s END”, the new
further generalized pattern will be “SAME m SAME i INSERT
a SUBSTITUTE c|s END”, which will convert arrhythmic to
arrhythmias. This is illustrated in Figure 2.

Figure 2. An illustrative example of how the method generalizes edit patterns by finding the longest contiguous common pattern that includes all the
edit operations. In this example, it learns the edit pattern to convert clinical terms ending with “mic” to “mias”.
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However, thus continuing to generalize will lead to overly
general edit patterns, such as “SUBSTITUTE c|s” that says,
“change every ‘c’ to ‘s’” that can change the meaning of a
clinical term. Hence, there needs to be a way to gauge how good
an edit pattern is and whether it is useful or overly general. In
our method, this is done by counting the number of positives
and negatives corresponding to every edit pattern. To compute
these, the edit pattern is applied to the given list of clinical terms
and their synonyms (eg, from UMLS). The number of times a
clinical term is converted into one of its synonyms is counted
as the number of positives. On the other hand, the number of
times a clinical term is converted into another clinical term that
is not its synonym (eg, a different concept in UMLS) is counted
as the number of negatives. If the converted term is not a clinical
term or it does not match in the list of clinical terms, then it is
not included in the count of either positives or negatives. After
computing the number of positives (p) and negatives (n), a score
of p/(p+n+1) is assigned to the edit pattern, which is a simple
form of m-estimate formula [25]. This score captures how
accurate and how broadly applicable an edit pattern is in
converting a clinical term into its synonym. Adding one in the
denominator ensures that a pattern with a higher p will have a
higher score even when n is zero. The patterns that are overly
general will have a low score because they will have a high
value of n. Good patterns will have a very high p value but a
very low n value. Its score is used as the confidence of a learned
edit pattern for normalizing a clinical term. We used a high
threshold of 0.9 for the score, and only edit patterns with scores
higher than 0.9 were included in the normalization system. We
found through cross-validation within the training data that the
method was not very sensitive to this threshold value, but it
needed to be high for a good performance. An efficient
algorithm to generate edit patterns using the method described
above is given in a study by Kate [9].

We point out that the method to obtain edit patterns described
earlier will always also generate a reverse pattern for each

pattern. For example, if it generates a pattern to insert “s” in the
end, then it will also generate a pattern to delete “s” in the end.
This is because the synonyms are not considered in any order
when generating the edit patterns; hence, each pair will be
considered in both directions—generate the second from the
first and generate the first from the second. As a result, the
reverse of every edit pattern is also generated.

Applying Edit Patterns for Normalization
Given an input clinical term, an edit pattern is applied as follows.
First, the system checks if the edit pattern matches the clinical
term, that is, the clinical term is consistent with the presence of
all the “SAME”, “SUBSTITUTE”, and “DELETE” characters
as well as with the “BEGIN” and “END” symbols. For example,
the edit pattern “SAME m SAME i INSERT a SUBSTITUTE
c|s END” matches the clinical term “arrhythmic” because it has
“mic” in the end. This is illustrated in Figure 3. If the edit pattern
matches, then all its edit operations are applied at the matched
location (in case an edit pattern matches at multiple locations
within the clinical term, then each case is treated separately,
although this rarely happens for a good edit pattern). In the
previous example, “mic” will be changed to “mias”, hence
converting the original clinical term “arrhythmic” to
“arrhythmias”. Next, the system checks whether the resulting
term is present in UMLS (or in its relevant portion, eg, within
concepts of SNOMED CT and RxNorm) as one of the synonyms
of the concepts. If so, the CUI of the corresponding concept is
returned as the output of normalization. If the resulting clinical
term does not match any synonym in UMLS, then the system
moves on to match the next edit pattern. If multiple edit patterns
match the clinical term, then all the corresponding CUIs are
returned as the output; out of these, the best CUI is later selected
by the disambiguation component. Given that our system only
retains the edit patterns that have high scores, all the CUIs
obtained by them are good potential candidates.

Figure 3. An illustration of how the edit pattern “SAME m SAME i INSERT a SUBSTITUTE c|s END” converts the clinical term “arrhythmic” to
“arrhythmias”.

It should be noted that in this method, edit distance computation
is used to generate edit patterns and not simply to find the closest
term by edit distance because a close term by edit distance could
often mean an entirely different concept. For example, the edit
distance between “typical angina” and “atypical angina” is only
one, yet the 2 clinical terms refer to 2 very different and, in fact,
exactly opposite concepts. On the other hand, the edit distance
between “cardiac sarcoidosis” and “heart sarcoid disease” is
12, yet they are synonyms. In our method, the edit pattern of

“BEGIN INSERT a”, which inserts “a” in the beginning, will
have many negatives and hence will receive a poor score. On
the other hand, the edit pattern that changes “cardiac” to “heart”
removes “osis” and adds “disease” will have many positives
and very few or no negatives and hence will receive a high
score. This shows that our method does not really depend on
edit distance but only uses edit distance computation to generate
edit patterns that are then generalized and judged for their
goodness based on their numbers of positives and negatives.
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Character-Based and Word-Based Edit Patterns
We described the method of learning edit patterns using
examples in which characters were inserted, deleted, and
substituted. However, sometimes, variations in clinical terms
are simply due to the use of different words, such as “heart”
instead of “cardiac”. Although these edits can also be expressed
in terms of edits of characters, the generalization process over
multiple patterns may lose such a pattern. Hence, in addition to
character-based patterns, our method also directly learns
word-based patterns such as “SUBSTITUTE cardiac|heart”.
The method works in exactly the same way as described earlier,
except that words instead of characters are treated as units of
edits. In our method, words are tokens separated by whitespaces.
In our results, we show the contribution of both types of patterns.

Edit Patterns From UMLS for Different Semantic Types
The clinical terms of different semantic types often exhibit
different variations. For example, substituting “assay” for
“measurement” is very common in clinical terms of “laboratory
procedure” semantic type, whereas substituting “subcutaneous”
for “intradermal” is very common in clinical terms of “clinical

drug” semantic type. Hence, to capture such patterns efficiently,
we applied our method of learning patterns separately to each
of the 35 different semantic types of UMLS, which were the
major semantic types of the clinical terms present in the MCN
data set determined using its training set. For example, the top
5 semantic types in the training set were “disease or syndrome”,
“pharmacologic substance”, “laboratory procedure”, “finding”,
and “therapeutic or preventive procedure”. For each of the 35
semantic types, the method considers the concepts of that
semantic type in UMLS and their listed synonyms and generates
edit patterns. The patterns are both character based and word
based, which are separately generated. We found that a
maximum of 5000 concepts for each semantic type were
sufficient to generate good patterns. Using more concepts did
not help because the common variational patterns are easily
learned from within that many concepts, and adding more
concepts would only lead to additional learning of rare patterns
that would not apply in the test set. Table 1 shows a few
illustrative examples of learned edit patterns for 4 different
semantic types. As the semantic types of test clinical terms are
not given in the data set, edit patterns of all the semantic types
are applied during normalization.

Table 1. Illustrative examples of edit patterns automatically learned from UMLS for a few semantic types and automatically learned from the training
data. The first 4 and the last 2 edit patterns are word-based, whereas the remaining 4 edit patterns are character-based. The number of positives and
negatives of each pattern are also shown.

CommentNegativesPositivesLearned edit pattern

Clinical drug

Change “intradermal” to “subcutaneous”0133SUBSTITUTE intradermal|subcutaneous

Change “oral tablet” to “tab”026DELETE oral SUBSTITUTE tablet|tab

Diagnostic procedure

Spelling variation041SUBSTITUTE fibreoptic|fiberoptic

Change “magnetic resonance imaging of
both” to “mri of bilateral”

023DELETE magnetic DELETE resonance SUBSTITUTE imaging|mri
SAME of SUBSTITUTE both|bilateral

Laboratory procedure

Change “kocyte” to “cocyte”054SUBSTITUTE k|c SAME o SAME c SAME y SAME t SAME e

Change “haemo” to “hemo” at the begin-
ning of the clinical term

052BEGIN SAME h DELETE a SAME e SAME m SAME o

Neoplastic process

Example: “tumor of”→“tumour of”21148INSERT u SAME r SAME _space_

Delete “s” if the clinical term ends with
“arcinomas”

026SAME a SAME r SAME c SAME i SAME n SAME o SAME m SAME
a DELETE s END

Training data

Change “obs” to “finding”05SUBSTITUTE obs|finding

Change “o/e” to “on examination”013INSERT on SUBSTITUTE o/e|examination

Edit Patterns From Training Data
The edit patterns learned from UMLS, as just described, capture
the common universal patterns of variations in clinical terms.
However, there are often patterns of variations in clinical terms
that are unique to the genre of clinical notes or to the particular
medical center from where the clinical notes were obtained. To
learn these variational patterns, our method is also applied to
the supplied training data of the MCN data set. To do this, the

mentions of the clinical terms in the training data are added as
additional synonyms of the UMLS concepts they were
normalized to. These concepts (total 2311 unique) along with
additional 3000 random UMLS concepts to drive the
generalization process were used to learn edit patterns by the
process described previously. In this case, we did not distinguish
between different semantic types because there were not
sufficient examples of each semantic type in the training data
for the learning process. In the results, we separately evaluate
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the contribution of the edit patterns obtained from the training
data. The last 2 rows of Table 1 show 2 illustrative edit patterns
learned from the training data.

Of all the edit patterns thus obtained, only those with a score
above the 0.9 threshold were retained as mentioned earlier.
These were a total of 63,726 character-based and 22,832
word-based patterns. For a given input clinical term, each of
the patterns is then applied as described earlier. If more than
one CUI is obtained through this process, then the
disambiguation component of the system (described later) is
used to select the best CUI to output.

Subconcept Matching
In case neither exact matching nor learned edit patterns could
normalize a clinical term, then our system tries to normalize it
using the subconcepts present in it. First, the method determines
all the subconcepts present in the clinical term. This is done by
considering all the subterms of the clinical term, which are all
the contiguous word subsequences in the clinical term (ie, all
n-grams), including of length one (ie, individual words). For
each subterm, the method then checks if it matches in UMLS.
The matched concepts are deemed to be the subconcepts of the
clinical term and are represented in terms of their CUIs. For
example, for the clinical term “nasal o2”, the method will find
2 subconcepts corresponding to the subterms “nasal” (CUI:
C1522019) and “o2” (CUI: C4541402). Next, the method looks
if there is any concept in UMLS that has exactly these
subconcepts present. The subconcepts of a concept in UMLS
are determined by finding the union of the subconcepts in each
of its listed clinical terms in the same way by considering all
its subterms. The UMLS concept of “oxygen administration by
nasal cannula” has exactly the same 2 subconcepts
corresponding to the subterms “nasal” (CUI: C1522019) and
“oxygen” (CUI: C4541402). Hence, the clinical term “nasal
o2” will be normalized to the UMLS concept of “oxygen
administration by nasal cannula”. Note that in this case, exact
matching would not have worked, and it is unlikely that an edit
pattern would have captured this variation because it is not very
common. Additionally, note that the method overlooks other
subterms such as “administration by” and “cannula”, which do
not correspond to any concepts in UMLS. If the clinical term
cannot be normalized even after this method is applied, then
the system outputs CUI-less.

Please note that this method is not the same as simple subterm
matching, otherwise “o2” will not match “oxygen”. Instead,
this method performs subconcept matching, which automatically
considers the synonyms through the CUIs. One complication
in this approach is that there could be multiple subconcepts (ie,
multiple CUIs) corresponding to a subterm. For example, “o2”
in addition to matching the concept with CUI C0030054 (the
element oxygen) also matches the concept with CUI C4541402
(a military officer position). Hence, in our method, at least one
match between the 2 sets of CUIs is deemed as a match of
subconcept. In the abovementioned example, “oxygen” matches
the CUI C0030054 (although it does not match the CUI
C4541402), and hence, there is a match of the subconcept.

Disambiguation
Each of the 3 normalization components described
previously—exact matching, learned edit patterns, and
subconcept matching—can lead to normalization to multiple
concepts in UMLS. However, the normalization task, as set up
for the MCN data set, is expected to output only one concept.
Hence, the normalization system needs to disambiguate the
concept whenever a clinical term is normalized to multiple
concepts. We built a disambiguation component in our system,
which is based on patterns of semantic types of the concepts to
be disambiguated. We observed that it was often the case that
when a clinical term was normalized to multiple concepts of a
few semantic types, then the correct concept was frequently of
one particular semantic type among them. Hence, we developed
a method to automatically learn such rules from the training
data. For all the clinical terms in the training data for which the
system normalizes to multiple CUIs, it considers all
combinations of different semantic types of those sets of CUIs.
It then determines the combinations out of these for which the
correct CUI is always of a particular semantic type. For example,
it learned that whenever the multiple CUIs have semantic types
of “finding”, “health care activity”, and “organism function”,
the semantic type of the correct CUI was always “health care
activity”. A total of 56 such patterns were automatically learned
and were used during testing to resolve ambiguities. In case the
ambiguity could not be resolved (ie, none of the patterns
matched), then the first matched concept (effectively random)
was output by default.

Results

We experimentally evaluated the contributions of various
components of our system on the task of clinical term
normalization. All the results were obtained on the test data of
the MCN corpus as provided for the 2019 n2c2 Track 3. As in
the shared task, the performance was measured in terms of
accuracy, that is, percentage of clinical terms that were
normalized correctly—either to the correct CUI or correctly to
CUI-less. There were a total of 6925 clinical terms to be
normalized in the test data, of which 217 (3.13%) were CUI-less.
In the following, we first show all the results obtained while
using the disambiguation component. We later show how the
results are affected if this component is not used.

Table 2 shows the results for the first component of our system
that does exact matching. It achieved an accuracy of 76%. This
shows that a large number of clinical terms can be normalized
simply by exact matching. The next 2 rows of Table 2 show the
contributions of exactly matching clinical terms only in the
training data and only in UMLS. A large drop in accuracy can
be seen in both cases. This shows that both the resources greatly
contribute toward the combined accuracy and that neither is
sufficient on its own to achieve good accuracy. Among the 2
resources, UMLS was found to be more important. However,
it is clear that there are sufficient variations in clinical terms
that are specific to this corpus and not present in UMLS. This
could also be partly because of the conventions adopted by the
creators of the MCN corpus for marking mentions in the clinical
notes.
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Table 2. Performance evaluation on the clinical term normalization task using only exact matching.

Accuracy (%)System

76.00Exact matching (training data+UMLSa)

57.91Exact matching (training data only)

62.37Exact matching (UMLS only)

aUMLS: Unified Medical Language System.

In Table 3, we show the results of adding the normalization
component to the system that uses learned edit patterns. The
results when only character-based patterns and when only
word-based patterns are used are shown in the next 2 rows. In
the last 2 rows, the results are shown when the edit patterns are

learned only from UMLS and when learned from the training
data (the latter also includes some terms from UMLS as
described before). All these results include exact matching
results (with both UMLS and the training data).

Table 3. Results of the ablation study for the method using different types of learned edit patterns.

Accuracy (%)System (includes exact matching)

79.93All edit patterns

79.6Character-based edit patterns

78.28Word-based edit patterns

79.88Edit patterns from UMLSa

78.56Edit patterns from training data

aUMLS: Unified Medical Language System.

It can be observed from the table that learned edit patterns
helped in increasing the accuracy from 76% to 79.93%. This
also shows that the method of learned edit pattern generalizes
beyond “disease and disorder” semantic type, for which it was
originally developed and evaluated [9], and works for other
semantic types. From the next 2 rows of the table, one can see
that character-based patterns were more important than
word-based patterns. However, on its own, each type of pattern
also did well. This indicates that character-based patterns can
often express what word-based patterns can express and vice
versa. For example, deleting the word “nos” can also be
expressed as deleting those 3 characters; and changing characters
“mic” to “mias” can be directly expressed as changing the word
“arrhythmic” to “arrhythmias” (although its number of positives
and negatives will be different). However, character-based
patterns can exhibit better generalization in some cases; for
example, deleting “s” at the end to convert plurals to singulars
can be learned easily in a character-based pattern, but
word-based patterns will have to learn that separately for each
word.

The last 2 rows of Table 3 show how the performance changed
when patterns learned only from UMLS were used and when
patterns learned from training data were used. The results
indicate that patterns learned from training data add to the
accuracy but only marginally (from 79.88 to 79.93). The 2
illustrative edit patterns shown in the last 2 rows of Table 1
were learned only from the training data and could not be
learned from UMLS alone. However, patterns learned without
a large part of UMLS led to a larger drop in accuracy (78.56%).

The results in Table 4 show the contribution of the subconcept
matching component of the system. Each result includes the
exact matching results. Subconcept matching by itself obtains
77.79% accuracy and in combination with edit patterns, it
increases the accuracy from 79.93% to 80.79%. This shows that
this component is helpful, although not as important as edit
patterns. The accuracy of our full system was 80.79%, which
was the official accuracy of our system in the 2019 n2c2 Track
3 as evaluated and reported by the organizers.

Table 4. Results showing the impact of the subconcept matching component of the system.

Accuracy (%)System (includes exact matching)

77.79Subconcept matching

79.93Edit patterns

80.79Edit patterns+subconcept matching

In Table 5, we show the performance gain obtained by
leveraging the training data. The result shown in the first row
was obtained when training data were not used either for exact
matching or for learning edit patterns. The second row shows
the results of the full system in which training data are used for

both the purposes. It can be observed that using training data
greatly helps. This indicates that the clinical terms mentioned
in real-world clinical notes frequently differ from how they are
listed in UMLS. This could be because of linguistic variations
used in writing free text as well as because of conventions or
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the style of writing clinical notes specific to a genre or a medical
center. The large drop in accuracy was mostly because of not
doing exact matching in the training data as was already

observed in Table 2. Not learning edit patterns from the training
data reduced accuracy by only a small amount, as was previously
seen in Table 3.

Table 5. Results obtained with and without using the training data.

Accuracy (%)System

68.01Without using training data

80.79With using training data

All the results reported so far were obtained while using the
disambiguation component of the system. The difference in
performance because of this component is shown in Table 6 for
different normalization components and their combinations. It
can be observed that disambiguation consistently helps in each
case but not by a large amount. The results obtained by
incrementally adding the normalization components with and
without the disambiguation step are graphically shown in Figure
4. To determine the upper limit for the disambiguation
component, the results obtained using oracle disambiguation
are shown in the last column of Table 6. In oracle
disambiguation, the system’s normalization for a clinical term
is considered correct if any one of the multiple CUIs it outputs
is correct. One can see that the gap between accuracies of the
system’s disambiguation and oracle disambiguation is very
large (from 80.79% to 85.5%). This shows that when the system

normalizes a term to multiple CUIs, then one of them is
frequently correct, but it is not easy to determine which is the
correct one. We also found that if semantic types of all input
clinical terms are given, then the system achieves an accuracy
of 83.64% without oracle disambiguation (in this case, the
system ensures that the output CUI corresponds to the relevant
semantic type). This shows that most of the ambiguity is
between CUIs of different semantic types. For example, the
name of a substance (eg, sodium) may correspond to the concept
of the substance as well as to the concept of its measurement,
and both will be of different semantic types. Similarly, many
clinical terms could be normalized to a concept of "disease and
syndrome" semantic type as well as to a concept of "laboratory
or test result" semantic type that is used to determine that
disease.

Table 6. Performance evaluation measured in terms of percent accuracy with and without the disambiguation componenta.

Oracle disambiguationWith disambiguationWithout disambiguationSystem

78.9376.075.81Exact matching

83.6579.9379.7Edit patterns+exact matching

83.3177.7977.62Subconcept matching+exact matching

85.580.7980.56Edit patterns+subconcept matching+exact matching

aThe results of oracle disambiguation are also included in the last column for comparison.
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Figure 4. Accuracy (%) of the system on the Medical Concept Normalization data set evaluated by incrementally adding the normalization components
with and without the disambiguation step.

Discussion

Principal Findings
We experimentally found that a majority of clinical terms can
be normalized simply by exact matching in the training data
and in UMLS. Both these resources contribute significantly
when normalizing using exact matching. Beyond exact
matching, we found that there are certain patterns common
among synonymous clinical terms. These patterns are both
character based and word based. We presented a method that
learns such patterns automatically and uses them to edit clinical
terms to match their known synonyms. Finally, we found that
a few more clinical terms can be normalized by extracting their
subconcepts and then matching these subconcepts.

The availability of training data was found to be critical in
obtaining good accuracy thus indicating that variations of
clinical terms found in clinical text could be specific to the type
and source of clinical notes that may not have been captured in
a general resource such as UMLS. We also found that many
clinical terms in clinical text normalize to multiple clinical
concepts. Although there are certain patterns based on semantic
types that can help, in general, it is difficult to determine the
correct concept when a clinical term normalizes to multiple
concepts. This was a major source of error for our system. We
note that the postadjudication interannotator agreement of the
MCN data set was low (74.2%) [3], which also indicates that
human annotators also faced the problem of multiple possible
CUIs. It also shows that this data set is far from perfect, and
automated systems will always have a certain amount of errors
when evaluated on this corpus.

Besides ambiguity, we found a few more common sources of
errors. Sometimes a clinical term mentioned in text would be

in an implicit shortened form whose complete form would be
inferable from its medical context to domain experts. For
example, the text would mention “balloon” and mean (and thus
normalize to) “balloon pump device”; similarly, it would
mention “rhythm” and mean “finding of heart rhythm” or
mention “alveolar” and mean “alveolar duct of lung”. However,
our system would normalize only the shortened forms to their
respective clinical concepts, thus leading to errors. Another
source of error was the use of related words inside clinical terms
that are not exactly synonyms; for example, the text would
mention “upper lung field”, but it would normalize to “upper
lobe of lung” or mention “airway protection” but normalize to
“airway management”. Some errors were caused by subtle
differences between concepts in SNOMED CT; for example,
our system would normalize “left lower abdomen” to “entire
left lower quadrant of abdomen”. but the correct answer was
the concept “structure of left lower quadrant of abdomen”.

Limitations and Future Work
As noticed earlier, the disambiguation component of our system
has room for improvement. One limitation of our system is that
it does not look at the surrounding context of the clinical term
in the clinical note and treats the task of normalization
independent of this context. Potentially, the context of a clinical
term can help in determining its semantic type, which can then
help in disambiguation. However, we also note that determining
the semantic type of clinical terms is traditionally considered
as part of the information extraction task and not the
normalization task. For example, SemEval 2014 Task 7 required
both information extraction and normalization in which the
entities to be normalized were to be first extracted from clinical
notes and were restricted to “disease and disorder” semantic
type. Hence, the semantic type of the clinical terms to be
normalized was already known, which reduced potential
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ambiguities. We also note that one could also modify the
evaluation process to allow multiple CUIs for clinical terms
when the corresponding concepts are equivalent or closely
related. Another possibility is to provide rules for preferring
one type of concepts over other types based on their semantic
types or hierarchies in SNOMED CT or based on other criteria.

The learned edit patterns were found to be good at capturing
sequential edits, but they could not capture if the edits were of
a different kind. For example, to normalize “asthma–cardiac”
to “cardiac asthma”, one needs to jumble the words, something
that our edit patterns cannot capture (they will capture
substituting each word with the other but that will not generalize
to a pattern for jumbling the words that could match other
clinical terms). In the future, patterns that capture such
transformations could be learned from the data. Alternatively,
a word-based similarity measure could also be used as is done
in information retrieval [6]; however, it could also lead to
incorrect normalization in other cases. Our method did not
handle abbreviations of clinical terms separately. It either
handled them through exact matching, if the abbreviations were
mentioned as synonyms in UMLS or the training data, or
through edit patterns that automatically learned abbreviations
(eg, the edit pattern shown in the last row of Table 1). Given
the prevalence of abbreviations in clinical text, in the future,
using a dedicated component for abbreviation identification and
disambiguation is likely to improve results [26].

Although our method may learn when a word can be substituted
by another word, it does not consider word similarity which
could potentially help in normalization. Incorporating word
similarity in our method as captured through a suitable word
embedding [27] will be an avenue for future work. The
ontological structure of SNOMED CT in terms of its hierarchies

and relations could also be leveraged for the normalization task
in the future. For example, if the related concepts could be
identified from the clinical term, then this can lead to finding
the correct concept in SNOMED CT [21]. Edit patterns are used
in our method to represent when 2 clinical terms can be
normalized to the same concept. Another possibility for future
work is to use a deep learning architecture to represent when 2
clinical terms could mean the same concept. For example, the
neural network could take the edit pattern between 2 terms as
input and learn to output whether the 2 clinical terms are
synonymous or not. The network could be trained with the same
examples from within the UMLS and training data as done in
our approach.

Conclusions
We presented a system for the clinical term normalization task.
It uses edit patterns of both characters and words that are
automatically learned from UMLS and the training data. The
edit patterns capture how clinical terms can be edited to convert
them into their synonyms to normalize them. These edit patterns
are human interpretable and depict the common variations of
clinical terms used in clinical notes. Our system also used the
matching of subconcepts to normalize clinical terms. Our system
achieved 80.79% accuracy on the MCN test data set. Whenever
our system found multiple possible concepts to normalize a
clinical term, often one of them was correct, but it was not easy
to determine the correct concept as annotated in the data, which
accounted for some loss in accuracy. Through ablation studies,
we found that many clinical terms in the data set could be
normalized by exact matching in UMLS and the training data,
and normalization using learned edit patterns was the most
important component for normalizing the rest of the clinical
terms.
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Abstract

Background: In recent years, with increases in the amount of information available and the importance of information screening,
increased attention has been paid to the calculation of textual semantic similarity. In the field of medicine, electronic medical
records and medical research documents have become important data resources for clinical research. Medical textual semantic
similarity calculation has become an urgent problem to be solved.

Objective: This research aims to solve 2 problems—(1) when the size of medical data sets is small, leading to insufficient
learning with understanding of the models and (2) when information is lost in the process of long-distance propagation, causing
the models to be unable to grasp key information.

Methods: This paper combines a text data augmentation method and a self-ensemble ALBERT model under semisupervised
learning to perform clinical textual semantic similarity calculations.

Results: Compared with the methods in the 2019 National Natural Language Processing Clinical Challenges Open Health
Natural Language Processing shared task Track on Clinical Semantic Textual Similarity, our method surpasses the best result by
2 percentage points and achieves a Pearson correlation coefficient of 0.92.

Conclusions: When the size of medical data set is small, data augmentation can increase the size of the data set and improved
semisupervised learning can boost the learning efficiency of the model. Additionally, self-ensemble methods improve the model
performance. Our method had excellent performance and has great potential to improve related medical problems.

(JMIR Med Inform 2021;9(1):e23086)   doi:10.2196/23086

KEYWORDS

data augmentation; semisupervised; self-ensemble; ALBERT; clinical semantic textual similarity; algorithm; semantic; model;
data sets

Introduction

With the rapid development of computers and artificial
intelligence, information availability has begun to show
exponential growth. We are already in an era of information
explosion. When faced with a large amount of information, time
is wasted screening valid information. In addition, a large
amount of information is stored in the form of text. Whether
involving cluster storage or referring to related information,

efficient information matching and screening is crucial. The
importance of text information processing research has become
very obvious. With major breakthroughs in the research of
related algorithms in natural language processing and artificial
intelligence, increasingly, research has been devoted to text
information processing.

Textual similarity calculation [1] is a key technology for
efficient information screening and matching in the field of text
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processing. Previous work [2-8] has proposed some methods
for textual similarity calculation, for example, traditional text
similarity calculation methods [2], word similarity calculation
[3], vector space model [4], and latent Dirichlet allocation model
[5]. At present, with the development of deep learning and
neural networks, methods based on neural networks have
become popular, for example, word vector embedding method
[6,7] and one-hot representation [8]. At the same time, these
methods can also be clinically applied.

In the field of medicine, with the rapid increase in electronic
medical data [9], electronic medical records and medical
documents have become important data resources for medical
clinical research. However, most of these data resources are
stored unprocessed or in heterogeneous text formats. To
understand the content of text data, it is necessary to integrate
structured and heterogeneous clinical data resources, medical
records, and scientific research documents. Similarity calculation
can improve information retrieval performance for medical
resources and effectively allow the integration of heterogeneous
clinical data. The concept of semantic similarity evaluation is
the key to understanding text data resources, which can
effectively allow the processing, classification, and structured

processing of those resources. For example, a semantic similarity
method can be used to semantically analyze patient medical
records to identify similar cases and find the best solution.

However, a large number of publicly available medical data
sets are restricted because of privacy, and there are insufficient
sources of medical data sets. The scarcity of data sets has led
to the slow development of natural language processing (NLP)
in the medical field. In recent years, more researchers have
begun to pay attention to this issue. Therefore, competitions
related to textual semantic similarity calculation have been
produced, such as SemEval [10], to develop an automated
method, and the 2019 National NLP Clinical Challenges (N2C2)
Open Health Natural Language Processing (OHNLP) [11,12]
shared task Track 1 on Clinical Semantic Textual Similarity
(STS) [13], for systems based on semisupervised learning. An
example of clinical STS is shown in Figure 1. The score
indicates the similarity between the 2 sentences are and fall
within an ordinal range, ranging from 0 to 5, where 0 means
that the 2 sentences are completely different (ie, their meanings
do not overlap) and 5 means that the 2 sentences have complete
semantic equivalence.

Figure 1. An example from the Clinical STS.

Teams that participated in the 2019 N2C2 OHNLP Clinical STS
challenge demonstrated good results with methods such as
multitask learning, XLNet, and ClinicalBERT methods. In the
challenge, we used recursive neural networks and variants of
these neural networks for experiments, such as long short-term
memory neural networks [14], convolutional neural networks
[15,16], capsule neural networks [17], and ordered long
short-term memory neural networks. In addition, we combined
some popular deep learning mechanisms, such as attention [18]
and Siamese [19,20] networks. Through comparative
experimental research, we obtained a Pearson correlation
coefficient of 0.66 [21] in the official submission, which was
not a satisfying result. Compared with other teams’ methods,
our model had 2 drawbacks. First, because the size of clinical
data sets was small, there were not enough data to train the
model, which led to insufficient learning and understanding of
the model. Second, our model was based on a recurrent neural
network. Due to the influence of the forget gate in the recurrent
neural network, important information may be lost in the process
of long-distance propagation, which prevents the model from
extracting key information. As a result, the learning efficiency
of the model decreased.

To address the abovementioned problems, this paper proposes
a self-ensemble [22] ALBERT [23] model under semisupervised

learning [24,25] with easy data augmentation (EDA) [26] to
calculate the semantic similarity of clinical text.

Methods

Overview
In this section, we introduce 3 highlights of our method. Our
method uses data augmentation and semisupervised learning to
expand the scale of the data set from different levels. We
pretrained ALBERT (based on self-ensemble methods) to
strengthen the acquisition of key information and improve the
performance of the model, and semisupervised learning and
data augmentation methods were used to expand the number of
data sets and increase the representation of data sets, which can
prevent self-ensemble methods from overfitting.

Data Augmentation
By using external general domain data sets for semisupervised
learning, we indirectly solved the problem of insufficient data.
However, for medical data, semisupervised learning does not
directly increase the amount of medical data. Therefore, we
used an EDA method to directly increase the amount of medical
data.
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Generally, data augmentation is used in computer vision to flip,
zoom, and add noise to a picture. These operations can increase
small amounts of data, which can help train a more robust
model; however, for text data, data augmentation is mainly used
for operations such as replacing, adding, and deleting text.
Previous work [27,28] has proposed some methods for data
augmentation in NLP. For example, a study [27] translated
sentences into French and then into English to generate new
data. Other work has used data noising as smoothing [28].

However, these methods are highly time- and
resource-consuming thus are not often used in practice.

In this paper, we use the form of EDA [26] shown in Table 1.
Due to the irreplaceability of proper nouns in medical data, the
selection range of the replacement operation has been optimized
to keep proper nouns as much as possible. The size of medical
data set increased from 1642 to 16,411 after EDA. We can
intuitively see a substantial increase in the amount of medical
data. We verified that this method increases the size of data set.

Table 1. Sentences generated using EDA.

Sentence 3Sentence 2Sentence 1Operation

A beautiful woman with a young
girl pose with bear statues in front
of a store.

A lady is running her cute dog
through an agility course.

oxycodone [ROXICODONE] 5 mg
tablet 0.5-1 tablets by mouth every
4 hours as needed.

Nonea

A beautiful woman with a young
girl pose with bear figurines in front
of a store.

A lady is running her cute dog
through an legerity course.

oxycodone [ROXICODONE] 5 mg
tablet 0.5-1 tablets by mouth every
4 hours as indeed.

Synonym replacement

A beautiful woman with a young
girl pose with lovely bear statues in
front of a store.

A lady is running her cute dog
through an amazing agility course.

oxycodone [ROXICODONE] 5 mg
tablet 0.5-1 tablets by every mouth
every 4 hours as needed.

Random insertion

A woman with a young girl pose
with bear statues in front of a store.

A lady is running her dog through
an agility course.

oxycodone [ROXICODONE] 5 mg
tablet 0.5-1 tablets by mouth every
4 hours.

Random deletion

aNone indicates that this sentence did not undergo any operation.

Semisupervised Learning
Because there was not a sufficient amount of medical data, the
training of the model was not complete. To solve this problem,
we used the semisupervised learning method in transfer learning.

The semisupervised [29] pretraining task in NLP is a form of
transfer learning that aims to establish a wide range of semantic
understanding to promote the performance improvement of
training and testing tasks. It has been proven that semisupervised
pretraining in transfer learning is very effective in benchmark
NLP tasks, and the application prospects in medical NLP tasks
are particularly broad. Nonspecific pretraining tasks are used
for general medical domain tasks; however, commonly used
and publicly available data sets are not specific to the medical
domain and may not be well summarized. Therefore, the transfer

of nonspecific pretraining tasks and the promotion of language
models to medical domain tasks are very important for future
model development.

To improve traditional semisupervised learning, we used the
teacher and student idea in data distillation [30,31] to improve
the design of semisupervised learning. Teacher–student refers
to the same training process. The beginning of the student's
training is the end of the teacher's training, which can deepen
the learning of the model. We used the teacher–student approach
to design semisupervised learning. The teacher part uses a data
set from the common domain, using the STS-B data set from
the General Language Understanding Evaluation standard of
the general domain. The student part uses a clinical text data
set. Our semisupervised learning method is shown in Figure 2.
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Figure 2. Semisupervised learning.

Self-Ensemble ALBERT Model
ALBERT has been applied to some tasks, such as natural
language inference [32], sentiment analysis [33], causality
analysis [34], and medical machine reading [35]. The
self-attention structure is the core part of the transformer
mechanism. The self-attention structure can directly calculate
the similarity between words, which can intuitively solve the
problem of long-distance information dependence. The
combined self-attention structure transformer's semantic feature
extraction ability is better than those of long short-term memory
and convolutional neural networks, and it performs better under
the combined action of decomposed embedding parameters and

cross-layer shared parameters. Therefore, the pretrained
self-attention structure, namely, the pretrained ALBERT model,
was applied to our model. ALBERT is a variant of BERT that
adds 2 methods of decomposing embedded parameters and
sharing parameters across layers. It has 3 improvements. First,
ALBERT decomposes embedding, which makes a large number
of parameters sparse and reduces the number of dictionaries.
Second, ALBERT adopts cross-layer parameter sharing, which
reduces the parameter scale and improves the training speed.
Third, ALBERT uses intersentence coherence, which makes
the model unaffected by specific tasks. The architecture of the
ALBERT model is shown in Figure 3.
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Figure 3. Model architecture.

Following ALBERT, we first embedded the input data. Our
embedding representation is constructed by the sum of token
embedding, segment embedding, and location embedding. The
input sequence is S = [s1, s2, ..., sn], where n is the number of
words in the input. The tokens “[CLS]” and “[SEP]” were added
at the beginning and end of each instance, respectively.

Then, we input the data into the ALBERT model, which is made
up of n transformer stacks,

where Sm is the output of transformer stack m.

Since the results do not need to be normalized, we did not use
an activation function.

To achieve the best performance, the ALBERT model was
fine-tuned. ALBERT models are usually fine-tuned using
stochastic gradient descent methods. In fact, fine-tuning the

performance of ALBERT is usually sensitive to different random
seeds and orders of the training data, especially if the last
training sample is noisy. To alleviate this situation, an ensemble
method was used to combine multiple fine-tuning models
because it can reduce overfitting and improve model
generalization. The ensemble ALBERT model usually has better
performance than a single ALBERT model. However, training
multiple ALBERT models simultaneously is time-consuming.
It is often impossible to train multiple models with limited time
and GPU resources. Therefore, we improved the model
ensemble method to fine-tune the ALBERT model. Our model’s
ensemble method is called self-ensemble. The self-ensemble
architecture is shown in Figure 4. The formula for self-ensemble
is

where ALBERT(Sk) represents the checkpoints of the model
with k training steps.

Figure 4. (a) Traditional ensemble vs (b) self-ensemble architecture.

Data Sets
The Clinical STS shared task data set was collected from
electronic health record in the Mayo Clinic clinical data

warehouse. Since the Mayo Clinic has completed the
system-wide electronic health record conversion of all care
locations from General Electric to Epic, the Clinical STS shared
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task data set will be extracted from the historical General
Electric and Epic systems.

STS-B is a carefully selected English data set used in shared
tasks between SemEval and SEM STS between 2012 and 2017.
The data was divided into a training set, a development set, and
a test set. The development set can be used to design new models
and adjust hyperparameters. STS-B can be used to make
comparable assessments in different research work and improve
the tracking of the latest technology.

Table 2 shows the size of data set in the Clinical STS data set
and the STS-B data set. The STS-B data set was used for the
semisupervised learning training model. The STS-B data set
comes from a data set collected by the general domain criterion

General Language Understanding Evaluation. The Clinical STS
data set was used to test the experimental results. The Clinical
STS data set was provided by the competition organizer.

The STS-B data set provides paired text summaries, which are
mainly from STS tasks in SemEval obtained over the years.
The Clinical STS data set provides pairs of clinical text
summaries, which are sentences extracted from clinical notes.
This task assigns a numerical score to each pair of sentences to
indicate their semantic similarity. Table 3 shows that the scores
fall within an ordinal range, ranging from 0 to 5, where 0 means
that the pair of sentences are completely different (ie, their
meanings do not overlap) and 5 means that the pair of sentences
have complete semantic equivalence.

Table 2. The size of data set.

TestValidationTrainingData set

137915005749STS-B

412N/Aa1642Clinical STS

Table 3. Similarity scores with examples.

Sentence 2Sentence 1Score

In the past year, the patient has the following number of visits: none in
the hospital none in the er and one as an outpatient.

The patient has missed 0 hours of work in the past seven
days for issues not related to depression.

0

Tylenol Extra Strength 500 mg tablet 2 tablets by mouth every bedtime.nortriptyline [PAMELOR] 50 mg capsule 1 capsule by
mouth every bedtime.

1

Flintstones Complete chewable tablet 1 tablet by mouth two times a day.bupropion [WELLBUTRIN XL] 300 mg tablet sustained
release 24 hour 1 tablet by mouth one time daily.

2

Given current medication regimen, the following parameters should be
monitored by outpatient providers: lithium level

Given current medication regimen, the following parame-
ters should be monitored by outpatient providers: None

3

Explained diagnosis and treatment plan; patient expressed adequate under-
standing of the information presented today.

The diagnosis and treatment plan were explained to the
family/caregiver who expressed understanding of the infor-
mation presented.

4

Learns best by: verbal instruction while procedure is performed, reading,
seeing, listening.

Learns best by: verbal instructions as procedure is being
performed, reading, seeing, listening.

5

Metric
We used the Pearson correlation coefficient as an evaluation
criterion for the performance of the task. The Pearson correlation
coefficient,

where E is the mathematical expectation (or mean), D is the
variance, and Cov(X,Y)=E{ [X – E(X)] [Y – E(Y)]} is the
covariance of random variables X and Y, is used to measure the
degree of correlation between 2 variables.

Experimental Setting
In the experiments, we used Intel Xeon 2.2 GHz and Nvidia
Tesla V100 32 GHz processors. Since we use semisupervised
learning and self-ensemble techniques, our model will be stored

by the checkpoint. The input dimensions of each of our data
sets are the same. The optimal setting for the length of the input
sequence is 64, and the optimal setting for the batch size was
32. The optimal setting for the checkpoint was 200. The optimal
setting of the training step was 3598. In the experiments, we
did not cross-train on the data set.

Results

Performance Comparison
Table 4 shows the top 5 performance results for the 2019 N2C2
OHNLP Track 1 Clinical STS, the value that we obtained during
the challenge, and the value obtained by the method presented
in this paper. Our current method achieves a good result—the
Pearson correlation coefficient value exceeded the best result
by 2 percentage points.
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Table 4. Results on the test set for Clinical STS.

Pearson correlation coefficientMethods

0.90Multitask learning, ClinicalBERT

0.89Multitask learning, BERT

0.88BERT, XLNet

0.87BERT

0.87BERT, XLNet

0.66Our previous methoda

0.92Our method in this paper

aOrdered short long-term memory and attention.

Data Augmentation
The EDA method uses text replacement and deletion operations,
optimizes the selection range of replacement and deletion, and

retains the medical proper nouns in the data set. Table 5 shows
the effect of using EDA on the model performance. After EDA,
the size of medical data set is expanded, and the model's
performance was greatly improved.

Table 5. Comparison between the model with and without EDA.

Pearson correlation coefficientMethods

0.88Without EDAa

0.92With EDA

aEDA: easy data augmentation.

Semisupervised Learning
The semisupervised learning method uses the general domain
data set STS-B for training to solve the problem of insufficient

medical data. Table 6 shows the effect of using semisupervised
learning on the model performance. We can see that
semisupervised learning can greatly improve the efficiency of
the model.

Table 6. Comparison between the model with and without semisupervised learning.

Pearson correlation coefficientMethods

0.87Without semisupervised learning

0.92With semisupervised learning

Self-Ensemble ALBERT
Table 7 shows the effect of using the self-ensemble method on
the model performance. We can see that the efficiency of the
model with self-ensemble is better than that of the ordinary
ensemble model. Additionally, self-ensemble greatly shortens

the training time of the model, reduces the calculation time of
the algorithm, and improves the efficiency of the algorithm.

BERT and ALBERT are pretrained models with the same
self-attention structure. As shown in Table 8, the performance
of ALBERT is better than that of BERT on the Clinical STS
data set.

Table 7. Comparison among the model without ensemble, the model with ensemble, and the model with self-ensemble.

Pearson correlation coefficientMethod

0.85None

0.89Ensemblea

0.92Self-ensemble

aEnsemble represents an ensemble method through multiple ALBERT models.
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Table 8. Comparison between the ALBERT and BERT models.

Pearson correlation coefficientConvergence speeda (steps)Runtime (minutes)Methods

0.86330050BERT

0.92270032ALBERT

aConvergence speed is measured using the training steps.

Discussion

Overview
This paper makes the following contributions. First, we used
the EDA text data augmentation method. This method increased
the number of data through a series of operations and enriched
the semantics of the data. Second, for the problem of insufficient
medical data, we used a semisupervised learning method. This
method relied on the use of external data to enrich the semantics.
Third, to solve the problem of learning complex semantics and
the loss of key semantic information, we used the self-ensemble
ALBERT model for semantic similarity calculation of clinical
text. This method not only improves the results of the semantic
similarity calculation of clinical text but also, due to the
improvement of the self-ensemble of our model, allows the
algorithm to shorten its running time and improve its efficiency.
With these techniques, our model obtained a Pearson correlation
coefficient of 0.92.

In order to test the influence of the method on performance, we
conducted ablation experiments on EDA, semisupervised
learning, and self-ensemble. At the same time, in order to verify
the performance of the model, we also performed ablation
experiments on ALBERT.

Conclusions
Compared with other models and methods, combining an EDA
and self-ensemble ALBERT model under semisupervised
learning to perform clinical textual semantic similarity
calculations can save a large amount of training time and allows
more data to be trained at the same time. This brings great
convenience for practical applications and scientific research.

In the future, we will study how to combine reinforcement
learning to process natural language to further improve the
performance of the model and handle the dilemma of bloated
or erroneous in electronic health records caused by the
increasing use of copy and paste.
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Abstract

Background: As a risk factor for many diseases, family history (FH) captures both shared genetic variations and living
environments among family members. Though there are several systems focusing on FH extraction using natural language
processing (NLP) techniques, the evaluation protocol of such systems has not been standardized.

Objective: The n2c2/OHNLP (National NLP Clinical Challenges/Open Health Natural Language Processing) 2019 FH extraction
task aims to encourage the community efforts on a standard evaluation and system development on FH extraction from synthetic
clinical narratives.

Methods: We organized the first BioCreative/OHNLP FH extraction shared task in 2018. We continued the shared task in 2019
in collaboration with the n2c2 and OHNLP consortium, and organized the 2019 n2c2/OHNLP FH extraction track. The shared
task comprises 2 subtasks. Subtask 1 focuses on identifying family member entities and clinical observations (diseases), and
subtask 2 expects the association of the living status, side of the family, and clinical observations with family members to be
extracted. Subtask 2 is an end-to-end task which is based on the result of subtask 1. We manually curated the first deidentified
clinical narrative from FH sections of clinical notes at Mayo Clinic Rochester, the content of which is highly relevant to patients’
FH.

Results: A total of 17 teams from all over the world participated in the n2c2/OHNLP FH extraction shared task, where 38 runs
were submitted for subtask 1 and 21 runs were submitted for subtask 2. For subtask 1, the top 3 runs were generated by Harbin
Institute of Technology, ezDI, Inc., and The Medical University of South Carolina with F1 scores of 0.8745, 0.8225, and 0.8130,
respectively. For subtask 2, the top 3 runs were from Harbin Institute of Technology, ezDI, Inc., and University of Florida with
F1 scores of 0.681, 0.6586, and 0.6544, respectively. The workshop was held in conjunction with the AMIA 2019 Fall Symposium.

Conclusions: A wide variety of methods were used by different teams in both tasks, such as Bidirectional Encoder Representations
from Transformers, convolutional neural network, bidirectional long short-term memory, conditional random field, support vector
machine, and rule-based strategies. System performances show that relation extraction from FH is a more challenging task when
compared to entity identification task.
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Introduction

As the key element for precision medicine, family history (FH)
captures shared genetic variations and environmental factors
among family members [1,2]. Family member demographic
information such as age, gender, and degree of relatives is
usually taken into account when considering the risk assignment
of a large number of common diseases. For example, the risk
assessment of hypertrophic cardiomyopathy considers 1 or more
first-degree relatives with a history of sudden cardiac death
under age 40 as a significant factor of sudden cardiac death risk
in patients with hypertrophic cardiomyopathy [3].

Although FH information was largely leveraged to assist the
decision-making process of diagnosis and treatment in clinical
settings, it remains a challenge to acquire accurate and complete
FH information from unstructured text via natural language
processing (NLP) methods. FH and negation detection are listed
as important attributes in clinical information extraction [4].
One of the major sources of FH data is patient-provided
information questionnaires, which are usually stored in a
semistructured/unstructured format in electronic health records
[5]. In order to provide comprehensive patient-provided FH
data to physicians, there is a need for NLP systems that are able
to extract FH from the text. Some of the FH data depend on
pieces of information provided by patients about their relatives’
health situation during visits. The FH elements may include
disease, family member, cause, medication, age of onset of
diagnosis, length of disease, etc. This variety of FH elements
makes the extraction process from unstructured data challenging.

Although the application of NLP methods and resources to
biomedical texts has received increasing attention [6-8], with
methods for FH extraction [9-11], the progress has been limited
by difficulties in accessing shared tools and resources, partially
caused by patient privacy and data confidentiality constraints.
There are some recent efforts to increase the sharing and
interoperability of existing resources. For example, Azab et al
[12] have developed a data set and a baseline system consisting
of narrative answers annotated with family histories from FH
questionnaires [12], which is based on patient-provided
information. The Fast Healthcare Interoperability Resources
has also included FamilyMemberHistory as part of the clinical
summary standard [13]. To address this issue, we organized
this shared task to encourage the community to propose and
develop FH extraction systems. Leveraging the research in
corpus analysis and deidentification, the Open Health Natural
Language Processing (OHNLP) consortium has created multiple

deidentified data sets for a couple of NLP tasks based on real
clinical sentences [14-16]. In this document, we describe the
data set generated for FH extraction from unstructured data.
The corpus could be accessed in [17].

Methods

Data Preparation
The patient notes we used to curate the corpus were randomly
sampled from the Mayo Employee and Community Health
cohort. We extracted the section entitled “Family History” in
this corpus as the first stage of text selection, and the document
structure is presented based on that of clinical notes in Mayo
electronic health record according to the CDA R1 (Clinical
Document Architecture, Release One) standard [18] without
the need for section detection. Then, we have excluded
automatically generated semistructured texts because we
expected the methods for extracting information from
auto-populated formats to be significantly different from
extracting information from clinical narratives written by human
authors, with the former requiring more engineering effort than
NLP research. We have also excluded sections that combine
the patients’ social history with the FH section, as these have
more descriptions of patients’ personal social behavior such as
occupations and life styles instead of family members. As a
result, the clinical texts in the corpus focus on narrative patient
FH information.

We annotated the corpus using Anafora, a web-based annotation
tool for texts [19]. A total of 11 people were involved in the
annotation process. Each document is annotated by 2 annotators,
and the whole annotation process is performed by a 5-member
annotator team (see the “Acknowledgments” section). Thus,
there are 10 (2 combinations of 5) distinct pairs of annotators
when calculating interannotator agreement (IAA). One senior
study coordinator worked as the adjudicator to resolve
discrepancies between the 2 annotations.

An example of the entity annotation is shown in Figure 1. The
sentence “the patient’s maternal grandmother was diagnosed
with multiple sclerosis at age 59 and passed away at age 80” is
annotated with entities of family members, observation, living
status, and ages. The incremental ID field of entities is used to
distinguish multiple individuals. In this example, we only have
1 individual under the family member of “maternal
grandmother,” so all the IDs are 1. The annotation schema of
the FH extraction corpus is illustrated in Figure 2. The corpus
is annotated with the following entities and attributes.
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Figure 1. Example entity annotation in FH extraction corpus.

Figure 2. FH extraction annotation schema.

Family Members
In this study, we annotated only first and second relatives by
blood. The spouses were not considered blood relatives, and
thus were excluded from the annotation.

Each family member has several properties:

• Side of Family (maternal or paternal): family side mentions
are also included in the family member entity annotations.

• Count: the total number of family members under the family
member category.

• Blood: whether the family members are fully blood related.
For instance, a stepsister with shared mother of the patient
is considered “half-blooded.” The default value is “NA”
and it applies to most of the family member mentions.

• Adopted: whether the family members are adopted to the
family.
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Observation
This includes any health-related problem including diseases,
smoking, suicide, and drinking, excluding auto accident, surgery,
and medications. The observation entities have several attributes:
negation, certainty, whether the observation applies to all family
members, and an integer identifier of family member in case
there are more than 1 person in that family category. The
negated observations will have a negation field value of “Yes.”

Age
The age mentions related to family member, observation, or
death are annotated. The word “age” is not annotated in the age
mentions. For ranges of age such as “80s,” range min and max
values are also annotated.

Living Status
Living status are the words and phrases which show health
status of the family members. The default value is “Alive: yes”
and “Healthy: NA.”

All the entities related to a family member category are linked
into 1 chain. In the example shown in Figure 1, the chain has
family member of maternal grandmother, and the rest of the
chain links other entities related to the family member category.
If the patient has multiple family members in the same category

(eg, several brothers), all the entities related to any of the
brothers will be linked into a chain of “Brother.” The entities
can be later restored to each individual family member by their
IDs. The incremental IDs are annotated to identify observation,
age, and living status from different individuals within the same
category.

As part of the annotation process, the data set is manually
deidentified with all the patient-protected information, such as
names, locations, and age above 89, removed according to the
Safety Harbor guideline of Health Insurance Portability and
Accountability Act of 1996 (HIPAA) Privacy Rule [20]. To
further protect the confidentiality, the observations, family
members, and ethnicities are also shuffled among the whole
corpus. The numeric fields such as dates and phone numbers
are manually replaced with synthetic strings. As a result, the
corpus should only be used for studies of information extraction
purposes for which the clinical relevance of conditions is not
required.

A total of 99 documents for training and 117 documents for
testing were included in the released data set. The training set
was released to participants and contained both text and
annotation files, while for the test set only the raw text files
were released. Some statistics on the corpus are listed in Table
1.

Table 1. Corpus statistics.

TestTrainCorpus attribute

11799Document

760803Family member

667757Age

391415Living status

1062978Observations

631665Relations

Evaluation
For the entity identification subtask (subtask 1), the participants
are expected to provide 2 types of information: family members

mentioned in the text and the observations (diseases) in the FH.
We only used normalized family members for evaluation. The
normalized family members are listed in Table 2.

Table 2. Normalized family members.

Normalized family membersDegree of family members

Father, Mother, Parent, Sister, Brother, Daughter, Son, Child1

Grandmother, Grandfather, Grandparent, Cousin, Sibling, Aunt, Uncle2

In this study, to reduce ambiguities in phrases, we only evaluated
if the existence of each family member and mention spans are
not taken into account. For family member entities appearing
multiple times in a document, only 1 true positive is counted.
Regarding the degree of relatives, the side of family should
always be “NA” for first-degree relatives (eg, parents, children,
siblings).

For the observation mentions, partial matching of the
observations is accepted. For example, an extraction of
“diabetes” in the phrase “type 2 diabetes” will be considered a
true positive when calculating F1 score. We limited the

submissions of observations to no more than 4 tokens to avoid
abuses of the flexibility.

In subtask 2, the participants need to provide summarized
information between family members and observations. For
family members, the participants are asked to provide a tuple
of (family member, side of family, living status coding). For
the observation extraction, the systems are asked to provide a
tuple of (family member, side of family, observation). In cases
where there are more than 1 observation for 1 family member
category, separate tuples are expected.
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We used only 1 score to represent living status for each family
member category. The patients may have multiple relatives
under the family member category (eg, the patient has more
than 1 maternal aunts) and sometimes the information provided
in the texts was not sufficient for us to analyze. To simplify the
comparison in such cases, we encoded the 2 fields of living
status (alive and healthy) into 1 integer. For both “Alive” and
“Healthy” properties, the results of “Yes,” “NA,” and “No”
were encoded as 2, 1, and 0, respectively. The living status score
is the alive score multiplied by the healthy score. For example,
for a family member with “Alive” as “Yes” and “Healthy” as
“Yes,” the living status score should be 2 × 2 = 4. For a family
member with “Alive” as “No” and “Healthy” as “NA,” the living
status score should be 0 × 1 = 0. Therefore, the higher the
encoded living status value, the better the family member’s
current condition.

Slightly different from the FH extraction task in 2018, in this
year’s challenge, the participants need to detect negation for
observations. Specifically, “Negated” and “Non_Negated”
should be labeled after each observation.

To be considered as a correct prediction (true positive) for
family members, all of the fields have to be matched, including
living status. For subtask 2, the observation matching criterion
is the same as subtask 1, where partial matching is allowed.
Observations applied to all relatives should not be included.
For example, in the sentence “there were no reports of mental
illness,” the observation of “mental illness” should not appear
in any family member entities.

We use standard F1 score as the evaluation (ranking) metrics.
Specifically,

Precision = TP/(TP + FP)

Recall = TP/(TP + FN)

F1 = (2 Precision × Recall)/(Precision + Recall)

where true positive (TP) denotes the number of correct
predictions, false positive (FP) denotes the number of system
predictions that do not exist in the gold standard, and false
negative (FN) denotes the number of gold-standard records that
do not exist in the system predictions. More details on the
evaluation and the evaluation script can be found in [21]. The
IAA between 2 annotators measured before the deidentification
process in F1 scores was 0.8324 and 0.7002 for subtasks 1 and
2, respectively.

Results

Participation
Participating teams were required to sign a data use agreement
form to get access to the challenge data set. Each team can
submit up to 3 runs for the testing data where each run should
have 1 line for each sentence pair that provides the similarity
score assigned by the system as a floating-point number. In
summary, 41 teams from 7 countries signed up for this shared
task; 17 teams submitted 38 systems for subtask 1 (35 of them
were valid) and 9 teams submitted 21 systems (20 of them were
valid) for subtask 2. Table 3 shows the details of teams that
submitted systems, including team names, affiliations, and
number of submitted systems.
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Table 3. Participating teams, affiliations, and the number of submitted systems.

Subtask 2: Relation ExtractionSubtask 1: Entity IdentificationTeam

33Harbin Institute of Technology (HIT)

33ezDI, Inc. (EZDI)

33The Medical University of South Carolina (MUSC)

N/Aa3National Taitung University (NTTU)

33University of Florida (UF)

N/A3Arizona State University (ASU)

22The University of Melbourne (MELBOURNE)

N/A1CSIRO Data61 (CSIRO)

22University of Aveiro (AVEIRO)

N/A2Dalian University of Technology (DUT)

N/A2Yunnan University (YNU)

N/A3University of Alabama at Birmingham (ALABAMA)

33Med Data Quest: MDQ (MEDDATAQUEST)

11University of Utah (UTAH)

N/A1NED University of Engineering &Technology (NED)

N/A2Amrita Vishwa Vidyapeetham (AMRITAVISHMA)

11Dalian University of Technology (DUT2)

2138Total

aMeans the team did not submit their runs for the particular subtask.

System Performance and Rankings
Tables 4 and 5 list the overall performance of all the valid
submitted systems for subtasks 1 and 2, respectively.

For subtask 1, we analyzed IAA for each family member entity
and for the entire observation group. From the results shown in
Table 6, we found that daughter yielded the optimal F1 score
of 1. Father, grandfather, grandmother, sister, mother, and aunt
also had high F1 scores. Son was not detected so well, and had
the lowest F1 score (0.5926).

Similarly, we also analyzed IAA for subtask 2 as shown in Table
7.

Table 8 lists the top 10 teams with their best runs for subtask
1. The optimal performance was achieved by Harbin Institute

of Technology with an F1 score of 0.8745, and the suboptimal
performance was yielded by the system built by ezDI, Inc.

For subtask 2, we received fewer submissions and the
performance of top 5 systems are shown in Table 9. The system
developed by Harbin Institute of Technology performed the
best on relation extraction. We observed that errors in the entity
extraction tasks will pass on to the relation extraction task,
causing errors in predicting the observations and family member
living status. Second, from previous studies on end-to-end
relation extraction tasks, the performance in relation extraction
tasks is lower than that in named entity recognition tasks [22,23].
A successful system also needs to consider co-reference
resolution, which could be considered a standalone task for NLP
systems [24].

Table 4. Overall performance for subtask 1.

F1 score (n2c2/OHNLPa family history extraction 2019 subtask 1)Statistic

0.8750Max

0.0000Min

0.7341Median

0.7659Mean

0.1472SD

an2c2/OHNLP: National NLP Clinical Challenges/Open Health Natural Language Processing.
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Table 5. Overall performance for subtask 2.

F1 score (n2c2/OHNLPa family history extraction 2019 subtask 2)Statistic

0.6810Max

0.2241Min

0.5616Median

0.6222Mean

0.1247SD

an2c2/OHNLP: National NLP Clinical Challenges/Open Health Natural Language Processing.

Table 6. Interannotator agreement for subtask 1.

Instance countF1RecallPrecisionFamily member

58111Daughter

1600.95500.94640.9636Father

1110.94290.94290.9429Grandfather

1300.94120.95240.9302Grandmother

1160.916710.8462Sister

1700.90200.88460.92Mother

1310.90140.91430.8889Aunt

1120.87880.85290.9063Uncle

130.83330.71431Grandparent

1050.80600.81820.7941Brother

900.78950.750.8333Cousin

19130.73820.65360.8478Observation

100.71430.71430.7143Parent

150.66670.51Child

190.66670.66670.6667Sibling

650.59260.57140.6154Son

Table 7. Interannotator agreement for subtask 2.

Instance countF1RecallPrecisionFamily member

65111Son

1050.87180.89470.85Brother

1110.86490.86490.8649Grandfather

900.83330.90910.7692Cousin

1300.78570.84620.7333Grandmother

1120.760.73080.7917Uncle

1310.72220.70270.7429Aunt

130.66670.66670.6667Grandparent

1700.61740.73020.5349Mother

1600.55780.53950.5775Father

1160.53330.55170.5161Sister
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Table 8. Performance of the top 10 teams for subtask 1.

F1RecallPrecisionTeamRank

0.87450.83720.9154Harbin Institute of Technology (HIT)1

0.82250.83650.8090ezDI, Inc. (EZDI)2

0.81300.83840.7890The Medical University of South Carolina (MUSC)3

0.80680.80930.8043National Taitung University (NTTU)4

0.79440.79200.7969University of Florida (UF)5

0.78740.81050.7655Arizona State University (ASU)6

0.76990.81110.7327The University of Melbourne (MELBOURNE)7

0.76320.83220.7048CSIRO Data61 (CSIRO)8

0.75100.88920.6501University of Aveiro (AVEIRO)9

0.74580.65330.8690Dalian University of Technology (DUT)10

Table 9. Performance of the top 5 teams in subtask 2.

F1RecallPrecisionTeamRank

0.68100.62650.7459Harbin Institute of Technology (HIT)1

0.65860.62200.6999ezDI, Inc. (EZDI)2

0.65440.61840.6995University of Florida (UF)3

0.64940.64410.6548The Medical University of South Carolina (MUSC)4

0.54670.5250.5703University of Aveiro (AVEIRO)5

Methods Description
The list of techniques used by each team for subtask 1 is shown
in Table 10. We found that many teams used the state-of-the-art
NLP contextual neural language models in their systems, such

as Bidirectional Encoder Representations from Transformers
(BERT) [25] and ELMo [26]. We also observed that deep
learning architecture with pretrained embeddings was widely
used by many teams. Besides these, 4 teams incorporated
rule-based strategy into their systems for entity identification.

Table 10. Techniques used in the top systems for subtask 1.

TechniquesTeam

BERTa + CNNb for character features, MLPc, biaffine classifierHarbin Institute of Technology (HIT)

Deep learning + rule-based approachezDI, Inc. (EZDI)

Bi-LSTMd + character level CNN + CRFe with ELMo representations, voting ensemble methodThe Medical University of South Carolina (MUSC)

Bi-LSTM + CRF, UMLSf embeddingNational Taitung University (NTTU)

RCNNg + BERTUniversity of Florida (UF)

BIO tagging + BERTArizona State University (ASU)

ELMo embedding + Bi-LSTMThe University of Melbourne (MELBOURNE)

Bi-LSTM + CRF with ELMo representations for observations, rule-based for family memberCSIRO Data61 (CSIRO)

Dependency parsing + co-reference + rule-basedUniversity of Aveiro (AVEIRO)

Rule-based + dictionary-basedDalian University of Technology (DUT)

aBERT: Bidirectional Encoder Representations from Transformers.
bCNN: convolutional neural network.
cMLP: multilayer perceptron.
dBi-LSTM: bidirectional long short-term memory.
eCRF: conditional random field.
fUMLS: Unified Medical Language System.
gRCNN: region-based convolutional neural networks.

JMIR Med Inform 2021 | vol. 9 | iss. 1 |e24008 | p.161http://medinform.jmir.org/2021/1/e24008/
(page number not for citation purposes)

Shen et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Brief descriptions of the techniques used by the top 5 teams that
submitted methodology for subtask 2 are listed in Table 11.
Similar to techniques used for subtask 1, we found that the
ensemble of BERT, deep learning architecture, and some other

conventional machine learning algorithms are common strategies
adopted by different teams. In addition, rule-based approaches
were used in some submissions with BERT and NLP techniques
for relation extraction.

Table 11. Techniques used in the top 5 systems for subtask 2.

TechniquesTeam

BERTa + CNNb for character features, MLPc, biaffine classifierHarbin Institute of Technology (HIT)

Support vector machineezDI, Inc. (EZDI)

Rule-based + BERTUniversity of Florida (UF)

Vowpal Wabbit library for relation classification + FastContext for nega-
tion detection

The Medical University of South Carolina (MUSC)

Dependency parsing + co-reference + rule-basedUniversity of Aveiro (AVEIRO)

aBERT: Bidirectional Encoder Representations from Transformers.
bCNN: convolutional neural network.
cMLP: multilayer perceptron.

Discussion

Study Limitations
We have conducted an error analysis over common mistakes
made by different systems. For detecting family member, the
most common error was found in the step of co-reference
resolution. For example, one document states “Paternal family
history is positive for Leo himself speculating he may have had
ADHD that was never diagnosed or treated. Owen’s son
(Samuel's paternal cousin) has been diagnosed with Asperger
syndrome.” Leo is the patient here and Owen’s son is not Leo’s
paternal cousin. However, some systems recognized such
paternal cousin mention as the Leo’s cousin incorrectly. In
another example, the document states that “Mike’s sister (Kate’s
paternal aunt) has a history of being exceedingly smart, but she
always got poor grades.” Some systems did extract sister as a
correct mention, but paternal aunt was also extracted as a
false-positive case. All the names that appeared in the above
examples are synthetic.

For observation, we roughly categorized the common mistakes
into 2 groups. The first group is related to annotation
disagreement or errors made by annotators. In Anafora, it is
required for human annotators to select the span of the
word/phrase and annotate them as different type of entities.
Taking breast cancer as an example, some annotators selected
the whole phrase as 1 annotation, but some others only selected
the span for “breast” and “cancer” but overlooked the space in
between. Similarly, taking “suicides” as an example, some
annotators only selected the span to cover the word “suicide”
but did not annotate “s,” but some other did. There also exist
some disagreements regarding inferred semantic meaning of a

specific observation. For example, some annotators annotated
“Struggled with math” and “keeping a job” as observations but
some did not. The second group is related to errors made by the
participants’ systems. We observed that most of such errors
occurred due to false positives, indicating that those
observations/conditions are beyond first or second degree. In
the first example above, Owen’s son was diagnosed with
Asperger syndrome and he has no blood relationship with the
patient Leo. But some systems extracted Asperger syndrome
as the observation incorrectly.

In the future work, we will give an updated training session to
the annotators with the lesson learned from this task, in order
to make uniform annotation criteria as well as improve
annotation agreement. In addition, we plan to increase the
number of FH cases coming from different institutions.
Moreover, we will add more entities and attributes in the
evaluation.

Conclusions
We summarize the 2019 n2c2/OHNLP FH extraction shared
task in this overview. In this task, we have developed a corpus
using deidentified FH data stored in Mayo Clinic. The corpus
we prepared along with the shared task has encouraged
participants internationally to develop FH extraction systems
for understanding clinical narratives. We compared the
performance of valid systems on 2 subtasks: entity identification
and relation extraction. The optimal F1 score for subtask 1 and
subtask 2 is 0.8745 and 0.6810, respectively. We also observed
that most of the typical errors made by the submitted systems
are related to co-reference resolution. The corpus could be
viewed as valuable resources for more researchers to improve
systems for FH analysis.
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Abstract

Background: Although telehealth is considered a key component in combating the worldwide crisis caused by COVID-19, the
factors that influence its acceptance by the general population after the flattening of the COVID-19 curve remain unclear.

Objective: We aimed to identify factors affecting telehealth acceptance, including anxiety related to COVID-19, after the initial
rapid spread of the disease in South Korea.

Methods: We proposed an extended technology acceptance model (TAM) and performed a cross-sectional survey of individuals
aged ≥30 years. In total, 471 usable responses were collected. Confirmatory factor analysis was used to examine the validity of
measurements, and the partial least squares (PLS) method was used to investigate factors influencing telehealth acceptance and
the impacts of COVID-19.

Results: PLS analysis showed that increased accessibility, enhanced care, and ease of telehealth use had positive effects on its
perceived usefulness (P=.002, P<.001, and P<.001, respectively). Furthermore, perceived usefulness, ease, and privacy/discomfort
significantly impacted the acceptance of telehealth (P<.001, P<.001, and P<.001, respectively). However, anxiety toward
COVID-19 was not associated with telehealth acceptance (P=.112), and this insignificant relationship was consistent in the cluster
(n=216, 46%) of respondents with chronic diseases (P=.185).

Conclusions: Increased accessibility, enhanced care, usefulness, ease of use, and privacy/discomfort are decisive variables
affecting telehealth acceptance in the Korean general population, whereas anxiety about COVID-19 is not. This study may lead
to a tailored promotion of telehealth after the pandemic subsides.

(JMIR Med Inform 2021;9(1):e25435)   doi:10.2196/25435
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Introduction

Background
The COVID-19 pandemic, caused by SARS-CoV-2 infection,
has changed the world in various ways. Due to the highly
contagious nature of this novel virus and shortages in personal

protective equipment, health care centers have become high-risk
transmission areas, and health care workers are at high risk for
contracting COVID-19 [1]. In China where the first COVID-19
outbreak was documented, a significant proportion of cases
were due to hospital-related transmission [2]. Accordingly,
many studies reported that visits to health care centers had been
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dramatically decreased during the initial phase of the pandemic
[3,4]. As a result, telehealth has gained unprecedented attention
in the world as a protective measure against COVID-19 [5].

As a country situated close to China, South Korea was soon
affected with its own outbreak. The first patient with a confirmed
COVID-19 diagnosis entered the country on January 19, 2020
[6]. The outbreak was augmented by a religious gathering in
Daegu, a city in southeastern South Korea [7]. The number of
confirmed cases dramatically increased and reached a count of
909 cases daily on February 29, which was the highest number
of cases reported by far in South Korea [8]. Meanwhile, rapid
nationwide screening for COVID-19 was conducted alongside
social distancing, mask use, and temporary implementation of
telehealth. From February 24 to April 12, a total of 103,998
telehealth appointments were conducted in South Korea (2167
appointments per day on average) [9]. As of early June, the
average number of daily incident cases was 55 in South Korea
during an entire week, which represents a remarkable decrease
from the previous average number of daily cases of 445 between
February 25 and March 10 (15 days).

Kidholm et al [10] defined telehealth as “the delivery of health
care services through the use of information and communication
technologies in a situation where the actors are at different
locations.” Rho et al [11] stated that telehealth is “the
interchange of health information using telecommunications
technology by geographically disconnected providers and
patients with the intention to evaluate, diagnose, treat, or educate
the patient.” In this study, we defined telehealth as health care
services for diagnosis, treatment, or counseling delivered via
telecommunication technologies by medical professionals at
remote locations.

Although there is little doubt about the considerable benefit of
telehealth in terms of managing the crisis caused by COVID-19
[12], the long-term prospect of telehealth remains largely
unclear. However, there are conflicting opinions on the
continuation of telehealth use after COVID-19. Some argue that
telehealth may be abandoned after the COVID-19 curve is
flattened [13,14]. Meanwhile, in Israel, the increase in the use
of phone visits in pediatric clinics was sustained after lockdown

restrictions were lifted [14]. Therefore, we attempted to predict
trends in health care service use after COVID-19 by
investigating the impact of the disease on the acceptance of
telehealth.

In this study, we aimed to identify factors affecting the
acceptance of telehealth by performing a survey of the Korean
general population. Furthermore, we investigated whether
anxiety related to COVID-19 had any significant impact on
telehealth acceptance.

Research Model
According to the technology acceptance model (TAM),
usefulness and easiness are the two major factors involved in
user adoption of a technology [15]. TAM has been widely used
to evaluate user acceptance of general technologies but is limited
by little explanatory power for specific system purposes [16].
Therefore, to evaluate the acceptance of telehealth, we extended
TAM with predicted benefits and concerns for telehealth.

Hirani et al [17] studied user beliefs on telehealth acceptance
and presented the following constructs regarding its precedents
and consequences: (1) enhanced care, (2) increased accessibility,
(3) privacy and discomfort, (4) care personnel concerns, (5) kit
as substitution, and (6) satisfaction. Enhanced care and increased
accessibility are benefits that telehealth may provide to patients,
whereas privacy and discomfort, as well as care personnel
concerns, are obstacles that may hinder telehealth acceptance.
Kit as substitution refers to one’s beliefs about how telehealth
may be an alternative to regular care, and satisfaction is the
gratification experienced as a result of the telehealth system and
service. Among them, we selected three precedent variables,
namely increased accessibility, enhanced care, and privacy and
discomfort, since this study aimed to explore the factors
influencing the acceptance of the telehealth system itself. The
care personnel concerns construct was excluded as a variable
because it indicates concerns about the capabilities of the health
care provider and does not pertain to the telehealth system.

In addition, to study the impact of COVID-19 on telehealth
acceptance, we included the construct of anxiety related to
COVID-19 in the research model (Figure 1).

Figure 1. Research model. TAM: technology acceptance model.
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Development of Hypotheses

Telehealth Usefulness
Increased accessibility is a key element for the success of health
care services. Accessibility is the belief pertaining to how a
health care system has facilitated the receipt of care from health
care providers [17]. Access to health care is the interplay
between the characteristics of persons, and social and physical
environments, and the characteristics of health systems,
institutions, and providers, and it plays a central role in the
performance of a health care system [16]. Facilitating access to
health care increases the opportunity to obtain appropriate care
services in situations where it is needed, and enhances the
utilization of such services in terms of service availability and
relevance, as well as physical and financial accessibility [18].

With telehealth, patients do not need to travel to the hospital
and wait to see their physician [19]. Moreover, telehealth makes
it possible for disabled patients and patients with other barriers
to care, such as those who are housebound or live in rural areas,
to access services [20]. The accessibility of telehealth will
increase the usefulness of telehealth and thus we hypothesized:

H1. Increased accessibility has a positive impact on
the perceived usefulness of telehealth.

Enhanced care is defined as one’s beliefs on how telehealth can
improve the care that patients receive from their health care
professional [17]. Telehealth makes it easier for patients to
consult health care professionals and increases the possibility
of seamless health care and early detection of diseases [17]. It
may improve the efficiency of health care in terms of
convenience in follow-up while maintaining clinical
effectiveness with less cost for both patients and clinicians
compared with traditional visits [21]. Telehealth was also found
to be effective in certain fields, including psychological
interventions [22] and home monitoring of respiratory conditions
[23], and for chronic diseases including diabetes, heart disease,
and chronic obstructive pulmonary diseases [24,25]. This
enhanced health care system will increase people’s perceptions
of the usefulness of telehealth; thus, we hypothesized the
following:

H2. Enhanced care has a positive impact on the
perceived usefulness of telehealth.

TAM asserts that user perception regarding the usefulness of a
technology is influenced by its ease of use. Perceived ease of
use refers to the extent to which a person believes that using
the system will be free of effort [15]. The easier the system is
to use, the more useful it can be [26]. For telehealth, the ease
of use will also increase the perceived usefulness of it, and thus
we hypothesized:

H3. Perceived ease of use has a positive impact on
the perceived usefulness of telehealth.

Attitude Toward Telehealth
TAM stipulates that perceived usefulness and perceived ease
of use are factors associated with people’s attitude toward a
system [15]. The attitude toward telehealth is defined by positive
or negative feelings related to using a telehealth service [27].
According to the theory of reasoned action, people’s beliefs

such as perceived usefulness and perceived ease of use shapes
an attitude, which, in turn, influences a behavior [28]. Many
studies have demonstrated that when people perceive a
technology as useful, the likelihood of accepting it increases
[29,30]. Evidence also shows that when a technology is easy to
use, the attitude toward it improves [31]. We anticipated that
the perceived usefulness and the perceived ease of use of
telehealth would improve people’s attitude toward it. We
developed the following two hypotheses:

H4. Perceived usefulness has a positive impact on
attitude toward telehealth.

H5. Perceived ease of use has a positive impact on
attitude toward telehealth.

Privacy and discomfort are major concerns that hinder telehealth
adoption [16]. This construct can be defined as concerns about
the impact of telehealth on the safety of personal and health
information [17]. Generally, telehealth involves the digital
collection, use, disclosure, and communication of health
information over a network between health care providers and
patients [32]. Health information is highly confidential, so
people may experience concerns about privacy intrusions and
loss of control over information [19,33,34]. To realize the
potential of telehealth, trust between health care providers and
patients without privacy concerns is required. The greater the
concern regarding privacy and discomfort related to the use of
telehealth, the worse the attitude toward telehealth, and thus we
hypothesized:

H6. Privacy and discomfort have a negative impact
on attitude toward telehealth.

The COVID-19 pandemic may provide an increased incentive
for telehealth use [5]. People have been subjected to a number
of public policies such as regional lockdowns, quarantine at
home, physical distancing, and restricted travel [35,36]. They
are concerned about hospital visits because of the probability
of contracting COVID-19 in this setting, which can lead to
serious complications, especially for patients with chronic
diseases.

In a study on the adoption of Google Meet for education,
students’ perceived fear of COVID-19 significantly affected
the intention to attend the class via Google Meet [37]. This
finding is relevant to our paper in that it supports the idea that
psychological factors can affect the behavior of users.

A recent study investigating panic during the COVID-19
pandemic in the Philippines using the Health Anxiety Inventory
reported that levels of avoidance behavior and symptoms of
hypochondriasis differed between residents inside and outside
Metro Manila [38]; this implies that anxieties about contracting
COVID-19 may alter the behavior of the public.

Additionally, a study from China reported that approximately
one-third of the survey participants reported having moderate
to severe anxiety, with 84.7% of respondents spending most of
their time at home and 75.2% worrying about their family
members being exposed to COVID-19 [39]. Therefore, people
who are anxious about COVID-19 will be more positive about
accepting non–face-to-face health care services. Thus, we
hypothesized:
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H7. Anxiety related to COVID-19 has a positive
impact on attitude toward telehealth.

Intention to Use Telehealth
The intention to use telehealth is defined by the extent to which
a population intends to use telehealth [11]. According to TAM,
the intention to use a technology is influenced by one’s attitude
toward it [16]; this intention predicts the actual usage behavior
[31]. A positive attitude, including high favorability, and
satisfaction of a technology results increase one’s intention to
use it; hence, a positive attitude toward telehealth increases the
intention to use it. Therefore, we hypothesized:

H8. Attitude toward telehealth has a positive impact
on the intention to use telehealth.

Methods

Measurement Instruments
To ensure the validity of the measures, all measurement items
for each variable in the model were developed based on previous
studies. We modified them to measure the perceptions and
attitudes toward telehealth. A questionnaire originally developed
in English was translated into Korean and was repeatedly
examined to ensure that the items and expressions in both
versions were consistent.

The questionnaire consisted of three parts. The first part
pertained to perceptions and beliefs regarding telehealth,
including the TAM variables. The second part included
questions on anxiety level in relation to COVID-19, and the last
part included questions on respondents’ sociodemographic
information (eg, gender, age group, education level, monthly

income), hospital usage patterns (eg, frequency of hospital
visits), and their health status (eg, comorbidities).

Variables related to beliefs about telehealth, increased
accessibility, enhanced care, and privacy and discomfort were
measured using the Service User Technology Acceptability
Questionnaire by Hirani et al [17]. Four items were used to
measure each respondent’s increased accessibility to telehealth,
and 5 items were used for enhanced care. For privacy and
discomfort, there were initially 4 items, but one was removed
during the reliability test, resulting in 3 items.

The TAM variables of perceived usefulness of, perceived ease
of use of, and intention to use telehealth were developed from
measurement items published by Venkatesh and Davis [26].
Perceived ease of use was measured with 4 measurement items,
and 2 items were used to measure intention to use telehealth.
For perceived usefulness, 4 items were used, but one was
removed during the reliability test, and the remaining 3 items
were used for analysis. Attitude toward telehealth was measured
by 4 questions, which were developed from Davis [15].

Anxiety about COVID-19 was measured using items published
by Roy et al [40]. They developed 18 items to measure people’s
feelings of anxiety toward COVID-19 based on a 5-point Likert
scale (1=never, 2=rarely, 3=sometimes, 4=often, 5=always).
We sorted these items in the order of the highest number of
answers of “often” or “always,” and selected 6 items for which
over 80% of respondents had answered as “often” or “always.”
During the reliability test, 3 items were removed, and a total of
3 items were included for analysis. The detailed items of each
construct are listed in Table 1; each item was measured by a
5-point Likert scale.
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Table 1. Measurement items of constructsa.

ReferenceMeasurementsConstruct and item

Hirani et al [17]Increased accessibility (AC)

Telehealth increases my access to health care.ac1

Telehealth helps me to improve my health.ac2

Telehealth saves me time in that I do not have to visit my GPb clinic.ac3

Telehealth has made it easier to get in touch with health care professionals.ac4

Hirani et al [17]Enhanced care (EC)

Telehealth makes me actively involved in my health.ec1

Telehealth allows the people looking after me to better monitor me and my
condition.

ec2

Telehealth can be recommended to people with a similar condition to mine.ec3

Telehealth can certainly be a good addition to regular health care.ec4

Telehealth allows me to be less concerned about my health care.ec5

Venkatesh and Davis [26]Perceived ease of use (PE)

My interaction with telehealth is clear and understandable.pe1

Interacting with telehealth does not require a lot of mental effort.pe2

I find telehealth to be easy to use.pe3

I find it easy to get the telehealth system to do what I want it to do.pe4

Venkatesh and Davis [26]Perceived usefulness (PU)

Using telehealth in my job increases my productivity of health care.pu2

Using telehealth enhances the effectiveness of my health care.pu3

I find telehealth to be useful to my health care.pu4

Hirani et al 17]Privacy and discomfort (PD)

Telehealth makes me feel uncomfortable physically or emotionally.pd1

The telehealth service I received invades my privacy.pd2

The telehealth service I received interferes with my everyday routine.pd3

Roy et al [40]COVID-19–related anxiety (CA)

Since last week, how often have you avoided partying?ca2

Since last week, how often have you avoided social contact?ca3

Since last week, how often have you avoided large meetings and gatherings?ca4

Davis [15]Attitude (AT)

Using telehealth is a good idea.at1

Using telehealth is a wise idea.at2

I like using telehealth.at3

Using telehealth makes me feel good.at4

Venkatesh and Davis [26]Intention to use (UI)

Assuming I have access to telehealth, I intend to use it.ui1

Given that I have access to telehealth, I predict that I would use it.ui2

aItems for each variable, except anxiety about COVID-19, were measured on a 5-point Likert scale (1=totally disagree to 5=totally agree). Items for
anxiety about COVID-19 were also measured on a 5-point Likert scale but using the following designations: 1=never, 2=rarely, 3=sometimes, 4=often,
and 5=always.
bGP: general practitioner.

JMIR Med Inform 2021 | vol. 9 | iss. 1 |e25435 | p.169http://medinform.jmir.org/2021/1/e25435/
(page number not for citation purposes)

An et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Data Collection
Data were collected through a cross-sectional survey. We used
a mobile survey company, OpenSurvey, to recruit participants
and collect questionnaire data. Using OpenSurvey’s panel and
smartphone app, data could be collected nationwide. We
included only individuals aged ≥30 years. To reduce
confounding effects, stratified sampling was used for 4 age
groups: 30-39, 40-49, 50-59, and ≥60 years. The survey was
conducted on July 3, 2020, when the average number of daily
confirmed cases of COVID-19 was approximately 50 per week
(June 29 to July 5) after the initial rapid spread of COVID-19
in South Korea. The questionnaire was distributed to a panel
that met the study criteria, and 500 responses were collected.
In order to encourage participation, USD 0.84 (KRW 1000) was
paid to each questionnaire respondent.

This study was approved by the Ethics Committee of Ajou
University (AJIRB-SBR-SUR-20-227), South Korea.

Data Analysis
The partial least squares (PLS) method, based on structural
equation modeling, was used to validate the research model.
First, we evaluated the validity and internal consistency of
research constructs with measurement analysis: factor loading,

the average variance extracted (AVE), and Cronbach alpha.
Second, we performed PLS analysis to validate our hypotheses.
SmartPLS 3.0 (SmartPLS GmbH) was used as a statistical
analytic software.

Results

Demographic Characteristics
The total number of collected questionnaires was 500. Of these,
29 were excluded since the respondents provided the same
answer to all questionnaire items. Data from 471 respondents
were included for analysis. Table 2 shows the respondents’
demographic information. A total of 232 (49.26%) respondents
were male, and respondents were almost equally distributed
across the age groups. Many respondents had received an
education equivalent to a bachelor’s degree (n=300, 63.69%).
The most commonly reported income in our study population
was $2000-$3000 (n=112, 23.78%) and $3000-$4000 (n=96,
20.38%). Only 16 (3.40%) participants had used telehealth
during the past year. Some respondents had major chronic
diseases, such as hypertension (n=70, 14.86%), diabetes (n=31,
6.58%), and heart disease (n=28, 5.94%), and 193 (40.98%)
participants reported that they had visited the hospital 3-6 times
a year.
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Table 2. Demographics of respondents (N=471).

Participant, n (%)Characteristic

Gender

232 (49.26)Male

239 (50.74)Female

Age group (years)

119 (25.27)30-39

115 (24.42)40-49

116 (24.63)50-59

121 (25.69)60-69

Education

10 (2.12)High school education or lower

112 (23.78)High school graduate

300 (63.69)Bachelor’s degree

49 (10.4)Master’s degree or other

Income per month

53 (11.25)<$1000

73 (15.50)$1000-$2000

112 (23.78)$2000-$3000

96 (20.38)$3000-$4000

64 (13.59)$4000-$5000

73 (15.50)>$5000

Telehealth experience

455 (96.60)No

16 (3.40)Yes

Number of hospital visits per year

179 (38.00)<3

193 (40.98)3-6

78 (16.56)7-12

21 (4.46)≥13

Chronic disease

70 (14.86)Hypertension

31 (6.58)Diabetes

10 (2.12)Cancer

4 (0.85)Stroke

28 (5.94)Heart disease

20 (4.25)Depression

17 (3.61)Asthma

36 (7.64)Other

Measurement Model
We used reflective measurement modeling for all 8 latent
variables, in which indicators are influenced by the variables
not composing them [41]. First, the reliability and convergent
validity of the measurement model was evaluated by

confirmatory factor analysis. As a result of factor loading, the
items with a loading value not exceeding 0.7 were excluded
from the analysis [42]. Those items were 1 for privacy and
discomfort and 3 for anxiety about COVID-19. The internal
consistency of the constructs was examined by a Cronbach alpha
coefficient greater than .7, which is an accepted cut-off [43,44].
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The AVEs of all the constructs were well above 0.50, and the
convergent validity of the measurement items was validated

[45]. Table 3 shows the results of the factor loadings, composite
reliability, AVE, and Cronbach alpha.

Table 3. Factor loadings and reliability.

Cronbach alphaAverage variance extractedComposite reliabilityLoadingsMean (SD)Construct and item

.8420.6800.895Increased accessibility (AC)

0.8773.979 (0.860)ac1

0.8603.798 (0.863)ac2

0.7794.244 (0.765)ac3

0.7793.989 (0.886)ac4

.8900.6950.919Enhanced care (EC)

0.8233.786 (0.891)ec1

0.7793.272 (0.995)ec2

0.8643.626 (0.885)ec3

0.8753.885 (0.855)ec4

0.8253.673 (0.911)ec5

.8380.6730.891Perceived ease of use (PE)

0.8153.325 (0.917)pe1

0.7423.316 (0.972)pe2

0.8753.505 (0.913)pe3

0.8423.667 (0.907)pe4

.8580.7790.913Perceived usefulness (PU)

0.8783.735 (0.858)pu2

0.8713.463 (0.919)pu3

0.8973.756 (0.914)pu4

.8480.7670.908Privacy and discomfort (PD)

0.8522.204 (0.890)pd1

0.8792.293 (0.936)pd2

0.8972.055 (0.881)pd3

.7690.6840.867Anxiety about COVID-19 (CA)

0.8142.291 (1.363)ca2

0.8223.123 (1.235)ca3

0.8452.713 (1.635)ca4

.9040.7780.933Attitude (AT)

0.8573.662 (0.942)at1

0.9283.675 (0.919)at2

0.9283.739 (0.912)at3

0.8103.187 (0.862)at4

.9580.9590.979Intention to use (UI)

0.9793.805 (1.002)ui1

0.9803.798 (0.978)ui2

Next, discriminant validity was verified using the
Fornell–Larcker [43], cross-loading, and heterotrait-monotrait
(HTMT) criteria [46]. For the Fornell–Larcker criterion, the
square root of the AVE for a construct must be higher than the

cross-construct correlation values. During the validation of the
criterion, 1 item for perceived usefulness was excluded. Table
4 presents the correlation matrix and square root of the AVE,
which shows that the Fornell–Larcker criterion was fulfilled.
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The cross-loading criterion was also satisfied, in which the
loading value of the items on the corresponding constructs
exceeded those on the other constructs. Lastly, we tested the
HTMT criterion for our reflective constructs. According to
Henseler et al [46], when testing the null hypothesis (H0:

HTMT≥1) against the opposite hypothesis (H1: HTMT<1), if
a CI contains the value 1, it indicates a lack of discriminant
validity. The HTMT results for this study show that the HTMT
CI does not include 1; thus, discriminant validity was established
(Multimedia Appendix 1).

Table 4. Correlation matrix and square root of the average variance extracted. Values in italics are the square root of the AVE for the corresponding
constructs.

UIhATgCAfPDePUdPEcECbACaConstructs

0.825AC

0.8340.785EC

0.8200.7130.660PE

0.8820.6980.8250.719PU

0.876–0.398–0.423–0.440–0.525PD

0.8270.0030.1440.0690.1500.122CA

0.8820.134–0.4640.7270.6630.7310.711AT

0.9800.8020.083–0.5180.6540.6360.6840.724UI

aAC: increased accessibility.
bEC: enhanced care.
cPE: perceived ease of use.
dPU: perceived usefulness.
ePD: privacy and discomfort.
fCA: anxiety about COVID-19.
gAT: attitude toward telehealth.
hUI: intention to use telehealth.

Hypothesis Testing
The structural model was developed to identify the relationships
among the constructs. First, we assessed the model fit using the
standardized root mean square residual (SRMR) [46] and root
mean square (RMStheta). The SRMR value for this study was
0.061, which is less than the cut-off value of 0.08, and showed
an acceptable model fit [47]. The RMStheta value was 0.145,
which was slightly above the recommended threshold [48], but
its exact acceptable threshold values have not been determined
[49].

To test our hypotheses, we executed the PLS with a 500-times
sampling bootstrap and evaluated the relationship between
variables using path coefficient (β) and t statistics. The PLS
results for the hypotheses are shown in Figure 2 and Table 5.
The results show that all hypotheses, except H7, were supported.
Increased accessibility and enhanced care were revealed to have
a positive impact on the perceived usefulness of telehealth (H1:

t=3.074, P<.01; H2: t=12.479, P<.001). Moreover, the perceived
ease of use of telehealth had a positive impact on the perceived
usefulness of it (t=5.049, P<.001); thus, H3 was supported. Both
the perceived usefulness and the perceived ease of use of
telehealth demonstrated the positive influence of attitude toward
telehealth, so H4 (t=11.555, P<.001) and H5 (t=5.748, P<.001)
were also supported. Privacy and discomfort about telehealth
had a significantly negative influence on attitude toward
telehealth (H6: t=4.746, P<.001). Meanwhile, anxiety toward
COVID-19 had no significant effect on attitude toward telehealth
(t=1.591, P>.05), and thus H7 was rejected. Lastly, attitude
toward telehealth had a significantly positive influence on the
intention to use telehealth (t=34.846, P<.001), supporting H8.

The R2 value of the dependent variable of the intention to use

telehealth was 0.643 (adjusted R2=0.642). This implies that
64.3% of the intention to use telehealth was elucidated by 4
precedent variables: perceived usefulness, perceived ease of
use, privacy and discomfort, and anxiety.
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Figure 2. Partial least squares results and R2 values (N=471). ***P<.001; **P<.01; *P<.05.

Table 5. Hypothesis analysis results.

CommentsP valuet valueβPathHypothesis

Supported.0023.0740.135ACa → PUbH1

Supported<.00112.4790.579ECc → PUH2

Supported<.0015.0490.196PEd → PUH3

Supported<.00111.5550.473PU → ATeH4

Supported<.0015.7480.259PE → ATH5

Supported<.0014.746–0.166PDf → ATH6

Not supported.111.5910.049CAg → ATH7

Supported<.00134.8460.802AT → UIiH8

aAC: increased accessibility.
bPU: perceived usefulness.
cEC: enhanced care.
dPE: perceived ease of use.
eAT: attitude toward telehealth.
fPD: privacy and discomfort.
gCA: anxiety about COVID-19.
hUI: intention to use telehealth.

Additionally, we classified participants into 2 clusters—(1)
participants with chronic disease and (2) participants without
chronic disease—and executed PLS analysis for each cluster.
The results, shown in Multimedia Appendix 2, revealed that
there was one significant difference between the clusters: among
participants with chronic disease, no significant effect of
increased accessibility on perceived usefulness was observed
(t=0.142, P>.10). In both clusters, anxiety about COVID-19
was not significantly associated with attitude toward telehealth.

Discussion

Principal Findings
In this nationwide survey targeting the Korean general
population, we identified factors affecting the acceptance of
telehealth. Using the extended TAM, we confirmed that not
only perceived usefulness and ease of use, but also increased
accessibility and enhanced care, which are the characteristics

of telehealth, have a positive effect on attitude toward telehealth.
Privacy and discomfort were a hindrance to telehealth, and this
issue calls for improvement. Unexpectedly, anxiety about
COVID-19 had no significant effect on attitude toward
telehealth. The neutral association between anxiety about
COVID-19 and telehealth acceptance was consistent in
populations with and without chronic diseases.

This study confirmed that findings from previous studies can
be applied to South Korea in the pandemic context. TAM can
be successfully applied to studying telehealth acceptance in the
overall population. Many studies have investigated telehealth
acceptance based on TAM in multiple countries such as Taiwan
[50] and China [19,51], and perceived usefulness and ease of
use were validated as positive factors for telehealth acceptance.
The enhanced accessibility of telehealth geographically,
economically, and socially are benefits of telehealth [17,52].
Along with increased accessibility, enhanced care also has
significant effects on the usefulness of telehealth, which is
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consistent with the results of previous studies [53,54]. In terms
of privacy concerns, this study confirmed the findings of
previous research, which showed that such concerns negatively
correlated with the intention to adopt telehealth [51].

To our knowledge, this is the first study to analyze empirically
the effects of COVID-19 on telehealth acceptance. Undoubtedly,
the unprecedented nature of the pandemic has induced
substantial enthusiasm for telehealth worldwide [55]. Of note,
no significant relationship was found between anxiety about
COVID-19 and telehealth acceptance. This insignificant impact
may be attributed to when the survey was conducted (July 3,
2020). At that time, the number of COVID-19 cases had
decreased and remained at less than 100 from April 2 to July
25, 2020 [8]. This decline in cases may have alleviated feelings
of COVID-19–related anxiety.

Moreover, our findings may indicate the possibility of telehealth
use even after the pandemic. A survey targeting physician
engagement with patients and telehealth experiences showed
that one-fifth of clinicians expected to use telehealth more after
the COVID-19 pandemic is terminated compared to before the
pandemic [56]. In South Korea, about 262,000 telehealth
appointments were conducted from February 24 to May 10
(3403 appointments and 142 COVID-19 cases per day on
average) and about 511,000 telehealth appointments were
conducted from May 10 to September 20 (3871 appointments
and 97 COVID-19 cases per day on average) [57-59]. Although
telehealth was allowed temporarily due to COVID-19 in South
Korea, it appears that interest in and the need for telehealth have
already increased. This study offers indispensable information
for policymakers and health care providers on implementing
appropriate telehealth services.

Since patients with chronic diseases are more susceptible to
fatal outcomes due to COVID-19 than those without chronic
diseases [60], we assumed that patients with chronic diseases
would prefer telehealth due to anxiety about COVID-19. Our
finding suggests that patients with chronic diseases may continue
to use telehealth after the pandemic era due to other reasons,
including enhanced care and perceived ease of use. Interestingly,
the relationship between increased accessibility and perceived
usefulness was also not evident in this population. It contradicted
with previous findings, which demonstrated that one of the key
elements of telehealth for patients with chronic diseases is
increased accessibility [20,61]. Our results may be driven by
the universal availability of health care use in South Korea. Kim
et al [62] surveyed unmet health care needs such as economic
hardship, scheduling conflict, and long waiting times among
the Korean elderly, and 17.4% (economic accessibility, 9.2%;
service acceptability, 6.5%; and scheduling conflict, 1.7%) of
respondents answered that unmet needs exist, which is a lower
percentage than those in other developed countries, including
Greece (26.3%) and Canada (scheduling conflict, 54.9%; service
acceptability, 42.8%; and economic accessibility, 12.7%). It
may imply that telehealth is required not only for filling the
gaps in the current medical supply system but also for further
development in patient care.

This study also provides some guidance for telehealth service
providers. First, telehealth providers should elaborate the service

model to promote accessibility and health care quality. A better
health care service could involve preemptive treatment before
the deterioration of health [63], and consultation with general
physicians after normal clinic hours [64] could be considered.
Second, technology developers should couple basic technologies
with a convenient user interface. Telehealth-related technologies
such as data integration with electronic medical records, data
connection from multiple sources [65], and biophysiological
data measuring/monitoring tools should be improved [66].
Moreover, an approachable user interface should be developed
to encourage patients with digital literacy to accept telehealth
[67]. Third, privacy concerns and feelings of discomfort are
obstacles to be overcome in telehealth. Telehealth providers
should establish a privacy and security protocol corresponding
to HIPAA (Health Insurance Portability and Accountability
Act) or HITEC (Health Information Technology for Economic
and Clinical Health) for storing, transmitting, and utilizing data
to provide a private and secure telehealth service [68].

Limitations
This study has several limitations. First, while factors associated
with telehealth acceptance were included in this study, the actual
behavior of adopting telehealth was not analyzed. The indirect
construct of intention to use telehealth was used as a surrogate
variable. Second, although the number of telehealth insurance
claims were higher for those aged >30 years [69], exclusion of
those in the 20-29 years age group is also a limitation of our
study; this meant that users who are potentially more
technologically skillful and have a greater tendency toward
telehealth were omitted. Third, this study was based on
cross-sectional data collected from individual surveys.
Longitudinal field studies in the context of actual telehealth
should be performed in the future. Fourth, we used COVID-19
anxiety measurements from a previous study that were not
rigorously validated; in addition, the measures simply
investigated people’s cognition and emotions related to
COVID-19. It is not easy to reference well-validated
measurements for anxiety in the context of a new pandemic,
but it is significant that this study provides an early examination
of the impact of COVID-19 on telehealth acceptance. Fifth, this
study did not consider other factors that may influence telehealth
acceptance. Individual, organizational, social, and legal factors
such as policy, social norms, and trust in telehealth should be
considered for the successful implementation of the telehealth
system [70]. Lastly, because this study only included the South
Korean population, it may not be generalized to other countries,
which have different medical systems.

Conclusions
Based on our extended version of TAM, this study revealed the
key factors influencing user intentions and attitudes toward
telehealth services in the Korean general population. Our results
indicate that accessibility, enhanced care, usefulness, ease of
use, and privacy and discomfort are variables affecting user
intentions and attitudes in this population, while anxiety about
COVID-19 did not have significant impact. This study may aid
technology developers and health care decision makers to better
understand the behavioral characteristics of the Korean
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population and lead to the tailored promotion of telehealth services after the pandemic subsides.
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Abstract

Background: Chest examination by auscultation is essential in patients with COVID-19, especially those with poor respiratory
conditions, such as severe pneumonia and respiratory dysfunction, and intensive cases who are intubated and whose breathing is
assisted with a ventilator. However, proper auscultation of these patients is difficult when medical workers wear personal protective
equipment and when it is necessary to minimize contact with patients.

Objective: The objective of our study was to design and develop a low-cost electronic stethoscope enabling ear-contactless
auscultation and digital storage of data for further analysis. The clinical feasibility of our device was assessed in comparison to
a standard electronic stethoscope.

Methods: We developed a prototype of the ear-contactless electronic stethoscope, called Auscul Pi, powered by Raspberry Pi
and Python. Our device enables real-time capture of auscultation sounds with a microspeaker instead of an earpiece, and it can
store data files for later analysis. We assessed the feasibility of using this stethoscope by detecting abnormal heart and respiratory
sounds from 8 patients with heart failure or structural heart diseases and from 2 healthy volunteers and by comparing the results
with those from a 3M Littmann electronic stethoscope.

Results: We were able to conveniently operate Auscul Pi and precisely record the patients’ auscultation sounds. Auscul Pi
showed similar real-time recording and playback performance to the Littmann stethoscope. The phonocardiograms of data obtained
with the two stethoscopes were consistent and could be aligned with the cardiac cycles of the corresponding electrocardiograms.
Pearson correlation analysis of amplitude data from the two types of phonocardiograms showed that Auscul Pi was correlated
with the Littmann stethoscope with coefficients of 0.3245-0.5570 for healthy participants (P<.001) and of 0.3449-0.5138 among
4 patients (P<.001).

Conclusions: Auscul Pi can be used for auscultation in clinical practice by applying real-time ear-contactless playback followed
by quantitative analysis. Auscul Pi may allow accurate auscultation when medical workers are wearing protective suits and have
difficulties in examining patients with COVID-19.

Trial Registration: ChiCTR.org.cn ChiCTR2000033830; http://www.chictr.org.cn/showproj.aspx?proj=54971.
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Introduction

Since the outbreak of COVID-19, increasing numbers of
physicians and nurses have been treating patients on the front
lines worldwide. Many health care workers have been exposed
to SARS-CoV-2 at work, and some of them have become
infected with the virus due to high rates of nosocomial
transmission [1-5]. Many medical professionals have
emphasized the importance of safety measures during the
management of critical patients [5,6].

The stethoscope is a useful instrument for physicians, nurses,
anesthetists, and other health professionals who examine,
diagnose, and evaluate the respiratory status of patients with
COVID-19. Nearly all critically ill patients with COVID-19
present severe and acute respiratory conditions [7]. Auscultation
is important for these patients, particularly those with severe
pneumonia or respiratory dysfunction and those who are
intubated and whose breathing is assisted with a ventilator, to

ensure accurate diagnosis and to assess disease severity and
treatment efficacy [8,9]. In addition, auscultation has been
shown to act as an emotional bridge between health staff and
patients, who are isolated and separated from their loved ones
[10].

However, some researchers have found that stethoscopes can
spread infection between patients and health care professionals
[11,12] and that stethoscopes are not cleaned sufficiently often
by medical staff [13]. As a consequence, the safety of
stethoscope implementation for chest auscultation during the
COVID-19 pandemic has been questioned [14]. Furthermore,
inside the quarantine wards in hospitals, medical staff wearing
protective clothing are unable to use conventional stethoscopes
because their protective clothing covers their ears [9,15] (Figure
1). As a safer alternative, some experts have suggested using
stethoscopes less frequently and ultrasound more frequently
[16], while other experts have stressed the necessity of
stethoscope use and auscultation in COVID-19 treatment [9].

Figure 1. A medical staff member nursing a patient with COVID-19 in Wuhan, China. The staff member’s protective clothing prevents the use of a
conventional stethoscope.

Electronic stethoscopes can transmit auscultation sounds via
Bluetooth and enable users to store and replay the sounds
through a personal computer or other device. For example, the
Littmann 3200 electronic stethoscope (3M) has higher sensitivity
and specificity than classic acoustic stethoscopes for diagnosis
of patients with heart vascular disease [17]. Although an
electronic stethoscope possesses these benefits, it still requires

contact listening via the ears of medical staff, which is unsafe
when working with patients with COVID-19. Furthermore,
electronic stethoscopes are expensive, with prices greater than
US $350, which limits their use in low-resource settings. During
the COVID-19 pandemic, many medical facilities encountered
a critical care crisis due to their limited medical capacity,
shortages of personnel [18-20], and shortages and increasing
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cost of health care products, including ventilators and other
medical devices [21,22].

Some manufacturers and researchers have integrated
stethoscopes with smartphones, such as the Eko Core Digital
Stethoscope (Eko Devices) [23]. However, this type of
stethoscope can only transfer the auscultation data to a
smartphone, tablet, or a personal computer; therefore, real-time
playback to other medical staff is difficult. Furthermore, the
smartphone is inconvenient for use in an intensive care unit
(ICU) for COVID-19. One proposed solution is to capture and
analyze heart sounds using only a smartphone [24]. In that study,
researchers recorded normal and pathological heart sounds using
three different smartphones, and diagnosis was performed using
machine learning. However, the device and procedure were
designed for intelligent diagnosis and not for application during
management of patients with COVID-19, in addition to the
abovementioned difficulties of using the smartphone in an
isolated ICU. Stethoscopes and devices on the market or
published in the literature require ear contact, which is not
feasible for staff wearing personal protective equipment.

As medical staff participating in the frontline treatment of
patients with COVID-19 in Wuhan, China, our team realized
the need for a stethoscope that did not require ear contact for

auscultation. Here, we describe the design and development of
an electronic stethoscope (Auscul Pi) based on a low-cost,
single-board computer the size of a credit card (Raspberry Pi)
for ear-contactless recording and archiving of auscultation
results. We explored the usability and advantages of the new
stethoscope in an exploratory sample of patients and healthy
volunteers in comparison with the Littmann 3200 electronic
stethoscope.

Methods

Development

Design
The Auscul Pi electronic stethoscope protype was designed and
developed using Raspberry Pi hardware (Raspberry Pi
Foundation), the open-source Python programming language,
and other modified components. We evaluated the prototype
for use with patients with COVID-19 in terms of seven
dimensions: disinfectability, ease of use, safety for patients and
health professionals, auscultation performance, affordability,
digitalization, and compatibility with the wearing of a personal
protective suit. The prototype was compared with a conventional
stethoscope and a Littmann digital stethoscope (Figure 2).
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Figure 2. Flowchart of Auscul Pi design based on the evaluation of 7 dimensions in comparison with a conventional stethoscope and 3M Littmann
digital stethoscope. Thick solid arrows indicate that the stethoscope performed satisfactorily on the indicated dimension; dashed arrows indicate that it
did not.

Hardware
Raspberry Pi computers were developed by the Raspberry Pi
Foundation in 2009 with the original purpose of computer
science education [25]. This small single-board computer (up
to the size of a credit card) consists of system-on-a-chip

hardware, including a quad-core ARM processor (ARM
Holdings), 1 GB of memory, and a graphic processing unit.
Wi-Fi, Bluetooth, Ethernet and other modules are also built into
the computers. The components we used for this project, all of
which are generic and can easily be purchased on the web, are
listed in Table 1.
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Table 1. Components of the Auscul Pi digital stethoscope.

Price in ￥ (Price in US $)a,bQuantityManufacturerModelItem

280 (39.27)1Raspberry Pi Foundation3 Model B+Raspberry Pi

59 (8.27)1SanDisk64GMicroSDc card

5.88 (0.82)1MingXingN/AMicro USB power supply

132 (18.51)1YDSM5-volt outputUPSd battery expansion
board

48 (6.73)2YDSMINR19860-30Q 3000MA18650 rechargeable batteries

29 (4.07)1QianBaiXiangUSB collar microphoneMicrophone

56.9 (7.98)1YayusiInserted microspeakerSpeaker

59 (8.25)1Mumu3.5-inch touch screenTouch screen

aBased on an exchange rate of 7.13 RMB=US $1.
bTotal cost: ￥669.78 (US $93.90)
cSD: secure digital.
dUPS: uninterruptible power supply.

We installed the operating system on the Raspberry Pi and
initiated it [26], then connected the components mentioned in
Table 1. Raspberry Pi can potentially use any type of sensor to
record data and transfer it to the software program. We used an
ordinary USB collar microphone as a transducer from the
modified chest piece of a stethoscope to collect sound wave

signals and transform them to electronic signals via USB port.
Then, the Python-coded program (Auscul Pi Console) received
the digital information, processed it, and sent it back to the
microspeaker. Figure 3 illustrates the connections of each
component and the Raspberry Pi computer.

Figure 3. Schematic of the connections within the Auscul Pi system. (A) Raspberry Pi 3 Model B+. (B) Microspeaker. (C) USB collar microphone.
(D) Uninterruptible power supply battery expansion board with two rechargeable batteries (18650). (E) 3.5-inch touch screen. (F) Chest piece from a
conventional stethoscope. CPU: central processing unit.
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Because the goal was to design an electronic stethoscope for
use in a quarantine zone or ICU, it was necessary for its
operation to be as simple as possible. We added a touch screen

to initiate the auscultation and allow playback of the recorded
sound. Figure 4 shows an image of the components of the
Auscul Pi device.

Figure 4. The Auscul Pi prototype. (A) The uninterruptible power supply. (B) The Raspberry Pi system (left) and uninterruptible power supply (right).
(C) Combination of the Raspberry Pi and the power supply. (D) A microphone connected to the chest piece from a conventional stethoscope, 3.5-inch
touch screen, Raspberry Pi with power supply, and microspeaker. (E) Fully assembled device containing the components in D.

Software
We used the Python programming language to code our
software. Python is one of the most popular programming
languages [27], not only because of its simplicity, excellent
readability, and powerful functionality, but also because
third-party professionals from diverse fields are using it to
develop new packages and modules, which are uploaded to a
shared repository called the Python package index [28]. Thus,
Python is a “glue language” that can join different packages
and modules together to construct code with desired functions.

The PyAudio package is a third-party package developed for
audio processing [29]. It can be downloaded from the GitHub
repository [30] or installed by a Linux command (Multimedia
Appendix 1). After importing PyAudio and other packages, we
wrote our code. Our application program, Auscul Pi Console,
was run on Raspberry Pi in a graphical user interface (GUI)
using tkinter [31]. When the Auscul Pi Console runs, the
auscultation sound can be played and heard via the
microspeaker. The program generates a Waveform Audio File
Format sound file (.wav) and digital NumPy array file (.npy)
[32] bearing the date and time of the measurement (Figure 5).

Figure 5. (A) Digital NumPy files (.npy) and (B) Waveform Audio File Format files (.wav) generated by Auscul Pi. The file names indicate the date
and time of each measurement.
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Finally, we converted the Python code file AusculPiConsole.py
to frozen binary code using PyInstaller [33] (Multimedia
Appendix 2). This process enabled the program to be run on
another Raspberry Pi simply by double-tapping the icon, without
the need for a Python interpreter. The entire source code of the
Auscul Pi Console is available at our GitHub repository [34]
and in Multimedia Appendix 3, and it can be reused according
to the terms of the Massachusetts Institute of Technology
License.

This touch screen provides a GUI to activate the auscultation
process. The “Auscultate” button is pushed, which initiates a
30-second recording and simultaneous broadcast of the
auscultation. The last recorded auscultation can be played back
by pressing the “Replay” button (Figure 6). The Auscul Pi
Console program interface is user-friendly and can be operated
interactively. All health care users in the present study were
able to begin using the prototype quickly and were able to use
it without touching the study participants.

Figure 6. The graphical user interface on the touch screen of Auscul Pi. (A) The desktop display. The user can double-tap the Auscul Pi icon to run
the program. The recorded data are stored in the AudioData folder. (B) The manipulation interface of the Auscul Pi Console after double-tapping the
Auscul Pi Console icon. The user can control the auscultation and replay by tapping the “Auscultate” and “Replay” buttons, respectively.

Data Storage and Communication
The audio files and digital array files can be shared and
transferred through a Wi-Fi signal for further study and analysis.
For instance, we used Virtual Network Computing Viewer [35]
or PuTTY terminal [36] to transfer the generated files to a
personal computer. A phonocardiogram (PCG) records the
occurrence of heart sounds in the cardiac cycle generated from
the mechanical activity of the heart [37]. Our prototype includes
a Python-coded parser program, which is also provided in our
GitHub repository [38], that plots a PCG based on the
auscultation data in the digital NumPy array file (.npy). PCG
were generated from the Littmann stethoscope data using
StethAssist software (3M).

Clinical Study
After the installation of the hardware and the software, we
applied this portable device in a pilot clinical study, which was
approved by the Medical Ethical Committee of Shengjing
Hospital of China Medical University (approval No.
2020PS525K); however, no application has been filed for
commercial use to the regulatory agencies. Our pilot study
(ChiCTR.org.cn Identifier ChiCTR2000033830) aimed to
investigate the usability and advantages of Auscul Pi in
comparison with the 3M Littmann 3200 electronic stethoscope.
To assess the auscultation performance of heart sounds and
respiratory sounds with Auscul Pi, we included eight patients
with structural heart disease or heart failure and two healthy
volunteers, who were examined face-to-face with the device in
the clinic or inpatient department. None of the participants had
been diagnosed with SARS-CoV-2 infection. Patients and
volunteers gave written informed consent in this study.

Inclusion criteria were (1) patients with New York Heart
Association class IV heart failure, from whom rale sounds,
including moist crackles and wheezes, could be heard in lung
auscultation; (2) patients with any type of structural heart
disease, such as congenital heart disease or valvular heart
disease, from which murmurs could be heard. Patients were
excluded if they had weak heart sounds caused by pericardial
effusion, pleural effusion, or pneumothorax. Two healthy
volunteers were also included in the study.

We divided the participants into three groups according to the
inclusion criteria: (1) the respiratory sound group (rale group)
contained patients with heart failure; (2) the heart sound group
(murmur group) contained patients with structural heart disease;
and (3) the healthy group (normal respiratory sound and heart
sound group) contained healthy volunteers. The auscultation
procedure was different for each group. To collect respiratory
sound from the patients with heart failure in the rale group, we
auscultated their left and right lungs in the regions of the 7th to
9th intercostal space (7ICS to 9ICS) along the midaxillary line.
We first performed auscultation with Auscul Pi by pressing the
“Auscultate” button on the touch screen to initiate the 30-second
recording and broadcast. We checked the respiratory sounds
from the microspeaker without ear contact. During that time,
we assessed whether we could clearly hear moist crackles or
wheezes at the bedside. Then, we repeated the procedure using
the Littmann stethoscope.

Before auscultation of patients with structural heart diseases in
the murmur group, we checked the echocardiogram to locate
the main origin of the murmur; then, we focused on the
corresponding site for auscultation. For example, the
echocardiogram of one patient with valvular heart disease
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showed mild mitral regurgitation. Therefore, we auscultated at
the apex site, located around the 5ICS in the midclavicular line,
to hear the loudest murmurs from the mitral valve. In one patient
with congenital heart disease, the echocardiogram showed a
ventricular septal defect. We auscultated in the 3rd intercostal
space (3ICS) and 4th intercostal space (4ICS) to the left border
of the sternum to hear the loudest murmurs. We listened
carefully to the output from the microspeaker of the Auscul Pi
to assess the presence and clearness of the murmurs. Next, we
checked healthy volunteers with both stethoscopes to evaluate
normal heart sounds and respiratory sounds.

After auscultation, we transferred the data from the two
stethoscopes onto a personal computer via Wi-Fi (Auscul Pi)
or Bluetooth (Littmann 3200). First, we listened to the sound
files (.wav) from both stethoscopes and compared the respiratory
and heart sounds and their quality. Second, we compared the
PCGs generated from each stethoscope with each other and with
the electrocardiograms (ECGs) showing the cardiac cycles. To
quantify the consistency of the two PCGs, we evaluated the
relationship of the waveforms between the Auscul Pi and the
Littmann stethoscope by assessing whether they had similar
simultaneous ups and downs in the waveform and whether they
showed similar S1, S2, and murmur timings.

For the analysis of respiratory sound auscultation, we used the
audio data collected from the patients with heart failure, and
we listened to the audio file from our Auscul Pi stethoscope to
evaluate the consistency with the results obtained from the 3M
Littmann stethoscope. For the heart sound auscultation analysis,
in addition to listening to the audio, three physicians (WZ, XZ,
and SG) compared the PCGs plotted from the digital array files
from each stethoscope for the morphologies of the waveforms.
Furthermore, a Pearson correlation analysis was performed to
assess the consistency of the results obtained with the two
stethoscopes. We first processed the PCG data by extracting

the wave amplitude values at every time point as a data series.
Then, the correlation between the two data series was
implemented to evaluate the peak and trough synchronizations
of S1, S2, and murmurs using Python code, and we also
provided the source code in our GitHub repository [39].

Results

Development
Auscul Pi is modular to enable construction of the entire device
in a short time. We required 4 weeks to design, purchase, and
assemble the hardware and code, debug, and optimize the
software of Auscul Pi after we had the initial idea. Due to the
size (10 cm × 6 cm × 5 cm) and light weight, the Auscul Pi can
be carried with a single hand, while the other hand holds the
chest piece of the stethoscope for auscultation. The standby
time of the batteries was 2.5 hours during the auscultation
examination, and the batteries could be fully recharged in 2
hours via the mini-USB port on the uninterruptible power supply
extension board. We found that we could operate it conveniently
and record the information precisely in our clinical practice
when considering the aspects of ergonomics and information
technology.

To make data-based decisions about the prototype design, we
evaluated the performance of the Auscul Pi based on the seven
dimensions mentioned in the Methods. We used a scoring
system with 5 levels of satisfaction, each of which was each
scored from 1-5, with 5 being the strongest score (most
satisfactory) and 1 being the weakest score (least satisfactory).
The evaluators were WZ, XZ, and SG, who gave the scores.
All scores were weighted by importance to obtain the total
scores. The total score of Auscul Pi was 104, which was higher
than that of the conventional stethoscope (87) and the 3M
Littmann stethoscope (82) (Table 2).
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Table 2. Engineering design matrix showing the importance and satisfaction scores of various dimensions of the stethoscopes from 1-5 (1, weakest;
5, strongest).

Satisfaction scoresaImportanceDimension

Auscul Pi digital stetho-
scope

3M Littman digital stetho-
scope

Conventional stethoscope

3452Size

3453Disinfectability

3453Ease of use

4353Affordability

5313Digitalization

2224Safety for patients

4114Safety for health profession-
als

3543Ability to detect auscultation
sound

4115Usability in isolation in the
intensive care unit

1048287N/AbTotal score

aSatisfaction scores are weighted by importance.
bN/A: not applicable.

Clinical Study
This pilot study included eight patients and two healthy
volunteers (Table 3). No patient was excluded from the study.
First, we auscultated the two healthy volunteers to acquire
normal heart sounds (Multimedia Appendix 4, Multimedia
Appendix 5) and normal respiratory sounds (Multimedia
Appendix 6, Multimedia Appendix 7). The audio of the
respiratory and heart sounds obtained with Auscul Pi was clear
and recognizable in both real-time play and the recorded
archives. The digital NumPy array files of the corresponding
sounds were used to plot the PCGs (Figure 7). The audio and
PCGs generated by Auscul Pi were consistent with those
obtained from the 3M Littmann stethoscope by the evaluations

of the three physicians mentioned in the Methods section. To
quantify the consistency of the two PCGs, we evaluated the
relationship of the waveforms between the Auscul Pi and 3M
Littmann stethoscopes by assessing whether they had similar
peaks and valleys in the waveforms simultaneously, especially
whether they had good synchronization of the first heart sound,
second heart sound, and murmur timings. We firstly processed
the PCG data by extracting the wave amplitude values of every
time point. Then, we performed the Pearson correlation of the
2 data series, also with Python [39] (Multimedia Appendix 8).
For the two healthy volunteers, the data for volunteer 9 had a
correlation coefficient of 0.5570 (P<.001), and the correlation
coefficient for volunteer 10 was 0.3245 (P<.001).
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Table 3. Demographic characteristics of the patients and volunteers in the pilot study.

AbnormalitiesAuscultation siteDiagnosis 2Diagnosis 1GroupAge (years)SexNumber

Wheezes7ICSa-9ICS
along the midax-
illary line

Atrial fibrillationHeart failureRespiratory
sound

64Male1

Moist crackles7ICS-9ICS
along the midax-
illary line

Atrial fibrillationHeart failureRespiratory
sound

79Male2

Moist crackles7ICS-9ICS
along the midax-
illary line

Ischemic car-
diomyopathy

Heart failureRespiratory
sound

43Male3

Moist crackles7ICS-9ICS
along the midax-
illary line

Atrial fibrillationHeart failureRespiratory
sound

66Male4

Mild holosys-
tolic murmurs

Apex (5ICS in
the midclavicu-
lar line)

Mitral regurgita-
tion

Valvular heart
disease

Heart sound68Male5

Mild holosys-
tolic murmurs

2ICS to the right
border of the
sternum

Aortic stenosisValvular heart
disease

Heart sound72Female6

Mild holosys-
tolic murmurs

2ICS to the right
border of the
sternum

Aortic stenosisValvular heart
disease

Heart sound69Male7

Loud holosys-
tolic murmurs

3ICS and 4ICS
to the left border
of the sternum

Ventricular sep-
tal defect

Congenital heart
disease

Heart sound4Male8

 NoneApex (5ICS in
the midclavicu-
lar line)

N/AN/AbHealthy40Male9

 NoneApex (5ICS in
the midclavicu-
lar line)

N/AN/AHealthy22Male10

aICS: intercostal space.
bN/A: not applicable.
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Figure 7. Electrocardiogram and phonocardiograms of healthy volunteer 9 generated by the 3M Littmann stethoscope and Auscul Pi, showing normal
sinus rhythms and normal heart sounds. ECG, electrocardiogram: S1: first heart sound; S2: second heart sound.

In the respiratory sound group (patients 1-4), all patients initially
complained of dyspnea when presented at the hospital, and we
heard rales in all patients. All these patients received anti-heart
failure therapies. They all recovered and were discharged several
days later. Patient 1 presented with atrial fibrillation and heart
failure. At the beginning of the treatment period, we performed
auscultation on this patient with both stethoscopes. We could
hear clear wheezes in both the inspiratory and expiratory phases.
During the examination, we checked the respiratory sounds
simultaneously played by the microspeaker, from which the
wheezes were clear and obvious. Then, we replayed the
wheezing sounds in the computer when away from the patient,
and the wheeze sound quality and recognizability were better
than those obtained when we broadcast the sound during
recording (Multimedia Appendix 9). The quality of the
respiratory sounds was good for the other three patients in the
group (patients 2-4) during playback of the recording.

For the patients in the heart sound group (patients 5-8), we
examined and easily detected the murmurs at the corresponding
auscultation sites of the culprit valves or defects. For example,

patient 8, who was suffering from congenital heart disease, had
two intraventricular septal defects. When we auscultated him
at 3ICS and 4ICS to the left border of the sternum, a loud
holosystolic murmur was clearly detected with Auscul Pi
(Multimedia Appendix 10). The acoustic characteristics and
timings of the murmurs were quite similar to the murmurs heard
with the Littmann stethoscope (Multimedia Appendix 11). This
patient underwent surgical ventricular septal repair. Postsurgery
auscultation with the Auscul Pi (Multimedia Appendix 12) and
Littmann stethoscope (Multimedia Appendix 13) stethoscopes
showed that the murmurs had disappeared.

The alignments of the PCGs with the ECGs showed good visual
consistency between Auscul Pi and the 3M Littmann stethoscope
(Figure 8). We also performed the same correlation analysis to
evaluate the consistency of the data series extracted from the
PCG NumPy data. The correlation coefficient of the Auscul Pi
and 3M Littmann results before surgery was 0.3436 (P<.001),
and the coefficient after surgery was 0.5138 (P<0.001). The
correlation coefficients of the other 3 patients ranged from
0.3449-0.4797 (P<.001) (Table 4).
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Figure 8. Electrocardiograms and phonocardiograms of patient 8, showing systolic murmurs before cardiac surgery to treat a ventricular septal defect
but no murmurs after surgery. ECG: electrocardiogram; m: murmur; S1: first heart sound; S2: second heart sound.
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Table 4. Pearson correlation coefficients between phonograms obtained using the Auscul Pi and 3M Littmann stethoscopes (all P values <.001).

Correlation coefficientPatient or volunteer

0.55709

0.324510

0.34495

0.47976

0.41347

0.34368 (presurgery)

0.51388 (postsurgery)

Discussion

Principal Results
In this work, we present the development of Auscul Pi, an
innovative electronic stethoscope that we evaluated in a pilot
study in patients with cardiovascular diseases. Our results show
that Auscul Pi can be applied for the examination of
cardiovascular diseases, as it clearly plays and records heart
and respiratory sounds. The consistency between the results
obtained by Auscul Pi and a typical electronic stethoscope was
dependable based on qualitative analysis of the audio files and
statistical analysis of the PCGs.

Our team found that Auscul Pi had several advantages over
traditional stethoscopes in clinical practice. First, the contactless
design of the stethoscope allowed no contact with the ears of
the medical staff. The device can be used by physicians and
nurses wearing a protective suit, eye protector, and face shield
when auscultation is essential in clinical work, such as treating
patients with COVID-19. The stethoscope can reproduce
respiratory and heart sounds with the microspeaker, enabling
nearby medical staff to hear the broadcast as well as if they were
touching their ear to a stethoscope earpiece.

Second, the components are inexpensive, and component
assembly and software installation are relatively easy; therefore,
the do-it-yourself protocol can be followed by medical staff in
a short time. The cost of the entire device is approximately US
$94, of which $35 correspond to the Raspberry Pi; this is much
lower than the price of a 3M Littman stethoscope. Therefore,
the device is accessible to most medical facilities, hospitals,
and emergency rooms worldwide. Additionally, Raspberry Pi
is a popular project worldwide. It can be easily ordered on the
web, and due to its small size, fast shipment is possible.

Third, in addition to its low cost, Raspberry Pi has versatility
for application in many medical projects, ranging from
assistance with medical imaging [40] to cervical cancer
prevention [41], building computational microscopy [42], and
ventilator buildup during the COVID-19 pandemic [42,43].
Moreover, Raspberry Pi uses Linux as a routine operating
system, which is open-source, generic, and freely downloadable.
Additionally, many software packages developed by third-party
developers use Python, which is one of the most popular
programming languages and works well with Raspberry Pi.

Fourth, the recorded respiratory and heart sound data can be
stored in the Raspberry Pi, then transferred to a personal
computer for further analysis if the hospital, emergency
department, ICU, or ward has a Wi-Fi signal.

Finally, Auscul Pi can quantify and visualize auscultation: the
system simultaneously records and broadcasts the signal, and
the resulting computer files can be transferred using Wi-Fi for
offline analysis. PCGs can also be plotted based on the NumPy
array files for ease of visualization and analysis. These data can
also be used in the future for research related to diagnosis and
prognosis, such as use of machine learning algorithms [24,44].
The device may also have educational value as a teaching aid
for medical students.

While treating patients with COVID-19 in Wuhan, we developed
the Auscul Pi to solve the problems of auscultation. In a
long-term perspective, this innovation may not be limited to the
examination of patients with COVID-19, and it may be applied
to other infectious diseases to reduce the risk of infection of
medical workers. Although we do not envisage that Auscul Pi
will become a commercial medical product in a large market,
we believe it may inspire biomedical engineers, bioinformatics
researchers, clinicians, and computer scientists to create low-cost
engineering technologies to benefit patients who have been
severely affected by COVID-19. Low-cost portable medical
devices based on Raspberry Pi and the Python programming
language may even become useful as tools for self-monitoring
and assessment by patients with COVID-19 under quarantine
[45], especially in low-resource areas.

Limitations
The auscultation sounds recorded and broadcast by Auscul Pi
inevitably contain some noises due to background and
electricity, such as tiny click and pop sounds, that nevertheless
do not cover up the main auscultation sounds. Future work
should focus on filtering out much or all of this background
noise. Our clinical research was a small pilot study to explore
the feasibility of using the device in patients; however, we have
planned a randomized clinical trial involving more medical
professionals as device users and more patients with auscultatory
abnormalities. We will also use questionnaires and unstructured
interviews to ask the professionals about the usability and
reliability of the device.
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Conclusions
A low-cost electronic stethoscope device, Auscul Pi, enables
auscultation without ear contact. The device enables real-time
broadcast of auscultation sounds and simultaneous digital data

storage for offline analysis. Auscul Pi may enable accurate
auscultation of patients with COVID-19 by medical workers
wearing protective suits, thereby helping to minimize risk of
infection.
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PyAudio installation.
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Multimedia Appendix 2
Conversion of the Python code to frozen binary code.
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Multimedia Appendix 4
Heart sounds of healthy volunteer 9 recorded with Auscul Pi.
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Multimedia Appendix 5
Heart sounds of healthy volunteer 9 recorded with the 3M Littmann stethoscope.
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Multimedia Appendix 6
Respiratory sounds of healthy volunteer 9 recorded with the Auscul Pi.
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Multimedia Appendix 7
Respiratory sounds of healthy volunteer 9 recorded with the 3M Littmann stethoscope.
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Multimedia Appendix 8
The source code of the phonocardiogram processing and the correlation analysis.
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Multimedia Appendix 9
Respiratory sounds of patient 1 with heart failure patient recorded by Auscul Pi. Clear wheezes were heard.
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Multimedia Appendix 10
Heart sounds of patient 8 with congenital heart disease (ventricular septal defect) before surgery recorded by Auscul Pi. Loud
holosystolic murmurs can be heard.
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Multimedia Appendix 11
Heart sounds of patient 8 before surgery by the 3M Littmann stethoscope. The murmurs can also be heard.
[MP4 File (MP4 Video), 61 KB - medinform_v9i1e22753_app11.mp4 ]

Multimedia Appendix 12
Heart sounds of patient 8 after surgery recorded by Auscul Pi. The murmurs have disappeared.
[MP4 File (MP4 Video), 122 KB - medinform_v9i1e22753_app12.mp4 ]

Multimedia Appendix 13
Heart sounds of patient 8 after surgery recorded by the 3M Littmann stethoscope. The murmurs have disappeared.
[MP4 File (MP4 Video), 159 KB - medinform_v9i1e22753_app13.mp4 ]
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ICS: intercostal space
ICU: intensive care unit
PCG: phonocardiogram
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Abstract

Background: Testing, traceability, and isolation actions are a central strategy defined by the World Health Organization to
contain the COVID-19 pandemic. In this sense, the countries have had difficulties in counting the number of people infected with
SARS-CoV-2. Errors in reporting results are a common factor, as well as the lack of interoperability between laboratories and
governments. Approaches aimed at sending spreadsheets via email expose patients’ privacy and have increased the probability
of errors due to retyping, which generates a delay in the notification of results.

Objective: This study aims to design and develop an interoperable platform to report polymerase chain reaction (PCR)
SARS-CoV-2 tests from laboratories to the Chilean government.

Methods: The methodology to design and develop the interoperable platform was comprised of six well-structured stages: (1)
creation of a minimum data set for PCR SARS-CoV-2 tests, (2) modeling processes and end points where institutions interchange
information, (3) standards and interoperability design, (4) software development, (5) software testing, and (6) software
implementation.

Results: The interoperable Fast Healthcare Interoperability Resources (FHIR) platform to report PCR SARS-CoV-2 tests from
laboratories to the Chilean government was successfully implemented. The platform was designed, developed, tested, and
implemented following a structured methodology. The platform’s performance to 1000 requests resulted in a response time of
240 milliseconds, throughput of 28.3 requests per second, and process management time of 131 milliseconds. The security was
assured through a private network exclusive to the Ministry of Health to ensure confidentiality and integrity. The authorization
and authentication of laboratories were implemented with a JavaScript Object Notation Web Token. All the PCR SARS-CoV-2
tests were accessible through an application programming interface gateway with valid credentials and the right access control
list.

Conclusions: The platform was implemented and is currently being used by UC Christus Laboratory. The platform is secure.
It was tested adequately for confidentiality, secure authorization, authentication, and message integrity. This platform simplifies
the reporting of PCR SARS-CoV-2 tests and reduces the time and probability of mistakes in counting positive cases. The
interoperable solution with FHIR is working successfully and is open for the community, laboratories, and any institution that
needs to report PCR SARS-CoV-2 tests.

(JMIR Med Inform 2021;9(1):e25149)   doi:10.2196/25149
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Introduction

The COVID-19 pandemic has caused an unprecedented public
health crisis. When this issue occurs, technology can effectively
support institutions by facilitating the immediate widespread
distribution of information in real time [1,2]. To contain the
pandemic, the World Health Organization (WHO) defined the
testing, traceability, and isolation (TTI) actions [3], considering
an early diagnosis as a critical stage. The polymerase chain
reaction (PCR)–based tests are effective for diagnostic testing
that looks for the SARS-CoV-2 virus’s genetic material, which
causes COVID-19 [4]. As per the Centers for Disease Control
and Prevention recommendations [4], the PCR test is the gold
standard and accurate method for detecting, tracking, and
studying COVID-19 [5].

The COVID-19 pandemic is especially challenging for
laboratories tasked with rapid and reliable testing of an increased
number of PCR tests [6]. For these tasks, the Laboratory
Information Systems (LIS) is fundamental for systematizing
this process [7,8]. It avoids low-quality reports and decreases
test outcomes’ misdiagnosis, negatively affecting patient
administration [8]. One of the most important considerations
for the laboratory is maintaining patient data privacy and
avoiding mistakes with the information [9]. Vecellio et al [7]
determined that approximately 8.1% of handwritten request
forms received at the serology laboratory were incorrectly
entered into the LIS; a further 2.6% of test request forms had
errors not associated with data entry. Overall, 10.7% of all
handwritten request forms were affected by one or more errors.

Chile has strengthened its testing capacity by creating a national
network of diagnostic laboratories that includes more than 100
authorized centers in the country [10]. Of these, 40 are in public
hospitals, more than 32 are in private laboratories, and 28 are
in universities, all with heterogeneous technologies for storing
and sharing results. They process more than 22,000 PCR tests
daily, exceeding 5.6 million tests analyzed nationwide to date.
The public sector processes 45% of these tests, the private sector
processes 40%, and the remaining 15% is equivalent to the
universities’ contribution [10].

On the other hand, the government implemented a web platform
to receive the PCR results. The process of transferring these
results is still by spreadsheets via email, which is, in most cases,
entered manually due to the lack of interoperability between
health information systems.

Despite the effort, Chile did not account for 31,412 patients
who were infected due to the lack of interoperability between
systems (laboratory and government) and using spreadsheets
and email as a formal mechanism for notifying PCR test results
[11]. Thus, this carries the risk that the data could be modified
or errors may occur in their handling. In the United Kingdom,
16,000 cases of COVID-19 were missed from official counting
attributable to the use of spreadsheets for sharing results [12].
Furthermore, in Brazil, numerous deaths related to COVID-19
were possibly recorded by mistake due to reporting errors [13].

There are various reasons and errors in the reporting of results.
However, a common factor is the lack of interoperability
between health information systems.

During the COVID-19 situation, modern health care systems
significantly depend on teamwork and communication. The
meaningful information exchange within laboratories is needed
to provide information when and where required, facilitate
quicker and more effective decision making, reduce repeated
work, and improve safety with fewer errors [14]. By definition,
interoperability is the ability of two or more health information
systems to exchange data and use them adequately [14].

In Chile, the interoperability between health care information
systems has been difficult. The public and private institutions
have not established consensus in the absence of a government
strategy that regulates the interoperability’s policies in the health
sector. The lack of defined standards and terminologies and a
public-private health system regulatory framework have blocked
an interconnected health network from functioning.

In this context, the National Center of Health Information
Systems (CENS, acronym in Spanish), in collaboration with
private and public laboratories, signaled the need to advance to
the national strategy of interoperability. This alliance’s focus
was connecting laboratories and the government with standards,
which would solve the problems associated with health care
systems’ interoperability. This contribution was centered on
visualizing the need to share information through standards and
demonstrating the feasibility and associated benefits with a
specific use case.

For reporting PCR SARS-CoV-2 tests from laboratories and to
advance a proposal for interoperability between health
information systems, this paper proposes a platform designed
and developed by CENS with a focus on safely expediting the
delivery of the PCR SARS-CoV-2 tests from different
laboratories to the Chilean government, avoiding data entry
mistakes. We intend to accelerate the emerging interoperability
agenda, presenting tangible and transferable results to the
national and international community. The platform proposed
a solution designed and developed with the international
standards set by Health Level 7 (HL7) Fast Healthcare
Interoperability Resources (FHIR) [15], enabling the system to
be used in a scalable and reusable way for any LIS.

FHIR is an extensive international standard of interoperability
that uses lightweight and modern web principles [16]. Compared
with other document-centric standards, FHIR takes a modular
and scalable approach by exposing the health data entities as
services using http-based representational state transfer (REST)
[14] and application programming interfaces (APIs).
Furthermore, FHIR is more comfortable to implement, as it uses
an API-based approach and a choice of JavaScript Object
Notation (JSON) or XML for representing the data [17]. We
used HAPI FHIR libraries [18] as a complete implementation
of the FHIR standard for health care interoperability in Java,
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providing an opportunity to add existing health care
applications’ capabilities.

Methods

Overview
The methodology to design and develop the interoperable
platform had six well-structured stages (Textbox 1): (1) creation

of a minimum data set to report the PCR SARS-CoV-2 tests,
(2) modeling processes and end points where institutions
interchange information, (3) standards and interoperability
design of the FHIR, (4) software development, (5) software
testing, and (6) software implementation.

Textbox 1. Methodology to design and develop interoperable solutions. Six well-defined stages with a focus on standardized methods to build an
interoperable health care solution.

Interoperability design

• Creation of minimum data set

• Build the minimum data set to build the polymerase chain reaction SARS-CoV-2 report

• Modeling process

• Designs the model of the laboratory process for sharing data with the Chilean government

• Standards and interoperability design

• Matches with the minimum data set and Fast Healthcare Interoperability Resources (FHIR)

Software developing

• Software development

• Designs and develops the software solution using the HAPI FHIR libraries to create end points, resources, and messages

• Software testing

• Tests of the functional and nonfunctional requirements for the interoperable platform

• Software implementation

• Pilot software implementation by considering all the documentation and sharing real data between institutions

This methodology was proposed to develop interoperability
projects. The methodology complements any methodology for
developing software. Three initial phases (first level:
interoperability design) were established focusing on data,
processes, and standards. The first phase was the creation (and
consensus) of a minimum data set to be exchanged. Phase two
modeled and formalized the process, which considers obtaining
the data and detecting the exchange points. With these inputs,
it is now possible to select the appropriate standard and match
it (whether it be messaging, resources, or documents) with the
HL7 standards. This first level shows the importance of good
design for interoperability with the data, process, and standards
previous to developing software [14].

The three final phases (second level: software developing) were
oriented to include methodologies for developing software,
considering developing, testing, and implementing stages. In
this development, the platform was created using agile software
methods that support the incremental and iterative approaches
for developing robust and interoperable health care information
systems [19].

To create the interoperable platform, two full-time computer
engineers and the CENS interoperability area leader worked on
the platform. They took 2 months to develop the prototype (July
to August 2020) and 1 month to make modifications during the
pilot application (September). In October 2020, the pilot
application was implemented for one laboratory (UC Christus)
that sends PCR SARS-CoV-2 results to the local department of
health services (Servicio de Salud Metropolitano Sur Oriente).

Creation of Minimum Data Set
The first stage to communicate the results between laboratories
and the Chilean government was constructing a minimum data
set to share the information (Figure 1). The collaboration was
essential for the meeting, discussing, and consenting to fulfill
the minimum data set needed from the PCR SARS-CoV-2 tests
to track and develop scalable and interoperable solutions. In
this sense, we met with most of the laboratories that process
PCR tests for COVID-19 in Chile. In three online sessions, the
institutions discussed the importance of streamlining data and
the report’s fields. This group designed and documented the
name, data type, cardinality, and possible extensions of the
fields. 
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Figure 1. Methodology to design and develop an interoperable software solution. Six well-defined stages with its products and standards involved.
BPMN: Business Process Model and Notation; FHIR: Fast Healthcare Interoperability Resources; HL7: Health Level 7.

Modeling Process
The modeling of the process is an essential component for
interoperable development [14]. It is necessary to understand
the process and end points where information between the
institutions is interchanged. We used the Business Process
Model and Notation (BPMN) [20,21] standard using the free
software Camunda Modeler (Camunda Services GmbH) [22].
The diagrams were kept in a web-shared directory and were
shared by Cawemo (Camunda Services GmbH) [23], a web
application focused on the collaborative editing of BPMN
diagrams. This software allows for the creation of projects with
the possibility of commenting on elements, exporting and
importing, and sharing them with other users differentiated by
roles, enabling real-time monitoring and visualization of the
latest version of the diagram.

Standards and Interoperability Design
Once the minimum data set was defined, the process modeled,
and the end points detected, the following stage adopted
standards and interoperability design. In this phase, we worked
with FHIR Release 4 [16]. HL7 developed FHIR as an
interoperability standard designed explicitly for web-based
exchange and improved its capabilities with emerging web
standards such as REST interfaces [14]. FHIR solutions are
constructed from a set of modular components called
“Resources” [24]. All resources have references to other
resources, extensions, and human-readable extensible HTML
displays.

FHIR is the evolution of interoperability standards from HL7
[14,24]. The principles of modern web and mobile development
make FHIR malleable and adaptable to new technologies.
Compared with other document-centric standards, HL7 FHIR
takes a modular approach by exposing the health data entities
as services using HTTP-based REST and API. Furthermore,
FHIR is more comfortable for implementing the design of the
solution for clinical and nontechnology professionals. The
resources are human-readable with a modular approach,
representing the atomic and granular health care data (eg,

patient, procedure, medication, observation, and practitioner).
FHIR’s architecture supports the inclusions of decision makers,
doctors, and laboratory workers among other profiles.

The platform’s methodology considered professionals’
participation from a wide spectrum of areas in the
interoperability design level (Textbox 1). They selected the
data, discussed the process, and finally validated the standards
adopted. HL7 FHIR helped include clinicians and laboratory
decision makers in the process.

In this stage, we matched the defined minimum data set with
FHIR. An FHIR-based system’s capabilities were selected by
considering which resource was the most adequate from a
clinical perspective. These resources can be easily assembled
into working systems that solve real-world clinical and
administrative problems [14]. For modeling these relations
between resources, we used the clinFHIR graphBuilder
application [25]. This online tool allows for the assembling of
resource instances into a graph of connected resources that
represent a specific scenario with FHIR.

Software Development
The requirements from the laboratories’ providers and the
Chilean government were divided into functional and
nonfunctional. This phase is a critical aspect because it lays the
foundation for all the software, affecting the development later
in the project [26]. All functional requirements are the features
the web platform will perform, such as sharing the laboratories’
tests, tracking them, and storing them safely by the Chilean
government. Nonfunctional requirements describe how the web
platform should behave, such as security, interoperability, and
performance [27,28].

The software was built separating the layer from the data model
and the business logic. Figure 2 shows the software architecture
and technologies employed. Interoperability and security are
critical nonfunctional requirements for interoperable
development [14]. Moreover, the application considered a load
balancer for http and https traffic, and a network load balancer
for load balancing Transmission Control Protocol traffic.
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Figure 2. Layers of an interoperability architecture. The architecture for sharing the polymerase chain reaction SARS-CoV-2 tests from laboratories
to the Chilean government. API: application programming interface; FHIR: Fast Healthcare Interoperability Resources; JWT: JavaScript Object Notation
Web Token.

The persistence (storage) was designed with two balanced mirror
servers (Figure 2). This layer stored the data in a MySQL V 5.7
(Oracle Corporation) database, and the resources were stored
within the HAPI FHIR database. The HAPI FHIR server V5.1
had the responsibility of the interoperability layer [18]. The
HAPI FHIR library is an implementation of the FHIR
specification for the Java programming language. The
authentication layer was configured with JSON Web Token
(JWT), an open standard [29] that defines a compact and
self-contained way for securely transmitting information
between parties using a JSON object.

The security infrastructure was managed by the Ministry of
Health’s private network, which was outsourced to a
telecommunication company. The company assumed the
management and maintenance of the communications network,
which includes more than 1500 health establishments throughout
the country, including 120,000 voice points (telephones); 30,000
email boxes; and 200 videoconference rooms. The laboratory
that participated in this platform was connected on this secure
network [30].

Moreover, FHIR is suitable for use in the application layer for
a broad context: mobile apps, cloud communications, electronic
health care record–based data sharing, and server
communication in large laboratory providers [16].

Software Testing
Software testing was focused on functional and nonfunctional
requirements. The functional requirements were obtaining the
data and sharing the laboratories’ tests using FHIR, tracking
PCR SARS-CoV-2 tests, and storing tests with the Chilean
Ministry of Health.

The nonfunctional requirements such as performance and
security are essential in health care information systems [18],
such as maintaining the accuracy and completeness of the
information exchanged with confidentiality and privacy.
Moreover, the interoperability was the core of the solution,
basing its structure on FHIR. Considering all of these issues,
we proposed the catalog of nonfunctional requirements [28] by
adapting the tree structure for an interoperable development
(Figure 3).
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Figure 3. Nonfunctional requirements types for interoperable development. Catalog of nonfunctional requirements obtained from Wiegers (2005) and
adapted for the interoperable platform to report polymerase chain reaction SARS-CoV-2 tests. FHIR: Fast Healthcare Interoperability Resources; HL7:
Health Level 7.

Implementation
We have implemented the platform with the UC Christus
laboratory. This is primarily because they process the PCR
SARS-CoV-2 tests for the “Esperanza” Project [31], a
collaboration between public and private institutions to test and
track COVID-19 cases in Chile.

It is critical to build a comprehensive implementation guide
[14]. This guide sets rules for how an interoperability problem
should be solved by employing FHIR resources. For creating
the implementation guide using FHIR resources, we used the
platform Simplifier.net [32].

Results

The interoperable FHIR platform to report PCR SARS-CoV-2
tests from laboratories to the Chilean government was designed
and developed following the interoperable methodology
previously described. This platform could be used to report PCR
SARS-CoV-2 tests from laboratories in any country with
minimal changes since the interoperable methodology used is
highly structured, reusable, and standardized.

Creation of Minimum Data Set
The minimum data set was created from the stakeholder analysis
and could extend its use beyond the COVID-19 pandemic. Table
1 summarizes the consented data set (see Multimedia Appendix
1).
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Table 1. Data set of laboratory polymerase chain reaction results. The minimum data set to build the polymerase chain reaction SARS-CoV-2 report.

DescriptionLengthData typeCardinalityField

Type of code that the patient used to identify themselves10Varchar1.. *Identification type code

Code that identifies the patient as unique20Varchar1.. *Identification number

Patient name30Varchar1… *Name

Patient’s last name30Varchar1..1Last name

Patient’s mother’s name30Varchar1..1Mother’s last name

Patient’s birth date in the format YYYY-MM-DD8Date1..1Birth date

Patient’s gender2Varchar1..1Gender

Code of sample typeN/AaInteger1..1Test type

Date and time when test collection occurredN/ADatetime1..1Test collection date

Date and time when the test was receivedN/ADatetime1..1Test reception date

Unique code that identifies the laboratoryN/AInteger0..1Laboratory code

When “Laboratory Code” is empty, write the laboratory’s name in this
field

30Text0..1Another laboratory

LOINCb Code identifies the test with the international terminology system
[33]

10Varchar1..1Test code

LOINC identifies the result with the international terminology system [33]30 Varchar 1..1 Test Result 

This is when the medical technologist accepts the test resultN/ADatetime1..1Validation date

Value composed of 2 codes with the following format: Laboratory Code

+ LISc internal request code (3 + 12)

N/AInteger1..1Petition number

aN/A: not applicable.
bLOINC: Logical Observation Identifiers Names and Codes.
cLIS: Laboratory Information Systems.

Modeling Process
The diagram created represents the complete process for
obtaining the data and sharing the laboratories’ tests with FHIR,

tracking PCR SARS-CoV-2 tests, and storing tests by the
Chilean government. Moreover, the process identified the end
point where the institutions share information (Figure 4).
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Figure 4. Business Process Model and Notation diagram for the interoperable platform. The process modeled defines the workflow of the information
and the end points where the institutions can interchange data. DB: database; FHIR: Fast Healthcare Interoperability Resources.

Interoperable Standards Design
The match between the minimum data set and FHIR is shown
in Table 2. Each field is matched with the resources identified
from FHIR. Table 2 lists the resources used for this solution.

With the clinFHIR modeler, we created a graph view (Figure
5). Each resource instance is represented by a rectangle

containing the title and type, and references are represented by
arrows (references are directional). Connecting the resources
is the heart of FHIR. In this way, a complex scenario can be
represented by several simple building blocks (much like the
way that Lego bricks can be assembled into complex shapes).
In FHIR, this process is called references, and a reference
always goes from one resource to another.
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Table 2. Data set of laboratory results: the minimum data set matches each element with the FHIR.

Resource and elementFHIRaField

Patient.identifier.typePatientIdentification type code

Patient.identifier.valuePatientIdentification number

Patient.name.givenPatientName

Patient.name.extensionPatientLast name

Patient.name.extensionPatientMother’s last name

Patient.birthDatePatientBirth date

Patient.genderPatientGender

Specimen.typeSpecimenTest type

Specimen.collection.collectedSpecimenTest collection date

Specimen.receivedTimeSpecimenTest reception date

DiagnosticReport.performer.organization.identifierDiagnosticReportLaboratory code

DiagnosticReport.performer.organization.identifierDiagnosticReportAnother laboratory

DiagnosticReport.result.codeObservationTest code

DiagnosticReport.result.valueCodeableConceptObservationTest result

DiagnosticReport.result.effectiveDateTimeObservationValidation date

DiagnosticReport.identifierDiagnosticReportPetition number

aFHIR: Fast Healthcare Interoperability Resources.

Figure 5. clinFHIR diagram with the resources and references. This graph shows the resources and element in the source resource that represents the
reference.

Software Development
The agile methodology is characterized by having light and
evolutionary documentation. The design documentation (BPMN
process, list of requirements, match standards, database model,

and sequence diagrams) is necessary to document and follow
the platform’s development.

The development of the proposed architecture began with the
configuration of the security layer (Figure 6). This layer is
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responsible for managing the credentials for authorization and
authentication of the valid users for accessing the HAPI FHIR
server. The HAPI FHIR server was configured to develop two
end points where the laboratories send the information and the
Chilean government receives an FHIR message. Following this,
we created profiles for each resource. An FHIR profile is a set

of rules that allow an FHIR to be constrained or include
extensions to add additional attributes [34].

At the end of this stage, we generated the message container
(Bundle) with the list of the resources with the HAPI FHIR
library (Figure 7; to review the complete Bundle, see Multimedia
Appendix 2).

Figure 6. JWT authentication server. The security layer was configured with JWT to obtain valid credentials and access the HAPI FHIR server. API:
application programming interface; FHIR: Fast Healthcare Interoperability Resources; JWT: JavaScript Object Notation Web Token.
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Figure 7. Fast Healthcare Interoperability Resources Bundle (part of the complete Bundle) that contains the resources selected for polymerase chain
reaction SARS-CoV-2 tests.

Software Testing
Software testing was focused on testing both functional and
nonfunctional requirements. The functional requirements were
tested with the critical features that an interoperable web
platform should have. In this sense, three functionalities were
measured: (1) obtaining the data and sharing the laboratories’
tests with FHIR, (2) tracking PCR SARS-CoV-2 tests, and (3)
storing tests with the Chilean government (Table 3). The FHIR

and conformance statement testing used the entire bundle
(Figure 7) with all the resources linked (Figure 5) with the JSON
format. Each bundle sent is considered an atomic result of a
PCR test belonging to one patient from UC Christus Laboratory
to the Chilean government.

Nonfunctional requirements were tested considering the
classification previously described (Figure 3). Table 4 lists the
testing information, with the description and formulas used to
calculate each result.
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Table 3. Results from testing the functional requirements. Each functional requirement was tested.

ResultResult expectedDataTest

Bundle with links to resources created;
success

SuccessFHIR in JSONb format with the full
data set

Obtaining the data and sharing the laboratories’

tests with FHIRa

Bundle with errors; failureFailureFHIR in JSON format without full
data set

Obtaining the data and sharing the laboratories’
tests with standard FHIR

Bundle with resources; successSuccessRequest sent to FHIR serverTracking PCRc SARS-CoV-2 tests

Bundle with resources only for laboratory
code; success

SuccessRequest sent with laboratory codeStoring tests with the Chilean government

aFHIR: Fast Healthcare Interoperability Resources.
bJSON: JavaScript Object Notation.
cPCR: polymerase chain reaction.

Table 4. The result of testing the nonfunctional requirements. Each nonfunctional requirement was tested.

DescriptionResultsNonfunctional requirements

Interoperability

Interfaces with HL7 FHIR specificationFHIRb R4HL7a interfaces

Several formats facilitate the use of the HL7 FHIR inter-
faces

JSONc, UMLd, XML, and TURTLEFormat

Documentation standardImplementation guide based on HL7 FHIR
specification

Documentation

The quality attribute that assesses how easy user interfaces
are to use

Technical and nontechnical people under-
stand FHIR resources.

Usability

Performance

The time they were spent waiting for a response from ser-

vice: 

240 millisecondsResponse time

Messages are processed successfully per unit of time: 
28.3 requests/secondThroughput

The time spent per task: 
131 millisecondsProcess management time

Main memory to store data temporarily4 GB+Main memory storage

Persistent memory to store data permanently5.7 MB with 11,827 resourcesSecondary storage

aHL7: Health Level 7.
bFHIR: Fast Healthcare Interoperability Resources.
cJSON: JavaScript Object Notation.
dUML: Unified Modeling Language.

A private secure network managed the security infrastructure.
The laboratory was connected by a virtual private network
(VPN) with the Ministry of Health. For this solution, we used
the VPN for sending bundles (with all the resources involved).

For the authentication and authorization, the platform was
implemented through the API gateway with valid credentials
and the right access control list. This involves a set of rules or
a promise usually executed through agreements that limit access
or place restrictions on certain types of information. The
authentication was implemented with the JWT with an
expiration time, verifying the person’s or device’s identity.

The integrity was tested considering accuracy (number of
mistakes that a failure detector made in a certain period) and
completeness (number of crashed processes suspected by a
failure detector in a certain period). We obtained (Table 4) a

platform with strong accuracy [35] since each stored record
could be traced back to its source and the messages were
completed [35]. This is because each valid request received is
processed and stored.

Implementation
At the beginning of the implementation, a load test with 1000
requests was processed in 35 seconds. The response was under
216.7 milliseconds 50% of the time, and 90% of the time, these
response times were under 323 milliseconds. The minimum and
maximum response times were 118 milliseconds and 2806
milliseconds, respectively. The platform could process 28.3
requests per second. There were zero request errors. Following
previous results, the solution would report 10,000 PCR
SARS-CoV-2 tests in roughly 6 minutes.
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The standard documentation for this solution is open for the
FHIR community [15]. The implementation guide was created
with Simplifier [32] for adequately documenting the scope,
architecture, minimum data set, process model, profiles, and
examples with the Bundle.

Discussion

Principal Findings
In this paper, we have designed and developed an interoperable
and scalable solution that uses FHIR to access and share LIS
data for reporting PCR SARS-CoV-2 tests to the Chilean
government. This initiative was proposed as a use case to
demonstrate the feasibility and efficiency of interoperability
between heterogeneous health care information systems. The
contribution was focused on supporting efficient communication
in the context of the COVID-19 pandemic, collaborating with
Chile’s strategy.

The WHO recommends the TTI strategy as actions that are
central to containing the COVID-19 pandemic [3]. In this sense,
the Chilean government has strengthened the national plan for
the TTI of confirmed, suspected, and probable patients with
COVID-19 and their close contacts. For this, the first two goals
were the following: (1) expand the coverage of the PCR testing
and bring testing closer to the community level and (2) reduce
the time elapsed between detecting the positive case (by clinic
or laboratory) and the epidemiological investigation [36].

To comply with the WHO’s strategy effectively and efficiently,
it is essential to incorporate interoperability and information
systems in the data processes involved. In this sense, we need
to strengthen and make interoperable the data involved in testing
and the subsequent notification to the government [37]. The
LIS needs to incorporate electronic data communication via
standard interfaces. This is a way to achieve efficiency and
safety in laboratories that process the PCR SARS-CoV-2 tests.
This means changing the current workflows that primarily
require using one or more paper media, transcriptions, or copy
and paste to transform raw result data into a report [9,38].

Multiple countries have had problems counting and knowing
the exact number of people infected with SARS-CoV-2 [11-13].
There are various reasons and errors in the reporting of results,
and a common factor is the lack of interoperability between
health information systems. Approaches aimed at sending
spreadsheets via email expose patients’ privacy, increase the
probability of error in retyping, and generate a delay in the
notification of results [11]. The involved systems lacked an
interoperability strategy to address the pandemic. The data
would be reported correctly if they were not retyped in different
health information systems [39]. This contribution looks to
alleviate health care personnel from repetitive and administrative
tasks via digitalization and automation using FHIR. This
reporting platform significantly streamlines sample processing
and reduces turnaround time. These features are also beneficial
after the initial phases of the COVID-19 crisis.

Interoperability in health care information systems has been a
hard and slow process [14]. During the last decade in Chile,
health information systems’ proliferation has been extensive

[40]; however, each system has become a silo, cut off from
other institutions [39,41]. When data must be exchanged, it is
done in an ad hoc manner without standards. The COVID-19
pandemic has accelerated many digital processes incorporating
essential requirements for online communication into the
ecosystem. Among them is the need to interoperate between
health information systems.

The interoperability area at CENS, in collaboration with Chilean
laboratories (public and private), has supported a testing and
traceability strategy within the “Esperanza” project [31]. In this
context, CENS is promoting the development of tools and
initiatives that encourage the interoperability of health
information systems, making it possible to advance toward
better integration and traceability for health information at the
national level.

The main result of this collaboration was the development of
an interoperable HL7 FHIR platform to report PCR
SARS-CoV-2 tests from laboratories to the Chilean government.
This contribution was centered on supporting interoperability
and communication with international standards (HL7 FHIR).
The described interoperable platform aims to support the
efficient reporting of PCR tests with FHIR from all the national
laboratories to the Chilean government. The international
standards for interoperability for reporting PCR SARS-CoV-2
tests applied in our platform could be applicable and scalable
in other countries, contributing to interoperability in health care
information systems.

Limitations
This platform was developed for the Esperanza COVID-19
Project [31]; however, it is a public good available to all who
wish to use it.

The testing and implementation phases were applied with the
back-end configuration described in the Methods section.

Comparison With Prior Work
The prior work developed for reporting PCR SARS-CoV-2 tests
from laboratories to the Chilean government was built ad hoc
without standards. We made a brief comparison with the
preceding solution used and found the following: the prior work
does not use interoperability standards (web services–based
solution), the response time of the preceding work was higher
than 681 milliseconds (three times more), and a simple token
managed the security without an expiration time.

Conclusions
The FHIR platform for reporting PCR SARS-CoV-2 tests from
laboratories to the Chilean government was implemented online
and is currently being used with UC Christus Laboratory.

The platform was tested and implemented adequately. On
average, 1000 PCR SARS-CoV-2 tests are processed in 35
seconds, with confidentiality, secure authorization and
authentication, and message integrity.

This platform simplifies the reporting of PCR SARS-CoV-2
tests and contributes to reducing the time and probability of
mistakes from counting positive cases.
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The interoperable solution with FHIR is working successfully
and is open for the community, laboratories, and any institution

that needs to report PCR SARS-CoV-2 tests.
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Abstract

Background: The transformation of health care during COVID-19, with the rapid expansion of telemedicine visits, presents
new challenges to chronic care and preventive health providers. Clinical decision support (CDS) is critically important to chronic
care providers, and CDS malfunction is common during times of change. It is essential to regularly reassess an organization's
ambulatory CDS program to maintain care quality. This is especially true after an immense change, like the COVID-19 telemedicine
expansion.

Objective: Our objective is to reassess the ambulatory CDS program at a large academic medical center in light of telemedicine's
expansion in response to the COVID-19 pandemic.

Methods: Our clinical informatics team devised a practical framework for an intrapandemic ambulatory CDS assessment focused
on the impact of the telemedicine expansion. This assessment began with a quantitative analysis comparing CDS alert performance
in the context of in-person and telemedicine visits. Board-certified physician informaticists then completed a formal workflow
review of alerts with inferior performance in telemedicine visits. Informaticists then reported on themes and optimization
opportunities through the existing CDS governance structure.

Results: Our assessment revealed that 10 of our top 40 alerts by volume were not firing as expected in telemedicine visits. In
3 of the top 5 alerts, providers were significantly less likely to take action in telemedicine when compared to office visits.
Cumulatively, alerts in telemedicine encounters had an action taken rate of 5.3% (3257/64,938) compared to 8.3% (19,427/233,636)
for office visits. Observations from a clinical informaticist workflow review included the following: (1) Telemedicine visits have
different workflows than office visits. Some alerts developed for the office were not appearing at the optimal time in the telemedicine
workflow. (2) Missing clinical data is a common reason for the decreased alert firing seen in telemedicine visits. (3) Remote
patient monitoring and patient-reported clinical data entered through the portal could replace data collection usually completed
in the office by a medical assistant or registered nurse.
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Conclusions: In a large academic medical center at the pandemic epicenter, an intrapandemic ambulatory CDS assessment
revealed clinically significant CDS malfunctions that highlight the importance of reassessing ambulatory CDS performance after
the telemedicine expansion.

(JMIR Med Inform 2021;9(1):e21712)   doi:10.2196/21712

KEYWORDS

COVID-19; EHR; clinical decision support; telemedicine; ambulatory care; electronic health record; framework; implementation

Introduction

The COVID-19 pandemic has ushered in seismic changes in
the delivery of care, as telemedicine has revolutionized and
likely permanently altered how outpatient care is delivered [1,2].
Telemedicine is not just office medicine virtualized; rather,
there are dramatic differences in workflows [3], differences in
the composition of and interaction between members of the care
team, and differences in the type and quality of clinical data
available to clinicians at the time of the telemedicine encounter.
With this shift, some unintended consequences for providing
preventive and chronic care have been documented [4-7]. The
need for rapid transition from ambulatory in-person visits to
telemedicine encounters, confounded by limited resources as a
byproduct of the pandemic, has further magnified chronic care
management challenges.

When properly deployed, clinical decision support (CDS) tools
ensure that the right information is presented in the appropriate
workflow to support clinical decision making. However,
two-thirds of chief medical information officers report at least
1 CDS malfunction annually [8], and a study of electronic health
record (EHR) alerts at a leading academic medical center
revealed that 22% of active alerts were broken [9]. Ongoing
evaluation of an organization's CDS program is critical to
advance patient safety, quality, and experience of care [10,11].
As stewards of hard-earned successes in CDS-driven health
care improvement, informaticists are responsible for remaining
vigilant in supporting CDS-driven general health, well-being,
and chronic conditions management. This is perhaps even more
important during the pandemic, when our CDS is at higher risk
of malfunctioning, and when these aspects of care are at risk of
being neglected [12]. Due to practicing medicine during the
pandemic, significant competing priorities by necessity force
us to employ a time-sparing and straightforward approach to
evaluate the health of our outpatient CDS program in the context
of the COVID-19 telemedicine expansion.

Methods

NYU Langone Health (NYULH) is a large academic health care
system in New York, consisting of over 5000 health care
providers across 4 hospitals and ≥500 ambulatory locations.
Since 2011, NYULH has grown its ambulatory care network
across Manhattan, Brooklyn, Queens, Staten Island, Long Island,
and Florida, and has maintained its position as a national leader
in high-quality outpatient care, receiving the Ambulatory Care
Quality and Accountability Award from Vizient Inc in each of
the past 4 years. In numerous ways, NYULH's implementation
of a single EHR (Epic Systems) and integration of ancillary
systems help to facilitate ongoing excellence in ambulatory

quality by connecting the vast network of locations, supporting
best practice with electronic decision support and presenting
dashboards that reinforce the NYULH culture of data-driven
performance and accountability. This organizational structure
provides the ideal context to assess ambulatory CDS for chronic
disease.

In this report, our study period is March 19 to May 31, 2020, a
time frame representing the start of the COVID-19
pandemic–related telemedicine expansion up until the end of
May. Throughout this time, NYULH had been at the epicenter
of the first wave of the national COVID-19 pandemic. NYULH
consolidated outpatient practices and redeployed ambulatory
providers to the inpatient setting. In-person office visits
continued, but most patients opted for telemedicine video visits
with their usual ambulatory care providers. During the study
period, 2100 providers completed 244,425 telemedicine video
visits. These video visits accounted for 59% (244,425/414,076)
of the ambulatory visit volume, with in-person office visits
accounting for the other 41% (169,651/414,076).

To evaluate how this shift toward telemedicine impacted
ambulatory CDS at NYULH, our clinical informatics team
developed a basic framework for assessing our CDS program's
fitness to navigate the transformation. The framework included
the following 4 steps:

1. Analysis of alert firing volumes and per-encounter firing
rates in telemedicine encounters and office visits.

2. Analysis of action taken rates for the same alerts shown in
telemedicine encounters and office visits.

3. Clinical informaticist review of alerts with significant
discrepancies in firing volume or action taken rates using
the 5 Rights of CDS to identify optimization opportunities.

4. Review of optimization opportunities through the existing
CDS governance structures and consideration of ways to
enhance CDS governance for rapid transformation.

Our framework builds upon previously published work [13]
that describes alert malfunction as occurring across two major
domains: (1) malfunction in alert display and (2) malfunction
in provider response. We chose firing volumes and
per-encounter firing rates to assess for dysfunction in CDS alert
display. Firing rates for the same alert may vary significantly
across clinical care settings [14]. We aimed to understand if
telemedicine as a care setting demonstrated significantly
different firing volumes or firing rates than office visits. Regular
review of alert firing rates is the best practice for identifying
alert display malfunctions [15]. Many organizations, like ours,
have adopted dashboards for ongoing monitoring of alert firing
rates and firing volumes [16-18]. Though we have existing
dashboards, because of the comparative nature of our approach
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(comparing behavior between telemedicine and office visits),
for this evaluation we used the Epic system’s Slicer Dicer BPA
data model for data extraction.

As the second domain of alert malfunction, we looked at
clinician response. Though there are many ways to measure
alert performance in this domain [19,20], we chose the action
taken rate, defined as the rate at which a clinician takes any
action toward acknowledging a displayed alert. This measure
allowed us to look for trends across many alerts with different
action types. We also sought to understand whether the action
taken rates for the same alert differed across telemedicine and
office visits. At NYULH, providers experience the same user

interface with the same activities and navigators in telemedicine
and office visits. Thus, differences in the alert action rates
represent actual disparities in the CDS of a single alert presented
in two different clinical contexts. Again, we used the Epic
system’s Slicer Dicer BPA data model for data extraction and
group comparison.

Results

Evaluating Ambulatory Alert Firing Volumes After
the COVID-19 Telemedicine Expansion
Figure 1 shows the overall trend in NYULH daily alert firing
volumes at baseline and through the study period.

Figure 1. Ambulatory alert firing volumes during the COVID-19 pandemic by date and visit type. CDS: clinical decision support.

In total and across ambulatory settings, alert firing volumes
were down during the pandemic study period (March 19-May
31, 2020). Still, far fewer alerts were firing in telemedicine
encounters (64,938) as compared to office visits (233,636). The
relative scarcity of alerts in telemedicine visits was an
unexpected finding, even though providers completed more
telemedicine visits during this time (244,425 versus 169,651).
On a per-encounter basis, during the pandemic, clinicians were
shown more than five times as many alerts in office visits (1.37
alerts per encounter) as they were in telemedicine video visits
(0.26 alerts per encounter).

We also compared per-encounter alert firing volumes for each
alert in two contexts: telemedicine and office visits. Observing
for differences in per-encounter firing volumes in these two

settings allowed us to quickly identify malfunctioning alerts
that were not firing in a telemedicine setting. We noticed that
10 of our top 40 alerts by volume were not firing appropriately
in telemedicine encounters. Further investigation revealed that
ambulatory alerts restricted by encounter types were often not
firing as expected, while other alerts restricted by practice
location or provider specialty were performing well. Clinical
informaticists and operational leaders reviewed the list of alerts
that were not firing and validated that they were appropriate for
the telemedicine encounters. The reconfiguration of these alerts
to include telemedicine encounter types went live in the
production system on May 14. Figure 2 shows the impact on
the overall daily alert volume and diversity of clinical alerts in
telemedicine.
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Figure 2. Telemedicine alert firing volumes during the COVID-19 pandemic by date and alert type.

Evaluating Ambulatory Alert Action Taken Rates
After the COVID-19 Telemedicine Expansion
To understand whether providers were interacting with alerts
displayed in the context of telemedicine encounters at the same
rates as during office visits, we looked at the action taken rates
in these two clinical contexts during the same study period

(March 19-May 31). Table 1 contains the top 5 provider-facing
alerts by volume and compares action taken rates for these same
alerts displayed in telemedicine and in-person office visits. We
found that there were statistically significant differences in the
action taken rate in 3 of the top 5 alerts, and in these same 3
alerts, providers were less likely to take action in telemedicine
encounters when compared to office visits.

Table 1. Action taken rates for the top 5 provider-facing alerts by volume.

P valueOffice visit, n/N (%)Telemedicine, n/N (%)Alerts

<.0011576/25,011 (6.3%)1032/26,458 (3.9%)Shingles vaccine

.079618/75,144 (12.8%)431/3102 (13.9%)High BMI counseling

.1921/10,572 (0.2%)24/8101 (0.3%)Provider missing weight for BMI

<.0011543/15,281 (10.1%)296/6441 (4.6%)Tobacco use intervention

<.001517/6381 (8.1%)85/2139 (4.0%)Pediatric nutrition counseling

Cumulatively, from March 19-May 31, a total of 64,938 alerts
fired in telemedicine encounters, with clinicians taking action
on 3257 of those alerts, for an action taken rate of 5.3%
(3257/64,938). By comparison, 233,636 alerts fired in office
visits, with clinicians taking action on 19,427 alerts, for an
action taken rate of 8.3% (19,427/233,636). Although analyses
of this type are subject to confounding factors, the superior
performance of alerts in office encounters is not surprising.
These alerts went through years of iterative improvements
specifically for the office setting. Our clinical assessment was
that opportunities exist to optimize at least some of these alerts
to perform better during virtual visits.

Clinical Evaluation of Ambulatory Alerts After the
Telemedicine Expansion Using the 5 Rights of CDS
Based on the analysis described above, we were able to prioritize
alerts for review using the following methodology. For each

alert, we calculated the difference in the per-encounter firing
rate between telemedicine and office encounters and the
difference in the action taken rate in these two settings. We
prioritized for review the alerts with the most significant
differentials.

During the clinical workflow review, our informaticists reflected
on the 5 rights of CDS (the right information, to the right person,
in the right intervention format, through the right channel, at
the right time in the workflow) [21,22]. Physician informaticists
evaluated each alert, looking for opportunities to optimize the
alert for telemedicine video visits. As an example of our
approach, Table 2 summarizes findings for 4 alerts prioritized
for clinical review. Textbox 1 details common overall themes
from the informaticist review of multiple alerts.
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Table 2. Clinical informaticist review of the 5 rights of clinical decision support as applied to NYU Langone Health alerts firing in telemedicine visits.

Right channel?Right format?Right person?Right information?Right time?Alerts

YesYesYesShould include a link to
shingles vaccine administra-
tion locator for available lo-
cations that have the vaccine
in stock

Vaccines cannot be given
virtually. Telemedicine is
only the right time if guid-
ance is for the patient to fol-
low up at the pharmacy or
office

Shingles vaccine

YesYesYesYesYes, but alerts not firing
without weight being en-
tered

High BMI counsel-
ing

Consider patient-
facing alert through
portal

YesAlert should go to
patient or office staff

YesNo, once the video en-
counter starts, it is already
too late. Weight should be
collected before the en-
counter

Provider missing
weight for BMI

YesConsider adding an
interruptive alert af-
ter provider enters
tobacco use history

Support staff should
be encouraged to
virtually room the
patient and collect
history

YesNo, not showing up at the
right time in the workflow
without staff documenting
social history before the
provider

Tobacco use inter-
vention

Textbox 1. Themes from clinical informaticist review of NYU Langone Health alerts with discrepant firing rates or action taken rates in telemedicine
and office visits.

Theme 1: Telemedicine visits may have different workflows than office visits, and some alerts developed for the office may not be appearing at the
optimal time in the telemedicine workflow.

• Alerts that appear to providers when they enter the encounter during office visits may not appear in a telemedicine encounter until later in the
visit.

• These alerts are triggered by clinical data (eg, history, medical problems, vitals, medications) that are usually entered in the office by support
staff before the provider sees the patient.

• Without support staff rooming the patient during a telemedicine visit, the alert does not appear until later, when the provider enters this data.

• Noninterruptive alerts are likely to be missed at this later time.

Theme 2: Missing clinical data is a common reason for decreased alert firing rates seen in telemedicine visits.

• Data like vital signs and point of care testing may not be available at the time of the telemedicine visit, and alerts dependent on this data may not
fire.

• Without the full care team (eg, medical assistant, nurse, nutritionist, physician extender) contributing to the data collection, reason for visit,
medical history, surgical history, social history, medications, and problem list may not be complete.

Theme 3: Remote patient monitoring (RPM) and patient-reported clinical data entered through the portal should have a role in replacing data collection
usually completed in the office by a medical assistant or registered nurse.

• The current RPM approach is to collect data between visits. Operational and technical changes will need to be made to optimize RPM for collection
on the day of the encounter. This encounter-level data is necessary clinically and would also be available to trigger alerts.

• As patients enter the video visit through the patient portal, there is an opportunity to enter their own clinical data.

Theme 4: When firing rates are down because clinical data is not available, consider workflows where office staff collect data before the provider
enters the virtual visit.

• Depending on the need, staff could reach out to patients before or on the day of the visit.

• This strategy would be well paired with RPM and staff playing the role of “virtually rooming” the patient and supporting patient adoption and
proper use of remote monitoring.

Review of Optimization Opportunities Through
Existing Governance Structures
At NYULH, we have a multistakeholder CDS governance
structure that oversees the CDS life cycle from the initial request

to subsequent post–go-live intervention monitoring. Before the
COVID-19 pandemic, alert review was conducted on an ad hoc
basis. We have now migrated our CDS inventory from an Excel
spreadsheet (Microsoft Corp) to a comprehensive knowledge
management platform using Collibra’s Data Governance
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Platform. CDS leadership can initiate automated workflows
that send operational owners a message and link to review the
CDS metadata and firing rate and document their operational
review of CDS. The CDS committee can track these reviews.
In parallel, we have made plans to give our operational teams
access to Epic’s BPA data model in Slicer Dicer, Epic’s
self-service analytics platform. Consequently, the CDS
committee and informatics community can more rapidly
understand firing rate characteristics to improve the alerts.

With this infrastructure in place, we are currently in the
beginning stages of systematically reviewing all CDS
interventions, prioritizing ones with high-volume/high-override
rates. As we lay the groundwork for success, some early insights
include the following: (1) Support from the executive leadership
of ambulatory care practices has been particularly critical, even
more so than in traditional CDS improvement initiatives, as the
next steps involve new operational processes for RPM in virtual
care and the changing role of support staff in this context. (2)
The first principle of our ambulatory CDS governance is to
“avoid interruption of care whenever possible.” Historically,
98.5% of our ambulatory alerts have been noninterruptive. Our
CDS stakeholders requested a subgroup analysis of the 2.5%
of interruptive ambulatory alerts that fired during the pandemic
period; we found that, among interruptive ambulatory alerts,
the action taken rate was higher in telemedicine visits (40.5%,
1194/2949) when compared with office visits (29.4%, 691/2370;
P<.001). These findings were surprising and warrant further
study and review; it is possible that in telemedicine encounters,
with providers being more immersed in the system, modal alerts
are comparatively more effective. The role of changing the alert
format for alerts not performing well in telemedicine will likely
be an ongoing point of discussion at our CDS governance
committee meetings.

Discussion

Principal Findings
In this report, we present a framework used to evaluate the
impact of telemedicine expansion on our ambulatory CDS
program. Based on our findings, we would advocate for other

organizations to consider performing their own targeted
ambulatory CDS checkup. We provide several vital themes that
institutions can target when conducting their own evaluations
of CDS in ambulatory telemedicine.

The strength of our approach is in its practical nature, using
data that is readily available to prioritize rapid clinical review
of CDS alerts most in need of intervention. The weakness may
be in its narrow focus. A review of published CDS malfunction
taxonomies [23] reveals that the majority of described alert
malfunction types may not be discovered using our
methodology. We have focused exclusively on best practice
advisory alerts, but medication alerts, order sets, documentation
templates, and other CDS features should also be re-examined
with the shift to telemedicine. There is much work still to be
done.

With limitations acknowledged, in a short amount of time, we
were able to identify and fix significant CDS malfunctions,
recognize alerts in need of optimization, and generate ideas for
improving the performance of those alerts. On July 1, 2020,
NCQA released “a sweeping set of adjustments to 40 of its
widely-used Healthcare Effectiveness Data and Information Set
(HEDIS) measures – in support of health plans, clinicians and
patients who rely on telehealth services in record numbers as a
result of the disruption brought on by the COVID-19 pandemic”
[24]. Changes in the HEDIS measures will promote further
conversations about quality measurement in telehealth, and will
soon lead to increased attention paid to the performance of CDS
in this context.

Conclusion
To our knowledge, this is the first description of how the
expansion of telemedicine in response to COVID-19 impacted
ambulatory CDS. The COVID-19 pandemic presents many new
challenges for the management of chronic diseases. We have
demonstrated that an ambulatory CDS checkup focused on
telemedicine can positively impact the provision of preventative
and chronic care. Our practical framework for reviewing CDS
in light of the telemedicine expansion helped identify significant
CDS malfunctions and important optimization opportunities.
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Abstract

Background: Machine learning models require large datasets that may be siloed across different health care institutions. Machine
learning studies that focus on COVID-19 have been limited to single-hospital data, which limits model generalizability.

Objective: We aimed to use federated learning, a machine learning technique that avoids locally aggregating raw clinical data
across multiple institutions, to predict mortality in hospitalized patients with COVID-19 within 7 days.

Methods: Patient data were collected from the electronic health records of 5 hospitals within the Mount Sinai Health System.
Logistic regression with L1 regularization/least absolute shrinkage and selection operator (LASSO) and multilayer perceptron
(MLP) models were trained by using local data at each site. We developed a pooled model with combined data from all 5 sites,
and a federated model that only shared parameters with a central aggregator.
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Results: The LASSOfederated model outperformed the LASSOlocal model at 3 hospitals, and the MLPfederated model performed
better than the MLPlocal model at all 5 hospitals, as determined by the area under the receiver operating characteristic curve. The
LASSOpooled model outperformed the LASSOfederated model at all hospitals, and the MLPfederated model outperformed the MLPpooled

model at 2 hospitals.

Conclusions: The federated learning of COVID-19 electronic health record data shows promise in developing robust predictive
models without compromising patient privacy.

(JMIR Med Inform 2021;9(1):e24207)   doi:10.2196/24207

KEYWORDS

federated learning; COVID-19; machine learning; electronic health records

Introduction

COVID-19 has led to over 1 million deaths worldwide and other
devastating outcomes [1]. The accurate prediction of COVID-19
outcomes requires data from large, diverse patient populations;
however, pertinent data are siloed. Although many studies have
produced significant findings for COVID-19 outcomes by using
single-hospital data, larger representation from additional
populations is needed for generalizability, especially for the
generalizability of machine learning applications [2-11].
Large-scale initiatives have been combining local meta-analysis
and statistics data derived from several hospitals, but this
framework does not provide information on patient trajectories
and does not allow for the joint modeling of data for predictive
analysis [12,13].

In light of patient privacy, federated learning has emerged as a
promising strategy, particularly in the context of COVID-19
[14]. Federated learning allows for the decentralized refinement
of independently built machine learning models via the iterative
exchange of model parameters with a central aggregator, without
sharing raw data. Several studies have assessed machine learning
models that use federated learning in the context of COVID-19
and have shown promise. Kumar et al. built a blockchain-based
federated learning schema and achieved enhanced sensitivity
for detecting COVID-19 from lung computed tomography scans
[15]. Additionally, Xu et al. used deep learning to identify
COVID-19 from computed tomography scans from multiple
hospitals in China, and found that models built on data from

hospitals in 1 region did not generalize well to hospitals in other
regions. However, they were able to achieve considerable
performance improvements when they used a federated learning
approach [16]. A more detailed background on COVID-19,
machine learning in the context of COVID-19, challenges for
multi-institutional collaborations, and federated learning can
be found in Multimedia Appendices 1-8.

Although federated learning approaches have been proposed,
to our knowledge there have been no published studies that
implement, or assess the utility of, federated learning to predict
key COVID-19 outcomes from electronic health record (EHR)
data [17]. The aim of this study was not to compare the
performance of various classifiers in a federated learning
environment, but to assess if a federated learning strategy could
outperform locally trained models that use 2 common modeling
techniques in the context of COVID-19. We are the first to build
federated learning models that use EHR data to predict mortality
in patients diagnosed with COVID-19 within 7 days of hospital
admission.

Methods

Clinical Data Source and Study Population
Data from patients who tested positive for COVID-19 (N=4029)
were derived from the EHRs of 5 Mount Sinai Health System
(MSHS) hospitals in New York City. Study inclusion criteria
are shown in Figure 1. Further details, as well as cross-hospital
demographic and clinical comparisons, are in Multimedia
Appendices 1-8.
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Figure 1. Study design and model workflow. (A) Criteria for patient inclusion in this study. (B) An overview of the local and pooled models. Local
models only used data from the site itself, whereas pooled models incorporated data from all sites. Both the local and pooled MLP and LASSO models
were used. (C) An overview of the federated model. Parameters from a central aggregator are shared with each site, and sites do not have direct access
to clinical data from other sites. After the models are locally trained at a site, parameters with and without added noise are sent back to the central
aggregator to update federated model parameters. Federated LASSO and MLP models were used. LASSO: least absolute shrinkage and selection
operator; MLP: multilayer perceptron; MSB: Mount Sinai Brooklyn; MSH: Mount Sinai Hospital; MSM: Mount Sinai Morningside; MSQ: Mount Sinai
Queens; MSW: Mount Sinai West.

Study Design
We performed multiple experiments, as outlined in Figure 1.
First, we developed classifiers that used, and were tested on,
local data from each hospital separately. Second, we built a
federated learning model by averaging the model parameters
of each individual hospital. Third, we combined all individual
hospital data into a superset to develop a pooled model that
represented an ideal framework.

Study data included the demographics, past medical history,
vital signs, lab test results, and outcomes of all patients (Table

1, Table S1 in Multimedia Appendix 2). Due to the varying
prevalence of COVID-19 across hospitals, we assessed multiple
class balancing techniques (Table S2 in Multimedia Appendix
3). To simulate federated learning in practice, we also performed
experiments with the addition of Gaussian noise (Multimedia
Appendix 7). To promote replicability, we used the TRIPOD
(Transparent Reporting of a Multivariable Prediction Model for
Individual Prognosis or Diagnosis) guidelines (Table S3 in
Multimedia Appendix 4) and released our code under a general
public license (Multimedia Appendices 1-8).

JMIR Med Inform 2021 | vol. 9 | iss. 1 |e24207 | p.223http://medinform.jmir.org/2021/1/e24207/
(page number not for citation purposes)

Vaid et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Demographic characteristics of all hospitalized patients with COVID-19 included in this study (N=4029)a.

P valueMount Sinai
West

Mount Sinai
Queens

Mount Sinai MorningsideMount Sinai HospitalMount Sinai
Brooklyn

Characteristic

 —b4855407491644611Number of patients,
n

Gender, n (%)

.004257 (53.0)344 (63.7)411 (54.9)951 (57.8)338 (55.3)Male

.004228 (47.0)196 (36.3)338 (45.1)693 (42.2)273 (44.7)Female

<.00166.3 (52.5-77.6)68.1 (57.1-
78.8)

69.8 (57.4-80.3)63.3 (51.3-73.2)72.5 (63.6-82.7)Age (years), median
(IQR)

Ethnicity, n (%)

<.001111 (22.9)198 (36.7)259 (34.6)460 (28.0)21 (3.4)Hispanic

<.001349 (72.0)287 (53.1)452 (60.3)892 (54.3)416 (68.1)Non-Hispanic

<.00125 (5.2)55 (10.2)38 (5.1)292 (17.8)174 (28.5)Unknown

Race, n (%) 

<.00127 (5.6)56 (10.4)16 (2.1)83 (5.0)13 (2.1)Asian

<.001109 (22.5)64 (11.9)266 (35.5)388 (23.6)323 (52.9)Black/African
American

<.001164 (33.8)288 (53.3)343 (45.8)705 (42.9)54 (8.8)Other

<.00114 (2.9)14 (2.6)25 (3.3)87 (5.3)27 (4.4)Unknown

<.001171 (35.3)118 (21.9)99 (13.2)381 (23.2)194 (31.8)White

Past medical history, n (%)

.0067 (1.4)15 (2.8)—16 (1.0)14 (2.3)Acute myocar-
dial infarction

<.001———28 (1.7)—Acute respirato-
ry distress syn-
drome

.74———11 (0.7)—Acute venous
thromboem-
bolism

<.00127 (5.6)19 (3.5)39 (5.2)100 (6.1)—Asthma

.00528 (5.8)49 (9.1)44 (5.9)113 (6.9)23 (3.8)Atrial fibrilla-
tion

<.00141 (8.5)21 (3.9)47 (6.3)190 (11.6)22 (3.6)Cancer

<.00133 (6.8)81 (15.0)75 (10.0)208 (12.7)46 (7.5)Chronic kidney
disease

.0419 (3.9)28 (5.2)31 (4.1)64 (3.9)11 (1.8)Chronic obstruc-
tive pulmonary
disease

.02——14 (1.9)17 (1.0)—Chronic viral
hepatitis

.00851 (10.5)82 (15.2)92 (12.3)168 (10.2)56 (9.2)Coronary artery
disease

<.00176 (15.7)154 (28.5)165 (22.0)351 (21.4)93 (15.2)Diabetes melli-
tus

.3830 (6.2)43 (8.0)61 (8.1)110 (6.7)36 (5.9)Heart failure

.00114 (2.9)—11 (1.5)32 (1.9)—Human immun-
odeficiency
virus

<.001139 (28.7)225 (41.7)249 (33.2)549 (33.4)112 (18.3)Hypertension
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P valueMount Sinai
West

Mount Sinai
Queens

Mount Sinai MorningsideMount Sinai HospitalMount Sinai
Brooklyn

Characteristic

.24—————Intracerebral
hemorrhage

<.001—15 (2.8)15 (2.0)53 (3.2)—Liver disease

<.00129 (6.0)38 (7.0)74 (9.9)176 (10.7)—Obesity

<.001——15 (2.0)54 (3.3)—Obstructive
sleep apnea

.054———24 (1.5)—Stroke

<.00127 (5.6)124 (23.0)93 (12.4)118 (7.2)148 (24.2)Mortality within 7
days, n (%)

aInterhospital comparisons for categorical data were assessed with Chi-square tests. Numerical data were assessed with Kruskal-Wallis tests, and
Bonferroni-adjusted P values were reported. Values relating to <10 patients per field were not provided to protect patient privacy (--).
bNot available.

Model Development and Selection
The primary outcome was mortality within 7 days of admission.
We generated 2 baseline conventional predictive models—a
multilayer perceptron (MLP) model and a logistic regression
with L1-regularization or least absolute shrinkage and selection
operator (LASSO) model. To maintain consistency and enable
direct comparisons, each MLP model was built with the same
architecture. We provide more information on model
architecture and tuning in Multimedia Appendix 5. MLP and
LASSO models were fit on all 5 hospitals.

Our primary model of interest was a federated learning model.
Training was performed at different sites, and parameters were
sent to a central location (Figure 1). A central aggregator was
used to initialize the federated model with random parameters.
This model was sent to each site and trained for 1 epoch.
Afterward, model parameters were sent back to the central
aggregator, which is where federated averaging was performed.
Updated parameters from the central aggregator were then sent
back to each site. This cycle was repeated for multiple epochs.
Federated averaging scales the parameters of each site according
to the number of available data points and sums all parameters
by layer. Through this technique, federated models did not
receive any raw data.

Experimental Evaluation
All models were trained and evaluated by using 490-fold
bootstrapping. Each experiment had a 70%-30% training-testing
data split and was initialized with a unique random seed. We

used the models’ probability scores to calculate average areas
under the receiver operating characteristic curve (AUROCs)
across 490 iterations.

Results

Intercohort Comparisons
EHR data consisted of patient demographics, past medical
history, vitals, and lab test results (Table 1, Table S1 in
Multimedia Appendix 2). After performing Bonferroni
correction, we found significant differences in the proportions
of outcomes across hospitals, specifically mortality within 7
days (Table 1). There were also significant differences in gender,
age, ethnicity, race, and the majority of key clinical features
(Table S1 in Multimedia Appendix 2).

Classifier Training and Performance
LASSO and MLP models were trained on data from each of
the 5 MSHS hospitals separately (ie, local models), data from
a combined dataset (ie, pooled models), and data from a
federated learning framework (ie, federated models). All 3
training strategies for both models were evaluated for all sites
(Figure 1). Training curves and AUROC curves versus the epoch
number demonstrate that federated models improve performance
after increased passes of training data (Figure 2). The results
for model optimization (Figure S2 in Multimedia Appendix 8)
and class balancing experiments (Table S2 in Multimedia
Appendix 3) can be found in Multimedia Appendices 1-8. The
final model hyperparameters are listed in Table S4 in
Multimedia Appendix 5.
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Figure 2. Federated model training. The performance of (A) federated MLP and (B) federated LASSO models, as measured by AUROCs versus the
number of training epochs. The binary cross-entropy loss of (C) federated MLP and (D) federated LASSO models versus the number of training epochs.
AUROC: area under the receiver operating characteristic curve; LASSO: least absolute shrinkage and selection operator; MLP: multilayer perceptron;
MSB: Mount Sinai Brooklyn; MSH: Mount Sinai Hospital; MSM: Mount Sinai Morningside; MSQ: Mount Sinai Queens; MSW: Mount Sinai West.

Learning Framework Comparisons
The performance of all LASSO and MLP models (ie, local,
pooled, and federated models) was assessed at each site (Table
2, Figure 3). The LASSOfederated model outperformed the
LASSOlocal model at all hospitals except the Mount Sinai
Brooklyn and Mount Sinai Queens hospitals; the LASSOfederated

model achieved AUROCs that ranged from 0.694 (95% CI
0.690-0.698) to 0.801 (95% CI 0.796-0.807). The LASSOpooled

model outperformed the LASSOfederated model at all hospitals;
the LASSOpooled model achieved AUROCs that ranged from
0.734 (95% CI 0.730-0.737) to 0.829 (95% CI 0.824-0.834).

The MLPfederated model outperformed the MLPlocal model at all
hospitals; the MLPfederated model achieved AUCROCs that varied
from 0.786 (95% CI 0.782-0.789) to 0.836 (95% CI
0.830-0.841), while the MLPlocal model achieved AUROCs that
ranged from 0.719 (95% CI 0.711-0.727) to 0.822 (95% CI
0.820-0.825). The MLPfederated model outperformed the
MLPpooled model at the Mount Sinai Morningside and Mount
Sinai Queens hospitals; the MLPpooled model achieved AUROCs
that ranged from 0.751 (95% CI 0.747-0.755) to 0.842 (95%
CI 0.837-0.847).
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Table 2. Performance of the local, pooled, and federated LASSOa and MLPb models at each site, based on AUROCsc with 95% confidence intervals.

Mount Sinai West
(n=485), AUROC
(95% CI)

Mount Sinai
Queens
(n=540), AU-
ROC (95% CI)

Mount Sinai Morningside
(n=749), AUROC (95% CI)

Mount Sinai Hospital
(n=1644), AUROC (95% CI)

Mount Sinai
Brooklyn (n=611),
AUROC (95% CI)

Model 

 

LASSO model

0.482 (0.473-
0.491)

0.706 (0.702-
0.710)

0.66 (0.656-0.664)0.693 (0.689-0.696)0.791 (0.788-
0.795)

Local

0.829 (0.824-
0.834)

0.734 (0.730-
0.737)

0.789 (0.785-0.792)0.791 (0.788-0.794)0.816 (0.814-
0.819)

Pooled

0.801 (0.796-
0.807)

0.694 (0.690-
0.698)

0.767 (0.764-0.771)0.772 (0.769-0.774)0.793 (0.790-
0.796)

Federated

MLP model

0.719 (0.711-
0.727)

0.791 (0.788 -
0.795)

0.747 (0.743-0.751)0.750 (0.747-0.754)0.822 (0.820-
0.825)

Local

0.842 (0.837-
0.847)

0.783 (0.779-
0.786)

0.751 (0.747-0.755)0.792 (0.789-0.795)0.823 (0.820-
0.826)

Pooled

0.836 (0.83-0.841)0.809 (0.806-
0.812)

0.791 (0.788-0.795)0.786 (0.782-0.789)0.829 (0.826-
0.832)

Federated (no
noise

aLASSO: least absolute shrinkage and selection operator.
bMLP: multilayer perceptron.
cAUROC: area under the receiver operating characteristic curve.

Figure 3. Model performance by site. The performance of all models (ie, local LASSO, pooled LASSO, federated LASSO, local MLP, pooled MLP,
and federated [no noise] MLP models) based on areas under the ROC curve at (A) MSB (n=611), (B) MSW (n=485), (C) MSM (n=749), (D) MSH
(n=1644), and (E) MSQ (n=540). Average areas under the ROC curve with 95% confidence intervals (ie, after the 70%-30% training-testing data split
over 490 experiments) are shown. (F) The average performance of each model across all 5 sites. LASSO: least absolute shrinkage and selection operator;
MLP: multilayer perceptron; MSB: Mount Sinai Brooklyn; MSH: Mount Sinai Hospital; MSM: Mount Sinai Morningside; MSQ: Mount Sinai Queens;
MSW: Mount Sinai West; ROC: receiver operating characteristic.

Discussion

This is the first study to evaluate the efficacy of applying
federated learning to the prediction mortality in patients with

COVID-19. EHR data from 5 hospitals were used to represent
demonstrative use cases. By using disparate patient
characteristics from each hospital after performing
multiple-hypothesis correction in terms of demographics,
outcomes, sample size, and lab values, this study was able to
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reflect a real-world scenario, in which federated learning could
be used for diverse patient populations.

The primary findings of this study show that the MLPfederated

and LASSOfederated models outperformed their respective local
models at most hospitals. Differences in MLP model
performance may have been attributed to the experimental
condition, wherein the same underlying architecture was used
for all MLP models. Although this framework allowed for
consistency in learning strategy comparisons, it may have led
to the improper tuning of pooled models. Collectively, our
results show the potential of federated learning in overcoming
the drawbacks of fragmented, case-specific local models.

Our study shows scenarios in which federated models should
either be approached with caution or favored. The Mount Sinai
Queens hospital was the only hospital where the LASSOfederated

model performed worse than the LASSOlocal model, with a
difference of 0.012 in AUROC values. This may have been
attributed to the hospital having a smaller sample size (n=540)
and higher mortality prevalence (23%) than the other sites.
However, at the Mount Sinai West hospital, the LASSOlocal

model severely underperformed compared to the LASSOfederated

model, with an AUROC difference of 0.319. The Mount Sinai

West hospital had the lowest sample size (n=485) and the lowest
COVID-19 mortality prevalence (5.6%) compared to all
hospitals. This finding emphasizes the benefit of using federated
learning for sites with small sample sizes and large class
imbalances.

We noted a few limitations in our study. First, data collection
was limited to MSHS hospitals. This may limit model
generalizability to hospitals in other regions. Second, this study
focused on applying federated learning to the prediction of
outcomes based on patient EHR data as proof of principle, rather
than creating an operational framework for immediate
deployment. As such, there are various aspects of the federated
learning process that this study does not address, such as load
balancing, convergence, and scaling. Third, our models only
included clinical data. The models can be enhanced by
incorporating other modalities. Fourth, we only implemented
2 widely used classifiers within this framework, but other
algorithms may perform better. Finally, although identical MLP
architectures were used across all learning strategies for direct
comparisons, these architectures could have been further
optimized. Future studies should focus on model accessibility
and the expansion analysis of federated models to improve
scalability, understand feature importance, and integrate
additional data modalities.
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Multimedia Appendix 2
Table S1. Clinical characteristics of hospitalized patients with COVID-19 at baseline. The clinical characteristics of all patients
(N=4029) included in this study, including vital signs, metabolic markers, liver function, inflammatory markers, and hematological
markers. All laboratory data was obtained within 36 hours of admission. Interhospital comparisons for categorical data were
assessed with Chi-square tests. Numerical data were assessed Kruskal-Wallis tests. Bonferroni-adjusted P values are reported.
Values relating to <10 patients per field are not provided to protect patient privacy.
[PDF File (Adobe PDF File), 436 KB - medinform_v9i1e24207_app2.pdf ]

Multimedia Appendix 3
Table S2. Effects of class balancing techniques on local MLP models based on AUROCs and AUPRCs. Local MLP model
performance, as measured by the AUROCs and AUPRCs of the 3 class balancing techniques (ie, static class weights, proportional
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class weights, and 1:1 undersampling) and unbalanced data for all 5 sites after training for 80 epochs. The outcome of interest,
mortality percentage within seven days, is provided for each site. AUPRC: area under the precision-recall curve; AUROC: area
under the receiver operating characteristic curve; MLP: multilayer perceptron.
[PDF File (Adobe PDF File), 173 KB - medinform_v9i1e24207_app3.pdf ]

Multimedia Appendix 4
Table S3. Study data as reported using Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or
Diagnosis (TRIPOD) guidelines.
[PDF File (Adobe PDF File), 206 KB - medinform_v9i1e24207_app4.pdf ]

Multimedia Appendix 5
Table S4. Final model hyperparameters. The LASSO and MLP model hyperparameters used at all sites for all variations (ie,
local, pooled, and federated models), after optimization. LASSO: least absolute shrinkage and selection operator; MLP: multilayer
perceptron.
[PDF File (Adobe PDF File), 170 KB - medinform_v9i1e24207_app5.pdf ]

Multimedia Appendix 6
Table S5. Model performance metrics across sites. The performance of all LASSO and MLP models (ie, local, pooled, and
federated models), as measured by AUROCs, AUPRCs, accuracy, sensitivity, specificity, and F1 score, with 95% confidence
intervals. AUPRC: area under the precision recall curve; AUROC: area under the receiver operating characteristic curve; LASSO:
least absolute shrinkage and selection operator; MLP: multilayer perceptron.
[PDF File (Adobe PDF File), 180 KB - medinform_v9i1e24207_app6.pdf ]

Multimedia Appendix 7
Effect of noise on federated MLP model performance by site. The performance of federated MLP models without noise and
federated MLP models with Gaussian noise, as determined by AUROCs, was assessed at (A) MSB (n=611) (B) MSW (n=485),
(C) MSM (n=749), (D) MSH (n=1644), and (E) MSQ (n=540) after 70-30 train-test split over 490 experiments. (F) The average
performance of both federated MLP models across all 5 sites. AUROC: area under the receiver operating characteristic curve;
MLP: multilayer perceptron; MSB: Mount Sinai Brooklyn; MSH: Mount Sinai Hospital; MSM: Mount Sinai Morningside; MSQ:
Mount Sinai Queens; MSW: Mount Sinai West.
[PNG File , 168 KB - medinform_v9i1e24207_app7.png ]

Multimedia Appendix 8
Effect of noise on federated MLP model training. The performance of federated MLP models without noise and federated MLP
models with Gaussian noise was evaluated by using (A) AUROCs and (B) binary cross-entropy loss versus the number of training
epochs. The performance of federated MLP models with Gaussian noise was assessed with (C) AUROCs and (D) binary
cross-entropy loss at all 5 sites. The averages after the 70%-30% training-testing data split over 490 experiments were used for
all plots. AUROC: area under the receiving-operating characteristic curve; MLP: multilayer perceptron; MSB: Mount Sinai
Brooklyn; MSH: Mount Sinai Hospital; MSM: Mount Sinai Morningside; MSQ: Mount Sinai Queens; MSW: Mount Sinai West.
[PNG File , 297 KB - medinform_v9i1e24207_app8.png ]
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Abstract

Background: Many COVID-19 patients rapidly progress to respiratory failure with a broad range of severities. Identification
of high-risk cases is critical for early intervention.

Objective: The aim of this study is to develop deep learning models that can rapidly identify high-risk COVID-19 patients
based on computed tomography (CT) images and clinical data.

Methods: We analyzed 297 COVID-19 patients from five hospitals in Daegu, South Korea. A mixed artificial convolutional
neural network (ACNN) model, combining an artificial neural network for clinical data and a convolutional neural network for
3D CT imaging data, was developed to classify these cases as either high risk of severe progression (ie, event) or low risk (ie,
event-free).

Results: Using the mixed ACNN model, we were able to obtain high classification performance using novel coronavirus
pneumonia lesion images (ie, 93.9% accuracy, 80.8% sensitivity, 96.9% specificity, and 0.916 area under the curve [AUC] score)
and lung segmentation images (ie, 94.3% accuracy, 74.7% sensitivity, 95.9% specificity, and 0.928 AUC score) for event versus
event-free groups.

Conclusions: Our study successfully differentiated high-risk cases among COVID-19 patients using imaging and clinical
features. The developed model can be used as a predictive tool for interventions in aggressive therapies.

(JMIR Med Inform 2021;9(1):e24973)   doi:10.2196/24973
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Introduction

In December 2019, SARS-CoV-2, also called COVID-19, was
first detected in Wuhan, China [1]. Since then, the COVID-19
pandemic has rapidly propagated across the world via airborne
person-to-person transmission [2,3]. Some patients with
COVID-19 progressed to novel coronavirus pneumonia (NCP),
which can lead to severe acute respiratory failure, multiple organ
failure, and, in some cases, death [4]. A recent study reported
that more than 60% of patients who progressed to a severe stage
of NCP died [4,5]. Therefore, it is critical to identify high-risk
patients among those with advanced COVID-19 to deliver early
intensive care.

COVID-19 is diagnosed using viral nucleic acid detection
employed by reverse transcription–polymerase chain reaction
(RT-PCR) [6]. Although this approach is considered the most
effective, it is both time-consuming and has a high rate of false
negatives [7]. As an alternative, computed tomography (CT)
can be utilized for the initial screening of NCP [8]. CT imaging
exhibits the advantage of faster processing time as compared
with the molecular diagnostic test. CT scans can also provide
detailed structural information, such as the extent of lung
involvement and quantitative analysis of NCP lesions associated
with prognostic value in patients with COVID-19 [9].
Furthermore, the Fleischer Society has highlighted CT imaging
as being crucial in the management of the disease [10]. CT
imaging can also be easily performed in a facility-equipped
hospital and can assist in the triage assessment of COVID-19
patients by identifying those with severe cases.

Artificial intelligence (AI) methods, particularly deep learning
(DL), have shown promising results for lung disease analysis
using CT scans. Recent advances via machine learning in the
prognosis of COVID-19 patients include estimating the mortality
risk in patients with suspected or confirmed COVID-19,
predicting progression to a severe or critical state, and predicting
the duration of hospital stay [11-15]. Predicting factors included
age; features derived from the CT machine; lactate
dehydrogenase; sex; C-reactive protein (CRP); comorbidity,
including hypertension, diabetes mellitus, cardiovascular
disease, and respiratory disease; and lymphocyte count. The
advantages and disadvantages of these studies have been
described in a recent study by Wynants et al [16]. However, the
way of utilizing these models, including data acquisition, was
not clearly described and lacked generalization to diverse
populations. Some models consider only clinical indicators,
demographics, and laboratory tests [17], whereas others only
consider CT images [18]. In addition, the timing of the follow-up
varies between studies; therefore, the accuracy of the models
was not consistent and ranged from 90% to 98% among studies.
Featured in these papers was Kang et al [18], who developed
an AI system that can diagnose NCP. Furthermore, this system
is able to differentiate NCP from common pneumonia and other
normal controls using a large CT database of 3777 patients.
They used existing networks—3D ResNet (residual neural
network)-18, U-Net, DRUNET (dilated-residual U-Net), FCN
(fully convolutional network), SegNet (segmentation network),
and DeepLabv3—to build two lung-lesion segmentation models
and then provide a diagnosis prediction. This system has been

tested and has been successfully able to provide diagnoses at
several hospitals in China. In addition, a recent study [17]
analyzed the electronic health records of patients confirmed to
have COVID-19 at a single center in the Mount Sinai Health
System in New York City to predict critical events and mortality
with a boosted decision tree–based machine learning model.
However, their proposed method was based only on the data
extracted within 36 hours of patients’ hospitalization, failing to
consider clinical parameters during the hospital stay.
Furthermore, some patient test parameters are missing from
their data set, affecting the final evaluation results. In view of
the above problems, we propose a DL algorithm combining an
artificial neural network (ANN) and a convolutional neural
network (CNN) to build a risk prediction model for all
COVID-19 patients. Predicting a personalized prognosis is
important for detecting high-risk patients who are more likely
to become critical and would require intensive care. In addition,
it is crucial to accelerate the development of AI techniques to
predict clinical prognosis, particularly during a crisis period
caused by the current pandemic.

We hypothesize that a mixed model consisting of both ANN
using clinical parameters and 3D CNN using CT imaging—an
artificial convolutional neural network (ACNN) model—can
help classify patients into event and event-free COVID-19
groups. The events include high-flow nasal cannula, mechanical
ventilator care, septic shock, acute kidney injury, continuous
renal replacement therapy, extracorporeal membrane
oxygenation, intensive care unit admission, or death. The 3D
ACNN with CT images can potentially identify the
abnormalities of lung parenchyma and clinically predict relevant
outcomes in COVID-19 patients. DL models can assist
radiologists, physicians, and clinicians in performing a quick
diagnosis that can help in decision making and resource
allocation, which is particularly important when the health
system is overloaded.

Methods

The institutional review boards of all participating hospitals
approved this retrospective study, and the requirement for patient
consent was waived.

Study Population and Image Acquisition
We retrospectively reviewed 330 chest CT scans of COVID-19
patients that were obtained in five hospitals in Daegu, South
Korea, from January 31 to April 10, 2020. All patients were
confirmed based on RT-PCR tests for SARS-CoV-2 from
nasal-pharyngeal swabs. All chest CT scans were performed
within 3 days of the COVID-19 diagnosis. A total of 33 patients
were excluded from our study owing to the following causes:
(1) poor image quality (n=9), (2) insufficient medical records
(n=10), (3) no pneumonic infiltration on CT scans (n=8), or (4)
failure of image segmentation with both AVIEW (Coreline Soft,
Co) and 3D Slicer Chest Imaging Platform (CIP) (Brigham and
Women's Hospital), possibly due to the lack of number of slices
(n=6). A total of 297 patients were included in our AI analysis.
All of the chest CT scans were obtained in the supine position
at full inspiration with or without contrast media and performed
using one of the following various multidetector CT scanners:
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SOMATOM Sensation 64, SOMATOM Definition AS/AS+,
SOMATOM Definition Flash, or SOMATOM Perspective
(Siemens Healthineers); Optima CT660, LightSpeed 16, or
Revolution EVO (GE Healthcare); or Aquilion PRIME (Toshiba
Medical Systems). The scanning parameters were as follows:
a tube voltage of 100-140 kVp, a tube current of 32-192 mAs
with a volume CT dose index of 3.97-13.77 mGy, a slice
thickness of 1.0-3.0 mm, a detector collimation of 128 × 0.6
mm or 64 × 0.6 mm, and a beam pitch of 1.0-1.2. Axial images
were reconstructed with a standard or sharp reconstruction
kernel.

Demographic, Clinical, and Laboratory Data
We analyzed the clinical and laboratory data of each patient at
the time of admission from medical records. This included age;
sex; smoking history; clinical symptoms; underlying disease,
including hypertension, diabetes mellitus, chronic obstructive
pulmonary disease, chronic kidney disease, and coronary artery
calcification; systolic blood pressure; white blood cell count
(WBC); CRP level; respiratory rate; heart rate; and oxygen
saturation. To identify high-risk cases among COVID-19
patients, the endpoint was the occurrence of events subsequent
to admission.

ANN Model With Demographic, Clinical, and
Laboratory Data
With only clinical and laboratory data, we constructed an ANN
model to predict whether input subjects were event or event-free
patients. The ANN models comprise nodes, layers, activation
functions, optimizers, and loss functions. Nodes between layers
are connected by edges along with individual weights (see
Figure 1). After the end of one iteration (ie, 1 epoch), with real
and predicted classes obtained from the ANN model, a loss
function was computed and weights were updated in each layer
through the optimizer to minimize the loss. The binary
cross-entropy and adaptive moment estimation (Adam)
optimizer [19] were used for the loss function and optimizer,
respectively. For improving the classification performance, we
further added L2 regularization on the loss function. To prevent
a gradient vanishing issue, we used a rectified linear unit (ReLU)
function [20] from layer to layer and a sigmoid function at the
last layer as activation function. We assessed the number of
layers from one to six for the ANN model to determine the
optimal number of layers. For an objective comparison, we
evaluated all of the ANN models using the same training and
testing data. In the end, we obtained an optimized number of
layers to achieve the best classification performance compared
with the number of other layers.

Figure 1. Architecture of a text-based artificial neural network (ANN).
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CT Image Processing
Image segmentation for lungs was performed using the lobes
and airway segmentation modules for 288 subjects with AVIEW
and for 9 subjects with 3D Slicer CIP [21]. This step separated
the voxels corresponding to the lung parenchyma and airway
from the voxels corresponding to the surrounding anatomy (ie,
mediastinum, thoracic cage, muscle, and space outside the body)
of the original CT images (see Figure 2, A). The image obtained
through the segmentation process was defined as the lung
segmentation image. Next, NCP lesions were identified for
detecting abnormal regions using CT Hounsfield unit (HU)

thresholds: ground-glass opacity (GGO), consolidation,
semiconsolidation, and normal lung. Each component in NCP
lesion images is colored using a specific value: normal lung is
8 (color-coded blue; −950 to −701 HU) [22], GGO is 32
(color-coded red; −700 to −501 HU), semiconsolidation is 64
(color-coded green; −500 to −201 HU) [9], and consolidation
cluster is 64 (color-coded cyan; −200 to 60 HU); in addition, 8
is set for an unclassified voxel. Figure 2, B visualizes the
exemplary distributions of patients experiencing severe-stage
COVID-19. These spatial distributions of lesion components
were trained for comparison with the raw CT and lung
segmentation CT images.

Figure 2. Main experimental products of (A) convolutional neural network (CNN) models, (B) lung lesion segmentation parts of a severe subject, (C)
the architecture of our CNN model, and (D) illustration of the artificial convolutional neural network (ACNN) model, a mix of the artificial neural
network (ANN) and CNN models. CT: computed tomography; GGO: ground-glass opacity; ReLU: rectified linear unit.
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3D CNN Models With CT Imaging Data
All of the 297 images were resampled to 64 × 64 × 64 voxels
using a linear interpolation method, and the HU of each pixel
was normalized to the range between 0 and 1. Figure 2, C
illustrates the architecture of our 3D CNN network, which
comprised nine layers: three convolutional layers, three batch
normalization layers, and three max-pooling layers. After each
convolutional layer of a 3 × 3 × 3–kernel size, the feature maps
were down-sampled by a max-pooling layer with a 2 × 2 ×
2–voxel window. ReLU was used as an activation function to
maintain positive input values and change negative input values
to zeros in each convolutional layer. The number of filters was
determined as 32, 64, and 128, based on our experience. The
sigmoid function was then used to distinguish between event
and event-free COVID-19 patients using the last fully connected
layer. Three typical successful CNN models (ie, ResNet50 [23],
InceptionV3 [24], and DenseNet121 [25]) were respectively
implemented herein. We have developed these typical 2D
models into a 3D domain and trained them to use the same input
data set. These models used multiple convolutional blocks with
residual connections to continuously extract local and global
contextual features. The neural networks were trained using
binary cross-entropy between the predicted and true diagnoses
as the loss function. The Adam optimization algorithm and the
proposed default settings (ie, learning rate=0.001) of the
parameters were employed to find the weights of the CNN
model [26,27]. The proposed CNN model was also trained for
3000 iterations with a batch size of 16 samples. Moreover, we
implemented these typical models into a 2D domain for
comparison by extracting one slice per subject at the location
representing 50% of the total slices with the input size of 128
× 128 pixels.

A Mix of CNN and ANN Models: 3D ACNN
We applied the fully connected layer to the last layers of the
previously described CNN model to derive a 256-dimensional
feature vector to represent a CT image. A total of 19 clinical
features of the same patient were concatenated with this feature
vector. A new model (ie, ACNN) takes this combined feature
vector as the input to predict the patient’s COVID-19 status
(see Figure 2, D). A total of 19 clinical features of the same
subject were concatenated with a 64-dimensional feature vector
of the CT image. The classification conclusions of CNN models
still lack transparency and cannot straightforwardly provide
reasoning and explanations as do human experts in diagnosis
[26]. We used the gradient-weighted class activation mapping
(Grad-CAM) [28] approach for visualizing the CNN learning
process. This method creates a 2D spatial heatmap as a visual
explanation that indicates where the CNN has focused to make

its predictions of images, which can track the spatial attention
of the CNN when predicting COVID-19 status.

Validation of AI Models and Statistical Analysis
We used 5-fold cross-validation to evaluate the performance of
the ANN, CNN, and ACNN models. We implemented our
models using a system on the Intel Xeon Processor E5-2640
v4, 2.40 GHz, with the NVIDIA GeForce RTX 2080 Ti graphics
card. We applied a cost-sensitive neural network [29] method
to handle our imbalanced dataset (ie, small number of event
subjects) using class weighting. The measures of accuracy,
precision, sensitivity, specificity, F1 score, confusion matrix,
receiver operating characteristic (ROC) curve, and area under
the curve (AUC) score were calculated using the true positive
(TP), true negative (TN), false negative (FN), and false positive
(FP) results [30]. From the confusion matrix, we calculated five
values for accuracy, precision, sensitivity, specificity, and F1
score as follows:

Accuracy = (TP + TN) / (TP + TN + FP + FN) (1)

Precision = TP / (TP + FP) (2)

Sensitivity = TP / (TP + FN) (3)

Specificity = TN / (TN + FP) (4)

F1 score = 2 × (Precision × Sensitivity) / (Precision
+ Sensitivity) = 2TP / (2TP + FP + FN) (5)

Statistical comparison of the demographic and clinical data was
performed using the Python (Python Software Foundation)
SciPy [31] library using the Mann-Whitney U test for continuous
variables and the chi-square test for categorical variables. All
numerical values are expressed as mean (SD) or n (%).

Results

Demographic, Clinical, and Laboratory Information
The patients were classified as belonging to either the event
group (n=42) or the event-free group (n=255) (see Table 1).
Age, sex, and smoking history were significantly different
between the two groups. Fever was the most common initial
symptom (249/297, 83.8%), followed by cough (182/297,
61.3%), dyspnea (104/297, 35.0%), myalgia (92/297, 31.0%),
and headache (68/297, 22.9%). Compared with the event-free
group, the event group exhibited a significantly higher
percentage of patients presenting with dyspnea (66.7% vs
29.8%) but a lower percentage presenting with headache (4.8%
vs 25.9%). Further, clinical parameters associated with
respiratory function and inflammation (eg, oxygen saturation,
WBC, and CRP level) were predominantly increased in the
event-free group (see Table 1).
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Table 1. Demographic and clinical data for the event versus event-free data sets.

P valueEvent group (n=42)Event-free group (n=255)Total cohort (N=297)Characteristic

<.00114 (33)155 (60.8)169 (56.9)Sex (female), n (%)

<.00172.9 (11.9)58.7 (16.6)60.6 (16.7)Age (years), mean (SD)

<.001Smoking status, n (%)

N/Aa30 (71)233 (91.4)263 (88.6)Never smoked

N/A11 (26)14 (5.5)25 (8.4)Current smoker

N/A1 (2)8 (3.1)9 (3.0)Ex-smoker

.4112 (29)58 (22.7)70 (23.6)Diabetes mellitus, n (%)

.00721 (50)74 (29.0)95 (32.0)Hypertension, n (%)

.477 (17)32 (12.5)39 (13.1)Coronary artery calcification, n (%)

.0026 (14)8 (3.1)14 (4.7)Chronic obstructive pulmonary disease, n (%)

.013 (7)3 (1.2)6 (2.0)Chronic kidney disease, n (%)

.0939 (93)210 (82.4)249 (83.8)Fever, n (%)

.8025 (60)157 (61.6)182 (61.3)Cough, n (%)

<.00128 (67)76 (29.8)104 (35.0)Dyspnea, n (%)

.159 (21)83 (32.5)92 (31.0)Myalgia, n (%)

.0032 (5)66 (25.9)68 (22.9)Headache, n (%)

.02138.1 (22.4)128.5 (18.1)129.9 (19.0)Systolic blood pressure, mean (SD)

.1088.3 (18.9)83.6 (13.4)84.3 (14.4)Heart rate, mean (SD)

.2821.3 (4.8)20.2 (2.4)20.3 (2.9)Respiratory rate, mean (SD)

.2093.9 (6.9)96.5 (2.5)96.1 (3.5)Oxygen saturation, mean (SD)

<.0018897.1 (4656.4)5589.6 (2226.0)6057.4 (2930.5)White blood cell count (count/µL), mean (SD)

<.00111.0 (7.4)3.1 (4.7)4.2 (5.8)C-reactive protein (mg/dL), mean (SD)

aN/A: not applicable; the P value that was reported for Smoking status was based on the chi-square test between the three groups (ie, never smoked,
current smoker, and ex-smoker), therefore, it is not reported for each group.

Analysis of Risk Features
We performed correlation tests to determine the clinical features
that contributed to the endpoint using a Pearson correlation
heatmap [32] (see Figure 3). The heatmap in Figure 3, A
highlights potentially important clinical metrics to be considered
when constructing a DL model of ANN. The intensive colors
of either red or blue indicate a greater correlation magnitude.
Figure 3, B also shows the Pearson correlation coefficients

between clinical parameters with the endpoint. CRP level and
WBC were the most important features having a strong positive
correlation with the endpoint. Age was a significant risk factor
related to the endpoint, which was in accordance with recent
conclusions [33]. Conversely, oxygen saturation and sex
(female) were negatively correlated with the endpoint and were
identified as significant contributors to the clinical prognosis
estimation.
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Figure 3. A. Correlation heatmap of clinical features with the endpoint (event vs event-free). B. Diverging bars of important features with endpoint.
CAC: coronary artery calcification; CKD: chronic kidney disease; COPD: chronic obstructive pulmonary disease; CRP: C-reactive protein; DM: diabetes
mellitus; HR: heart rate: HTN: hypertension; RR: respiratory rate; SBP: systolic blood pressure; WBC: white blood cell count.

Performances of Deep Learning Models: ANN Versus
CNN Versus ACNN
Performance metrics from the DL models are reported in Table
2. The ANN model only uses clinical metrics without
considering CT images (see Multimedia Appendix 1). The
ACNN model combined both an ANN with clinical data and a
CNN with 3D CT imaging data by concatenation. The reported

metrics of the learning models were averaged using 5-fold
cross-validation, and a threshold was set to the sigmoid output
of 0.5.

Both the ANN and CNN models provided an accuracy greater
than 90%; however, their F1 scores were only about 64%, based
on the precision and sensitivity. While both models show a
potential to differentiate event versus event-free cases, the
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respective model performances were insufficient to be used in
a clinical setting. However, the ACNN model outperformed
both models in almost all classification performances. The
ACNN model for the NCP lesion achieved the best performance
in terms of accuracy (93.9%), sensitivity (80.8%), specificity
(96.9%), and AUC score (0.916). These results demonstrate
that the combination of clinical information and imaging data
can significantly improve the classification performance.

Figure 4 shows the ROC curves with an AUC score for the
ANN, CNN, and ACNN models during testing with the NCP
lesion data set. Similar to the prediction accuracy, the AUC

score of the ACNN model (0.916) was greater than those of the
ANN model (0.851) and the CNN model (0.813). Based on the
confusion matrix, the ACNN model produced two FPs (ie,
event-free wrongly predicted as event) and one FN (ie, event
wrongly predicted as event-free) (sensitivity=80.8%). The FP
to FN occurrence ratio for the ANN model was 2:3 and for the
CNN model was 0:4. Thus, the ACNN model was much more
effective in eliminating FNs. Moreover, compared with the
ACNN model, the training times using the ANN and CNN
models were shorter (ie, ~3.5 min for ANN vs ~145 min for
CNN vs ~150 min for ACNN).

Figure 4. Receiver operating characteristic (ROC) curves and confusion matrices (with a threshold of 0.5) of (a) artificial neural network (ANN), (b)
convolutional neural network (CNN), and (c) artificial convolutional neural network (ACNN) models for event and event-free novel coronavirus
pneumonia (NCP) lesion data sets. AUC: area under the curve; Neg: negative; Pos: positive.
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Effects Caused by the Use of Three Different Imaging
Data Sets With ACNN Models
The effects of using different inputs (eg, raw, lung segmentation,
and NCP lesion images) were assessed for the ACNN model.
The prediction accuracy was 91.6% for raw, 94.3% for lung

segmentation, and 93.9% for NCP lesion (see Table 2). The
lung segmentation AUC score (0.928) was similar to the NCP
lesion AUC score (0.916). However, both performed
significantly better than the raw AUC score (0.896). This
indicates that lung segmentation and NCP lesions contain more
information associated with clinical outcome than other areas.

Table 2. Performances of artificial neural network (ANN), convolutional neural network (CNN), and artificial convolutional neural network (ACNN)
models for predictions of event versus event-free cases.

AUCa scoreSpecificityF1 scoreSensitivityPrecisionAccuracyInput data and model

Clinical metrics only

0.85194.471.563.985.192.9ANN

NCPb lesion

0.81392.664.151.986.791.9CNN

0.91696.978.980.878.393.9ACNN

Lung segmentation

0.80491.656.045.083.390.6CNN

0.92895.978.174.787.194.3ACNN

Raw

0.78192.357.350.674.490.3CNN

0.89694.467.163.377.991.6ACNN

aAUC: area under the curve.
bNCP: novel coronavirus pneumonia.

Classification by Other Comparative ACNN Models
Using the NCP lesion image, we constructed three other ACNN
models using existing available models (ie, ResNet50,
DenseNet121, and InceptionV3). We then compared them with
the proposed ACNN model (see Table 3). All models provided
similar performances, although the sensitivity was much lower
for ResNet50 (78.3%), DenseNet121 (56.1%), and InceptionV3
(59.4%) as compared with the proposed ACNN model (80.8%).

The AUC scores of the three online models were also
considerably smaller than that of the proposed ACNN model.

Furthermore, we developed a 2D ACNN model using a middle
slice. The 2D ACNN model had a final accuracy of 91.9%, a
sensitivity of 52.8%, and a specificity of 92.7%. The 2D ACNN
model performed worse than the 3D ACNN model, particularly
with regard to the sensitivity. The poor performance of the 2D
ACNN model is presumed to be related to the loss of the 3D
context, proving that discriminative information in all slices
improved the prediction performance.

Table 3. Performance of the 2D artificial convolutional neural network (ACNN) model and other 3D models, constructed using free source codes
available online, for 297 subjects with the novel coronavirus pneumonia lesion data set: prediction of event versus event-free.

AUCa scoreSpecificityF1 scoreSensitivityPrecisionAccuracyModel

0.90096.576.678.375.393.3ACNN–ResNet50b

0.81493.667.259.478.491.9ACNN–InceptionV3

0.82693.563.056.188.791.6ACNN–DenseNet121

0.87392.763.852.886.091.9Our 2D ACNN model

0.86595.170.169.478.892.3Our ACNN model without cost-sensitivity method

aAUC: area under the curve.
bResNet50: residual neural network 50.

Prognostic of the CNN Model by Grad-CAM
Visualization
Suspicious lung areas (ie, lesion regions) discovered via the
CNN system through the Grad-CAM visualization algorithm
made it possible to visualize lung regions that drew the most

attention in the CNN model. Figure 5 illustrates the
CNN-discovered suspicious lung areas for both event and
event-free patients for the three data set types. From Figure 5,
A, the Grad-CAM of raw images is able to focus on areas inside
the NCP lesions, but almost all of the mapping locates regions
outside of the lung at random. Different scanners create different
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CT domains; therefore, this artificial area may be the source of
the FNs and FPs. This effect could be avoided using lung

segmentation and NCP lesion images.

Figure 5. Gradient-weighted class activation mapping (Grad-CAM) heatmap images for representative event and event-free COVID-19 patients with
(A) raw computed tomography (CT) images, (B) lung segmentation images, and (C) novel coronavirus pneumonia (NCP) lesion images.

Based on Figure 5, B and C, the CNN model discovered
sensitive lung regions within the high-attenuation area (ie,
brighter regions). The most distinguishing features are the
combination of high-level features (ie, GGO, consolidation, and
semiconsolidation). From Figure 5, C, we can see that with the
combination of lesion features, the obtained activation maps

cover the similar highlighted regions as the lung segmentation
images. The main difference is that the NCP lesions are more
discrete owing to different pixel densities, which contributes to
the enhancement of only part of the final features.
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We found a high overlap when comparing these
CNN-discovered suspicious lung areas with actual abnormal
lung areas. This is consistent with radiologist experiences
wherein COVID-19 patients have demonstrated lung lesion
features. These results suggest that the lesion features have a
potential prognostic value for COVID-19 patients and they
verify the effectiveness of the NCP lesions.

Discussion

Principal Findings
In this study, we developed three DL models for the rapid
diagnosis of COVID-19 using clinical data and different CT
image types. The identification of high-risk patients is critical
because they can progress toward severe or critical illness. Based
on our data set, the COVID-19 abnormality manifests itself in
various forms and ranges in severity between groups. These
abnormalities could be efficiently captured by combining clinical
parameters using an ANN model and CT images using a CNN
model. Through the mixed ACNN model, we could obtain a
high classification accuracy of 94.3% for event versus event-free
groups averaged with 5-fold cross-validation. The ACNN model
performances using lung segmentation or NCP lesion images
achieved accuracies of 94.3% and 93.9%, sensitivities of 74.7%
and 80.8%, specificities of 95.9% and 96.9%, and AUC scores
of 0.928 and 0.916, respectively. This indicates that lung or
NCP lesion images contained high-level features that can
effectively represent distinct and abnormal morphological
appearances as compared with raw images.

To improve the sensitivity, we applied a cost-sensitive learning
method by changing the misclassification cost [29]. This class
weighting was achieved using the inverse of the class
distribution present in the training data set. Using the
cost-sensitivity method, the prediction sensitivity was 80.8%,
which was much greater than without using the cost-sensitivity
method (69.4%) for the NCP lesion data set. Furthermore, the
accuracy and specificity increased by implementing this method
(see Table 3).

Zhang et al developed an AI-assisted model using chest CT
scans to predict the clinical outcome for COVID-19 patients.
They also showed that the clinical outcome exhibited better
performance when combined with clinical data: 86.71%
sensitivity, 80.00% specificity, and 0.909 AUC score [18]. This
is consistent with our result showing that the combination of
clinical and imaging information showed better performance.
However, our results demonstrated that all ACNN models
showed high specificity (94.4%-96.9%) for event prediction in
COVID-19 patients (see Table 2). That means that intensive
medical treatment is needed if the patient is expected to have a
poor prognosis based on an ACNN model. This information
may be useful in classifying patients according to risk,
particularly in hospitals that are already overloaded owing to
the COVID-19 pandemic.

The accuracy for the CNN model using raw images (90.3%)
was lower as compared with its accuracy using NCP lesions
(91.9%) and lung segmentation (90.6%). This was also true for
the ACNN models where the accuracy of the raw images

(91.6%) was lower than the accuracy when using NCP lesions
(93.9%) or lung segmentation (94.3%). The poor performance
of raw images could be attributed to the redundancy around the
lungs rather than considering the lung purely, and this extra
area can affect the diagnosis. While the recommended chest CT
coverage was from the thoracic inlet to the upper abdomen [34],
in poor medical environments patients were examined using
wide-coverage CT to increase the success of the scan. Therefore,
we view a more focused CT image scan and inclusion of the
segmentation process as essential when developing a model to
predict a clinical outcome.

Existing well-known DL models with deep network structures
(ie, ResNet50, DenseNet121, and InceptionV3) were also
implemented. It was assumed that these models would be more
accurate, as they were developed using lots of imaging data.
However, as shown in Table 3, the performances of these models
were not as good as those of the proposed ACNN model, which
used a relatively simple network. We presume that this is
because of the relatively small data set being insufficient to
train the complex network of the existing models. Although the
first convolutional layer can extract diverse representations
through multiple slices, this advantage can be weakened with
the increased depth of the model. In other words, deeper
networks may not perform better than shallower networks
because of the limited data set [35].

The correlations between the COVID-19 outcomes,
demographics, clinical parameters, and biomechanical
parameters were also evaluated. Identified parameters, such as
systolic blood pressure, WBC, CRP level, respiratory rate, heart
rate, and oxygen saturation, were viewed as prognostic factors.
This is consistent with the prognostic factors seen in severe
COVID-19 patients with multiorgan failure. These parameters
can assist doctors in quickly screening patients and also ease
the significant demand for diagnostic expertise, particularly
during a crisis such as a pandemic.

Limitations and Future Work
Our study had several limitations. First, this was a
retrospectively designed study, where the data set size (ie, the
number of patients) was small. Moreover, the number of patients
that progressed to the severe stage was relatively small (42/297,
14.1%). Therefore, the accuracy and sensitivity of the CNN
model were based on CT images that may be affected by the
variation in imbalanced data sets. To overcome this imbalance,
we first implemented a cost-sensitivity approach. Second, we
only included COVID-19 data in this study. However, a real
diagnosis model should contain the features to distinguish
COVID-19 from other types of pneumonia (eg, flu, viral
pneumonia, and bacterial pneumonia). Third, we compared our
model with three typical 2D models that were developed into
a 3D domain. As these models were designed for 2D images,
this comparison did not present the alternatives for the same
domain of application. Therefore, the 3D context is important
for differentiating between event versus event-free COVID-19
structures, necessitating the development of 3D pretrained
models. Fourth, in clinical practice, acute dyspnea is one of the
most common symptoms in patients with pulmonary
thromboembolism (PTE) resulting in serious consequences. As
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some of the patients included in this study suffered from acute
dyspnea, physicians preferred enhanced CT scans to exclude
PTE. In patients with high fever, CT scans with contrast agent
were performed to determine fever focus. Although imaging
analysis may be affected by the contrast agents used, only 7%
of CT scans (21/297, 7.1%) included in this study were
performed with a contrast agent. In the pulmonary segmentation
technique, large blood vessels and intraperitoneal organs, in
which contrast medium is mainly distributed, are removed.
Therefore, we believe that the effect of the contrast agents on
imaging analysis was minimal. Finally, our data sets were
sourced from five hospitals adopting different imaging protocols.
The main issues that could be caused by the variety of
reconstruction kernels were image noise, artifacts, and changes
in the HU values. These variations may affect lung lesion
segmentation parts and subsequent calculation results. We

controlled for the effect of scanner variation by resampling and
normalizing the imaging data. Therefore, these limitations are
viewed as potential expansions of this research in future studies.
Another potential for future research is to test the
generalizability of our models once more patients are enrolled
from different centers.

Conclusions
In summary, our study assessed the imaging and clinical features
related to COVID-19 from five centers. Our models suggested
that the ACNN model can identify and predict COVID-19
patients at risk of severe status without conducting laboratory
tests. We believe our work is meaningful for risk stratification
management, which is helpful for alleviating overburdened
medical resources while also helping reduce the mortality rate
of COVID-19.
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Abstract

Background: Patient data is considered particularly sensitive personal data. Privacy regulations strictly govern the use of patient
data and restrict their exchange. However, medical research can benefit from multicentric studies in which patient data from
different institutions are pooled and evaluated together. Thus, the goals of data utilization and data protection are in conflict.
Secure multiparty computation (SMPC) solves this conflict because it allows direct computation on distributed proprietary
data—held by different data owners—in a secure way without exchanging private data.

Objective: The objective of this work was to provide a proof-of-principle of secure and privacy-preserving multicentric
computation by SMPC with real-patient data over the free internet. A privacy-preserving log-rank test for the Kaplan-Meier
estimator was implemented and tested in both an experimental setting and a real-world setting between two university hospitals.

Methods: The domain of survival analysis is particularly relevant in clinical research. For the Kaplan-Meier estimator, we
provided a secure version of the log-rank test. It was based on the SMPC realization SPDZ and implemented via the FRESCO
framework in Java. The complexity of the algorithm was explored both for synthetic data and for real-patient data in a
proof-of-principle over the internet between two clinical institutions located in Munich and Berlin, Germany.

Results: We obtained a functional realization of an SMPC-based log-rank evaluation. This implementation was assessed with
respect to performance and scaling behavior. We showed that network latency strongly influences execution time of our solution.
Furthermore, we identified a lower bound of 2 Mbit/s for the transmission rate that has to be fulfilled for unimpeded communication.
In contrast, performance of the participating parties have comparatively low influence on execution speed, since the peer-side
processing is parallelized and the computational time only constitutes 30% to 50% even with optimal network settings. In the
real-world setting, our computation between three parties over the internet, processing 100 items each, took approximately 20
minutes.

Conclusions: We showed that SMPC is applicable in the medical domain. A secure version of commonly used evaluation
methods for clinical studies is possible with current implementations of SMPC. Furthermore, we infer that its application is
practically feasible in terms of execution time.
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Introduction

Medical research is in large part based on clinical patient data.
In this domain, particularly strict data protection regulations
apply, which increase the effort required to utilize these data
and leverage their full potential. In fact, it is a common
regulatory requirement that patient data must not leave the
custody of the hospital. However, great scientific value and
substantial patient benefit could be achieved if institutions were
permitted to pool their data to reach more accurate and more
reliable conclusions across the entirety of their patient
populations. In the dawning era of multiomics, eHealth and
wearables, individual big data, and nonlinear evaluation such
as machine learning, the problem is exponentially exacerbated.

Institutions are typically faced with collecting consent from
patients to use their data for research purposes. This incurs a
great amount of additional organizational overhead. Also, future
collaborations are often not foreseen and in hindsight are not
covered by restrictive consent.

Secure multiparty computation (SMPC) is a novel technical
approach to this challenge. It allows processing and evaluation
of sensitive data and merging of different data pools without
the necessity to share the actual patient data with any other
institution or party. It therefore solves the conflict between data
protection and utilization. SMPC has been applied in various
domains in the recent past [1-6]. Moreover, in the medical
domain, SMPC has mostly been applied to genomic challenges
such as analysis [7], querying [8,9], and computation [10-12].
Furthermore, classification [13] and record-linking problems
[14,15] with medical use cases have been addressed. A similar
work to ours was performed by Vogelsang et al [16], although
it addressed another use case. Their case was the processing of
vertically distributed data, where diagnosis data were linked
with event records given a common identifier. Our approach
focused on the combination of horizontally distributed data,
which is needed when performing multicentric studies.
Furthermore, in the study by Vogelsang et al [16], they did not
perform an in-depth analysis of the influencing factors except
for the number of processed items.

In our study, we considered nontrivial algorithms that have
widespread use in clinical research and digital health care and
aimed to find SMPC versions of them. Survival analysis is
particularly prevalent throughout a substantial part of medical
literature. On the one hand, survival analysis is essential, for
example, to judge the effect of a novel therapy against the
current standard or a placebo. On the other hand, individual
survival times of patients and their clinical characterizations or
traits are highly sensitive data. Here, we turn our attention to a
particularly relevant task—the so-called log-rank test [17,18].
It is the most commonly used test to decide if two survival
curves (eg, plots of Kaplan-Meier estimators) are significantly
different (ie, if there is a significant positive or negative effect

of one treatment or trait over another). The realization of a
privacy-preserving way of computation is nontrivial because
the algorithm requires knowledge of the sorted set of all
individual survival times.

Many of today’s practical SMPC realizations are based on circuit
representations. The nodes of the circuit represent basic
operations, such as addition and multiplication. The circuit itself
is then a graph of basic nodes that allow the creation of arbitrary
complex functions [19].

Our first objective was to create an SMPC protocol that was
able to pool the data from different stakeholders and to process
it using the Kaplan-Meier estimator in combination with the
log-rank test. We achieved this by first providing a merging
algorithm for time-to-event data, which was then used as the
basis for the computation of the log-rank test. This meant that
any stakeholder’s data did not have to be shared with any other
party while enabling the parties to evaluate a common but
distributed data set. The implementation was realized with the
secret-sharing–based general SMPC framework FRESCO [20],
which is written in Java.

Furthermore, as a second objective, we assessed the performance
and scaling behavior of the gained realization. In a test setup,
we varied the parameters of the participating hosts and the
network in between. In a real-world setup, which featured a
connection between two research institutions over the internet,
we showed practical feasibility of the approach.

Methods

Secure Implementation of the Log-Rank Test for the
Kaplan-Meier Estimator
Our method for creating secure and privacy-preserving
realizations of statistical evaluations of medical data was to
rewrite the original algorithms as a protocol for general SMPC.
Exemplarily, in this paper, we present a secure implementation
of the log-rank test for the Kaplan-Meier estimator.

When applying the Kaplan-Meier estimator to a single data set,
the computation can be performed by the data owner while
fulfilling the security goal of data confidentiality and keeping
individuals’ information private by not sharing it with any third
parties. If data are initially distributed among several different
stakeholders, the setting becomes more complex: before the
log-rank test or other measures can be derived, the data of all
sources has to be combined. Merging in itself is an additional
step that must be done by some entity and normally requires
access to all sets of original data. The data sets consist of
nonaggregated survival times of individual patients. This
disclosure then constitutes a data protection violation, which
normally makes disclosure agreements or other organizational
measures necessary.
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With SMPC, merging can be realized as a secure protocol
between all data owners aiming for confidentiality and data
privacy: third-party access to all data becomes superfluous and
merging can be performed without the need of sharing original
data.

A second privacy problem is that the merged data table can still
leak information about individual contributions. This is easily
visible in the two-party case: if the merged data are publicly
known, both parties can derive the other party’s contributions
by simply inverting the merge procedure.

It is therefore necessary to keep the merged data protected from
any entity and continue the calculation of the log-rank test
without making intermediate results available. We achieved
this by not making the result of the merge publicly accessible
but directly performing subsequent calculations on the
still-protected merged data set.

Input Data
Each stakeholder examined several groups of study participants.
Without loss of generalization, we assume them to be treatment
group A and control group B. For each point in time, t ∈ T of
the study, the overall sizes of the study groups and the number
of events (eg, deaths) during that time in both groups were
recorded. We denote them as risk setA,t and risk setB,t, as well
as failuresA,t and failuresB,t, respectively.

Let P be the set of participating stakeholders, each p∈ P then
has a map entriesp of input data, where keys(entriesp) = Tp (ie,
all times recorded in the study of p) and ∀t ∈ Tp:value(entriesp,
t) = (risk setA,t,p, risk setB,t,p, failuresA,t,p, failuresB,t,p).
Furthermore, values(entriesp) ≡ ∪t∈keys(entriesp) value(entriesp,

t).

Merging Initially Distributed Data
As outlined above, the first step was to derive a merged data
set from the separate data of all stakeholders.

Simply generating entries:∪p∈P entriesp was not expedient,
since it could not handle duplicate keys in the entries. Instead,

a single combined virtual data set had to be created out of the
distributed studies by summing up corresponding values of
matching keys.

Since the different studies of all stakeholders can contain
different points of time, the union set of all times t had to be
built: keys(entries) ≡∪p∈P keys(entriesp). We obtained this by
applying the secure union set algorithm of Blanton and Aguiar
[21]. Afterwards, the resulting set was made available in plain
for all stakeholders.

Every stakeholder p then completed their own entriesp by adding
fallback values for all locally missing keys: value(entriesp, t) ≡
(risk setA,tprev ,p, risk setB, tprev ,p, 0, 0)∀t∈ keys(entries) \

keys(entriesp), where tprev = max({t' ∈ keys(entries):t' < t}), the
latest available time. Afterwards, values(entriesp) was turned
into a list that was locally sorted by keys(entriesp). This list was
provided as input into a simple SMPC protocol, summing up
all entries row by row. Since the list features all t ∈ ∪p∈P Tp in
the same order, the corresponding entries were summed up
correctly. As an intermediate result, we obtained a merged data
table as depicted in Table 1. This table was not made available
in plain but stayed in a secret shared manner for immediate
further processing.

Performing this merge step did not leak any unnecessary
information. No values(entriesp) of any party p were shared
with any other party. Additionally, the mapping p →
keys(entriesp) for any p∈ P remained private in the general case
(special cases like n=2 allow the derivation of further
information). The only intermediate information that was made
available for all parties was the set keys(entries). The gained
knowledge of party p by this intermediate result about the
presence of a key t only encompassed the following:

Since the merged table entries themselves are only available in
a secret-shared manner, no further information becomes
accessible.

Table 1. Merged data table containing all times t from all participating stakeholders. If multiple stakeholders provided data for the same t, they were
merged by summation.

FailuresRisk setTime

ControlTreatmentControlTreatment

∑p∈P failuresB,t,p∑p∈P failuresA,t,p∑p∈P risk setB,t,p∑p∈P risk setA,t,pt

Computation of the Log-Rank Test
The merged data table could then be used to compute the
Kaplan-Meier estimator and to perform the log-rank test on it.
The secure realization of the computation was structurally
identical to its equivalent in plain. The main difference was that
the computation was carried out on secret shares of the input
data. Consequently, no intermediate values were accessible in
plain by the computing parties. It was only the final result (ie,
the log-rank value) that was made available in plain to all
stakeholders.

Performance Measurements
Having implemented a secure version of the Kaplan-Meier
estimator, we challenged it in both an experimental setting and
a real-world setting. In the experimental setting, a range of
parameters was varied to investigate the overall performance
and scaling of the algorithm. In the real-world setting, distributed
computation was performed on actual patient data by the
university hospitals of Ludwig-Maximilians-Universität
München (Munich) and Charité (Berlin) [22]. Across 500 km
of glass fiber cable, we looked for significant variables
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predetermining the survival time of patients with glioblastoma
multiforme, a highly aggressive type of brain tumor.

Experimental Setting
We analyzed our protocols in two different settings: a testbed
and a real-world setup.

Testbed
In a controlled testbed setting, we assessed the influence of
individual parameters such as the host characteristics or the

properties of the network between the cooperating hosts. For
the testbed measurement, synthetic data were used.

We used homogeneous nonvirtualized bare metal hosts. These
were each equipped with an Intel Xeon E3-1265L V2 central
processing unit (CPU), having 8 cores at 2.50 GHz and a cache
size of 8192 KB. Each host possessed 15,780 MB of RAM and
a 1 Gbit networking interface. Six hosts each were connected
to a single switch (Figure 1). The operating system was Debian
Stretch 9.5 using a kernel of version 4.9.11. We used Java
version 11.0.1 2018-10-16 LTS.

Figure 1. Topology of the testbed setup.

Real-World Setting
We complemented these evaluations with real-world
measurements. In our real-world setup, we cooperated with the
University Hospital of Ludwig-Maximilians-Universität
München (LMU) and Charité Berlin (CB).

Within the data umbrella of Deutsches Konsortium für
Translationale Krebsforschung (DKTK)—of which the
Technical University of Munich, University Hospital of
Ludwig-Maximilians-Universität München (LMU) and Charité
Berlin (CB) are members—the radiation oncology departments
of LMU and CB were able to provide glioblastoma survival
data [22]. The patient data of LMU and CB contained 96 input
entries each.

LMU and CB each provided a server for executing our secure
protocols. The server of LMU is equipped with an Intel Xeon
Silver 4112 CPU, having 8 cores at 2.60 GHz and a cache size
of 8448 KB. It possesses 128,476 MB of RAM and a 1 Gbit
networking interface. It provides Debian 9.6 as the operating
system using a 4.9 Linux kernel. We used Java version 11.0.2
2018-10-16.

The server of CB uses has an Intel Xeon CPU E5-2695 v3 CPU,
with 2 cores at 2.30GHz and a cache size of 35,840 KB. It
possesses 3945 MB of RAM and a 10 Gbit networking interface.
The host is a VM based on VMWare. It provides Ubuntu 18.04.2

LTS as the operating system using a 4.15 Linux kernel. We
used Java 11.0.2 2018-10-16, perf 4.15.18 and tshark 2.6.6. The
distance between both servers is approximately 500 km and the
protocol was conducted via the open internet.

Software
The software under test was the FRESCO framework [20]
(version 1.1.2) developed by the nonprofit organization
Alexandra Institute. It is a Java framework for SMPC that aims
for general application of SMPC on the basis of different
mathematical foundations. Each foundation is realized as a
protocol suite that comprises basic operations such as addition,
multiplication, or Boolean NOT, AND, OR. The FRESCO
framework enables users to create protocols for individual
computations by combining these protocol primitives into larger
sequences.

We employed the protocol suite SPDZ [23,24] in order to
develop a secure realization of the Kaplan-Meier estimator and
its assessment via the log-rank test. The source code is compiled
to a Java application, which is in turn executed by the Java
Virtual Machine. At the time of our measurements, only a stable
realization of the online phase of SPDZ was available in
FRESCO. The offline phase is simulated by a dummy
preprocessing. The performance characteristics of the online
phase are notwithstanding realistic as if real preprocessing had
been performed, and this was confirmed by the authors of
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FRESCO upon our request [25]. The performance of the offline
phase was not considered by our tests.

The source code is available from the authors upon request.

Results

Secure Implementation of the Log-Rank Test for the
Kaplan-Meier Estimator
The algorithm developed for the secure implementation of the
Kaplan-Meier log-rank test is presented in the Multimedia
Appendix 1. We made two technical observations: the
computation of the mean and the variance of all entries are
independent of each other. Their calculation can hence be
parallelized to improve execution speed of the algorithm. We
denote the regions of possible parallelization in the algorithm
with the keyword in parallel. Furthermore, the numerical
computation of the variance is prone to overflows. We hence
alternated the necessary divisions and multiplications in order
to stay within the range of valid values.

In terms of security, our solution was based on the SPDZ
implementation of FRESCO and hence inherits its security
properties. In particular, this implies computational security
against malicious adversaries, which can corrupt up to n-1 out
of n parties. At the time of our experiments, FRESCO did not
provide a secure implementation of the offline phase SPDZ but
only insecure dummy preprocessing. While this does not have
any implications for performance, for real application it is vital
to replace this with a securely realized preprocessing phase.

To merge data entries from different parties, they have to work
on a common set of keys(entries). Due to this reason, this
intermediate result was made available in plain to all
participants. Strictly speaking, this represents an information
leakage beyond the final result of the computation.

Under certain circumstances, this can be mitigated: if the keys
are discrete integer values and the limits are known in advance,
all sets can be prepared to contain all possible keys. As a
consequence, consolidation of the key set becomes obsolete
and the algorithm can start directly with the summation step of
the sorted lists.

Performance Measurements
In order to assess the following results, we provided two
measures of comparison. First, we also implemented the
log-rank algorithm insecurely to be carried out on a central
server, acting as a trusted third party (TTP); for the
measurements, we used the LMU server. Here, a standard Java
implementation of the computation has been used. In this case,
we only considered the computation itself without network
interaction for providing the input data to the server or for
sending the result to any recipient.

Second, FRESCO also provides a dummy protocol suite that
performs the computation in plain text without execution of
secure protocols. The algorithm in question was translated into
a circuit representation, but computation was then carried out
locally without protocol interaction and corresponding
communication. This allowed us to discern the influence of the
circuit representation from the actual execution of interactive,
synchronized multiparty protocols. We refer to these baselines
where appropriate, but do not interpret their performance
behavior in greater detail.

Correctness of the Computation
The computation was performed as an evaluation of an
arithmetic circuit based on the operations of addition and
multiplication. All higher-level operations, including division
and exponentiation, were also realized upon the aforementioned
basic operations. Furthermore, all real values were encoded in
fixed-point representation.

This introduced numerical errors into the computation; Table
2 shows the deviation. We could reproduce this behavior with
the dummy computation of FRESCO. This led to the conclusion
that the deviation was caused by the abovementioned factors
and not to the secure computation itself.

Since this effect can in certain cases cause a misleading result,
this obstacle has to be further investigated. A possible mitigation
is analytical transformation of the corresponding equation in
order to yield less division operations. This, however, poses the
risk of arithmetic overflows during the computation. They can
in turn be addressed on the level of SMPC by increasing the
modulus of the secret-sharing scheme. This is a valuable goal
for future work.

Table 2. Comparison of the results obtained by insecure computation on a trusted third party (TTP) and by secure multiparty computation (SMPC).

P value (SMPC)Chi-square (SMPC)P value (TTP)Chi-square (TTP)Test set

.025.148.025.242Set A

<.00120.523<.00123.250Set B

Variation of Input Parameters
Comparing all three realizations of the algorithms with respect
to execution time, we found that their orders of magnitude
differed notably: the TTP variant cost milliseconds, the dummy
protocol suite was in the order of seconds, and the secure variant
was in the order of minutes (Figure 2). In comparison with
Figure 3, we found that the CPU time only constituted between
30% and 50% of the overall execution duration.

Inspection of the log-rank algorithm provided further insights:
it showed that the division operation had a much greater impact
than any other basic arithmetic operation. The source code of
FRESCO states that the Goldschmidt division [26] is used, an
approach which iteratively applies multiplications until
convergence of the result is reached. For further considerations
of the division operation in SMPC and FRESCO in particular,
see reference [27]; for further explanation on the application of
the Goldschmidt division for SMPC, see reference [28]). When
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all division operations were replaced by multiplication
operations for comparison, the execution time shrank by two
orders of magnitude.

Furthermore, it was interesting to see whether the sole number
of peers also had an impact on execution duration. For that, we
analyzed the dependency of the algorithms on the overall
number of input lines. A linear regression on the data yielded
a number of insights. For the union algorithm, the following
formula held:

For the log-rank algorithm, we identified a slope of
approximately 0. This was in line with our observations in
Figure 2: the spread between the different configurations in the
latency diagram for the SMPC implementation of the log-rank
algorithm can be exclusively explained by the fact that additional
peers also add further input entries.

In other words, the time of the union algorithm was mainly
influenced by the overall number of input lines (number of peers
[n] × number of input lines [m]), notwithstanding whether many
peers input few lines or few peers input many lines.

In Figure 3, we can also see that the CPU time proportionally
corresponds to the overall execution time. The explanation for
different peer configurations was given earlier. The merge step
was performed in O(n log n); hence, the lines in Figure 3 initially

spread more and converge against the same slope. We can also
see that the CPU is moderately more utilized when having more
participating peers. The reason are the steps necessary to manage
and perform communication with other peers (notwithstanding
the communication delay itself).

In Figure 4, we depict the transmitted data between a single pair
of hosts. Compared with the dummy protocol, the SMPC
implementation again differs by orders of magnitude. The reason
is that computation in plain (as given in the dummy
implementation) is able to do some computations (especially
the basic multiplication) without any communication, while for
SMPC exchange, communication is necessary every time such
an operation takes place. We stress that the data shown in the
graphs reflect the communication of a single pair. There were

n2 such pairs during each computation, and thus the overall
amount of transmitted data over the network increased
accordingly. We could verify by inspection that the amount of
transmitted data was equally sized for every pair. Furthermore,
the majority of packets had a size of approximately 200 bytes,
independent of the number of peers or input lines.

We already elaborated that the log-rank algorithm was made
independent of the number of peers by the initial data merging
step. This was also confirmed by these measurements, which
show that the amount of transmitted data did not depend on the
number of participating peers.

Figure 2. Measurements show that computation times of the corresponding algorithms on a trusted third party (TTP), a dummy implementation, and
a real secure multiparty computation (SMPC) vary by orders of magnitudes, depending mainly on the overall number of input lines, with only a
subordinate influence of the number of peers, since communication between peers can be parallelized. LR: log-rank.
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Figure 3. Central processing unit (CPU) time depending on the number of input lines and peers. LR: log-rank.
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Figure 4. Transmitted data depending on the number of input lines and peers. The graph depicts the number of megabytes transferred between a single
pair of hosts in the network. In the secure multiparty computation (SMPC) case, they nearly perfectly correlate with the amount of protocol invocations.
LR: log-rank.

Variation of Resource Parameters
After we analyzed the basic behavior when scaling environment
parameters such as the number of input lines and the number
of peers, we then addressed the technical parameters of the
setup. This encompassed the network latency, the transmission
rate, and the cores and frequency of the CPUs used.

Network Latency
Figure 5 demonstrates the influence of increased packet delay
on the computation. We already showed in Figure 4 that more
data were transmitted during the union algorithm than during
the log-rank algorithm. Furthermore, we found that for the
majority the packet size stayed roughly the same

notwithstanding the variations of the parameters. Hence, with
a rather constant number of packets, it was expected that packet
delay influenced the union algorithm correspondingly stronger
than the log-rank computation. The slight variations in the
amount of transmitted data over the different network latencies
can be explained by variation in the average packet size. With
a latency of 10 ms, the packet size was roughly 80 to 100 bytes
smaller. To transport the same amount of payload, more packets
were needed. This yielded an increase of transferred headers,
which in turn caused an increase in the total amount of data
transmitted.

The CPU time was not influenced by the packet delay; it stayed
completely constant for the union algorithm and only varied
slightly for the log-rank computation.
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Figure 5. Influences of network latency manipulation. The upper row shows the union algorithm, the lower row shows the log-rank (LR) algorithm.
It is clear that the network latency influenced the overall execution time while changing neither the central processing unit (CPU) time nor the number
of packets transmitted. SMPC: secure multiparty computation.

Transmission Rate
Transmission rate only inhibited the computation if it was under
10 Mbit/s. More specific inspection of the network traces
showed that our use case continuously used approximately 2
Mbit/s with short but high peaks during the log-rank
computation. The union algorithm was characterized by a rather
consistent stream of packets of the named rate.

CPU Frequency and Number of Cores
We varied the number of cores between 1 and 8, and the
frequency could be adjusted from 100% (ie, 2.5 GHz) down to
50% (ie, 1.25 GHz). A lower value was not possible with our
test machines. Notwithstanding a varying number of peers, the
changes did not yield any significant influence on the execution
duration of the algorithms. We conclude that the CPU did not
constitute the bottleneck in our test setting.

Real-World Experiments
In the real-world experiments, we executed our protocol between
two servers from different research institutions. The round-trip
time is approximately 9 ms from LMU and 21 ms from CB.
The transmission speed (approximated using netcat) is
approximately 800 Mbps from LMU to CB and 100 Mbps from
CB to LMU.

Due to the predetermined setup, we did not vary most of the
parameters as we did in the testbed. We only changed the
number of input entries per peer from 10 to 96, which produced
computation durations between 80 s and 577 s for the union
algorithm and 182 s to 652 s for the log-rank algorithm. These
numbers were highly influenced by the network latency between
both hosts. This outweighed the small number of participants.
This interpretation was also supported by the small percentage

of CPU time. For the union algorithm, the CPU time ranged
from 3% to 9%; for the log-rank algorithm, it was even smaller,
ranging from approximately 2% to 5%. The overall execution
time for both algorithms lay approximately in the same range.
Although this result was in line with our previous observations,
the effect became more clear in this setting. The reason can be
found in the different type of data used. With our synthetic data,
each of the n peers had m input lines. The set of keys was
identical for each peer. Therefore, the merge step (which
occurred at the beginning of our log-rank implementation)
reduced the overall number of lines by factor n, and the
remaining steps of the log-rank algorithm always had to compute
with m lines only. In contrast, the real data used here had only
a negligible amount of identical keys. This meant that the
log-rank algorithm always had to process roughly n×m lines.
This increased the time taken by the log-rank algorithm. On the
other hand, only having two peers reduced the interval in which
we tested the union algorithm. For these two reasons, the
execution times of both algorithms moved into the same range.

The question arose of whether the measurement results were in
line with our testbed results in terms of absolute numbers. For
that, we did not use the dimension of wall-clock time since we
already knew that it would not match because of the differences
in the network latency of the used connections. Instead, the
number of protocol invocations and the amount of transferred
megabytes were expedient characteristics for comparison
because of their independence from time.

In order to obtain a valid comparison, we had to rescale the
results. For the union algorithm, we always considered the
overall number of input lines by multiplying the input per peer
with the number of peers. For the log-rank algorithm, we made
a case differentiation. From the testbed measurements, we chose
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the results by the number m of inputs per peer (since the merge
step reduced all n×m inputs to effectively m lines), and from
the real-world measurements, we directly considered the product
n×m since the merge step did not reduce the input here.

Tables 3 and 4 list the chosen results from the testbed and the
real-world setting. They represent the median values of the

corresponding measurements. We can see that the real-world
results fall between the results from the testbed within an
expected range of precision. This is true for both the union
algorithm and the log-rank algorithm. An overview of the most
important results from the real-world measurements is given in
Multimedia Appendix 2.

Table 3. Comparison of the testbed and real-world measurement results for the union algorithm (median values).

MegabytesProtocol invocationsInput linesaSetting

12.279469495420775Testbed

16.6818437382400100Real-world

30.6403413121941150Testbed

29.26229813121996150Real-world

37.80826816236258175Testbed

39.41062518163340200Real-world

50.78693822505986225Testbed

aInput lines refer to the overall number from the whole set of participants.

Table 4. Comparison of the testbed and real-world measurement results for the log-rank algorithm (median values).

MegabytesProtocol invocationsInput linesaSetting

16.929702265944350Testbed

14.860479249718250Real-world

31.79012855302094100Testbed

28.2129295033945100Real-world

aInput lines refer to the number of lines the log-rank algorithm had to process after the merge step.

Discussion

Principal Findings
We have presented a secure implementation of the log-rank test
for the Kaplan-Meier estimator. Our measurements showed that
the most influential inherent factor was the number of certain
mathematical operations, such as division. The most influential
environmental factor was network latency. In a real-word
experiment, we successfully demonstrated distributed computing
between two university hospitals on actual patient data of
glioblastoma survival.

Influential Inherent Factors
In general, the time heavily depends on the complexity of the
algorithm and the selection of operations used. If the set of
operations is well supported, the execution time can be in the
realm of milliseconds. If real numbers, division, or comparison
operations are used, execution time quickly exceeds seconds to
become minutes. Also, depending on the complexity of the
computation, each pair of peers exchanges at least some
megabytes of traffic. This can also quickly increment to
hundreds of megabytes (eg, when sorting).

We identified that the division operation is orders of magnitude
more costly than any other basic arithmetic operation. This is
the single most influential internal performance factor in the
log-rank algorithm.

Influential Environmental Factors
Regarding influential environmental factors, we found that
network latency has the strongest impact and produces the
typical bottleneck. The reason is that the network
communication consists of a large number of small-sized
packets. The transmission rate does not constitute a bottleneck
if at least 2 Mbit/s are guaranteed. We could estimate this lower
bound by inspection. Manipulation of the CPU did not yield
any changes. We assume that the CPU would have to be
constrained to a small fraction of its normal power to achieve
any effects. This was not possible in our setups.

As a consequence of the high influence of the network, it is
difficult to improve performance characteristics by hardware
changes. The most obvious approach of improving the
participating hosts did not address the bottleneck. We found
that CPU time constituted approximately 30% to 50% of the
computation. Here, only moderate improvements by an increased
CPU frequency can be expected. On the contrary, every
reduction of network latency would be worthwhile.

Conclusions
Medical studies provide an essential benefit for society. Having
a large basis of test subjects improves the validity and robustness
of the obtained results. In so-called multicentric studies, this is
exploited by letting several institutions carry out the same study
with different participants. The gathered data are then merged.
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However, data protection regulations make the combination of
data from different sources more difficult in certain cases and
require a notable organizational overhead to fulfill the protection
requirements.

SMPC is a promising solution that allows aggregation of study
data without actually sharing it between participating centers.
In this paper, we investigated how SMPC can be applied in this
domain.

The specific contribution of the presented implementation to
the field is the ability to derive a relevant quantity, the log-rank
P value, directly from data sets distributed between several
medical institutions without the need to pool the data at a central
location. For example, in the recent work by Vogelsang et al
[16], the Kaplan-Meier estimator itself was aggregated from
distributed input data. Of course, this is a perfectly valid
approach if the estimator itself is considered the desired output
of the calculation. The log-rank test could then be classically
performed on this aggregated estimator. However, if one is only
interested in the P value (and probably a whole set of P values
from different cross sections), then our implementation leaks a
lot less information as the implicit Kaplan-Meier estimator
remains secret. Given general SMPC frameworks like FRESCO,
realizations of computations for medical analysis are achievable
with acceptable effort.

Having obtained a secure implementation, we conducted
thorough performance measurements of this solution. We
investigated the impact of peers and input data on the duration,
CPU time, and data transmission. Furthermore, we evaluated
the impact of selected network and host parameters on the
computation time and resources.

We conducted the aforementioned measurements in a synthetic
testbed with homogeneous hosts that were connected via an

intranet. To complement our insights and gain further knowledge
about SMPC performance in real settings, we also performed
measurements in a real-world setting with heterogeneous
hardware over the internet. For that, two medical institutions
provided locally distributed servers where our solution was
carried out, and we were able to confirm our results from the
testbed.

Our results show that realization of secure computation for
medical research is possible with the current state of SMPC.
Furthermore, performance measurements indicate that practical
application is also already possible.

In the future, more advanced methods such as the Cox
proportional hazard model should also be written as SMPC
algorithms. Furthermore, the identified obstacles should be
addressed: the loss of accuracy compared with plain text
calculations should be further reduced or eliminated. Similarly,
ways should be found to avoid the intermediate results between
the merging step and the arithmetic calculation of the log-rank
test result.

However, the main challenges to be addressed going forward
may be those of a less technical nature. Over time, many more
practically relevant algorithms will be translated into secure
variants. After all, the universality of SMPC guarantees solutions
for any problem, at least in principle. What will be more relevant
to the practical application, however, will be the standardization
of protocols, interfaces, and libraries. Just as important will be
the inclusion of data protection officers and other stakeholders
in the design of an overarching ecosystem for secure distributed
computing, including organizational, operational, and conceptual
designs. We hope that our real-life demonstration of technical
feasibility contributes to the motivation for further research and
activities in this relevant and developing field.
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Secure Kaplan-Meier estimation with log-rank test.
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Multimedia Appendix 2
The results of the real-world measurement of the Kaplan-Meier estimator and its log-rank test evaluation.
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Abstract

Background: Clinical trial registries increase transparency in medical research by making information and results of planned,
ongoing, and completed studies publicly available. However, the registration of clinical trials remains a time-consuming manual
task complicated by the fact that the same studies often need to be registered in different registries with different data entry
requirements and interfaces.

Objective: This study investigates how Health Level 7 (HL7) Fast Healthcare Interoperability Resources (FHIR) may be used
as a standardized format for exchanging and storing clinical trial records.

Methods: We designed and prototypically implemented an open-source central trial registry containing records from university
hospitals, which are automatically exported and updated by local study management systems.

Results: We provided an architecture and implementation of a multisite clinical trials registry based on HL7 FHIR as a data
storage and exchange format.

Conclusions: The results show that FHIR resources establish a harmonized view of study information from heterogeneous
sources by enabling automated data exchange between trial centers and central study registries.

(JMIR Med Inform 2021;9(1):e20470)   doi:10.2196/20470
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Introduction

Clinical trial registries establish publicly accessible databases
about ongoing and completed clinical trials, aiding physicians
and patients in selecting studies that are suitable for participation
[1]. They help researchers identify related trials and are
considered an essential tool for conducting systematic reviews
[2]. Further, they increase the transparency and accountability
of clinical research by identifying discrepancies between the
original study design and results published in the literature [3,4].
Therefore, registration and maintenance of trial records can
benefit patients and advance medical knowledge as a whole [5].

One challenge for researchers is keeping information up-to-date,
especially across multiple study registries, each with a distinct
data scheme and audience. In a 2017 study, Jones et al [6]
analyzed the recruitment status of 405 trials registered on
ClinicalTrials.gov and found that 31% either had an incorrect
recruitment status specified or had a delay of more than 1 year
between the time the study was concluded and the time the
registry recruitment status was updated. Stergiopoulos et al [7]
compared trial records from a commercial clinical trial database
(Informa Pharma Intelligence's Trialtrove) with
ClinicalTrials.gov and identified inconsistencies for site and
enrollment information between the two databases [7].

The completeness and timeliness of study information may be
improved by providing standardized interfaces to automatically
create and update registry entries. These interfaces should be
invoked by local systems that manage site-specific study
information, such as recruitment status and contact details [8].
Such local registries for the documentation of trial metadata
already exist at several sites for accounting, contract
management, and electronic health record (EHR)-integration
reasons [9,10]. Data from these local registries could be
automatically exported to public external registries to provide
an up-to-date view of the studies. However, this requires
standardized interfaces and data models to ensure
interoperability between these heterogeneous registries. Health

Level 7 (HL7) Fast Healthcare Interoperability Resources
(FHIR) is one such standard for modeling and exchanging health
care–related data [11]. Resources are the fundamental building
blocks of FHIR. Each resource defines a concrete clinical
concept, such as patients (using the Patient resource), diagnoses
(using the Condition resource), or an assessment of an allergy
or intolerance (the AllergyIntolerance resource). Resources are
composed of well-defined fields and data types and can be
serialized using idiomatic JavaScript Object Notation (JSON)
or XML. FHIR additionally defines a representational state
transfer (REST) application programming interface (API) with
a set of operations for creating, reading, updating, and deleting
(CRUD) resources from a FHIR-compliant server.

In this study, we designed and implemented a multisite clinical
trial registry based on the HL7 FHIR standard, which
automatically collects up-to-date information on studies
conducted across 10 university hospitals in Germany.

Methods

Design Objectives
The primary goal of this study is to provide access to current
information on clinical studies conducted at participating
university hospitals to interested parties via a web application.
The secondary objective is to achieve a high degree of
automation and standard compliance by utilizing HL7 FHIR.
The standard does not limit the exact mechanism of transferring
FHIR resources; however, it does specify a REST API for
interacting with FHIR servers. The proposed trial registry design
should leverage this interface specification for ease of
implementation and better interoperability. All trial information
should be automatically exported and updated from the site-local
registry software systems, which were established as part of our
previous work [8].

The steps we have taken to implement the multisite clinical trial
registry are outlined in Figure 1.
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Figure 1. Flowchart showing the different phases of implementing the multisite Fast Healthcare Interoperability Resources (FHIR)-based trial registry.

Identifying a Set of Core Data Elements for Describing
Clinical Studies
The data stored in the central trial registry is the basis for
providing a website that allows physicians, researchers, and the
public to search for and obtain information on clinical studies
conducted at the participating sites. To determine what
information should be included in the website, we analyzed the
data structures used by the German clinical trials register
(DRKS) [12], ClinicalTrials.gov [13], the World Health
Organization (WHO) data set [14], and OpenTrials [15].
Additionally, we considered data elements already defined and
used by the established local trial registries. For this purpose,
we exported the data schemas and value ranges of these latter
implementations. The 2 main criteria when deciding whether
an individual data element should be included in the minimal
data set were (1) its availability across all participating sites (ie,
is the data element already documented in a structured way and
accessible for export?), and (2) whether the data element is
useful for a person seeking information on the study. As the
data elements of the existing site-local registries were defined
in collaboration with clinical stakeholders, they generally
satisfied the second criteria. For example, Erlangen University
Hospital initiated a working group in 2015 to define the
requirements for a hospital-wide trials registry. Participants
came from the hospital's center for clinical trials, the
comprehensive cancer center, the major clinics pursuing clinical
trials, and the hospital's IT department [9].

The different data schemas were compared and iteratively
reduced until consensus was reached on a set of minimal data

elements useful for providing basic information on running
trials. This process was conducted collaboratively by one person
from each of the 3 sites that had already implemented a trial
registry. Therefore, the final data set was a tradeoff between
data elements that were useful (criteria 2) and data elements
that were available at all sites (criteria 1).

Assessing the Viability of FHIR for Representing the
Data Set
The HL7 FHIR standard defines a ResearchStudy resource
representing information about a clinical study, such as its title,
description, contact information, and recruitment status.
Consequently, it can be used to exchange study protocol
information [16]. We assessed whether this resource was suitable
for representing all elements of the identified data set and
whether extensions for application-specific profiles would need
to be defined. If required, the profiles will be generated using
the Forge tool (version 23.0; Firely) [17]. For this, an initial
mapping between the data set and the elements of the FHIR
ResearchStudy was proposed by one of the authors.
Subsequently, this proposal was reviewed and commented on
by the rest of the team in a collaborative way.

Implementing Site-Specific FHIR Mappings and
Exporters
In the next step, after identifying the required data elements,
mappings were developed from the site-local study records to
FHIR ResearchStudy resources. Additionally, functionality for
transferring these resources to the central registry was
implemented. The 10 sites participating in this study use a total
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of 5 distinct local study registries. A custom registry software,
SODA, was initially developed by one site and was then
co-developed and used by a total of 4 sites [8]. Here, the export
functionality was implemented natively as a feature of the
registry written in the Java programming language. Another 2
sites use the proprietary CentraXX Trial management software
[17] and implemented a custom exporter using the Pentaho Data
Integration ETL tool [18]. The remaining 4 sites use bespoke
registry implementations, which made it necessary to write
custom mappers and exporters implemented in Java and one in
C#.

The mapping table created when assessing the viability of
representing the data elements as FHIR ResearchStudy was
used to guide the mapping process. Additionally, we used the
local mappings created by one site as a reference to directly
comment on and discuss the created resources.

Results

Core Data Set for Clinical Study Records and Its FHIR
Mapping
We identified a set of 11 data elements that sufficiently
communicate relevant study information to researchers,
physicians, and patients (Table 1). The Unified Modeling
Language (UML) diagram in Figure 2 shows how these elements
fit into our high-level model of a trial registry: It manages an
arbitrary number of trial objects, each with data fields containing
relevant information about the trial. Because several
investigational sites may participate in the same trial, there is
a one-to-many relationship between the trial and site. In turn,
each site can have several contact points for study inquiries.

Comparing our data elements with the definition of the FHIR
ResearchStudy resource yielded an unambiguous mapping
(Table 1). Table 1 also includes a column on the origin of the
data element; if a direct equivalent in the WHO dataset exists,
it is included in this column, as this dataset subsumes most other
datasets (such as DRKS and ClinicalTrials.gov). If no direct
equivalent could be found, the item in the ClinicalTrials.gov
dataset is shown.

A limitation in the FHIR ResearchStudy specification is that
the recruitment status can only be set per study and not per
participating site. Similarly, while a list of contacts for
study-related inquiries can be set on the resource
(ResearchStudy.contact), these contacts are not explicitly linked
to the study site to which they belong. Finally, the FHIR
ResearchStudy, by default, does not allow for the specification
of a study acronym. However, the FHIR standard allows for
extending resources using custom profiles. This means that the
available fields of the ResearchStudy resource can be extended
in a structured way, and it can be verified whether a given
instance adheres to the profile specification. We developed a
FHIR profile which adds a per-site recruitment status, per-site
contact information, and a field for the study acronym to the
ResearchStudy. The profile is available online in the Simplifier
repository [19].

The ResearchStudy.identifier field is used to specify site-local
and global identifiers for a study. In FHIR, these identifiers are
tuples consisting of a system (expressed as a URI) and a
character string value. We created a table to map from common
primary and secondary study numbers to these identifiers (Table
2). This table also includes mappings from identifying numbers
t o  t h e  c o r r e s p o n d i n g  w e b  a d d r e s s  i n
ResearchStudy.relatedArtifact.

Table 1. Mapping between the defined data elements (including their origins) and Fast Healthcare Interoperability Resources (FHIR) ResearchStudy
resources. WHO: World Health Organization.

OriginFHIR ResearchStudyCore data set for study records

WHO: Primary and Secondary Identifying
Numbers

ResearchStudy.identifierIdentifier

ClinicalTrials.gov: AcronymCustom ExtensionAcronym

WHO: Contact for Public Queries, Contact
for Scientific Queries

ResearchStudy.contactContact Details

WHO: Countries of Recruitment; ClinicalTri-
als.gov: Location

ResearchStudy.siteParticipating Site

WHO: Public Title; Scientific TitleResearchStudy.titleScientific Title

ClinicalTrials.gov: Detailed DescriptionResearchStudy.descriptionDescription

WHO: Health Condition(s) or Problem(s)
Studied

ResearchStudy.conditionConditions

WHO: Key Inclusion and Exclusion CriteriaResearchStudy.enrollmentDemographic Inclusion Criteria (gender and
age)

WHO: Recruitment StatusResearchStudy.statusRecruitment Status

ClinicalTrials.gov: LinkResearchStudy.relatedArtifactFurther Information (URLs)

ClinicalTrials.gov: KeywordResearchStudy.keywordKeywords
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Figure 2. Unified Modeling Language (UML) diagram showing the set of identified data elements in the context of a trial registry.

Table 2. Mapping between various source registry identifying numbers and ResearchStudy.identifier systems and values. The mapping to
ResearchStudy.relatedArtifact is also shown.

RelatedArtifactIdentifier

DisplayLabelURLExample ValueSystemIdentifier
Source

DRKSDRKS00000164https://www.drks.de/drks_web/navi-
gate.do?navigationId=trial.HTML&TRI-
AL_ID=DRKS00000164

DRKS00000164http://www.drks.deDRKS

EudraCT2012-000620-
17

https://www.clinicaltrialsregister.eu/ctr-
search/search?query=eudract_number:2012-
000620-17

2012-000620-
17

http://www.clinicaltrialsregis-
ter.eu

EudraCT

UTNU1111-1220-
2928

(no directly linkable URL available)U1111-1220-
2928

http://www.who.int/ictrp/unam-
biguous_identification/utn

Universal Tri-
al Number
(UTN)

ClinicalTri-
als.gov

NCT03521531https://clinicaltri-
als.gov/ct2/show/NCT03521531

NCT03521531http://clinicaltrials.govClinicalTri-
als.gov (NCT)

Trials Registry
University Hos-
pital Erlangen

rvnoqjmezlew(Example) https://studienregister.uk-erlan-
gen.de/details/rvnoqjmezlew

rvnoqjmezlew(Example) https://fhir.uk-erlan-
gen.de/studienregister/Nam-
ingSystem/id

site-specific/lo-
cal Ids

Central Trial Registry

Architecture of the FHIR-based Trial Registry
The architecture of the central registry is centered around a
single standard-compliant FHIR server (Figure 3). The site-local
registries continuously export and update the site-specific
ResearchStudy records using the FHIR REST interface. The
web application displaying the studies interacts with the FHIR

server via the same API in a read-only fashion. All design
decisions and implementations are based on FHIR Release 4.0.1
(HL7). The central trial registry is implemented based on a
HAPI FHIR server (version 5.0.2; Smile CDR) [20] using a
PostgreSQL database (version 12.3; PostgreSQL Global
Development Group) for storage [21]. The central registry
components were deployed on an on-premise Kubernetes cluster
(version 1.18; Cloud Native Computing Foundation) [22].
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Figure 3. Architecture of the Fast Healthcare Interoperability Resource (FHIR)-based trial registry.

Local Registry Mappers and Exporters
The implementation details of the exporters vary from site to
site, depending on the software used. In general, logic was
written to map the study representations from the local registries
to FHIR ResearchStudy and any additional resources required.
The latter consist of the FHIR Location resource to identify the
site (referenced by ResearchStudy.site) and the FHIR Group
resource (referenced by ResearchStudy.enrollment) used to
define the eligibility criteria. The exports are generally
implemented as a single FHIR transaction bundle containing
all study records per site. Some implementations additionally
allow for automatically exporting and updating individual study
records whenever the data in the local registry changes. In either
case, standard FHIR REST semantics are used when interacting
with the central server. An example of a mapped clinical trial
is included in Multimedia Appendix 1.

Merging Multicentric Studies
In our design, all site-local registries create and update their
study records independently; however, in cases of a multicentric

study with more than one participating site, this results in
redundant ResearchStudy resources being stored in the FHIR
server. To intercept such cases, the standard FHIR server is
extended with a custom module (the multisite study merger),
which creates a master record for each distinct study in the
server. The registry's web interface only displays these master
records. Multicentric studies are identified as ResearchStudy
resources in the server that were exported by different sites
(different local study registries) while having the same primary
identifiers. We used the unique identifiers assigned by
ClincalTrials.gov (NCT number), DRKS (DRKS number), and
the European Union Drug Regulating Authorities Clinical Trials
Database (EudraCT number) as primary identifiers. Due to data
quality issues in the local source systems, not all of these
primary identifiers may be set for all exported studies, although
the actual studies are registered in one of the above registries.
An example of such a case, and the problem arising from it, is
shown in Figure 4. Here, all 4 of the local study records (A-D)
refer to the same multicentric study with primary identifiers of
1 (NCT number), 2 (DRKS), and 3 (EudraCT), while another
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set of 2 local records refer to the same study identified by NCT
number 4 and DRKS number 5. The challenge lies in identifying
that A-D and E-F represent 2 distinct studies. In the visualization
of the records as a graph, each vertex is a local study resource
and each edge represents a shared primary identifier (Figure 4).
Creating such a graph from all records in the FHIR server
reduces the identification of multicentric studies to extracting
all connected components from it. The multisite study merger
implements this by first retrieving all ResearchStudy resources
from the central FHIR server. Next, an undirected graph is
constructed where each ResearchStudy is stored as a vertex,
and its list of identifiers are added as edges connected to all
other ResearchStudy nodes with the same identifier. To find all
the connected components in this graph, a breadth-first search
is conducted, starting from each unvisited vertex in the graph
and recursively visiting all neighbors until none remain. The
algorithm is implemented using the JGraphT library [23]. Each

connected component—that is, each list of ResearchStudy
resources with the same common identifiers—is now merged
into a single master study. This master study contains a list of
distinct identifiers, keywords, and conditions of all studies in
the set. The contact details and recruitment status are converted
into extensions on the record in accordance with the FHIR
profile defined in section “Core Data Set for Clinical Study
Records and Its FHIR Mapping.” These studies are marked
using a “master” tag in the FHIR ResearchStudy metadata field.
Each master record is thereby uniquely identified by the
presence of the master tag and any of its identifiers. A
transaction implemented as a conditional update containing the
master records is finally sent to the FHIR server. The
implementation can handle both the addition and removal of
local study resources and updates the master records
accordingly. The source code of this application is available
online [24].

Figure 4. Example of 6 exported records, 4 of which (A-D) refer to one multicentric study (NCT=1, DRKS=2, EudraCT=3), and 2 of which (E and F)
refer to a different multicentric study (NCT=4, DRKS=5), represented as a table (left) and an undirected graph (right). These studies are merged into 2
master ResearchStudy resources, each with a distinct set of identifiers and participating sites (bottom).

Registry Web Application
The web frontend for the trial registry is implemented as a
single-page SMART-on-FHIR [25] VueJS application. It uses
the REST API of the central FHIR server to retrieve all master
study records. The query to the server is shown in Figure 5. It
requests all FHIR ResearchStudy resources that are actively
recruiting (status=active) and that are tagged “master” studies

(&_tag=https://fhir.miracum.org/uc1/CodeSystem/registry
StudyRole|master), a required filter, as otherwise, all
site-specific studies are returned as well.

Once all studies are returned from the FHIR server, they are
displayed to the user. The web interface allows for filtering
studies by site and provides a basic free-text search functionality
implemented using the client-side Fuse.JS JavaScript library
[26]. At the time of writing, 2542 studies have been exported
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to the central registry. After merging, 2099 distinct master study
records remain, of which 925 are actively recruiting and
displayed on the website. The web app is accessible online [27],

and the source code is available [24]. Screenshots of the app
are displayed in Multimedia Appendix 2.

Figure 5. The HTTP GET query sent to the Fast Healthcare Interoperability Resources (FHIR) server to retrieve all actively recruiting master studies.

Discussion

Principal Findings
In this study, we investigated how a common, standard
representation of clinical trials can be used to implement a
central trials registry that receives and merges data from
heterogenous study registries. We leveraged HL7 FHIR for this
purpose.

With the design and development of an open-source central trial
registry containing records from university hospitals, we
provided an architecture and implementation of a multisite
clinical trials registry based on HL7 FHIR as a data storage and
exchange format. The results show that FHIR resources establish
a harmonized view of study information from heterogeneous
sources by enabling automated data exchange between trial
centers and central study registries.

Comparing FHIR to Alternative Representations
Similar to our attempts to harmonize data from heterogeneous
trial registries, the Observational Medical Outcomes Partnership
Common Data Model (OMOP CDM) is used to store and
analyze observational health data from disparate source
databases [28]. The OMOP CDM is a patient-centric data model
containing clinical data that is mapped to a set of standard
terminologies. By default, the schema does not provide a way
to store study information. However, in July 2020, a proposal
was created by the Observational Health Data Science
Informatics (OHDSI) Clinical Trials Working Group to define
conventions for storing trial metadata, patient enrollment, and
other observationally relevant data with minimal extensions to
the schema [29]. The focus of this effort is to model the
relationship between patients and clinical trials for research.
This means that the suggested data elements are not as suitable
for completely representing the meta-information of clinical
trials as those available in a FHIR ResearchStudy.

In OMOP CDM, the extensive use of standardized terminologies
(such as LOINC, ICD, and SNOMED CT) makes it possible to
share queries and analytical applications between databases
conforming to the CDM. Similarly, FHIR ensures
interoperability between systems by including a reference to a
terminology or ontology when specifying a code or value. FHIR
profiles can be used to enforce the terminologies to use. For
example, the ResearchStudy profile we defined requires that
the “Health Condition(s) or Problem(s) Studied” characteristic
of a study (ResearchStudy.condition) be provided as either
ICD-10-GM (International Statistical Classification of Disease

and Related Health Problems, 10th revision, German
Modification) or SnomedCT codes.

CDISC’s (Clinical Data Interchange Standards Consortium)
Clinical Trial Registry (CTR)-XML, version 1.0, is standard
based on a single XML file that can be used to generate
submissions to the WHO, European Medicines Agency (EMA),
EudraCT, and ClinicalTrials.gov registry [30]. CDISC also
defines the Protocol Representation Model (PRM), a conceptual
model for organizing a study protocol [31]. However, we were
unable to find concrete implementations of either standard
demonstrating the exchange of study information with a registry.
In comparison, FHIR's open ecosystem and strong industry
adoption provided tooling and libraries in several programming
languages, helping us rapidly implement the site-specific
mappings, exporters, and components of the central registry.
Additionally, the specification of the RESTful web services in
FHIR made providing a central server with a well-specified
interface trivial. Support for RESTful web services has been
recommended as a future research direction for the CDISC
ODM by Hume et al [32].

Although FHIR promises semantic interoperability, in practice,
we still encountered issues that required communication and
manual review to resolve: technical problems like text encoding,
trailing whitespaces in identifiers causing the merging process
to run incorrectly, or timeouts in the central FHIR server when
the received transactions contained too many resources.

Extensions to the ResearchStudy Resource
We defined a custom profile on the default FHIR ResearchStudy
resource to represent the study acronym, the recruitment status,
and contact details for each participating site. Additional
extensions are expected to be necessary when representing study
details beyond our minimal study record data set. As such,
subjects for future work should include analyses of how well
the complete data structures used in existing trial registries can
be mapped to the FHIR ResearchStudy resource and whether
additional profiles or modifications to the base resource are
necessary. In particular, previous studies on the usability of
existing clinical trial registries have found that the inclusion of
a lay summary has a substantial effect on the accessibility of
clinical trial information for the general public [33,34]. At the
time of writing, the FHIR ResearchStudy resource is at the
“Trial Use” level of maturity, thus allowing our findings to
influence the future development of the resource.

Representation of Eligibility Criteria
Clinical trial eligibility criteria are usually expressed in
human-readable text, which is challenging to process
computationally [35,36]. In the FHIR ResearchStudy, eligibility
criteria can be specified in the enrollment field, which does not
dictate the exact format of the criteria. In our implementation,
we represented the demographic criteria gender and age as a
simple code and value range datatype, respectively. More
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complex eligibility criteria can be stored in arbitrary textual or
binary representations and referenced by the study resource.
This is useful because, while no single, standard computable
format for clinical trial eligibility criteria exists [37], the FHIR
ResearchStudy provides a framework for semantically
annotating and exchanging recruitment logic in a standardized
manner. For example, the OHDSI ATLAS tool can be used to
create patient cohorts from an OMOP CDM database [38]. This
is an important feature, especially if the trial registry is used as
part of a larger system to support the patient recruitment process
[39].

Handling Inconsistent Data
When merging multiple studies into a single master study record,
shared attributes, such as the title, description, or acronym, are

arbitrarily taken from the first study where these values are
available. However, there are cases where these shared attributes
differ between multiple studies. To give a concrete example,
the clinical trial with NCT number NCT02393859 has a total
of 5 different known titles: the brief and official title used by
ClinicalTrials.gov, the full and layperson title from EudraCT,
and the title from the study protocol document. One site uses
the official title from ClinicalTrials.gov, as the study was
originally imported from there into the local system, whereas
another site uses the title from the protocol document. A
comparison of these titles is shown in Table 3 (note the addition
of the word “Adaptive” in the title from the study protocol
document). In this case, there is also an additional difference
in the casing of the word “with;” however, the similarity
comparison used in the merging algorithm is case-invariant.

Table 3. Comparison of different study titles for the NCT02393859 trial. Titles were copied verbatim from [40] and [41].

Study protocol documentEudraCTClinicalTrials.govTitle

A Randomized, Open-label, Controlled
Phase 3 Adaptive Trial to Investigate the
Efficacy, Safety, and Tolerability of the
BiTE® Antibody Blinatumomab as Con-
solidation Therapy Versus Conventional
Consolidation Chemotherapy in Pediatric
Subjects With High-risk First Relapse B-
precursor Acute Lymphoblastic Leukemia
(ALL)

A Randomized, Open-label, Controlled
Phase 3 Trial to Investigate the Efficacy,
Safety, and Tolerability of the BiTE®
Antibody Blinatumomab as Consolidation
Therapy Versus Conventional Consolida-
tion Chemotherapy in Pediatric Subjects
with High-risk First Relapse B-precursor
Acute Lymphoblastic Leukemia (ALL)

Phase 3 Trial to Investigate the Efficacy,
Safety, and Tolerability of Blinatumomab as
Consolidation Therapy Versus Conventional
Consolidation Chemotherapy in Pediatric
Subjects With HR First Relapse B-precursor
ALL

Official ti-
tle/full title

N/A1Clinical Study to Investigate the Efficacy,
Safety, and Tolerability of the bispecific
antibody Blinatumomab as Consolidation
Therapy Versus Conventional Consolida-
tion Chemotherapy in Pediatric Subjects
with High-risk First Relapse Acute Lym-
phoblastic Leukemia (ALL)

Phase 3 Trial of Blinatumomab vs Standard
Chemotherapy in Pediatric Subjects With
HIgh-Risk (HR) First Relapse B-precursor
Acute Lymphoblastic Leukemia (ALL)

Brief title/lay
title

1 N/A: not applicable.

The differences between these titles may result from the initial
study entry into the different primary registries, but it is also
possible that amendments may have changed them. Given the
asynchronous and distributed nature of our implementation,
some sites might be exporting the updated study description
while others are not. For the central multisite merging process,
it is impossible to automatically determine which trial title is
the correct one without additional input.

We currently log such cases and attempt to resolve them
manually by communicating the discrepancies between the sites.
These issues could be avoided if a “single source of truth” record
was defined whose values are used in case of discrepancy.

To quantify this issue, we analyzed the number of multisite
trials where intersite differences between the data elements

study title, description, and acronym were present. We used the
list of study clusters (ie, the list of connected components) in
which each element represents one site-local ResearchStudy
that belongs to the same multisite study, and determined the
number of unique values for each data element within the same
cluster. If this number was larger than one for a cluster and a
data element, it indicated that there is a difference between at
least 2 of the sites. We ignored cases where one of the values
was not set, as this does not indicate a conflict that would need
to be resolved. Before comparing the text values, all whitespaces
were normalized to a single space, and all text was lowercased.
This ensures that details that would only affect the display did
not affect the results. Of the total 2542 exported studies, 769
were multicentric studies with at least 2 participating sites. Table
4 shows the results of this analysis.
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Table 4. Multisite studies in which a difference in value was present between at least 2 site-local study records. For example, in 34 of the 769 multisite
studies, there were 2 or more different values for the German study title.

Multisite studies in which a difference in value exists between at least 2 sites, n (%)Study record feature

96 (12.5)Acronym

34 (4.42)Title (German)

105 (13.7)Title (English)

5 (0.65)Description (German)

51(6.63)Description (English)

Alternative Implementations Considered
Before settling on implementing a centralized
FHIR-server–based architecture, we considered a federated
approach: instead of local registries mapping and exporting
their studies to a central server, each site would implement a
FHIR REST façade on top of their local study registries. The
website component would then query, aggregate, and display
studies from all sites on each request. This approach is
challenging as it requires both low latency and high availability
of all sites. Besides these concerns regarding scalability and
robustness, security concerns were raised, given that this would
require external access to the hospital's network.

Instead of storing all studies exported by all sites and the master
study records, it would be sufficient to just store the master
record of each distinct study and have the local registries update
the recruitment status or contact details for their site. This can
be implemented using REST's PATCH semantics. However, in
practice, this has the main disadvantage of increasing the
complexity of the clients, as special care must be taken to avoid
issues when concurrently writing to the same resource. Further,
storing the complete study records per site in the FHIR server
has advantages: It allows us to track changes to the resources
over time, and analyze discrepancies in the completeness and
quality of the study metadata between sites by using the FHIR
history feature, which provides an audit trail for each change
[42].

Limitations and Future Work
As an initial, technical proof-of-concept, the registry presented
in this study has several limitations and opportunities for future
improvements.

The current implementation of the multisite merging algorithm
requires all studies to be retrieved from the FHIR server before
being merged, and the master studies to be updated. At our
current scale of a few thousand studies, and because we are
currently only running the merging process once a day, the
overhead of processing more than just the changed studies was
tolerable. However, instead, a more scalable implementation
should identify and process only those resources that are affected
by an update to a given ResearchStudy resource. This may be
achieved by recursively retrieving all ResearchStudy resources
with the same identifiers as the updated study or by persisting
and updating the studies' graph representation.

The study was conducted within a small consortium, making it
easy to manually review and give feedback on the study exports
of the participating sites to resolve data quality and mapping

issues. This manual approach for handling data discrepancies
will need to be revised to support the use at scale.

We only provided a very basic implementation of a web
interface. A thorough usability and requirements analysis from
an end-user point of view may reveal additional information
that should be included as part of the ResearchStudy resources.
While the usefulness of the data elements we selected for display
was assessed by clinical experts, and these elements largely
overlap with the WHO data set, a formal evaluation of their
adequateness, especially from the perspective of the general
public, is still required. However, a recent online-survey to
determine patient preferences when searching for clinical trials
for participation concluded that “when searching for clinical
trials, survey participants rated condition (66.4%), trial location
(57.0%), trial dates (52.9%), age and gender (48.6%), and health
measurements (ie, what the study measures; 45.5%) as the most
important items” [43], items that are already represented in the
resource and identified as part of our core data set.

Within the Medical Informatics for Research and Care in
University Medicine (MIRACUM) consortium, we are currently
implementing a clinical trial recruitment support system based
on FHIR and the OMOP CDM [39]. The system will propose
potential candidates for selected clinical trials based on data
available in the EHR. In an initial version, the central trials
registry described in this study will be used to provide FHIR
ResearchStudy resources, which can be referenced by the FHIR
ResearchSubject resources used to represent potential
candidates. In later iterations, we plan on using the central
registry to exchange computable trial eligibility criteria. This
will allow us to create trial recommendations for trials that may
be conducted at any of the participating sites.

Conclusions
The scientific community and the public have a great need for
standardized study registration to increase transparency in
medical research by making information and results of planned,
ongoing, and completed studies publicly available. The WHO
Trial Registration Data Set specifies 24 data items that should
be defined for a study in order to be considered fully registered;
however, it does not define a structured exchange format for
these items, leading to duplicate entries of study information
and a lack of interoperability between trial registries. In this
study, we have shown how HL7 FHIR can fill this role by
developing a prototypical implementation. Additional work is
necessary to refine the functionality and evaluate whether it can
realistically reduce manual documentation and registration
efforts at scale. We recommend that maintainers of trial
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registries investigate supporting FHIR as a standardized format based on our findings.
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