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Abstract

Background: The incidence of both type 1 diabetes (T1DM) and type 2 diabetes (T2DM) in children and youth is increasing.
However, the current approach for identifying pediatric diabetes and separating by type is costly, because it requires substantial
manual efforts.

Objective: The purpose of this study was to develop a computable phenotype for accurately and efficiently identifying diabetes
and separating T1DM from T2DM in pediatric patients.

Methods: This retrospective study utilized a data set from the University of Florida Health Integrated Data Repository to identify
300 patients aged 18 or younger with T1DM, T2DM, or that were healthy based on a developed computable phenotype. Three
endocrinology residents/fellows manually reviewed medical records of all probable cases to validate diabetes status and type.
This refined computable phenotype was then used to identify all cases of T1DM and T2DM in the OneFlorida Clinical Research
Consortium.

Results: A total of 295 electronic health records were manually reviewed; of these, 128 cases were found to have T1DM, 35
T2DM, and 132 no diagnosis. The positive predictive value was 94.7%, the sensitivity was 96.9%, specificity was 95.8%, and
the negative predictive value was 97.6%. Overall, the computable phenotype was found to be an accurate and sensitive method
to pinpoint pediatric patients with T1DM.

Conclusions: We developed a computable phenotype for identifying T1DM correctly and efficiently. The computable phenotype
that was developed will enable researchers to identify a population accurately and cost-effectively. As such, this will vastly
improve the ease of identifying patients for future intervention studies.

(JMIR Med Inform 2020;8(9):e18874)   doi:10.2196/18874

KEYWORDS

computable phenotype; type 1 diabetes; electronic health record; pediatric

Introduction

Diabetes is one of the most common chronic diseases seen
during childhood and adolescence. The incidence and prevalence
of diabetes mellitus has continued to increase worldwide for
both type 1 diabetes (T1DM) and type 2 diabetes (T2DM), with

the rise in T2DM due in large part to the obesity epidemic [1,2].
Uncontrolled T1DM leads to short- and long-term complications
and early mortality [3-6].

The vast majority of the population data about the incidence,
prevalence, and effects of diabetes in youth in the United States
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come from select sites, such as the SEARCH for Diabetes in
Youth Study [7] and the T1D Exchange [8]. In the past, outside
of highly manicured registries, the thorough and accurate
identification of pediatric patients with T1DM versus T2DM
could only be accomplished by manual clinical record review,
which was both costly and time-consuming, requiring manual
medical record reviews. Currently, through the use of algorithms
derived from electronic health record data, accurate
identification of patients with T1DM versus T2DM may be
possible. One such algorithm using a subset of SEARCH cohort
revealed a 89% positive predictive value (PPV) and a 97%
negative predictive value using only ICD-10-CM codes [9].
However, this study was conducted within a self-contained data
set overseen by Kaiser Permanente. As such, this does not give
a comprehensive insight into patients seen at a variety of health
settings using different electronic record systems. There is thus
a need for timely real-world population-level monitoring of the
incidence, prevalence, and disease course of diabetes in youth
that includes the ability to separate T1DM from T2DM.

The overall purpose of this project was to develop and validate
an algorithm to identify pediatric patients with T1DM in an
efficient and accurate manner that would be valid in a real-world
database outside of a closed medical system such as Kaiser
Permanente.

Methods

Population

University of Florida Health
Patients eligible for inclusion in this study were aged 0-18 and
seen at University of Florida Health (UF Health). The UF Health
System is a medical network associated with the University of
Florida with the only comprehensive pediatric facility in North
Central Florida. The Integrated Data Repository (IDR) is a
large-scale database that collects and organizes information
across UF Health’s clinical and research enterprises. The IDR
is a secure, clinical data warehouse that aggregates data from
the university’s clinical and administrative information systems,
including the electronic health record system. As of 2018, the
IDR housed more than 1 billion observational facts across more
than 1 million patients. For query 1, the IDR was utilized to
identify 300 patients for the development of the computable
phenotype. Similar to other studies, 100 individuals per cohort
were selected (T1DM, T2DM, no diagnosis) with the no
diagnosis classification being used as the reference group.

OneFlorida
The OneFlorida Clinical Research Consortium contains over
12 million unique patient records from as early as of 2012,
including Medicaid claims records. This database is maintained
and updated on a quarterly basis with information from partners
across the state of Florida. The OneFlorida Data Trust’s
repository of statewide health care data is regularly updated
with the inclusion of new partners and data refreshes from
existing partners. All data are cleaned, transformed, curated,
and contained in a centralized data warehouse, allowing
streamlined inquiries and uniform results based on high-quality
data. At present, data on 15 million patients across 22 hospitals

are included within the data set going back to 2012, of which
approximately 4.3 million are pediatric patients aged 18 or
younger across thousands of providers, clinics, practices, and
multiple hospital systems throughout the state of Florida. A
SAS code that was developed from the algorithm was used to
identify eligible members. Previous work has demonstrated that
the OneFlorida Data Trust demographics are similar to estimates
reported by the US Census Bureau [10,11]. Five OneFlorida
sites that did not have prescribing data were excluded. For
queries 2 and 3, we limited our results to patients aged 0-18
seen within the OneFlorida Data Trust in the year 2018.

Study Overview
In query 1, the initial algorithm for differentiating T1DM and
T2DM was developed and validated with chart reviews using
data from the UF Health system. Subsequently, this algorithm
was utilized in the OneFlorida database (query 2).

Queries

Query 1: Computable Phenotype Algorithm Development
Using UF Health IDR

For the development of the algorithm, we identified individuals
in the UF Health System that would meet the criteria of having
T1DM or T2DM, and a cohort with no diagnosis of either for
comparison. A total of 300 random records were requested from
the IDR with 100 of each of the following: T1DM, T2DM, and
no diagnosis of either. The criteria for diagnosis of T1DM used
diagnosis codes, medication dispensing, and laboratory results.
Patients met the T1DM algorithm criteria if they were less than
or equal to 18 years of age as of December 31, 2016, and
fulfilled the following criteria: (1) inpatient/outpatient with
ICD-9/10 for T1DM and insulin medication within 90 days or
(2) inpatient/outpatient with ICD-9/10 for T1DM and glucose
>200 mg/dL or (3) inpatient/outpatient with ICD-9/10 for T1DM
and hemoglobin A1c > 6.5%.

The type 2 criteria differed slightly in that it involved ICD-9/10
for patients with T2DM under the age of 18. For each identified
member within the 300 total records, we obtained data on age,
sex, race, ethnicity, height, weight, BMI, diagnoses, location
of services, and the admit date. In order to account for a number
of conflicting diagnoses for individual patients, a diagnosis ratio
was used to make a final diagnosis categorization (T1DM vs
T2DM). Conflicting diagnosis codes occurred when patients
were seen by multiple providers, or different settings, and
received both a T1DM and T2DM in the electronic health
record. In order to receive a designation of T1DM or T2DM,
they had to have greater occurrences of one diagnosis. Diagnosis
ratio designations were applied prior to the medical record
review to allow for further investigation.

The data management for query 1 was managed in a REDCap
database [12]. A data abstraction form was developed for use
by the medical record reviewers to manually abstract data related
to a diabetes mellitus diagnosis and treatment from the medical
records. This form was utilized to collect demographic data and
diabetes-related clinical information including the most recent
record of height, weight, hemoglobin A1c, and if islet
autoantibodies were present (and type).
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Medical Record Review

A total of 3 pediatric endocrinology fellows (BB, CZ, and PH)
evaluated the medical records to determine the true diagnosis.
A total of 295 cases, with an overlap of 41 cases to assess
interrater reliability, were reviewed. For quality assurance, 14%
(40/295) of all records were manually abstracted by multiple
reviewers (BB, CZ, or PH). Any discrepancies were adjudicated
by a senior reviewer (WD). All reviewers were blinded to the
diagnosis category patients were assigned to. Each reviewer
accessed the patient electronic health records to evaluate the
medical record thoroughly to make a final diagnosis. Patients
were given a designation of T1DM if they fell into the range of
clinical criteria including diagnosis at a younger age, a history
of diabetic ketoacidosis, positive antibody status, lower insulin
requirements, and lower BMI. Additional data were abstracted
so the most up-to-date information for laboratory values was
recorded. Reviewers entered all information into a REDCap
database. Following the review, data were exported into SPSS
and reviewed for interrater reliability. A total of 5 cases were
evaluated in greater depth due to missingness, terminology, and
a differing diagnosis. The sensitivity, PPV, negative predictive
value, and specificity were calculated using the numerators and
denominators from the medical record review.

Query 2: Computable Phenotype Algorithm using
OneFlorida
Abstraction conducted in query 1 highlighted a number of
false-positive diagnoses. In order to correctly categorize patients
with other forms of diabetes (eg, cystic fibrosis–related diabetes,
maturity-onset diabetes of youth, neonatal hyperglycemia), we
separated patients with these diagnostic codes into a third cohort
identified as other diabetes. We revised the algorithm to include
patients with ICD-10 of Neonatal Diabetes Mellitus P70.2
instead of P61.0 for the Other DM categories. This resulted in
a reduction of 5397 patients across all years (originally 9727),
and 685 patients in the year 2018 alone (previously 1316).

Query 3: Computable Phenotype Algorithm Using
OneFlorida Revised
In the initial run of the computable phenotype in the OneFlorida
Clinical Research Consortium, there was an inconsistency in
the number of cases of patients with T1DM and T2DM. More
specifically, there were more cases of patients with T2DM than
on average. We revised the algorithm to include additional
pharmacy data to identify patients who met the algorithm criteria
where patients with a diagnosis code of T2DM were also
required to have a prescription of metformin.

Results

Computable Phenotype Algorithm Development Using
UF Health IDR
In our first query of 300 medical records drawn from the UF
Health IDR, 5 cases had no discerning diagnosis (conflicting
diagnosis of T1DM and T2DM) based on the diagnosis ratio,
and therefore, these were excluded from the study. A total of
295 records were reviewed. Table 1 shows the demographics
of these patients.

After applying a diagnosis ratio between hospital encounters,
there were a total of 131 patients with T1DM, 64 with T2DM,
and 100 with no diagnosis of either. Of the 131 patients
identified using the computable phenotype algorithm, abstractors
confirmed a diagnosis of T1DM for 125 patients (true positive;
Table 2), which yielded a PPV of 96.8% (Table 2). Upon
validation with the medical record review, it was confirmed
that 7 patients were incorrectly identified (false positive; Table
2) by the algorithm. These patients instead were found to have
either no diagnosis (n=5) or T2DM (n=2). The final computable
phenotype algorithm was determined to have a sensitivity of
95.3%. The T2DM algorithm had a lower PPV than T1DM
(51.6%) but had a high sensitivity (94.3%) and specificity
(97.5%).
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Table 1. UF demographics.

T2DMb (N=35)T1DMa (N=128)No diagnosis (N=132)Overall (N=295)Demographic

15.4 (2.87)12.3 (4.07)7.8 (5.56)10.7 (5.44)Age, mean (SD)

Gender

11 (31.4)60 (46.9)63 (47.7)134 (45.4)Male, n (%)

24 (68.6)68 (53.1)69 (52.3)161 (54.6)Female, n (%)

Race

13 (37.1)87 (68.0)79 (59.8)179 (60.7)Caucasian, n (%)

19 (54.3)10 (7.8)33 (25.0)62 (21.0)African American, n
(%)

1 (2.9)19 (14.8)11 (8.3)31 (10.5)Hispanic, n (%)

0 (0)0 (0)2 (1.5)2 (0.7)Asian, n (%)

2 (5.7)9 (7.0)4 (3.0)15 (5.1)Multiple races, n (%)

0 (0)3 (2.3)3 (2.3)6 (2.0)Missing, n (%)

Treatment facility

33 (94.3)117 (91.4)81 (61.4)231 (78.3)UFc Health, n (%)

0 (0)65 (50.8)2 (1.5)67 (22.7)Autoantibodies presence, n
(%)

Ethnicity

2 (5.7)23 (18.0)13 (9.8)38 (12.9)Hispanic, n (%)

161.11 (96.83); 64-432207.59 (98.57); 58-55589.43 (30.33); 7-284153.86 (95.45); 7-555Glucose level, mean (SD);
range

7.92 (2.90); 4.9-14.009.27 (1.80); 5.6-145.48 (0.58); 4.8-7.58.62 (2.31); 4.8-14.00Hemoglobin A1c, mean
(SD); range

aT1DM: type 1 diabetes mellitus.
bT2DM: type 2 diabetes mellitus.
cUF: University of Florida.

Table 2. Results from query 1.

Negative predic-
tive value, %

Positive predic-
tive value, %

Specificity, %Sensitivity, %Total confirmed, nTotal reviewed, nQuery 1

97.694.795.896.9124131T1DMa case identified via CPb

algorithmc

99.151.688.194.33364T2DMd case identified via CP

algorithme

aT1DM: type 1 diabetes mellitus.
bCP: computable phenotype.
cT1DM algorithm: sensitivity=124/124+4; specificity=160/160+7; PPV=124/124+7; NPV=160/160+4.
dT2DM: type 2 diabetes mellitus.
eT2DM algorithm: sensitivity=33/33+2; specificity=229/229+31; PPV=33/33+31; NPV=229/229+2.

Computable Phenotype Algorithm Performance in
OneFlorida
In the second query, the performance of the algorithm was tested
in the OneFlorida Data Trust. Although the validity of using
only ICD codes for the determination of diabetes type in youth
has been demonstrated in the large integrated health system of
Kaiser Permanente Southern California [9], and while our
algorithm was based largely on ICD codes and did very well in

the UF Health IDR, when this was run in the OneFlorida Data
Trust, there were issues with appropriate categorization as
described in the “Methods” section. As these numbers were not
consistent with what we know about the epidemiology and
biology of T1DM versus T2DM in youth [13], we undertook a
revision of the algorithm.

The revised algorithm included additional pharmacy data to
identify patients who met the algorithm criteria. In the revision,
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patients with a diagnosis code of T2DM were also required to
have a prescription of metformin. The results from the final
algorithm are presented in Table 3. The majority of patients
identified by the algorithm had a diagnosis of T1DM (n=4246)
followed by other DM (n=660) and T2DM (n=550). Patients
with T1DM had an even distribution of male and female, were
predominantly White (2153/4246, 50.71%), between 11 and 15

years of age (1789/4246, 42.13%), and on insulin (3907/4246,
92.02%). Patients identified as having T2DM were more likely
to be female (342/550, 62.1%), other race (190/550, 34.5%),
Black (241/550, 43.8%), and between 16 and 18 years of age
(300/550, 54.5%). Because of the already high sensitivity and
specificity of the less robust initial algorithm for T1DM, we did
not do additional chart reviews for the revised algorithm.

Table 3. Results of final algorithm in OneFlorida.

Other DM (N=660)T2DMb (N=550)T1DMa (N=4246)Demographic

Sex

326 (49.39)342 (62.18)2120 (49.93)Female, n (%)

334 (50.61)208 (37.82)2126 (50.07)Male, n (%)

Race

195 (29.55)117 (21.27)2153 (50.71)White, n (%)

234 (35.45)241 (43.82)709 (16.70)Black, n (%)

N/AcN/Ac23 (0.54)Asian, n (%)

229 (34.70)190 (34.55)1361 (32.05)Other/unknown, n (%)

Age

512 (77.58)N/Ac253 (5.96)0-5 years, n (%)

31 (4.70)N/Ac895 (21.08)6-10 years, n (%)

66 (10.00)240 (43.64)1789 (42.13)11-15 years, n (%)

51 (7.73)300 (54.55)1309 (30.83)16-18 years, n (%)

63 (9.55)284 (51.64)3907 (92.02)Insulin, n (%)

aT1DM: type 1 diabetes mellitus.
bT2DM: type 2 diabetes mellitus.
cN/A: no available data (ie, no patients identified).

Discussion

Principal Findings
Overall, the computable phenotype we developed to identify
pediatric patients with T1DM was effective using data within
the electronic health record. The identification of patients with
diabetes can be complex and conflicting diagnosis codes make
it even more difficult to disentangle an accurate classification.
As such, the use of additional clinical parameters to narrow the
focus to a specific population refines the specificity of the
algorithm. For T1DM, this includes laboratory values (A1c ≥
6.5, glucose ≥ 200 m/g).

For the purposes of this study, we drew upon the parameters
already defined by the SEARCH study which allows researchers
to identify adults with T1DM. Referencing this study, we made
refinements to account for variations among pediatric patients.
The utility of this computable phenotype is that it enables us to
identify patients with an accuracy of 97%. Identification of
patients solely based on the data found within the electronic
health record can be complex, thus accounting for our need of
numerous queries. The idiosyncrasies of diagnosis codes and
limited recordings of HbA1c for patients added complexities
to the methods of identification. In our experience, diagnosis
codes for patients often had contradictions. For example, a

patient seen multiple times in the measurement year in various
settings may have conflicting diagnosis (ie, T1DM and T2DM).
To overcome this problem, we applied a diagnosis ratio to
include the most prevalent diagnosis. This is an important
consideration for other individuals utilizing electronic health
records for identification. The identification of pediatric patients
solely based on the ICD-9 or ICD-10 code only allows us to
look at patients on the surface level rather than as a whole.

The findings from this study were instrumental in developing
a computable phenotype to identify pediatric patients with
T1DM. Through this process, a number of limitations were of
note that should be considered. First, the utilization of the
electronic health record presented a few obstacles that were not
originally foreseen, particularly the conflicting diagnoses of
patients. Inaccuracies and data entry error are plausible within
large data sets and need to be accounted for. Being aware of the
possibility of inaccurate diagnoses increases the importance of
not relying solely on ICD-9 and ICD-10 diagnoses for
identifying patients. Similarly, this impacted our proposed
methodology of 100 individuals for each of the 3 cohorts (ie,
T1DM, T2DM, and no diagnosis). These differences were
accounted for in our calculations of predictive value, sensitivity,
and specificity, but still need to be noted as a potential limiting
factor. Another limitation of this paper is that the medical record
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review was limited to 1 health care system. While we were able
to identify all pediatric patients within the OneFlorida Clinical
Research Consortium with T1DM, we were unable to access
individualized records within each of the contributing data
centers and thus unable to conduct medical record reviews at
each site. Additionally, as 5 OneFlorida sites did not have
prescribing data, this limits our available data, and
generalizability, from the entire state of Florida.

Conclusions
In summary, the computable phenotype that we developed to
identify pediatric patients with T1DM is both accurate
(PPV=96.8%) and sensitive (95.3%). This computable
phenotype will enable future researchers to not only identify a
population of interest accurately, but also cost-effectively. As
such, this will allow for more precise implementation of
interventions to help improve both clinical and psychosocial
care, and ultimately improve outcomes important to patients.
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Abstract

Background: At present, electronic health records (EHRs) are the central focus of clinical informatics given their role as the
primary source of clinical data. Despite their granularity, the EHR data heavily rely on manual input and are prone to human
errors. Many other sources of data exist in the clinical setting, including digital medical devices such as smart infusion pumps.
When incorporated with prescribing data from EHRs, smart pump records (SPRs) are capable of shedding light on actions that
take place during the medication use process. However, harmoniz-ing the 2 sources is hindered by multiple technical challenges,
and the data quality and utility of SPRs have not been fully realized.

Objective: This study aims to evaluate the quality and utility of SPRs incorporated with EHR data in detecting medication
administration errors. Our overarching hypothesis is that SPRs would contribute unique information in the med-ication use
process, enabling more comprehensive detection of discrepancies and potential errors in medication administration.

Methods: We evaluated the medication use process of 9 high-risk medications for patients admitted to the neonatal inten-sive
care unit during a 1-year period. An automated algorithm was developed to align SPRs with their medica-tion orders in the EHRs
using patient ID, medication name, and timestamp. The aligned data were manually re-viewed by a clinical research coordinator
and 2 pediatric physicians to identify discrepancies in medication ad-ministration. The data quality of SPRs was assessed with
the proportion of information that was linked to valid EHR orders. To evaluate their utility, we compared the frequency and
severity of discrepancies captured by the SPR and EHR data, respectively. A novel concordance assessment was also developed
to understand the detec-tion power and capabilities of SPR and EHR data.

Results: Approximately 70% of the SPRs contained valid patient IDs and medication names, making them feasible for data
integration. After combining the 2 sources, the investigative team reviewed 2307 medication orders with 10,575 medication
administration records (MARs) and 23,397 SPRs. A total of 321 MAR and 682 SPR dis-crepancies were identified, with
vasopressors showing the highest discrepancy rates, followed by narcotics and total parenteral nutrition. Compared with EHR
MARs, substantial dosing discrepancies were more commonly detectable using the SPRs. The concordance analysis showed little
overlap between MAR and SPR discrepan-cies, with most discrepancies captured by the SPR data.
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Conclusions: We integrated smart infusion pump information with EHR data to analyze the most error-prone phases of the
medication lifecycle. The findings suggested that SPRs could be a more reliable data source for medication error detection.
Ultimately, it is imperative to integrate SPR information with EHR data to fully detect and mitigate medication administration
errors in the clinical setting.

(JMIR Med Inform 2020;8(9):e19774)   doi:10.2196/19774

KEYWORDS

medication administration errors; smart infusion pumps; electronic health records; concordance

Introduction

Background
Electronic health records (EHRs) are the central focus of many
efforts in clinical research and quality improvement given their
role as the primary clinical data source [1-4]. Despite their
granularity, the data heavily rely on manual input and are prone
to human errors [3,4]. Many digital devices have been used in
clinical environments, and they provide additional sources of
data for understanding health care processes, a form of
real-world data from clinical settings. One example is digital
medication infusion pumps, more commonly known as smart
pumps. These pumps, which are now commonplace in modern
health care settings, record copious amounts of rich, granular
data about medication administration. Smart pumps have been
shown to prevent some errors while propagating others. One
systematic review found that smart pumps can intercept multiple
error types, such as wrong dose and wrong rate errors, as well
as reduce adverse drug events [5]. This effect, however, is
heavily dependent on user compliance and utilization of specific
functionalities vendor products afford, including dose error
reduction software [6]. As with EHRs, infusion pump alerts are
another source of alert burden and are subject to alert fatigue,
which raises a trade-off between potential safety benefits and
increased workload for providers [7]. Smart pumps, compared
with their analogue counterparts, generate a lot of data to log
user interaction with the pumps (eg, pausing of pump infusions
and pump alert overrides) and the pump status (eg, infusion
start and infusion complete), which are associated with granular
timestamps. The data create useful information such as user
compliance with alerts, pump states at different time points,
and mechanical alarm records. These smart pump records (SPRs)
can be harnessed to help understand actions that take place
during medication administration.

The ability to link and leverage different data sources across
the full medication lifecycle has the potential to make
medication errors recognizable and rectifiable. Theoretically,
when combining smart infusion pump information with
prescribing data from EHRs, one can see the bookends of the
medication use process, from medication origin (order) to
terminus (administration). Although there are gaps in the
intermediate steps (traditionally the transcription and dispensing
stages), given that errors are more frequent in the ordering and
administration phases [8], integrating the EHR and SPR data
permits visibility in the most error-prone phases. As such, the
harmonization of these 2 data sources can provide insight and
information about safe and unsafe practices.

Our research is specifically directed at developing accurate and
scalable informatics technologies to monitor the medication use
process and detect medication administration errors. In our
previous studies, we developed artificial intelligence–based
algorithms for monitoring the use of high-risk medications
including vasopressors, narcotics, insulin, total parenteral
nutrition (TPN), and fluids [1,9,10]. By analyzing order and
medication administration record (MAR) data residing in EHRs,
the algorithms identified discrepancies and potential errors in
how medications were being ordered and documented as
administered. Despite their viability in discrepancy detection,
the algorithms relied on a single data source that resulted in a
number of false positives and false negatives. For instance, the
algorithms might miss an error in administration (a false
negative) if an order adjustment was not placed in the EHR or
was incorrectly documented in the MAR [10]. To improve the
accuracy of error detection, we sought to integrate smart pump
information into the computerized algorithms.

Integration of SPRs with EHR data requires advanced
informatics technologies and is not without significant
challenges [4]. Most health care institutions that use smart
pumps have not fully integrated them into a closed-loop system,
which would permit automatic linkage of order data in the EHRs
to administration information from the pumps. One barrier to
integration is the cost and complexity of the implementation
process, including its impact on clinical workflows. Another
barrier is the maturity of the technology and its associated
challenges [11]. Single-site studies have reported increased
work efficiencies and revenue benefits, but widespread
integration is not yet ubiquitous [12]. As such, although great
potential exists, the insight gained from combining the data has
not yet been realized.

Objectives
To fill these gaps in knowledge, we integrated SPRs with EHR
data and evaluated their quality and utility in detecting
medication administration errors. Our overarching hypothesis
was that SPRs would contribute unique information in the
medication use process, enabling more comprehensive detection
of discrepancies and potential errors in medication
administration. The specific aims of this study were to (1)
develop an automated algorithm that aligns SPRs with EHR
data to facilitate manual review of medication administration,
(2) characterize discrepancies identified from EHRs and SPRs,
and (3) develop a novel assessment that measures the
concordance between the ability of EHR and SPR data in
detecting medication administration discrepancies. This study
is among the first to integrate multiple clinical data sources to
understand medication safety events. Our long-term objective
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is to establish a more effective and generalizable program that
assembles comprehensive data sources in clinical environments
to improve patient safety across health care institutions.

Methods

Setting and Study Population
We evaluated medication administration for patients admitted
to the neonatal intensive care unit (NICU) at the Cincinnati
Children’s Hospital Medical Center (CCHMC). Approval for
this study was provided by the CCHMC institutional review
board (study ID: 2015-3824), and a waiver of consent was
authorized.

The CCHMC NICU is a level 4 NICU that provides the highest
level of neonatal intensive care to complex and critically ill
newborns. The unit has an average daily census of 70 patients
and an average of 750 admissions per year. The institution
utilizes a fully computerized commercial EHR system (Epic
Systems Corporation). Additional NICU safety interventions
include the use of computerized provider order entry with
embedded clinical decision support, a bar code medication
administration (BCMA) system, smart infusion pump technology
with a customized neonatal library of medications, daily
prescription review by dedicated NICU pharmacists, and clinical
guidelines for high-risk medications.

Study Medications and Study Periods
We focused on reconciling 9 high-risk, continuous intravenous
infusion medications prescribed to NICU inpatients, including
vasopressors (dopamine, dobutamine, epinephrine, milrinone,
and vasopressin), narcotics (fentanyl and morphine), TPN, and
lipids. Continuous intravenous infusions have a higher risk and
severity of error than other medication administrations [13,14].
In particular, its administration usually spans multiple nursing
shifts and involves complex dosage adjustments that are not
captured by in-place interventions such as BCMA. Medication
administrations for vasopressors and narcotics were studied
over the period of January 1, 2014, to December 31, 2014. Due
to changes to our ordering system, TPN and lipid administrations
were studied over the period of January 1, 2016, to December
31, 2016. All vasopressors, narcotics, and lipid orders were
included in the analysis. Owing to the large volume of TPN
orders, we randomly selected 8.05% (669/8308) of the TPN
orders for analysis.

Clinical Data Extraction and Federation
Medication use information was extracted retrospectively from
the institution’s EHR system. The information included (1)
medication orders that documented infusion doses (or infusion
rates) prescribed to the patients, (2) structured order
modifications that adjusted the original doses and rates via
computerized physician order entry, (3) MARs documented by

clinical professionals that describe doses or rates administered
to patients, and (4) free-text physician to nurse communication
orders that specified complex medication dose or rate
adjustments during patient care. The infusion pump information
was extracted separately from the vendor-provided reporting
system (CareFusion). The information included (1) patient IDs,
(2) medication names, and (3) SPRs that documented actual
doses or rates administered to patients. The SPRs contained
multiple pump state categories including infusion started or
restarted, stopped, completed, paused, canceled, and delayed.
Only SPRs that indicated infusion started or restarted were used
for this analysis because they represented the initiation of
medication delivery and the point at which one would want to
intercept potential erroneous infusions.

As the SPRs were not integrated into the institution’s EHR
system, there was no explicit association between an SPR and
its corresponding medication order. As such, we developed a
computerized algorithm to merge the 2 data sources and align
SPRs with their potential medication orders. The EHR and SPR
data were first grouped by patient IDs and medication names.
The algorithm then chronologically aligned the EHR and SPR
data for each patient medication group, where each SPR was
linked to the closest medication order with order placement,
modification, or MAR documented within 24 hours of its
administration. The SPRs with invalid patient IDs or unknown
medication names could not be definitely linked to any order.
As such, they were excluded from subsequent manual review
and discrepancy analysis.

Manual Review for Gold Standard Creation
A clinical research coordinator (CRC) and 2 board-certified
pediatric physicians on the research team (including 1
neonatologist) manually reviewed the aligned data for each
patient medication group to identify medication administration
discrepancies in MARs and SPRs. Figure 1 illustrates an
example of the chronological ordering of EHR and SPR data
and discrepancies identified by manual review. A discrepancy
was defined as a mismatch between the prescribed dose or rate
of a medication and the electronic documentation of its
administration in MARs or SPRs [10]. A discrepancy may be
a medication administration error, or it may be a false positive
subject to further investigation. For the purposes of this study,
we defined an a priori 30-min window to allow for verbal orders
to be transcribed into the EHR, in line with our institutional
policy and expectations. As such, a discrepancy occurred if an
order was placed more than 30 min after an administration, even
if the correct dose or rate was administered (the starred
discrepancy in Figure 1). If a discrepancy was detected, the
reviewers additionally identified the correct dose or rate
prescribed. Differences between the reviewers’ decisions were
resolved during the adjudication sessions. Inter-rater reliability
was calculated using Cohen kappa to define the agreement [15].
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Figure 1. An example of chronological ordering of medication use data and medication administration records or smart pump record discrepancies
identified by manual review. The discrepancy occurred because the order modification was placed over 30 min after the MAR or SPR, which did not
meet the institutional expectations even if the administration was correct. MAR: medication administration records; SPR: smart pump record; TPN:
total par-enteral nutrition.

Analysis of Discrepancies
The consensus annotations served as a gold standard to
understand medication use processes and discrepancies. To
assess the data quality, we analyzed the proportion of valid
information in the SPR source. An SPR was valid if it contained
both a valid patient ID and a medication name. An ID was
considered valid if its value mapped to an existing patient ID
in the NICU. Clinical staff manually entered patient IDs into
the infusion pumps; hence, invalid IDs may represent entry or
programming errors. Medication names were present in the
SPRs if the staff selected their profile from the pump drug
library. Infusions programmed under a generic basic infusion
status did not have a medication associated with the records.
We then investigated the number of discrepancies identified by
MARs and SPRs to characterize the scale of discrepancies
captured by the 2 sources. The magnitude of discrepancy (MoD),
as defined by the percentage of discrepancy over a correct dose
or rate, was also calculated to quantify the severity of a
discrepancy. Finally, we developed a concordance assessment
to understand the detection power and capabilities of the MAR
data alone, the SPR data alone, and their overlap. We
hypothesized that MAR discrepancies often represented
documentation errors. As such, the use of a concordance
measure could help differentiate documentation issues versus
true administration errors, reflected by the concordance of the
MAR and SPR discrepancies or SPR discrepancies alone. The
assessment first divided each order sequence into multiple event

blocks separated by order modifications (either order initiations
or modifications and audits). It then identified whether an event
block contained 1 of 4 categories: no discrepancies, MAR-only
discrepancies, SPR-only discrepancies, or both MAR and SPR
discrepancies. For example, the TPN order in Figure 1 contained
3 event blocks, 1 with an SPR-only discrepancy and 2 with both
MAR and SPR discrepancies. Medication orders containing
both MARs and SPRs were included in the analysis. The
descriptive statistics of the 4 categories were calculated for each
medication and in aggregation to study the concordance. Cohen
kappa was calculated to assess the agreement between MAR
and SPR discrepancies.

Results

Table 1 presents the distribution of SPRs with and without valid
patient IDs and medication names in the SPR data source. A
total of 543,791 out of 764,624 SPRs (71.11%) in 2014 and
521,113 out of 787,692 SPRs (66.16%) in 2016 contained valid
patient IDs and medication names and were therefore feasible
for data federation. Of the 220833 invalid SPRs in 2014, 66.7%
(147,304) were because of invalid patient IDs, 52,680 (23.%)
were because of missing medication names, and 20,849 (9.4%)
were because of missing identifiers. A similar distribution of
invalid SPRs was observed in the 2016 data. Table 2 shows the
distribution and categorization of valid and invalid patient IDs
documented in the SPRs.
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Table 1. The distribution of smart pump records with and without valid patient IDs and medication names.

Total, n (%)Patient ID−b, n (%)Patient ID+a, n (%)Data sources

2014 data

691,095 (90.38)147,304 (19.26)543,791 (71.12)Medication name+

73,529 (9.62)20,849 (2.73)52,680 (6.89)Medication name−

764,624 (100.00)168,153 (21.99)596,471 (78.01)Total

2016 data

696,943 (88.48)175,830 (22.32)521,113 (66.16)Medication name+

90,749 (11.52)27,423 (3.48)63,326 (8.04)Medication name−

787,692 (100.00)203,253 (25.80)584,439 (74.20)Total

aThe patient ID or medication name was valid.
bThe patient ID or medication name was invalid or missing.

Table 2. Descriptive statistics of patient IDs in smart pump records and categorization of invalid patient IDs.

YearGroups

20162014

476569Valid patient IDs, n

148173Invalid patient IDs, n

25 (16.9)42 (24.3)Date of birth out of range (1965-2014), n (%)

10 (6.8)33 (19.1)Entering patient names instead of IDs, n (%)

23 (15.5)30 (17.2)Missing digits in patient IDs, n (%)

10 (6.8)23 (13.3)Random numbers, n (%)

49 (33.1)20 (11.6)Entering encounter IDs instead of patient IDs, n (%)

8 (5.4)13 (7.5)Invalid letters in patient IDs, n (%)

10 (6.8)4 (2.3)Expired patient IDs due to merged charts, n (%)

10 (6.8)4 (2.3)Extra digits in patient IDs, n (%)

3 (2.0)4 (2.3)Potential typographical errors in patient IDs, n (%)

Table 3 presents the descriptive statistics of the medication use
data. The CRC and physicians reviewed 2307 medication orders
with 10,575 MARs and 23,397 SPRs during the study period.
A total of 321 discrepancies were identified from MARs
(discrepancy rate 321/10,575, 3.0%), and 682 discrepancies
were identified from SPRs (discrepancy rate 682/23,397, 2.9%).
The overall inter-rater reliabilities were 0.92/0.90 (MAR/SPR),

indicating almost perfect agreement on decision making [15].
Among the targeted medications, vasopressors including
epinephrine, dopamine, and vasopressin had the highest
discrepancy rates, followed by narcotics (fentanyl) and TPN.
The SPR discrepancy rates were higher than that of MARs for
all medications except epinephrine.
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Table 3. Descriptive statistics of the gold standard medication use data.

SPR discrepancy
rate, %

SPR discrepancy, n
(% total)

SPRsc,

n (%)

MAR discrepancy
rate, %

MAR discrepancy,

n (% totalb)

MARa,

n (%)

Orders,

n (%)

Patients,

n (%)

Medication

0.00 (0.0)18 (0.1)0.00 (0.0)7 (0.1)3 (0.1)1 (0.2)Dobutamine

8.613 (1.9)152 (0.6)6.74 (1.2)60 (0.6)18 (0.8)10 (1.6)Dopamine

9.7290 (42.5)2994
(12.8)

12.0233 (72.6)1937
(18.3)

325
(14.1)

87 (13.6)Epinephrine

3.787 (12.8)2332
(10.0)

1.29 (2.8)723 (6.8)134 (5.8)38 (6.0)Fentanyl

0.36 (0.9)1884
(8.1)

0.00 (0.0)1725
(16.3)

604
(26.2)

179
(28.1)

Lipid

1.214 (2.1)1188
(5.1)

0.43 (0.9)744 (7.0)71 (3.1)33 (5.2)Milrinone

1.5150 (22.0)10,051
(43.0)

0.513 (4.0)2850
(27.0)

434
(18.8)

110
(17.2)

Morphine

2.3105 (15.4)4524
(19.3)

1.943 (13.4)2281
(21.6)

669
(29.0)

160
(25.1)

TPNd

6.717 (2.5)254 (1.1)6.516 (5.0)248 (2.3)49 (2.1)20 (3.1)Vasopressin

2.9682 (100.0)23,397
(100.0)

3.0321 (100.0)10,575
(100.0)

2307
(100.0)

638
(100.0)

Overall

aMAR: medication administration record.
bThe numbers in parentheses represent the percentage of total discrepancies attributable to a medication.
cSPR: smart pump record.
dTPN: total parenteral nutrition.

Table 4 presents the MoD for MARs and SPRs across all
targeted medications. A total of 58.2% (187/321) of the MAR
discrepancies were overdoses, of which 21.9% (41/187) were
substantial overdoses (administered dose was 100% greater than
the prescribed dose). A total of 66.9% (456/682) of the SPR
discrepancies were overdoses, of which 27.6% (126/456) were
substantial overdoses. The few discrepancies with 0% magnitude
represent documentation issues where the administrated doses
or rates were correct but the orders or order modifications were

placed more than 30 min after administration. Figure 2 depicts
the MoD distributions for MARs and SPRs over discrepancy
categories. Epinephrine, fentanyl, morphine, and TPN were
responsible for most MAR and SPR discrepancies, particularly
for substantial overdoses. Figure 3 depicts the MoD distributions
for MARs and SPRs for each medication. Dopamine,
epinephrine, and vasopressin showed similar distributions
between MARs and SPRs. Other medications such as fentanyl,
morphine, and TPN had low numbers of substantial overdoses
on MARs but higher numbers on SPRs.

Table 4. Magnitude of discrepancy for medication administration records and smart pump records across all medications.

Magnitude of discrepancy, n (%)Data sources

>100%(50%,100%](20%,50%](10%,20%](0%,10%]0%[−10%,0%)[−20%,−10%)[−50%,−20%)<−50%

41 (12.8)46 (14.3)44 (13.7)36 (11.2)20 (6.2)4 (1.2)12 (3.7)38 (11.8)61 (19.0)19 (5.9)MARa

126 (18.5)129 (18.9)98 (14.4)88 (12.9)15 (2.2)1 (0.1)12 (1.8)66 (9.7)104 (15.2)43 (6.3)SPRb

aMAR: medication administration record.
bSPR: smart pump record.
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Figure 2. Distribution of magnitude of discrepancy for (a) medication administration records and (b) smart pump records over discrepancy categories.
MARs: medication administration records; SPRs: smart pump records; TPN: total parenteral nutrition.
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Figure 3. Distribution of magnitude of discrepancy for (a) medication administration records and (b) smart pump records over medications. MARs:
medication administration records; SPRs: smart pump records; TPN: total parenteral nutrition.

Table 5 presents the concordance between MAR and SPR
discrepancies. The analysis included 60.58% (1397/2306)
medication orders that contained both MARs and SPRs. The
orders were segmented into 2638 event blocks, of which 308
(11.67%) had discrepancies. Of these 308 blocks, 197 (64.0%)
contained only SPR discrepancies, 44 (14.3%) contained only

MAR discrepancies, and 67 (21.7%) contained both. The Cohen
kappa was 0.32, suggesting minimal agreement between MAR
and SPR discrepancies [15]. The event blocks with SPR
discrepancies were higher than those with MAR discrepancies
across all targeted medications.
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Table 5. Concordance assessment between medication administration record and smart pump record discrepancies.

Concordance category, nSPRe discrepancyd,
n

MARc discrepancyd,
n

Analysis

blockb, n
Ordersa, nMedications

BothSPRMARNoneIncludedAll

000300323Dobutamine

13135134401217Dopamine

463725793288196901189325Epinephrine

232314579618282134Fentanyl

04034960353352604Lipid

08151141604271Milrinone

691552914312631315434Morphine

1015834710527380380669TPNf

27178174882349Vasopressin

67197442330665250263813972306Overall

aAll represents the orders in the data set, whereas Included represents the orders included in the concordance analysis (ie, the orders having both MAR
and SPR data associated with them).
bAnalysis block represents the event blocks included in the analysis.
cMAR: medication administration record.
dMAR discrepancy and SPR discrepancy represent the MAR or SPR discrepancies, respectively, found in the analysis blocks and included in the analysis.
eSPR: smart pump record.
fTPN: total parenteral nutrition.

Discussion

Principal Findings
This study is among the first to integrate smart infusion pump
information with EHR data to analyze the most error-prone
phases of the medication use process, recognizing that linkage
of complex data has its challenges [4]. Smart pump data lack
clinical usefulness without appropriate identification of both
patient information and medication being used at the time of
infusion. One of the main findings was that 29%-34% of the
smart pump data were not valid because of missing patient or
medication information (Table 1). Most of these missing data
were because of invalid patient information, which was caused
by mistakes during ID entry on the pumps or unfamiliarity with
documentation guidelines during infusion pump programming
(Table 2). A large portion of invalid IDs was because of
misentries such as missing or adding extra digits, invalid letters,
and typographical errors. In addition, a patient ID might be
replaced with the patient name or encounter ID, suggesting a
mistake in following the documentation guidelines or a
workaround. Missing medication information occurred when a
basic infusion was selected without specifying the medication
being administered. This occurs most commonly as a
workaround when the correct medication cannot be found in
the smart pump library. When patient or medication identifiers
are incorrect or missing, linking smart pump data with order
logs or MARs, particularly in real time, becomes vastly more
complicated and unreliable. Inference by time of administration
is difficult because commonly administered medications (eg,
TPN) might have been concurrently ordered for several patients
in the same unit.

We identified higher SPR discrepancies than MAR discrepancies
(Table 3), suggesting that SPRs could be a more reliable source
of error detection than EHR data. This finding also implies that
the frequency of medication errors reported in the literature
might be underestimated when limited to analysis of EHR data
alone [1,9,10]. Both MARs in EHRs and smart pump
programming rely on manual data entry and are prone to human
error. For example, bar code scanning inputs MAR data into
the EHR based on medication label information, but clinical
staff must validate the dose, which may change as medications
are titrated. Similarly, without a closed-loop system where the
pump is automatically programmed by an order, smart pump
programming also relies on human data entry. However,
compared with MARs, smart pump entries are closest to a
patient, representing the truest reflection of what the patient
receives. The SPR discrepancies we identified may represent
different types of errors. They may be secondary to unintentional
misprogramming (ie, the nurse programs an incorrect rate or
drug concentration) or misunderstanding (ie, the nurse does not
understand an order or misses an order modification), but we
are unable to determine the exact causes in this study using only
retrospective data. Further studies should investigate the
distribution of error types for MARs and SPRs and discuss the
effectiveness of corresponding error prevention strategies.

Not all discrepancies have clinical significance, and for most
medications, very small discrepancies are not as important as
large ones. As observed in our studies, minor discrepancies are
typically more numerous (Table 4) [10]. Other studies have also
noted that medication errors are numerous but are often small
and associated with low rates of harm [7,16-19]. The risk of
calling out these frequent, small discrepancies is an increase in
workload and decrease in overall attention. It is widely known,
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for example, that EHR alerts that identify frequent events are
perceived as noisy (ie, providing erroneous or irrelevant
information) and are overridden at high rates [20,21]. As such,
we measured the MoDs to assess their severity. Although the
analysis demonstrated many minor results, we also detected a
notable amount of substantial dosing discrepancies (Table 4).
In particular, discrepancies in substantial dosing were dominated
by certain medications (eg, epinephrine; Figure 2) and were
more commonly detectable from SPR data (Figure 3). These
findings suggest the necessity of integrating SPR data into
medication error detection, which informs further development
of our real-time notification system for medication error events
[10]. Imagining a future where multiple data sources are
incorporated to detect medication errors in real time, one can
see the benefit that the MoD holds. The assessment conveys to
a provider not just that an error event has occurred but also the
severity of the event to guide his or her clinical response.

Recognizing that SPR and MAR discrepancies may occur
together or individually, we developed an assessment to measure
their concordance in the same medication cycle (Table 5).
Although there were limitations to this methodology, as we had
to limit the analysis to only 60.5% (1397/2306) of orders
containing both MARs and SPRs, the use of the concordance
assessment allowed us to separate documentation issues
(MAR-only discrepancies) from true discrepancies (SPR-only
discrepancies and matched MAR or SPR discrepancies). Over
85% of the discrepancies were captured by SPRs, implying that
the majority were true discrepancies. This trend was consistent
across all targeted medications. The kappa statistics suggested
that there was little overlap between MAR and SPR
discrepancies, and only 21.7% of the discrepancies were
captured by both data sources. These novel findings again
indicated the necessity of incorporating SPRs into understanding
the medication use process. They make smart pump data more
clinically and safety relevant, connecting to our ultimate goal
of repurposing clinical data to improve the quality of clinical
care.

Given that medication discrepancies occur with relative
frequency, efforts to improve smart pump use must continue.
Several studies have demonstrated the importance of continuous
quality improvement with regular assessment of smart pump
data [11,12]. Methods that require less device programming,
such as the use of barcode scanning pumps, may help reduce
pump programming and patient identification errors. Although
closed-loop systems have been implemented in several
institutions as another method to address these concerns, there
have been issues with titration of medications and specific error
types remain unmitigated [22-24]. As such, efforts must focus
on ways to utilize medication use information from smart pumps

to recognize and address errors as quickly as possible. Our
ongoing work focuses on incorporating smart pump data into
a real-time error notification system and developing new
approaches to visualize the medication use process as a means
to help frontline clinical providers utilize and learn from the
information at hand. By integrating data from multiple sources,
we will move medication error detection systems from
retrospective and reactive to prospectively preventive and
proactive.

Limitations
There are limitations to this study. First, although we were able
to utilize approximately 70% of the data, excluding SPRs with
missing patient and medication information may have resulted
in data bias. Efforts have been initiated to improve the data
quality of SPRs via quality improvement. Second, the
institution’s IT infrastructure does not allow for the delivery of
real-time smart pump information, limiting us to medication
discrepancy detection and not intervention. Consequently, we
must categorize identified events as discrepancies, as we lacked
the real-time clinical information to define them as errors. To
mitigate this issue, we will increase the frequency of SPR review
to a daily basis to capture more real-time information. Third,
we chose to focus our work on high-risk continuous medications,
and the rates of discrepancy and smart pump issues may differ
for intermittent medications. In addition, the study focused on
detecting discrepancies in medication doses or rates, which did
not capture other error types such as prematurely stopping
medications. Future work has been initiated to extend our
analysis for intermittent medications and other types of
medication use errors. Finally, our data reflected ordering
practices and smart pump utilization in a single intensive care
unit at a single institution. To assess the generalizability of our
findings, project planning and communication are in progress
to implement the study in an adult health care institution.

Conclusions
In this study, we integrated smart infusion pump information
with EHR data to analyze the most error-prone phases of the
medication lifecycle. We identified more discrepancies from
SPRs compared with EHR MARs. The MoD assessment also
demonstrated that substantial dosing discrepancies were more
commonly detectable from SPRs. The concordance analysis
showed little overlap between MAR and SPR discrepancies,
with most discrepancies captured by the SPR data. The findings
suggested that SPRs could be a more reliable data source for
medication error detection. Ultimately, it is imperative to
integrate SPR information with EHR data to fully detect and
mitigate medication administration errors in the clinical setting.
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Abstract

Background: The linking of administrative data across agencies provides the capability to investigate many health and social
issues with the potential to deliver significant public benefit. Despite its advantages, the use of cloud computing resources for
linkage purposes is scarce, with the storage of identifiable information on cloud infrastructure assessed as high risk by data
custodians.

Objective: This study aims to present a model for record linkage that utilizes cloud computing capabilities while assuring
custodians that identifiable data sets remain secure and local.

Methods: A new hybrid cloud model was developed, including privacy-preserving record linkage techniques and container-based
batch processing. An evaluation of this model was conducted with a prototype implementation using large synthetic data sets
representative of administrative health data.

Results: The cloud model kept identifiers on premises and uses privacy-preserved identifiers to run all linkage computations
on cloud infrastructure. Our prototype used a managed container cluster in Amazon Web Services to distribute the computation
using existing linkage software. Although the cost of computation was relatively low, the use of existing software resulted in an
overhead of processing of 35.7% (149/417 min execution time).

Conclusions: The result of our experimental evaluation shows the operational feasibility of such a model and the exciting
opportunities for advancing the analysis of linkage outputs.

(JMIR Med Inform 2020;8(9):e18920)   doi:10.2196/18920
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cloud computing; medical record linkage; confidentiality; data science

Introduction

Background
In the last 10 years, innovative development of software apps,
wearables, and the internet of things has changed the way we
live. These technological advances have also changed the way
we deliver health services and provide a rapidly expanding
information resource with the potential for data-driven
breakthroughs in the understanding, treatment, and prevention
of disease. Additional information from patient devices,
including mobile phone and Google search histories [1],
wearable devices [2], and mobile phone apps [3], provides new

opportunities for monitoring, managing, and improving health
outcomes in new and innovative ways. The key to unlocking
these data is in relating details at the individual patient level to
provide an understanding of risk factors and appropriate
interventions [4]. The linking, integration, and analysis of these
data has recently been described as population data science [5].

Record linkage is a technique for finding records within and
across one or more data sets thought to refer to the same person,
family, place, or event [6]. Coined in 1946, the term describes
the process of assembling the principal life events of an
individual from birth to death [7]. In today’s digital age, the
capacity of systems to match records has increased, yet the aim
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remains the same: linking records to construct individual
chronological histories and undertake studies that deliver
significant public benefit.

An important step in the evolution of data linkage is to develop
infrastructure with the capacity to link data across agencies to
create enduring integrated data sets. Such resources provide the
capability to investigate many health and social issues. A
number of collaborative groups have invested in a large-scale
record linkage infrastructure to achieve national linkage
objectives [8,9]. The establishment of research centers
specializing in the analysis of big data also recognizes the issue
of increasing data size and complexity [10].

As the demand for data linkage increases, a core challenge will
be to ensure that the systems are scalable. Record linkage is
computationally expensive, with a potential comparison space
equivalent to the Cartesian product of the record sets being
linked, making linkage of large data sets (in the tens of millions
or greater) a considerable challenge. Optimizing systems,
removing manual operations, and increasing the level of
autonomy for such processes is essential.

A wide range of software is currently used for record linkage.
System deployments range from single desktop machines to

multiple servers, with most being hosted internally to
organizations. The functional scope of packages varies greatly,
with manual processes and scripts required to help manage,
clean, link, and extract data. Many packages struggle with large
data set sizes.

Many industries have moved toward cloud computing as a
solution for high computational workloads, data storage, and
analytics [11]. An overview of cloud computing types and
service models is shown in Table 1. The business benefits of
cloud computing include usage-based costing, minimal upfront
infrastructure investment, superior collaboration (both internally
and externally), better management of data, and increased
business agility [12]. Despite these advantages, uptake by the
record linkage industry has been slow. One reason for this is
that the storage of identifiable information on cloud
infrastructure has been assessed as high risk by data custodians.
Although security in cloud computing systems has been shown
to be more robust than some in-house systems [13], the media
reporting of data breaches has created an impression of
insecurity and vulnerability [14]. A culture of risk aversion
leaves the record linkage units with expensive, dedicated
equipment and computing resources that require managing,
maintaining, and upgrading or replacing regularly.

Table 1. Overview of cloud computing types and service models.

DescriptionName

Types of cloud computing

All computing resources are located within a cloud service provider that is generally accessible via the internet.Public

Computing resources for an organization that are located within the premises of the organization. Access is typically through local
network connections.

Private

Cloud services are composed of some combination of public and private cloud services. Public cloud services are typically leveraged
in this situation for increasing capacity or capability.

Hybrid

Service models

The provider manages physical hardware, storage, servers, and virtualization, providing virtual machines to the consumer.IaaSa

In addition to the items managed for IaaS, the provider also manages operating systems, middleware, and platform runtimes. The
consumer leverages these platform runtimes in their own apps.

PaaSb

The provider manages everything, including apps and data, exposing software endpoints (typically as a website) for the consumer.SaaSc

aIaaS: Infrastructure as a Service.
bPaaS: Platform as a Service.
cSaaS: Software as a Service.

To leverage the advantages of cloud computing, we need to
explore operational cloud computing models for record linkage
that consider the specific requirements of all stakeholders. In
addition, linkage infrastructure requires the development and
implementation of robust security and information governance
frameworks as part of adopting a cloud solution.

Related Work
Some research on algorithms that address the computational
burden of the comparison and classification tasks in record
linkage has been undertaken. Most work on distributed and
parallel algorithms for record linkage is specific to the
MapReduce paradigm [15], a programming model for processing
large data sets in parallel on a cluster. Few sources detail the

comparison and classification tasks themselves, with the focus
on load balancing algorithms to address issues associated with
data skew. These works attempt to optimize the workload
distribution across nodes while removing as many true negatives
from the comparison space as possible [16-19]. Load balancing
algorithms typically use multiple MapReduce jobs and different
indexing methods to tackle the data skew problem. Indexing
methods include standard blocking [17,18], density-based
blocking [16], and locality sensitive hashing (LSH) [20], with
varying success in optimizing the workload distribution.

Pita et al [21] have built on the MapReduce-based work and
demonstrated good performance and quality using a Spark-based
workflow for probabilistic linkage. Spark was chosen for
in-memory processing, ease of programming, scalability, and
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the new resilient distributed data set model. Like MapReduce,
Spark continues to be used to address the issues with linkage
and data skew on larger data sets. Spark solutions for full entity
resolution are being developed, with different indexing
techniques used to address workload distribution. The SparkER
tool by Gagliardelli et al [22] uses LSH, meta-blocking, and a
block purging process to remove high-frequency blocking keys.
Mestre et al [23] presented a sorted neighborhood
implementation with an adaptive window size, which uses three
Spark transformation steps to distribute the data and minimize
data skew.

Outside of the Hadoop ecosystem, which MapReduce and Spark
are a part of, there have been some efforts to address the linkage
of larger data sets through other parallel processing techniques.
Sehili et al [24] presented a modified version of PPJoin, called
P4Join, that can parallelize record matching on graphics
processing units (GPUs), claiming an execution time
improvement of up to 20 times. Despite its potential for
significant improvements in runtime performance, there has not
been any further work published on P4Join using larger data
sets or on clusters of GPU nodes. More recently, Boratto et al
[25] evaluated a hybrid algorithm using both GPUs and central
processing units (CPUs) with much larger data sets. Although
restricted to single (highly specified) machines, these evaluations
show promise provided that the approach can be applied within
a compute cluster. Again, there is not yet any further work
available.

The blocking techniques used in these studies are based on the
same techniques used for traditional probabilistic and
deterministic linkages [15]. There are many blocking techniques
used in these conventional approaches to record linkages that
reduce the comparison space significantly, even when running
a linkage on a single machine [26]. However, these approaches
become inefficient as data set sizes become larger. They also
come with a trade-off; the creation of blocks that reduce the
comparisons required for linkage will inevitably reduce the
coverage of true matches, resulting in more missed matches.

Much of the work in distributed linkage algorithms is focused
on performance, often at the expense of linkage accuracy.
Adapting these blocking techniques to distribute workload across
many compute nodes has reduced the comparisons efficiently.
Unfortunately, this increased efficiency has impacted the
accuracy further, reducing comparisons at the expense of
missing more true matches. There is still a trade-off between
performance and accuracy, and further work is required to
address it.

Data Flow and Release for Record Linkage
As data custodians are responsible for the use of their data,
researchers must demonstrate to custodians that all aspects of

privacy, confidentiality, and security have been addressed. The
release of personal identifiers for linkage can be restricted, with
privacy regulations such as the Health Insurance Portability and
Accountability Act Privacy Rules [27] or EU regulations [28]
mandating the use of encrypted identifiers. Standard record
linkage methods and software are often unsuitable for linkage
based on encrypted identifiers. Privacy-preserving record linkage
(PPRL) techniques have been developed to enable linkage on
encrypted identifiers [29]. These techniques typically use Bloom
filters to store encrypted identifiers, a probabilistic data structure
that can be used to approximate the equality of two sets. The
emergence of these PPRL methods means that data custodians
are not required to release personal identifiers. The use of PPRL
methods in operational environments is still in its infancy, with
limited tooling available. Available software includes the
proprietary LinXmart [30], an R package called PPRL developed
by the German Record Linkage Center [31], LSHDB [32],
LinkIT [33], and Secure Open Enterprise Master Patient Index
[34]. There is little published data on how much these systems
are used outside of the organizations that created them. PPRL
is a key technology that greatly opens the acceptability of cloud
solutions for record linkage.

Record Linkage Process
Record linkage typically follows a standard process for the
matching of two or more data sets, as shown in Figure 1. The
data sets first undergo some preprocessing, a cleaning and
standardization step to ensure consistency with the formatting
of fields across data sets. The next step (indexing) attempts to
reduce the number of record-level comparisons required (the
latter often referred to as the comparison space), removing
comparisons that are most likely to be false matches. The
indexing step typically groups data sets into overlapping blocks
or clusters based on sets of field values and can provide up to
99% reduction in the comparison space. Record pair
comparisons occur next, within the blocks or clusters determined
during the indexing step; this comparison step is the most
computationally expensive and often requires large data sets to
be broken down into smaller subsets. Classification of the record
pairs into matches, nonmatches, and potential matches results
in groups of entities (or individuals) based on the match results.
Potential matches can be assessed manually or through special
tooling to determine whether they should be classified as
matches or nonmatches. A common approach to grouping
matches is to merge all records that link together into a single
group; however, different approaches can be used to reduce
linkage error [35]. Analysis of the entity groups is the last step,
where candidate groups are clerically reviewed to determine if
and how the records in these groups should be regrouped.
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Figure 1. Typical data matching process.

This paper presents 2 contributions to record linkage. First, it
offers a model for record linkage that utilizes cloud computing
capabilities while providing assurance that data sets remain
secure and local. Lessons learned from many real-world record
linkage projects, including several PPRL projects, have been
instrumental in the design of this cloud model [30,36,37].
Second, the use of containers to distribute linkage workloads
across multiple nodes is presented and evaluated within the
cloud model.

Methods

Design of a Cloud Model for Record Linkage
The standard record linkage process relies on one party (known
as the trusted third party [TTP]) having access to all data sets.
Handling records containing identifiable data requires a sound
information governance framework with controls in place that
manage potential risks. Even with a well-managed information
security system in place, access to some data sets may still be
restricted. The TTP also requires infrastructure that can help
manage data sets, matching processes and linkage key
extractions over time. As the number and size of data sets grow,
the computational needs and storage capacity must grow with
it. However, the computation requirements for data linkage are
often sporadic bursts of intense workloads, leaving expensive
hardware sitting idle for extended periods.

Dedicated data linkage units in government and academic
institutions exist across Australia, Canada, and the United
Kingdom, acting as trusted third parties for data custodians.
These data linkage units were established from the need to link
data for health research at the population level. Some data
linkage units are involved in the linkage of other sectors such
as justice; however, the primary output of these organizations
is linked data for health research. It is essential that a cloud

model for record linkage takes into account the linkage practices
and processes that have been developed by these organizations.

Our cloud model for record linkage addresses the limitations
of data release and the computational needs of the linkage
process. Data custodians and linkage units retain control of their
identifiable information, while the matching of data sets between
custodians occurs within a secure cloud environment.

Tenets of the Record Linkage Cloud Model
The adopted model was founded on 3 overarching design
principles:

1. The privacy of individuals in the data is protected. One of
the most important responsibilities for data custodians and
linkage units is information security. Data sets contain
private, and often sensitive, information on people, and it
is vital that appropriate controls are in place to mitigate any
potential risks. Some data sets have restrictions on where
they can be held, requiring them to be kept local and
protected. All computation and storage within the cloud
infrastructure must be done on privacy-preserved versions
of these data sets.

2. Computation and storage are outsourced to the cloud
infrastructure. Computation requirements for data linkage
are often sporadic bursts of intense workloads, followed by
periods of low use or even inactivity. The ability to
provision resources for computation as and when required
means you only pay for what you use. This computation is
generally associated with large sets of input and output data,
so it makes sense to keep these data as close to the
computation as possible. Storage may not necessarily be
cheap, but many cloud computing providers guarantee high
levels of durability and availability, with encryption and
redundancy capabilities.

3. Cloud platform services are used over infrastructure
services. Once data are stored within a cloud environment,
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additional Platform as a Service offerings for analysis of
the data should be leveraged. These are managed services
over the top of infrastructure services (such as virtual
machines) and can be started and stopped as needed.

High-Level Architectural Model
Not all storage and computation can be performed within a
cloud environment without impacting privacy; the storage of
raw identifiers (such as name, date of birth, and address) must
often remain on-premises. The heavy-computational workloads
for record linkage, the record pair comparisons and
classification, are therefore undertaken on privacy-preserved
versions of these data sets. These privacy-preserved data sets
must be created on premises and uploaded to cloud storage. The
remainder of the linkage process continues within the cloud

environment. However, some parts of the classification and
analysis steps may be done interactively by the user from an
on-premises client app, annotating results from cloud-based
analytics with locally stored details (ie, identifiers). An overview
of the components and data flows involved in the hybrid TTP
model is shown in Figure 2. This model satisfies our cloud
model tenets and provides the linkage unit with the ability to
scale their infrastructure on-demand. The matching
(classification) component can utilize scalable platform services
available by the cloud provider to match large privacy-preserved
data sets as required. All major cloud providers have platform
services that can provide computation on-demand for the
processing of big data. The linkage map persists as it contains
no identifiable information and can also be analyzed using
available cloud platform services.

Figure 2. Hybrid cloud trusted third party model. PP: privacy-preserved; TTP: trusted third party.

Keeping identifiers at the data custodian level (on-premises)
while matching on privacy-preserved data within cloud
infrastructure enables linkages of data sets between data
custodians. This model does not require any raw identifiers to
be released, and thus, a hybrid model is no longer necessary.
The TTP can then be hosted fully in the cloud, as shown in
Figure 3. There are 2 immediate ways to achieve this: either

one of the custodians manages the cloud infrastructure
themselves or an independent third party controls it and provides
it as a service to all custodians. A custodian could act as a TTP
for all custodians involved in the linkage if this is acceptable
to the parties involved. Otherwise, it may be more amenable to
go with an independent TTP.

Figure 3. Full cloud trusted third party model. PP: privacy-preserved; TTP: trusted third party.
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Although the full cloud TTP model may be useful in some
situations, it is unlikely that this would be a desirable model
with the dedicated data linkage units. Processes in cleaning,
standardization, and quality analysis with personal identifiers
have developed and matured over many years. Switching to a
model where they no longer have access to personal identifiers
would affect the accuracy of the linkage and ultimately the
quality of the health research that used the linked data. The
hybrid model replaces only the matching component, allowing
many existing linkage processes to remain.

Scaling Computation-Heavy Workloads
Record pair comparison and classification tasks are the most
computationally intensive tasks in the linkage process, although
they are heavily affected by the indexing method used. The
single process limitation of most linkage apps makes it difficult
to cater to increasingly large data sets, regardless of indexing.
Increasing memory and CPU resources for these single-process
apps provides some ability to increase capacity, but this may
not be sustainable in the longer term.

Although MapReduce appears to be a promising paradigm for
addressing large-scale record linkage, 2 issues emerge. First,
they consider only the creation of record pairs, whether matches
or potential matches, without any thought as to how these record
pairs are to come together to form entity groups. The grouping
task is also an important part of the data matching process, and
the grouping method used can significantly reduce matching
errors [35]. Second, MapReduce algorithms do not appear to
be readily used, if at all, within an operational linkage
environment. Organizational change can be slow, and there is
much investment in the existing matching algorithms and apps
currently used. It may be operationally more acceptable to
continue using these apps where possible.

The comparison and classification tasks of the record linkage
process are an embarrassingly parallel problem if the indexing
task can produce disjoint sets of record pairs (blocks) for
comparison. With the rapid uptake of containerization and the
availability of container management and orchestration
capability, a viable option for many organizations is to reuse
existing apps deployed in containers and run in parallel.
Matching tasks on disjoint sets can be run independently and
in parallel. The matches and potential matches produced by
each matching task can, in turn, be processed independently by
grouping tasks. The number of sets that are run in parallel would
then only be limited by the number of container instances
available.

Indexing solutions are imperfect on real-world data; however,
producing disjoint sets for matching is difficult without an
unacceptable drop in pairs completeness (a measure of the

coverage of true positives). There is inevitably some overlap
between blocks, as multiple passes with different blocking keys
are typically used to ensure accurate results. This overlap
prevents independent processing and can be handled in 1 of the
2 ways: (1) the blocks of pairs for classification can be
calculated in full before duplicates are removed and the
classification task can be run or (2) duplicate matches and
potential matches are removed following the classification task.
The main disadvantage of option 1 is that this requires a
potentially massive set of pairs to be created upfront, as the
comparison space is typically orders of magnitude larger than
the set of matches and potential matches. Many linkage systems
combine their indexing and classification tasks for efficiency,
and it is often easier to ignore duplicate matches until
completion. The disadvantage of option 2 is that overlapping
block sets result in overlapping match sets, preventing the
independent grouping of matches from each classification task.

Regardless of the indexing method used to reduce the
comparison space for matching, the resulting blocks require
grouping into manageable size bins that can be distributed to
parallel tasks. A bin, therefore, refers to a subset of record pairs
grouped together for efficient matching. Block value frequencies
are calculated across data sets and used to calculate the size of
the total comparison space. Records from these data sets are
then copied into separate bins such that each bin has a
comparison space of approximately equal size to every other
bin.

Using this method, the comparison and classification of each
bin are free to be executed on whatever compute capability is
available. A managed container cluster is an ideal candidate;
however, the container’s resources (CPU, memory, and disk)
and the bin characteristics (eg, maximum comparison space)
need to be carefully chosen to ensure efficient resource use.

Development and Experimental Evaluation of the
Prototype
An evaluation of the hybrid cloud linkage model was conducted
through the deduplication of different sized data sets on a
prototype system. The experiments were designed to evaluate
parallel matching using an existing matching app on a cluster
of containers; to measure encryption, transfer, and execution
times; and to assess the remote analysis of the matching pairs
created.

A prototype system was developed with the on-premises
component running on Microsoft Windows 10 and the cloud
components running on Amazon Web Services (AWS). The
prototype focused on the matching part of the linkage model
and utilized platform services where available. These services
are described in Table 2.
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Table 2. Amazon Web Services used.

DescriptionAWSa

Provides an object (file) storage service with security, scalability, and durability.S3

A fully managed extract, transform, and load service, providing table definition, schema discovery, and cataloging. Used in
conjunction with S3 to expose cataloged files to other AWS services.

Glue

A managed state machine with workflows involving other AWS. The output of a step that uses a particular service can then
be used as the input for the next step.

Step function

A fully managed service for running batches of compute jobs. Compute resources are provisioned on-demand.Batch

An interactive query service for analyzing data in S3 using standard Structured Query Language.Athena

aAWS: Amazon Web Services.

Test Data
Three synthetic data sets were generated to simulate
population-level data sets: 7 million records, 25 million records,
and 50 million records. Although 7 million records may not
necessarily represent a large data set, a 50 million record data
set is challenging for most linkage units. The data sets were
created with a deliberately large number of matches per entity
to increase the comparison space and to challenge the matching
algorithm.

Data generation was conducted using a modified version of the
Febrl data generator [38], an open-source data linkage system
written in Python. Frequency distributions of the names and
dates of birth of the population of Western Australia were used
to generate the synthetic data sets. Randomly selected addresses
were sourced from Australia’s National Address File, a publicly
available data set [39]. Each data set contained first name,
middle name, last name, date of birth, sex, address, and postcode
fields. Each field had its own rate of errors and distribution of
types of errors. These were based on previously published
synthetic data error rates, deliberately set high to challenge
matching accuracy [40]. Type of errors included replacement
of values, field truncation, misspellings, deletions, insertions,
use of alternate names, and values set to missing. Records had
anywhere between zero to many thousands of duplicates within
the data sets.

All available fields were used for matching in a probabilistic
linkage. Two separate blocks were used: first name initial and
last name Soundex, and date of birth and sex. Each pair output
from the matching process included two record IDs, a score, a
block (strategy) name, and the individual field-level comparison
weights used to calculate the score.

Experiments
The on-premises component first transformed data sets
containing named identifiers into a privacy-preserved state using
Bloom filters. String fields were split into bigrams that were
hashed 30 times into Bloom filters 512 bits in length. Numeric
fields (including the specific date of birth elements) were
cryptographically hashed using hash-based message
authentication code Secure Hash Algorithm 2 (SHA2). These
privacy-preserved data sets were compressed (using gzip) before
being uploaded to Amazon’s object storage, S3. A configuration
file was also uploaded, containing the necessary linkage
parameters required for the probabilistic linkage. An AWS step
function (a managed state machine) was then triggered to run
through a set of tasks to complete the deduplication of the file
as defined in the parameter file.

All step function tasks used on-demand resource provisioning
for computation. A compute cluster managed by AWS Batch
was configured with a maximum CPU count of 40 (10×c4.xlarge
instance type). Each container was configured with 3.5 GB
RAM and 2 CPUs, allowing up to 20 container instances to run
at any one time.

The first task ran as a single job, splitting the file into many
bins of approximately equal comparison space, using blocking
variables specified in the configuration file. By splitting on the
blocking variables, the comparison space for the entire linkage
remains unchanged. Each bin was stored in an S3 location with
a consistent name suffixed with a sequential identifier. The
second task ran a node array batch job, with a job queued for
each bin to run on the compute cluster. Docker containers
running a command-line version of the LinXmart linkage engine
were executed on the compute nodes to deduplicate each bin
independently. AWS Batch managed the job queue, assigning
jobs to available nodes in the cluster, as shown in Figure 4.
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Figure 4. Matching jobs running on compute cluster (one job per bin).

LinXmart is a proprietary data linkage management system,
and the LinXmart linkage engine was used because of our
familiarity with the program and its ability to run as a Linux
command-line tool. It accepts a local source data set and
parameter file as inputs and produces a single pairs file as
output. There were no licensing issues running LinXmart on
AWS in this instance, as our institution has a license allowing
unrestricted use. This linkage engine could be substituted, if
desired, for others that similarly produce record pair files. The
container was bootstrapped with a shell script that downloaded
and decompressed the source files from S3 storage, ran the
linkage engine program, and then compressed and uploaded the

resulting pairs file to S3 storage. Each job execution was passed
a sequential identifier by AWS Batch, which was used to
identify a source bin datafile to download from S3 and mark
the resulting pair file to upload to S3.

The third step function task classified and cataloged all new
pairs files, using AWS Glue, making them available for use by
other AWS analytical services. The results for each original
data set were then able to be presented as a single table, although
the data itself were stored as a series of individual text files.
The prototype’s infrastructure and data flow are shown in Figure
5.

Figure 5. Prototype on Amazon Web Services. AWS: Amazon Web Services; PPRL: privacy-preserved record linkage.

Once the deduplication linkages were complete, the on-premises
component of the prototype was employed to query each data
set’s pair table. The queries were typical of those used following
a linkage run: pair count, pair score histogram, and pairs within
a pair score range. This query component used the AWS Athena
application programming interface (API) to execute the queries,
which used Presto (an open-source distributed query engine) to
apply the ad hoc structured query language queries to the
cataloged pairs tables.

Results

Design of a Cloud Model for Record Linkage
The cloud model data matching process is shown in Figure 6.
Essentially, every step in the record linkage process from
indexing to group analysis is pushed to cloud infrastructure.
Preprocessed data sets are transformed into a privacy-preserved
state (masking) and uploaded to the cloud service for linking.
The services within the cloud boundary now act as a TTP. The
quality assurance and analysis steps sit on the boundary of the
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cloud as computation and query occur on the hosted cloud
infrastructure, but the interactive analysis is performed by the
analysis client on premises. If the analysis client has access to
one or more of the raw data sets used in the linkage, these data

can be annotated onto query results, giving the clerk more
informed decisions and an experience to which they are
accustomed.

Figure 6. New cloud model data matching process.

As shown in the high-level architectural model in Figure 7, the
demographic data (containing personal identifiers) continue to
remain on premises with the data custodian. Responsibilities of
the data custodians are limited to data transformation and quality
assurance management. The responsibilities of the cloud services
are covered under 4 main categories: project configuration,
matching, linkage map, and analytics and visualization. The
project configuration includes the services required for
coordinating projects within and across separate data custodians.
Privacy-preserved data sets are stored here as well as metadata
on the data sets as a result of analysis and verification performed

on the uploaded data sets. The matching category includes all
match processing (classification) and pairs output as well as
services for providing recommendations on linkage parameters
(such as m and u likelihood estimates for probabilistic linkages)
for linkages between privacy-preserved data sets [41]. The
linkage map category holds the entity group information, the
map between individual records, and the group in which they
belong. This category also contains services for processing and
creating groups from pairs as well as quality estimation and
analysis. Analytics and visualization contain all analytical
services provided to the on-premises clients.

JMIR Med Inform 2020 | vol. 8 | iss. 9 |e18920 | p.30http://medinform.jmir.org/2020/9/e18920/
(page number not for citation purposes)

Brown & RandallJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 7. High-level architecture of record linkage cloud model. PPRL: privacy-preserved record linkage.

This model also allows computation to be pushed onto
inexpensive, on-demand hardware in a privacy-preserving state
while retaining the advantage of seeing raw identifiers during
other phases of the linkage process (eg, quality assurance and
analysis).

Experimental Evaluation of the Prototype
Each deduplication consisted of a single node job to split the
data set into multiple bins, followed by a node array job for the
matching of records within each bin. The split of data into bins
is shown in Figure 8. In this example, all records with the same
Soundex value will end up in the same bin.

Figure 8. Datafiles split into independent bins (by Soundex block values) for matching. DOB: date of birth.

The total comparison space was calculated using the blocking
field frequencies in the data set. These frequencies represent
the number of times each blocking field value occurs in the

data, providing the ability to calculate the number of
comparisons that will be performed for each blocking field
value. First, the comparison space for each blocking field was
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calculated using the frequency of the value within the file. The
total comparison space was the sum of each, and the bin count
was determined by dividing this by the maximum desired
comparison space for a single bin. The blocking field value with
the largest comparison space was assigned to the first bin. The
blocking field value with the next largest comparison space was
assigned to the second bin. This process continued for each
blocking field value, returning to the first bin when the end was
reached. A file was created for each bin, which was then
independently deduplicated. Blocking field values with a very

high frequency are undesirable as they are usually less useful
for linkage and are costly in terms of computation. Any blocking
field value with a frequency higher than the maximum desired
comparison space was discarded.

The total comparison space used for each data set, along with
the bin count and pair count, is presented in Table 3. The two
blocks used for the creation of separate bins for distribution
across the processing cluster resulted in some duplication of
comparisons and, thus, duplication of pairs.

Table 3. Comparison space and pairs created during classification.

Pairs files size (GB)Unique pairs, nTotal pairs, nBins, nComparison space, nData set size (millions)

9415,444,583634,544,432282,745,977,0097

221,594,343,9612,169,337,6469318,458,616,86625

443,260,509,5614,424,983,77627053,848,633,90750

Approximately 60% of the time was spent on comparison and
classification by each container (Figure 9). Much of the time
was spent managing data in and out of the container itself.
Splitting a data set into bins for parallel computation took

between 7% (4/54 minutes) and 14% (35/247 minutes) of the
total task time, a reasonable sacrifice considering the scalability
factor this gives for the classification jobs. Provisioning of the
compute resources took between 2 and 4 min for each data set.

Figure 9. Task execution time (in minutes) and the proportion of total time.

Running times of ad hoc queries on data sets are shown in Table
4; these were each executed 5 times on the client and run
through the AWS Athena API. The mean execution time did
not vary greatly across the differently sized data sets. With a
simple count query taking around 25 seconds, there appears to

be some initial setup time for provisioning the backend Presto
cluster. This is expected and should not be considered an issue,
particularly with all queries of the largest data set of 4.4 billion
pairs taking less than 1 min to execute.
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Table 4. Mean execution times for sample queries on full pairs set.

Sample queriesPairs count (millions)Data set size (millions)

Fetch pairs in score range 15-16 (seconds)Pair score histogram (seconds)Count (seconds)

5152266357

535627216925

545224442450

In terms of costs associated with the use of AWS cloud services
for our evaluation, there were 2 main types. First, the cost of
on-demand processing, which is typically charged by the second.
This totaled just over US $20 for the linkage processing used
for all 3 data sets. The second is the cost of storage, which is
charged per month. To retain the pairs files generated for all 3
data sets, it cost only US $2 per month. Querying data via the
Athena service is currently charged at US $5 per terabyte
scanned.

Discussion

Principal Findings
Our results show that an effective cloud model can be
successfully developed, which extends linkage capacity into
cloud infrastructure. A prototype was built based on this model.
The execution times of the prototype were reasonable and far
shorter than one would expect when running the same software
on a single hosted machine. Indeed, it is likely that on a single
hosted machine, the large data set (50 million) would need to
be broken up into smaller chunks and linkages on these chunks
run sequentially.

The splitting of data for comparison into separate bins worked
well for distributing the work and mapped easily to the AWS
Batch mechanism for execution of a cluster of containers. The
creation of an AWS step function to manage the process from
start to end was relatively straightforward. Step functions
provide out-of-the-box support for AWS Batch. However,
custom Lambda functions were required to trigger the AWS
Glue crawler and retrieve the results from the first data-split
task so that the appropriate size batch job could be provisioned.

As the fields used for splitting the data were the same as those
used for blocking on each node, the comparison space was not
different from running a linkage of the entire data set on a single
machine. With the same comparison space and probabilistic
parameters, the accuracy of the linkage is also identical. Having
a mechanism for distributing linkage processing on multiple
nodes with no reduction in accuracy is certainly a massive
advantage for data linkage units looking to extend their linkage
capacity.

The AWS Batch job definition’s retry strategy was configured
with five attempts, applying to each job in the batch. This
provides some resilience to instance failures, outages, and
failures triggered within the container. However, in our
evaluation, this feature was never triggered. The timeout setting

was set to a value well beyond what was expected as jobs that
time out are not retried, and our prototype did not handle this
particular scenario. Although our implementation of the step
function provided no failure strategies for any task in the
workflow, handling error conditions is supported and retry
mechanisms within the state machine can be created as desired.
An operational linkage system would require these failure
scenarios to be handled.

Improvements to the prototype will address some of the other
limitations found in the existing implementation. For example,
S3 data transfer times could be reduced by using a series of
smaller result files for pairs and uploading all of these in parallel.
The over-matching and duplication of pairs could be addressed
by improving the indexing algorithm used to split data. Although
there is inevitably going to be some overlap of blocks, our naïve
implementation could be improved. Our algorithm for
distributing blocks attempts to distribute workload as evenly as
possible based on the estimated comparison space. Discarding
overly large blocks helps prevent excessive load on single
matching nodes. However, it relies on secondary blocks to match
the records within and only partly prevents imbalanced load
distribution. The block-based load balancing techniques
developed for the MapReduce linkage algorithms can be applied
here to mitigate data skew further, where record pairs are
distributed for matching instead of blocks.

As improvements to PPRL techniques are developed over time,
these changes can be factored in with little change to the model.
Future work on the prototype will look to extend the capability
of PPRL to use additional security advances such as
homomorphic encryption [42] and function-hiding encryption
[43].

Conclusions
The model developed and evaluated here successfully extends
linkage capability into the cloud. By using PPRL techniques
and moving computation into cloud infrastructure, privacy is
maintained while taking advantage of the considerable
scalability offered by cloud solutions. The adoption of such a
model will provide linkage units with the ability to process
increasingly larger data sets without impacting data release
protocols and individual patient privacy. In addition, the ability
to store detailed linkage information provides exciting
opportunities for increasing the quality of linkage and advancing
the analysis of linkage outputs. Rich analytics, machine learning,
automation, and visualization of these additional data will enable
the next generation of quality assurance tooling for linkage.
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Abstract

In an era of accelerated health information technology capability, health care organizations increasingly use digital data to predict
outcomes such as emergency department use, hospitalizations, and health care costs. This trend occurs alongside a growing
recognition that social and behavioral determinants of health (SBDH) influence health and medical care use. Consequently, health
providers and insurers are starting to incorporate new SBDH data sources into a wide range of health care prediction models,
although existing models that use SBDH variables have not been shown to improve health care predictions more than models
that use exclusively clinical variables. In this viewpoint, we review the rationale behind the push to integrate SBDH data into
health care predictive models and explore the technical, strategic, and ethical challenges faced as this process unfolds across the
United States. We also offer several recommendations to overcome these challenges to reach the promise of SBDH predictive
analytics to improve health and reduce health care disparities.

(JMIR Med Inform 2020;8(9):e18084)   doi:10.2196/18084
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Social and Behavioral Determinants of
Health and Predictive Analytics

Since the Health Information Technology for Economic and
Clinical Health act of 2009, the majority of US health care
systems have adopted electronic health records (EHRs) for
patient care [1]. Faced with increased financial incentives to
improve population health, care coordination, and quality of
care, health care providers and payers now use EHRs and other
digital data sources to understand how past associations and
trends in their patient populations can be used to forecast health

care–related outcomes, a component of the widely known
strategy of predictive analytics [1,2].

Predictive analytics uses extensive data, modeling, and
algorithms to predict individual and population events and has
a long history in commercial industries [3]. For better or worse,
commercial industries have developed innovative techniques
to mine demographic, socioeconomic, and consumer behavior
data as part of the forecasting and analytics process. For
example, web-based sellers and banks collect personal
information on purchase histories, credit data, consumer
behaviors, and life events that are available in various digital
databases. These institutions use such data to make predictions
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for various goals, such as determining ideal customers for
specific products or services and how much institutions should
offer to whom [4].

There are 2 broad approaches to predictive analytics. The
modeling and simulation approach is used to test hypotheses or
assess the consequences of scenarios where the rules of the
models are developed from theories. Such models also employ
data to initialize variables, to calibrate free parameters, or for
validation. Alternatively, predictive analytics may also use
machine learning in which models are exclusively built from
data via algorithms and tested on data that mirror the calibration
and validation steps of modeling and simulation, respectively.
These approaches can be combined in complex systems [5].
This paper focuses on machine learning and provides several
observations that apply to modeling and simulation. Generally,
the modeling and simulation approach is useful in systems where
the dynamics are well known, whereas machine learning is
useful when accurate simulations cannot be performed and there
are enough data to determine a model [5]. On the basis of the
specific prediction goal, different types of data and methods are
required and thus have different associated limitations and
challenges.

In health care, the same techniques are used with different goals.
Over the last decade, health insurance plans have ramped up
the use of predictive analytics, employing patient demographics,
insurance claims data, and clinical characteristics derived from
EHRs to create statistical models of future health care risks and
resource utilization [6]. Analysts have also developed predictive
models for health and health care. These data science techniques
generally involve larger and more complex databases but
represent an application of traditional statistical forecasting
methods using a wide range of techniques such as deep neural
networks, natural language processing (NLP), random forest,
and decision tree algorithms [7,8].

The growing awareness of associations between social and
behavioral factors and health has led predictive modeling to
explore the incorporation of social and behavioral determinants
of health (SBDH) into forecasting [9,10]. For example, on an
individual level, diet and physical activity affect health care use
and costs [11,12]. At the community level, characteristics of
neighborhoods, such as food access and transportation, play
significant roles in health outcomes, morbidity, and mortality
[13-15].

Although SBDH factors have been incorporated in the predictive
modeling process to forecast health care–related outcomes, there
are limitations related to the use of such factors. For instance,
machine learning methods are not generally developed to capture
changing SBDH factors. They mainly address the stationary
distributions of the SBDH factors. A change in the data requires
providing longitudinal data to the model to perform time series
modeling and to capture these changes. If a change in the
distribution of data is necessary (eg, to reflect potential trends
in SBDH over time), then the approach of modeling and
simulation may be used to explore various scenarios. An
example is the common use of event-driven simulations in health
care research [16].

A growing crop of initiatives uses SBDH to predict health care
use in the United States [17]. Although the methods and
evidence underlying these new models that incorporate SBDH
are nascent and have not shown improved predictions over
traditional clinical measures, the medical community’s interest
in SBDH needs in conjunction with predictive analytics
continues to increase [18,19].

The Rationale for Including Social and
Behavioral Determinants in Predictive
Models

Studies in the United States and worldwide have suggested that
SBDH, such as educational attainment, have a greater impact
on premature mortality than clinical care access and quality
[10,20]. A meta-analysis in the United States found that income
inequality, social support, segregation, individual and
neighborhood poverty, and education level were responsible
for 50% of deaths [9]. Some literature on mortality estimates
the lack of quality medical care to encompass 10% to 20% of
deaths [10,21,22]. Entities such as the World Health
Organization have recognized the role of SBDH factors in health
equity and committed to action on these determinants [23].

Several national agencies have recognized and advocated for
the incorporation of SBDH into health care practices and the
standard use of health data. The National Academies of Science,
Engineering, and Medicine have identified 5 complementary
activities that can facilitate the integration of social care into
health care. These activities include the following: “(1) identify
the social risks and assets of defined patients and populations;
(2) focus on altering clinical care to accommodate identified
social barriers; (3) reduce social risk by assisting in connecting
patients with relevant social care resources; (4) understand
existing social care assets in the community, organize them to
facilitate synergies, and invest in and deploy them to positively
affect health outcomes; and (5) work with partner social care
organizations to promote policies that facilitate the creation and
redeployment of assets or resources to address health and social
needs.” [24] Moreover, the eHealth initiative, a national coalition
focused on health data interoperability in the United States,
advocates the use of SBDH data to coordinate care, evaluate
interventions that address social needs, identify gaps in
community resources, predict health risk, and develop
SBDH-sensitive interventions to improve health [25].

Potential Benefits of Including Social and Behavioral
Determinants in Predictive Models
Bolstered by the initiatives of the national organizations,
incorporation of SBDH into predictive models could help to (1)
identify patients and populations who need more resources, (2)
improve health care reimbursement for providers who serve
patients with social needs, (3) reduce health and health care
disparities, and (4) improve the quality of health care.

Predictive analytics and SBDH risk segmentation could facilitate
efforts to identify patients who would benefit from more
resources and targeted services. This may lessen the resource
burden of universal social risk screening or social care delivery
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[26]. For example, a systematic risk analysis could help identify
patients with modifiable social risks at a higher risk of poor
medical outcomes. This type of segmentation could help health
systems target appropriate resources, for example, referrals to
case management, social service agencies, or government
support programs such as the Supplemental Nutrition Assistance
Program [27-29]. In addition to using SBDH-sensitive analytics
to identify vulnerable individuals, this approach could also help
health care organizations or partner agencies identify
disadvantaged communities, such as neighborhoods with food
deserts [26,30]. A health care system truly desiring to maximize
its impact on the health of a community could more effectively
increase food access at the neighborhood level by working with
farmers’ markets and grocery stores in addition to
individual-level interventions.

Under the present federal regulations for Medicaid-managed
care, social and behavioral services such as care coordination
are reimbursed through capitation. Predictive analytics and
SBDH risk segmentation could support new payment models
to adequately reflect the medical and social complexity of
patients [31]. Beyond capitated or global payments,
contextualizing patients with their SBDH needs enables health
care payers to more accurately assess providers’ care for
vulnerable populations who require more health care resources,
thus impacting their fee-for-service payments [27]. Present
Medicaid-managed care regulations could support value-added
services that would not be reimbursed under capitation alone
but would address the health needs of members, such as
interventions that assess environmental triggers of asthma [31].
Several states (eg, Rhode Island, Minnesota, and Oregon) have
adopted the Accountable Care Organization models that reward
health care providers for addressing their Medicaid populations’
SBDH with adjusted payment structures [32,33]. Patient
protection laws in the United States regarding insurance denials
and premium payments should be upheld to ensure that SBDH
risk segmentation does not increase the burden of health care
costs to disadvantaged populations [34].

Identifying and accounting for the increased risk of poor health
outcomes and associated health care utilization is critical to the
elimination of disparities in care for vulnerable populations.
The spread of COVID-19 across the United States and
worldwide is a great example of how predictive modeling could
help health care systems and public health officials address
health disparities and potentially change the course of the
pandemic. The COVID-19 pandemic has highlighted
long-standing health disparities [35,36]; neighborhoods with
the highest proportion of racial and ethnic minorities and people
living in poverty are experiencing higher rates of hospitalization
and death [37-40]. In response, several research teams have
started to include information on SBDH in predictive modeling
and assessment of COVID-19–related risk and outcomes [39,41].

Exclusion of SBDH-related variables in risk-adjusted
reimbursement models would result in lower reimbursement
for patients with greater social needs, which dissuades providers
from caring for these patients in capitated systems [42].
Employing SBDH in risk-adjusted capitated payment models
could translate into improved health care policy by supporting

organizations to more effectively meet the needs of individuals
and communities with greater social needs.

Beyond payment adjustment, stratifying patients by their SBDH
risk levels could reveal health disparities as well as promote
health care quality by establishing a mechanism to fairly
evaluate providers’ care of patients with social disadvantages
[42]. Health systems and payers could further evaluate the
quality of health care by developing specific SBDH-dependent
quality indicators that bolster equity in health care across the
range of patients served [42].

Present State of Including Social and
Behavioral Determinants in Predictive
Analytics

Although there is a strong and compelling body of literature on
the observed associations between SBDH and health, to date,
diagnosis-based forecasting models used to predict cost and
utilization have not yet shown the incremental value of adding
SBDH risk factors to predictions. Some published reports using
community-level SBDH data contribute only slightly to the
predictive model performance beyond individual patient
characteristics extracted from EHR data [43,44].

Similarly, SBDH-oriented predictive models using newer
applications of machine learning techniques have shown varying
levels of performance in predictions. A neural network
predictive model that incorporates SBDH was found to identify,
with 78% accuracy, over two-third of the Medicare patients in
their sample who would not respond to automated medication
refill requests and may benefit from targeted outreach [45].
Seligman et al [46] applied linear regression and different
machine learning techniques to predict systolic blood pressure,
BMI, waist circumference, and telomere length using SBDH
variables of gender, income, wealth, education, public benefits,
family structure, and health behaviors. Although neural networks
outperformed other machine learning techniques as fit for their
sample, most of their tested machine learning models performed
similar to the simpler regression models, and all models had
poor out-of-sample prediction [46]. Applying random survival
forest methods to develop a predictive model using the poverty
status and EHR data, Bhavsar et al [44] did not find that risk
prediction for health care services and hospitalization outcomes
improved beyond models using traditional EHR data. Similarly,
a machine learning model using random forest decision methods
on structured and unstructured SBDH only improved sensitivity
(67.6%) by 0.1% and showed decreased specificity (69.6%) by
1.9% compared with their tested non-SBDH models in
predicting referrals for social needs [47].

Given the evidence-based expectation that SBDH should
improve predictive models, why have published predictive
models not shown enhanced predictions? Although insufficient
data and suboptimal methods are potential explanations common
to all research, triple challenges unique to the SBDH context
include the diversity of data sources and health outcomes used
in existing models as well as the lack of transparency, which
together pose an important question about model accuracy.
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Diversity of Data Sources
A wide range of SBDH variables and data sources are used in
predictive models and no guidelines exist to distinguish which
variables and data sources would best improve the performance
of the predictive model. A rapid review of social, behavioral,
and environmental determinants of health used with clinical
data identified 744 variables among 178 articles, in which the
majority of articles included socioeconomic and material
conditions [48]. Data sources vary from individual-level EHR
data and insurance claims to community-level data from the
United States census and similar sources as well as commercial
data such as information from credit reporting agencies.

Health plans have historically used insurance claims, which
include diagnostic and prior utilization information of varying
completeness across health care settings, for predictive modeling
to forecast utilization and cost [27,49]. More recently, health
payers and other private health care companies have obtained
consumer and financial data, such as information on household
size, income, and wealth measures, from credit reporting
agencies to better assess their members’ needs [27,29,50]. For
instance, one company mines public data on education, law
enforcement records, birth records, voter registration, and
derogatory records such as a history of evictions and liens [27].

Rather than commercial data, academic centers and government
organizations have primarily relied on individual-level clinical
information derived from structured and unstructured EHRs
[51] and relevant risk factors on a community level extracted
from public surveys [52], such as the United States Census
Bureau American Community Survey, which includes multiple
indicators of neighborhood deprivation [43,53]; the Food Access
Research Atlas, which describes food deserts [54,55]; and the
American Housing Survey, which contains information on
housing characteristics [56,57]. In one systematic review of
predictive models using EHR data, 36 of the 106 unique studies
included SBDH data in one of their final predictive models [58].
However, the social determinants included were limited to race
or ethnicity alone in 19 of the 36 EHR-based studies [58]. The
same systematic review included behavioral determinants in 30
of these EHR-based predictive models. However, 12 of these
studies’ behavioral variables were limited to tobacco use or
smoking alone [58]. As another case example, a Kaiser
predictive model that uses race and ethnicity as one variable to
develop a hypoglycemia risk model omitted race in their final,
simpler model on finding that race was not one of the strongest
predictors of hypoglycemia compared with clinical factors [59].

In addition to survey-collected data aggregated at the geographic
level, academic centers are expanding this community-level
framework to include geocentric data such as transit data, which
contains data on access to transportation [60], the Environmental
Protection Agency’s Air Quality Index data [61], and food desert
data from the United States Department of Agriculture’s Food
Access Research Atlas [62].

As expected with predictive models, the performance of a model
varies depending on the selected SBDH variables and data
sources [43,44]. When analyzing SBDH variables, the diversity
of data sources has implications for a model’s ability to address
challenges associated with SBDH, such as accurately assessing

the temporal duration of SBDH and determining the spatial-level
effects of population-level SBDH data. Researchers need to
critically analyze SBDH variables and data sources to ensure
the selection of variables and high-quality data sources that
accurately and authentically capture SBDH factors to be tested.

Diversity of Health Outcomes
Health care–based predictive models that integrate SBDH risk
factors have been used to forecast a wide range of health
care–relevant endpoints. Although, most often, the predicted
outcomes include health care costs and utilization, such as
emergency department visits, hospitalizations, and readmissions
[27,44,63,64]. There is no consensus on which health outcomes
are the most appropriate to predict with specific SBDH factors.
Within the public health, academic, and health policy sectors,
models have expanded their focus outside the realm of medical
care. For example, the Centers for Disease Control and
Prevention (CDC), the CDC Foundation, and the Robert Wood
Johnson Foundation collaboratively created 500 Cities, a tool
that uses community-level socioeconomic characteristics to
predict city-level health behaviors, mortality, and morbidity
[65,66].

Similar to challenges related to data sources, the diversity of
health outcomes as the endpoint for the predictive models will
impact assessing the performance of their methods and
determining the best methods to address specific SBDH
variables or to set the stage for standardized guidelines for
specific SBDH variables and outcomes.

Lack of Transparency
Many predictive models that incorporate SBDH data have been
developed and are used in the private sector and are therefore
not only proprietary but also unavailable for public review and
scrutiny. Consequently, other researchers cannot replicate the
methods used in these predictive models. Several predictive
modeling companies that have made use of only clinical risk
factors now extensively market the inclusion of SBDH data in
their predictive risk models [27,29,50]. One company relies
exclusively on consumer data, rather than medical data, to
develop as many as 70 different models to predict patients at
risk for general poor health and high health care costs [67]. For
example, one commercial model developer described a case
study using its socioeconomic score model to predict the risk
of common chronic diseases, highlighting the score’s successful
prediction in the top 10% and bottom 10% of the score risk data,
although it did not describe how the model performed in the
remaining 80% of the population covered [68].

However, the lack of transparency also extends to the academic
sector. When data used for a data-driven model, source code,
and the model itself are not made open source, the derived
models cannot be replicated, a problem known as the
reproducibility crisis in machine learning [69]. When available,
analysts would ideally search out the code and data for models
in code repositories to learn how models are organized [70].
However, in a survey of 400 artificial intelligence conference
papers with algorithms, only 6% shared the code and about
one-third shared their data [69]. Reasons for avoiding sharing
range from dependence on another unpublished code and desire
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to maintain a competitive advantage to its proprietary nature or
institutional review board restrictions [69]. Without the training
data and code, the reproducibility of machine learning is dismal.

Given the relative novelty of SBDH in predictive analytics and
the lack of standardization around data sources and outcomes
assessed as well as challenges related to transparency of models
in the private sector, models that incorporate SBDH factors are
fraught with questions about accuracy. The lack of transparency
makes it very difficult to assure model accuracy, precludes
replicability, and portends clinicians’ mistrust of these models.
Such challenges highlight the need for greater transparency in
model development and sharing across institutions.

Recommendations to Address Challenges
and Improve SBDH Predictive Models

Advancing SBDH predictive analytics will require overcoming
several challenges. As the field of health care predictive

modeling grows, the incorporation of SBDH factors into
predictions will face challenges similar to those of traditional
models. Predictive models should follow guidelines in the
Transparent Reporting of a multivariate prediction model for
Individual Prognosis or Diagnosis (TRIPOD) initiative [71].
The TRIPOD guidelines are concerned with how general health
care predictive models are reported and serve as the framework
for predictive model development, validation, and modification
in health care contexts [71]. This initiative was developed in
response to the growing field of health-related predictive
analytics and concerns about the lack of transparency,
standardization, and oversight [72]. As the field of health care
predictive analytics matures, it is time to apply the TRIPOD
initiative’s guidelines to this rapidly evolving area of health
services analytics regarding SBDH factors. Consequently, we
offer several recommendations to advance the use of SBDH in
health and health care predictive analytics (Textbox 1).

Textbox 1. Recommendations to advance the use of social and behavioral determinants of health in health care predictive analytics.

Privacy standards, patient consent, and ethical use of social and behavioral determinants of health (SBDH) data

• Develop consensus on transparency, privacy protections, and ethical uses of SBDH data in predictive models

• Create guidelines to reduce inherent bias in predictive models

Technical challenges associated with SBDH data sources and analytics

• Determine best practice guidelines for SBDH data sources and predictive model design as well as open-source access

• Expand standardized coding and taxonomies of SBDH risk factors that enhance interoperability

Expanding the knowledge base to inform best practice guidelines for SBDH analytics

• Support national shared research and development to advance the SBDH predictive model development and application

• Establish a national agenda to create a shared evidence base regarding the importance of SBDH factors and the best approach for including SBDH
in analytics

Privacy Standards, Patient Consent, and Ethical Use
of Social and Behavioral Determinants Data

Develop Consensus on Transparency, Privacy Protection,
and Ethical Uses of SBDH Data in Predictive Models
As expected, many consumers are unsettled by the unregulated
use of personal and commercial information to predict sensitive
behaviors or health outcomes [4]. An example of such
unregulated use of personal information is Google’s acquisition
of large amounts of personal health data, from hospitals and
clinics across 21 US states, used to predict health and health
care use, undisclosed to patients and other parties [73,74]. Social
determinants cover sensitive topics, such as poverty, substance
misuse, food insecurity, and homelessness. Individuals may
fear stigmatization from health providers in revealing their
SBDH information [75]. Similarly, individuals may be
concerned about the social, employment, and legal effects of
revealing SBDH when their data are not protected [75].

To address such concerns, there needs to be an established
discourse leading to a national consensus and clear guidelines
regarding the ethical use of patients’ SBDH data in the context
of a health care predictive model [76]. Lack of transparency in

methods, applications, and data protection results in little
accountability to ensure that SBDH risk predictions are not used
to achieve profits at the expense of health care quality or access,
such as using SBDH data to exclude vulnerable patients from
a health intervention to ensure greater health care profits [76,77].
Establishing robust and meaningful national guidelines for using
SBDH data will require insights from a variety of clinical, social
science, and technical perspectives as well as views of patients,
community members, policy makers, and ethicists. In particular,
patients should participate and be involved in the research that
is developing models to safeguard the ethical and transparent
use of patient data [78]. Without the perspectives of patients
and community members at the forefront of these discussions,
rather than moving to a new level of health care equity and
access, SBDH predictive analytics could easily slide into
domains that many would consider inappropriate use, especially
given a special concern and focus on the highest risk members
of our communities [76].

Create Guidelines to Reduce Inherent Bias in Predictive
Models
One important ethical and technical challenge of SBDH
analytics, mostly in the application of statistical modeling, is
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ingrained model bias. For instance, vulnerable patients, such as
those with more social and behavioral risk factors, may not be
adequately represented in the data sources used to build the
predictive model, leading to the model’s inaccurate predictions
for these individuals. Machine learning models on the other
hand can address this issue through over- or undersampling.
Therefore, being at risk for bias from the original sample is
normally corrected in a standard process [79].

The data sources might also lack information on the key SBDH
variables that affect the desired outcomes. An example of this
challenge might be a predictive model that focuses on health
care utilization as the desired outcome and lacks data on health
care access for vulnerable populations. Such a model may
indicate that individuals with poor access to health care have a
low likelihood of future utilization. A model with such ingrained
bias would thus underestimate the actual requirement for the
greater amount of health care resources necessary to achieve
the same health outcomes once these individuals have access
to health care [42]. Recently, this situation was observed in a
study by Obermeyer et al [80] who assessed a large, commercial
health plan’s predictive algorithm. The model systematically
underestimated the health needs of African American patients
by assuming that health care costs served as an adequate proxy
for health needs. The bias arose because the unequal access to
care among African American patients resulted in less money
spent caring for those patients compared with White patients.

Although many researchers use health care utilization and costs
as outcomes for SBDH research, models with these outcomes,
proxied for health needs, are biased in that the data
underrepresents those with lower access to health care. In
recognition of the ingrained model bias, one approach might
be to develop guidelines that recommend stratifying the
population for key SBDH risk factors. Therefore, separate
models would assess health care utilization for each stratum,
taking into account unmeasured SBDH risk factors impacting
health care utilization (eg, socioeconomic status, which defines
insurance type and access to health care).

Technical Challenges Associated With Data Sources
and Analytics

Determine Best Practice Guidelines for SBDH Data
Sources and Predictive Model Design As Well As
Open-Source Access
The future of SBDH-centric predictive modeling faces several
challenges related to data sources and model design. One big
data–related challenge is that most social and behavioral data
found within providers’EHRs are unstructured, free-text clinical
notes and are not standardly interoperable. Although ubiquitous,
this information is captured inconsistently and depends on the
use of NLP to render the data useful in analytics [81,82]. When
NLP is utilized, the SBDH language in the health record may
not describe the level of SBDH precisely enough to accurately
determine social risk as social determinants such as
neighborhood disadvantage may need to reach a threshold to
have a significant impact on health-related outcomes [83].

Another important challenge is related to the use of
population-level SBDH variables and whether such variables

are interpreted as proxies for individual-level factors that cannot
be measured, such as low household income, or represent
population-level spatial elements, such as a high concentration
of low household income in a neighborhood [84]. Proxies are
based on assumptions to confer population-level characteristics
to an individual. In contrast, geospatial models investigate
population-level elements based on the principle of spatial
autocorrelation, meaning that data located close together are
interrelated by nature [85]. Addressing this challenge is critical
to the interpretation of models and requires sufficiently
transparent models that allow the proper distinction between
the two implications of the population-level SBDH variables.

There are also several technical challenges related to the analytic
approach, spanning the choice of analytic model, data sources,
discriminatory power, and SBDH temporality. Statistical models,
spatial analysis, and machine learning have all been used alone
and in combination with various SBDH predictive models. Most
often, health care predictive analytics uses regression models
for their simplicity and acceptability [86]. However, machine
learning models may be useful for finding new dimensions that
can accurately classify outcomes according to their predictive
characteristics in nonlinear data [86]. However, not all machine
learning techniques, which range from transparent decision tree
algorithms to unsupervised neural networks, are appropriate for
use with SBDH predictive models. Highly autonomous machine
learning models may select characteristics that are not clinically
relevant for the outcome (eg, family meetings as a predictive
characteristic for hospital mortality) when researchers do not
remove these characteristics [86]. Models should instead reflect
appropriate domain expertise as well as appropriate machine
learning techniques. Moreover, for techniques that depend on
unsupervised neural networks, there are long-standing
controversies regarding the disadvantages of nontransparent,
one-of-a-kind models versus more readily explainable logistic
regression models [7,86].

There are also challenges related to using SBDH data at the
geographic level in predictive modeling, which are often needed
to identify SBDH on a population level and for community-level
interventions [26]. Geospatial analysts need to choose the
appropriate granularity for a model, which may be associated
with a model’s discriminatory power to help distinguish those
at high- versus low-risk levels [87]. Furthermore, analyzing
SBDH data at different geographic levels (eg, census block
group, census tract, county, and state) is methodologically
complex.

The discriminatory power to distinguish patients with and
without social needs also poses a challenge in nongeospatial
modeling with the potential to introduce higher-than-desirable
false positives and/or negatives [74]. For instance, a study of
food security among Medicare patients using clinical data and
a needs assessment survey could not accurately predict which
patients would benefit from a referral to community resources
[88]. Similarly, a predictive model that uses random forest
decision methods applied to socioeconomic data did not improve
referral rates to community services once at-risk patients were
identified [28]. When SBDH data are operationalized in a poorly
functioning algorithm, these false positives and negatives
indicate that a health system spends unnecessary resources
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evaluating several patients not at high risk, whereas groups of
patients needing social services remain unidentified [74,89].
To address this phenomenon, algorithms may need to be tested
with new data as predictive analytics methods that use SBDH
risk data have evidenced limited generalizability outside of the
original sample data where the model was developed [26,46].

Within a model’s discriminatory power is the challenge of
temporality in analytic models. Specifically, further research
and development are necessary to determine how to capture
changing social risk factors related to changing life
circumstances throughout a person’s life or epoch [90]. For
example, by structural design, a model may overlook an
individual’s loss of income through unemployment or
community changes not reflected in neighborhood data [74].
Thus, time-oriented models will be better able to elucidate the
persistence or amelioration of disparities.

Further guidance on analytic challenges, such as optimizing the
appropriate separation of high- and low-risk cases, will be
crucial as part of future, wide-scale dissemination of
SBDH-focused predictive modeling tools. To advance predictive
analytics and increase generalizability across the United States,
there should also be open-source SBDH resources for methods
and databases that leverage previous SBDH research and
development [91,92]. Globally, the Research Data Alliance
could create a working group to spearhead the creation of
open-source SBDH data sources and facilitate work toward
interoperability [93].

Expand Standardized Coding and Taxonomies of SBDH
Risk Factors That Enhance Interoperability
Once a single health care system renders SBDH data useful
through advanced data science, they must find ways to
disseminate these advances. The lack of standardization of
SBDH data and collection processes prevents the interoperability
and integration of modeling into diverse platforms [91,92] and
impacts the creation of SBDH products for EHRs [94]. For
greater interoperability, we need a standard, practical coding
system for SBDH factors that goes beyond vendor-specific
coding [91,92]. Such an endeavor is presently being pioneered
by the Social Interventions Research and Evaluation Network
through the HL7 Gravity Project [95].

Expanding the Knowledge Base to Inform Best Practice
Guidelines

Support National Shared Research and Development to
Advance SBDH Predictive Model Development and
Application
In recognition of the emerging field of SBDH predictive
analytics, steps toward developing consensus and further
evaluative work are needed to produce best practice guidelines
for the use of SBDH data in predictive modeling [91]. There is
wide variability in the choice of data sources, risk factors,
targeted outcomes, geographic levels, and analytic approaches

in the SBDH predictive models. Each of these model
components can impact a tool’s accuracy and appropriateness
for use in a particular setting or context. At present, there is a
very limited understanding of the impact of these parameters
on the effectiveness of the SBDH predictive model. Although
endpoints such as health care cost and utilization may seem
similar, the choice of health outcome in a model can obscure
the path from social risk to health. Best practice guidelines
should include transparency of model validation methods for
various outcomes to ensure that modeling methods can be
replicated in other populations [91]. The use of SBDH variables
in predictive modeling is relatively new. Developing consensus
might be premature in such circumstances and evaluative work
must occur beforehand. However, to form guidelines, it is
critical to consider standardization in SBDH predictive analytics
and to organize the discourse early on. Such discourse would
facilitate data sharing, create open-source tools and algorithms,
and set expectations.

Establish a National Agenda to Create a Shared
Evidence Base Regarding the Importance of SBDH
Factors and the Best Approach for Including SBDH in
Analytics
Although the methods and analyses addressing SBDH have
matured substantially over the past decades, an expanded data
infrastructure and more research are necessary to gain a full
understanding of how SBDH manifests throughout a person’s
life [96]. Present health analytics platforms are generally not
built to advance our knowledge base in this area. Rather, they
are often intended to give health systems or insurers a leg-up
over their competition in achieving financial or
pay-for-performance targets. There should be a national agenda
to develop and share technology and human resources and
strategies to support efficient data extraction, evidence-based
development, and effective analytics and reporting within and
across institutions in the United States [92]. For-profit entities
also have a vested interest to create better predictive models.
Such shared desire would be an incentive for them to participate
in the development of a shared evidence base, resulting in the
creation of better predictive models.

Conclusions
In the face of great challenges and perhaps even greater benefits,
we have identified a series of potential approaches for advancing
the present state of predictive analytics within the SBDH
context. The future of predictive modeling involving SBDH
will require key stakeholders—including policy makers, payers,
providers, researchers and analysts, patients, and their
advocates—to reach a consensus regarding ethical frameworks,
data sharing, technical parameters, and model transparency.
Such a consensus will help ensure that the ultimate promise of
SBDH analytics, improving health and reducing health
disparities, is achieved in health care systems and communities
across the United States.
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Abstract

Background: Since the People’s Republic of China (PRC), or China, established the basic medical insurance system (MIS) in
1998, the medical insurance information systems (MIISs) in China have effectively supported the operation of the MIS through
several phases of development; the phases included a stand-alone version, the internet, and big data. In 2018, China’s national
medical security systems were integrated, while MIISs were facing reconstruction. We summarized China’s experience in medical
insurance informatization over the past 20 years, aiming to provide a reference for the building of a new basic MIS for China and
for developing countries.

Objective: This paper aims to sort out medical insurance informatization policies throughout the years, use questionnaires to
determine the status quo of provincial MIIS-building in China and the relevant policies, provide references and suggestions for
the top-level design and implementation of the information systems in the transitional period of China’s MIS reform, and provide
a reference for the building of MIISs in developing countries.

Methods: We conducted policy analysis by collecting the laws, regulations, and policy documents—issued from 1998 to
2020—on China's medical insurance and its informatization; we also analyzed the US Health Insurance Portability and
Accountability Act and other relevant policies. We conducted a questionnaire survey by sending out questionnaires to 31 Chinese,
provincial, medical security bureaus to collect information about network links, system functions, data exchange, standards and
specifications, and building modes, among other items. We conducted a literature review by searching for documents about
relevant laws and policies, building methods, application results, and other documents related to MIISs; we conducted searches
using PubMed, Elsevier, China National Knowledge Infrastructure, and other major literature databases. We conducted telephone
interviews to verify the results of questionnaires and to understand the focus issues concerning the building of China’s national
MIISs during the period of integration and transition of China's MIS.

Results: In 74% (23/31) of the regions in China, MIISs were networked through dedicated fiber optic lines. In 65% (20/31) of
the regions in China, MIISs supported identity recognition based on both ID cards and social security cards. In 55% (17/31) of
the regions in China, MIISs at provincial and municipal levels were networked and have gathered basic medical insurance data,
whereas MIISs were connected to health insurance companies in 35% (11/31) of the regions in China. China’s MIISs are comprised
of 11 basic functional modules, among which the modules of business operation, transregional referral, reimbursement, and
monitoring systems are widely applied. MIISs in 83% (20/24) of Chinese provinces have stored data on coverage, payment, and
settlement compensation of medical insurance. However, in terms of data security and privacy protection, pertinent policies are
absent and data utilization is not in-depth enough. Respondents to telephone interviews universally reflected on the following
issues and suggestions: in the period of integration and transition of MISs, close attention should be paid to the top-level design,
and repeated investment should be avoided for the building of MIISs; MIISs should be adapted to the health care reform, and
efforts should be made to strengthen the informatization support for the reform of payment methods; and MIISs should be adapted
for the widespread application of mobile phones and should provide insured persons with more self-service functions.

Conclusions: In the future, the building of China’s basic MIISs should be deployed at the national, provincial, prefectural, and
municipal levels on a unified basis. Efforts should be made to strengthen the development of standard codes, data exchange, and
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data utilization. Work should be done to formulate the rules and regulations for security and privacy protection and to balance
the right to be informed with the mining and utilization of big data. Efforts should be made to intensify the interconnectivity
between MISs and other health systems and to strengthen the application of medical insurance information in public health
monitoring and early warning systems; this would ultimately improve the degree of trust from stakeholders, including individuals,
medical service providers, and public health institutions, in the basic MIISs.

(JMIR Med Inform 2020;8(9):e18780)   doi:10.2196/18780

KEYWORDS

medical insurance; medical insurance information system; health information exchange; information infrastructure; big data;
policy review; privacy protection

Introduction

Background
China’s medical insurance information systems (MIISs) are
connected to over 700,000 medical institutions at various levels;
cover more than 1.35 billion people [1]; record medical
insurance data regarding coverage, payment, claim, and
compensation; offer information management tools for the
world's largest medical security network; and provide innovation
means for health care reform and change in medical insurance
systems (MISs). Many countries in the world have built their
own national-level medical security information networks. For
example, France built the National Health Insurance
Inter-regime Information System [2]; the United States
established a medical security network that covers all medical
service providers nationwide through the Health Information
Technology for Economic and Clinical Health Act of 2009 [3];
and South Korea built the National Health Information Database
[4], which provides support for the operation of its MIS.

Over the past 20 years, China’s MISs consisted of the following
three main parts: (1) medical insurance for urban employees
established in 1998, (2) the New Rural Cooperative Medical
System (NRCMS) for rural residents established in 2003, and
(3) medical insurance for urban residents established in 2008.
Medical insurance for urban employees and urban residents was
overseen by the Ministry of Human Resources and Social
Security of the People's Republic of China (PRC), and the

NRCMS for rural residents was overseen by the Ministry of
Health of the PRC [5]. In 2018, after the completion of China’s
system reform and national institutional reform, China’s basic
MISs were integrated, and the National Healthcare Security
Administration (NHSA) of the PRC was established, while two
systems were retained; these two systems were the medical
insurance for urban employees and the basic medical insurance
for urban and rural residents, resulting from the consolidation
of medical insurance for urban residents and the NRCMS. The
function of assistance for the disadvantaged was transferred
from the Ministry of Civil Affairs of the PRC to the NHSA, the
functions of pricing of medical service items and bidding
procurement of medicines (ie, drugs) were transferred from the
National Development and Reform Commission (NDRC) of
the PRC to the NHSA, and the function of collection and
payment of medical insurance funds would be implemented by
the taxation departments [6,7].

Since 1998, the building of China’s MIISs has gone through
three phases: Phase I, where the stand-alone version realized
the handling of medical insurance business; Phase II, where
extensive interconnection was based on the internet; and Phase
III, where comprehensive decision-making functions based on
big data were realized. China’s MIISs were established on the
basis of the pooling level and have the functions of fundraising,
payment, online reimbursement and settlement, and capital
settlement, among others. Figure 1 shows the three phases of
the development of China’s MIISs.

Figure 1. The three phases of the development of China’s medical insurance information systems (MIISs).

Phase I took place from 1998 to 2009, when local MIISs were
established separately in different pooling-based regions in
China according to the needs for business development. Over
2000 NRCMS information systems were established in China
at the county level, and more than 300 information systems
were established at the prefectural or municipal level in China
for urban employees and residents. In terms of functions, these
information systems mainly functioned to manage the accounts
and insurance participation registration for the insured entities,
families, and individuals, and they managed fund collection and

expenditure. Before 2009, China’s MIISs were based on a
stand-alone version [8], which lacked overall planning and
design; there existed such serious problems as repeated
investment and isolated islands of information systems, while
circumstances of poor system interaction and repeated insurance
participation occurred from time to time [9].

Phase II took place from 2010 to 2017, when the medical
insurance management system tended to be integrated, and
MIISs entered the integration phase [10], focusing on network
interconnection. The NRCMS information systems at the county
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level in 24 Chinese provinces were integrated into MIISs, while
the situation remained unchanged in the remaining seven
Chinese provinces. On the one hand, China continued to expand
the coverage of the insured groups, and MIISs continued to
expand in coverage; the systems further emphasized the
interconnection among the central government, provinces, cities,
and counties. As well, data were centralized from the bottom
to the top, and data applications were further deepened [11,12].
Improvements included the following: the in-depth application
of intelligent audit was realized; the diagnosis, treatment, and
service behaviors of medical institutions, physicians and doctors,
and pharmacies and drugstores were put under monitoring [13];
settlement and reimbursement for cross-provincial
hospitalization were extensively carried out; people participating
in the medical insurance scheme could transfer their medical
insurance coverage to other provinces; public services, such as
payment and direct reimbursement and settlement, became more
convenient [14]; and there were more and more big data–based
analyses and utilizations, as well as applications and studies on
macro decision making [15].

In Phase III, information systems were built in line with the
functions of the new NHSA, including the new medical security
bureaus at all levels. In the context of big data—in addition to
the realization of such functions as management and handling
of medical insurance—price administration of medical services,
and bidding and procurement of drugs, more data analysis and
utilization can be realized; this would provide support for
actuarial service for insurance and policy formulation. The new
information systems will be built with 14 subfunctions in four
categories. First, information systems in the category of internal
management include the internal unified portal system and the
process control system. Second, information systems in the
category of business management include the basic information
management system, the credit rating management system, the
medical and drug price management system, and the payment
method management system. Third, information systems in the

category of production handling include the system for basic
management of business handling and public services, the
bidding and procurement system for drugs and medical supplies,
and the cross-provincial transregional medical service
management system. Fourth, information systems in the category
of data analysis include the operation monitoring system, the
intelligent regulation system, and the macro decision-making
application system based on big data mining technology.

Objective
This paper aims to collect and analyze the medical insurance
informatization policies throughout the years, survey the status
quo of provincial MIIS-building in China by means of
questionnaires about the building of MIISs and their relevant
policies, provide references and suggestions for the top-level
design and implementation of the information systems in the
transitional period of China’s MIS reform, and provide a
reference for the building of MIISs in developing countries.

Methods

Overview
We conducted a literature review to learn about the relevant
policies, regulations, methods, and application results of
MIIS-building practices at home and abroad. We conducted a
policy analysis by collecting the laws, regulations, and policy
documents on medical insurance and medical insurance
informatization issued from 1998 to 2020. We conducted a
questionnaire survey by designing and distributing
questionnaires to the medical security bureaus of 31 Chinese
provinces. We conducted telephone interviews to verify the
results of the questionnaires and to understand the focus issues
concerning the building of China’s national MIISs during the
period of integration and transition of China's MIS. Figure 2
shows the design of the methods used for this paper for the
policy analysis, literature review, questionnaire survey, and
telephone interview.

Figure 2. Flowchart of methods used in the study.

Literature Review
We used the following keywords to search in literature
databases, including PubMed and ScienceDirect: “medical
insurance information system,” “health insurance information
system,” “claim data,” “health information system,” “HIPAA”

(Health Insurance Portability and Accountability Act), “privacy
policy,” “big data,” “health information exchange,” “health
information standard,” and “health insurance database.” We
also used the following keywords to search in the China National
Knowledge Infrastructure platform, a Chinese literature
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database: “basic medical insurance information system,” “new
rural cooperative medical scheme information system,” “medical
insurance for urban employees information system,” “medical
insurance information system,” “medical insurance database,”
“big data,” and “medical insurance.” The publication dates of
literature searched ranged from January 1998 to September
2019.

Policy Review

Policy List
We searched the contents of the policies and technical standards
related to China’s medical insurance from the policy and
regulation columns on the official websites of the Chinese

Government, the NHSA, the National Health Commission of
the PRC, the Ministry of Human Resources and Social Security
of the PRC, the NDRC of the PRC, and the Ministry of Civil
Affairs of the PRC, among others; from these, we collected 124
content entries in total. In addition, we also searched the
documents of foreign policies related to medical insurance from
the official websites of the US Centers for Medicare & Medicaid
Services, the US Department of Health and Human Services,
and the French Ministry of Social Affairs and Health, among
others; from these, we collected more than 30 content entries
in total. Table 1 shows the list of 14 entries of representative
policies and regulations [16-32] closely related to medical
insurance informatization among the 124 entries of policy
documents from China.
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Table 1. List of China’s policies and regulations related to medical insurance informatization from 1998 to the present.

Summary of informatization documentYear (document No.)Regulation and policy names

Decision on Establishing the Basic Medical In-

surance System for Urban Employeesa [16]

To standardize the labor and social insurance management information
system, of which the contents under management involve the microinfor-

1998 (LS-
BH[1998]138)

1. Key points of building the planning for the
labor and social insurance management infor-
mation system [17] mation of laborers, enterprises, and other labor organizations; strengthen

the management of personnel, wages, job positions, labor relations, and
social insurance relations; and solve fundraising, payment, and other
handling of businesses

To establish network connections with designated medical institutions,
designated retail pharmacies, banks, tax departments, and other relevant

2000 (LSTH[2000]30)2. Notice of guidance on the building of the
basic medical insurance management informa-
tion system for urban employees [18] departments through establishing a computer management information

system; focus on the unification of classification standards, interface
standards, and network transmission standards; and promote the applica-
tion of identity recognition media for ID cards

To plan to establish a labor security information system with unified
standards, which covers business handling of medical insurance, unem-

2003 (LS-
BH[2003]174)

3. Opinions on comprehensive implementation
of the Jinbao Program for unified building of
a labor security information system [19] ployment insurance, and industrial injury insurance; emphasize data

centralization at the provincial and national levels; and build data centers
at different levels

Opinions of the Ministry of Health, Ministry of
Finance, and Ministry of Agriculture on the Es-
tablishment of a New Rural Cooperative Medical

Insurance Systemb [20]

To build an information system for handling the business of the NRCMS
at county level, which comprises six modules, including NRCMS partic-

2005 (WBN-
WF[2005]108)

4. Basic specifications of the information sys-
tem for the New Rural Cooperative Medical
System (NRCMS) (trial) [21] ipation management, medical service compensation management, fund

collection and expenditure management, accounting, and statistical
analysis

Guidelines on Launching a Pilot Program of

Basic Medical Insurance for Urban Residentsc

[22]

To build private networks at national, provincial, and municipal levels;
upgrade the stand-alone version to a networking operation; and unify

2008
(RSTH[2008]284)

5. Notice on carrying out unified implementa-
tion of some application software for the Jinbao
Program [23] the core software functions of the financial exchange library software,

fund statement software, fund regulation software, and transregional
national service hotline software

To upgrade the Basic specifications of the information system for the
NRCMS (trial) and to put forward the basic architecture for building the

2008 (WBN-
WF[2008]127)

6. Basic specifications of the management in-
formation system for the NRCMS (2008 re-
vised edition) [24] information system for the NRCMS China-wide, the building specifica-

tion of physical environment and infrastructure, the functional specifica-
tions of the information system, and the datasets and code specifications
for cross-system data exchange, among others

To revise and upgrade the Notice on carrying out unified implementation
of some application software for the Jinbao Program, improve the

2008
(RSXXH[2008]2)

7. Notice on carrying out unified upgrading
implementation of some application software
for the Jinbao Program [25] building of a network based on nationwide connectivity, and accelerate

data centralization at the national level

To establish a national-level information platform for the NRCMS, es-
tablish a data exchange network connecting all provincial platforms,

2013 (WBN-
WH[2013]456)

8. The scheme for connectivity technology of
the national-level information platform for the
NRCMS (trial) [26] collect data from all provinces, and explore the functions of cross-

provincial cost verification and reimbursement

To carry out all-around intelligent monitoring of outpatient service,
hospitalization, and drug purchase in pharmacies and drugstores through

2015 (RSTF[2015]56)9. Notice of the General Office of the Ministry
of Human Resources and Social Security on

an information system, identify suspected violations, and then verify and
handle such violations

comprehensively promoting the intelligent
monitoring of medical services for basic medi-
cal insurance [27]
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Summary of informatization documentYear (document No.)Regulation and policy names

To plan to further raise the level of information system building at the
provincial level, promote social security cards, advance the building of
the information system for registration of universal participation in insur-
ance, and push data at the national level; in addition, establish a list of
qualifications for developers undertaking the building of information
systems for the medical security industry

2015 (RSTF[2015]86)10. Notice of the General Office of the Min-
istry of Human Resources and Social Security
on carrying out the building of the information
system for registration of universal participa-
tion in insurance [28]

To build a national NRCMS network for cross-provincial hospitalization
settlement and realize the functions of hospital visits, referral, hospital-
ization registration, and discharge reimbursement for patients participating
in the NRCMS

2016
(GWJCF[2016]23)

11. Implementation plan for networked settle-
ment and reimbursement for transregional
hospitalization in the national NRCMS [29]

To realize functions such as filing of off-site urban employees participat-
ing in medical insurance and settlement for discharge reimbursement

2016
(RSTF[2016]185)

12. Notice of the General Office of the Min-
istry of Human Resources and Social Security
on accelerating the building of a cross-provin-
cial hospitalization settlement system [30]

China established the National Healthcare Secu-

rity Administration (NHSA)d [31]

After its inception, the new NHSA proposed to establish a new, nation-
ally integrated, standard-unified Medical Security Information System,
which covers such functions as management of basic knowledge (eg,
dictionary directory), business handling management, public service
management, and data analysis management; the system developed 15
content standards, such as diagnosis and surgery standards, among others

2019 (YBF[2019]39)13. Notice of the NHSA on printing and dis-
tributing the guidance on medical security in-
formatization [32]

The NHSA selected 16 pilot provinces for implementing information
system functions first, carrying out 15 standards, and realizing cross-
provincial business linkage and public services through the building of
the national platform

2019 (YBF[2019]22)14. Notice of the NHSA on carrying out the
pilot work of medical security informatization

aIn 1998, the State Council of the People's Republic of China (PRC) issued the Decision on Establishing the Basic Medical Insurance System for Urban
Employees (No. GF[1998]44), enforcing a basic medical insurance system (MIS) for urban employees throughout China, and exploring the establishment
of socialized medical insurance for the population with labor and employment relationships [16].
bIn 2003, the State Council of the PRC issued the Opinions of the Ministry of Health, Ministry of Finance, and Ministry of Agriculture on the Establishment
of a New Rural Cooperative Medical Insurance System (No. ZF[2002]13) [20], aiming to establish an MIS for rural residents on a pilot basis.
cIn 2007, the State Council of the PRC issued the Guidelines on Launching a Pilot Program of Basic Medical Insurance for Urban Residents [22], aiming
to establish a basic MIS for nonemployed urban residents and those with nonfixed-employment relationships.
dIn 2018, China reformed its state institutions and established the NHSA, which functions to unify the administration of the basic MIS [31].

Policy Analysis
We analyzed the evolution of policies from the five main
elements that constitute management information systems (ie,
organizational structure, process, data, business rules, and
system functions).

Questionnaire Survey
We surveyed the health care security bureaus, or their
information centers, of 31 Chinese provinces in terms of network
infrastructure, identity recognition media, information system
functions, data centers, standards, and specifications. We sent
out 31 questionnaires and recovered all 31 of them.

Telephone Interview
We interviewed more than 30 persons by telephone from the
departments of health care security administration, medical
insurance handling management, health administration, and
hospital management, among others. Issues discussed during
telephone interviews included the functions urgently needed by
MIISs and concerns about information system building in the
integration period of MISs.

Results

Analysis of Functions Realized by Historical
Information Systems

Business Modeling for China’s MIISs
China’s MIISs support the handling and management of the
medical insurance business. The operation of the Chinese MIS
is led by the government. Funds can be raised through the
taxation of people with fixed employment, such as urban
employees. People who have no fixed employment, such as
farmers and urban residents, pay cash directly to medical
insurance handling institutions. Medical service providers
provide medical services to patients, handling institutions
provide medical institutions with the settlement of medical
insurance funds, and handling institutions manage patient
reimbursement and other services. Figure 3 shows the business
model, the main elements of China’s MIISs, and the
interrelationship therein [4]. Medical insurance administrative
departments, medical insurance handling institutions, medical
service providers, and insured persons play different roles and
interact with each other. Medical insurance administrative
departments make and regulate medical insurance policies,
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while medical insurance handling institutions, as the specific
implementers of medical insurance policies, provide medical
insurance handling and management services for the insured
and medical service providers. Affected by the functional
adjustment of the national-level administrative department, the

administrative level and management authority of China’s
medical insurance administrative departments as well as medical
insurance handling institutions have changed several times, but
there has been no significant change in the substance of their
respective functions.

Figure 3. Business model chart of China’s medical insurance information systems (MIISs), modified from the the National Health Information Database
of the National Health Insurance Service in South Korea (Cheol Seong et al, 2017).

Analysis of the Evolution of Information System–Related
Policies

Organizational Structure Analysis

Organizational structure includes medical insurance
administrative departments, medical insurance handling
institutions, medical service providers, and patients, among
others. The policy under document No. LSBH[1998]138 shows
that social security is administered by two departments—the
Ministry of Personnel of the PRC and the Ministry of Labor
and Social Security of the PRC—covering enterprises and
employees with employment relationships; medical services
are provided mainly by medical institutions as well as
pharmacies and drugstores subject to designated administration.
The policies under document Nos. ZF[2002]13 and GF[2007]20
include rural and urban residents without employment
relationships in the coverage for basic medical insurance. The
policy under document No. RSTH[2008]284 shows the merger
of the Ministry of Personnel of the PRC, the Ministry of Labor
of the PRC, and the social security bureaus of China into one
ministry, namely, the Ministry of Human Resources and Social
Security of the PRC, which is in charge of medical insurance
for urban employees and urban residents. The policy under

document No. RSTF[2015]56 emphasizes universal coverage
of the MIS, aiming for covering all those who should be covered.
The policy under document No. EBF[2019]39 shows that the
administrative department for basic medical insurance was
merged into the NHSA of the PRC, which covers the
administration of drug suppliers and manufacturers, who need
to participate in bidding for drug procurement.

Business Process Analysis

Since the issuance of the policy under document No.
RSXXH[2008]2, as shown in the business model chart of
China’s MIISs (see Figure 3), the medical insurance business
process focuses on payment by insured persons as well as
hospitalization and reimbursement at the place of insurance
participation. Medical institutions provide medical services and
settle accounts with medical insurance handling institutions.
Medical insurance handling institutions are mainly responsible
for raising funds and clearing up of medical expenses with
medical institutions as well as pharmacies and drugstores. The
Chinese government formulates policies and supervises all
stakeholders. Since the issuance of the policy under document
No. RSXXH[2008]2, the Chinese government began to pay
attention to transregional transfer and continuation of insurance
participation relationships as well as hospitalization and
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reimbursement; especially since the issuance of the 2016 policy,
China has launched a large-scale promotion of cross-provincial
hospitalization reimbursement, in order to meet the needs of
population mobility and employment all over the country. Since
2018, drug procurement through bidding has been included in
the scope of medical insurance administration.

Data Analysis

Analysis by data type covers administrative divisions, enterprise
entities, hospitals, pharmacies and drugstores, fundraising,
hospitalization behaviors, fund reimbursement, and directory
data, such as disease diagnosis, drugs, and medical devices.
Analysis by data level shows the following: before 2010, data
flowed, were stored, and were utilized mainly at and below the
prefecture level; since the issuance of the 2018 policies under
document Nos. RSXXH[2008]2 and WBNWF[2008]127, data
gradually flow toward the provincial and national levels; the
2016 policies under document Nos. GWJCF[2016]23 and
RSTF[2016]185 aim to realize cross-provincial data flow
through a national-level platform and support collaborative
businesses, such as transregional transfer and continuation of
insurance participation relationships and hospitalization
reimbursement.

Business Rules Analysis

Business rules have adapted to the medical insurance
administration functions and covered the insurance participation
and hospitalization reimbursement for urban employees in 1998,
for rural residents in 2003, and for urban residents in 2007.
Meanwhile, the policies of insurance participation and medical
insurance reimbursement were embedded into information
systems, in order to standardize the behaviors of medical
insurance participation, medical insurance handling, and
hospitalization reimbursement. The policy under document No.
RSTF[2015]56 emphasizes the use of big data analysis
technology to carry out intelligent monitoring of patients’
hospitalization behaviors, doctors’ diagnosis and treatment

behaviors, and handling institutions’ handling behaviors. The
policy under document No. YBF[2019]22 incorporates drug
procurement bidding rules into information system
administration; incorporates such payment methods as
diagnosis-related groups into the process of patient
hospitalization, reimbursement, and fund clearing, step by step;
carries out extensive interconnection with such departments as
health, taxation, and public security, as well as with such entities
as banks and insurance companies; and gradually establishes a
nationwide medical insurance credit system.

Analysis of Information System Functions

Before the issuance of the 2018 policies under document Nos.
RSXXH[2008]2 and WBNWF[2008]127, China’s MIISs were
mainly responsible for managing basic functions for patients,
medical institutions, and medical insurance handling institutions
in terms of insurance participation, payment, reimbursement,
and fund clearing, as well as managing such standards as disease
diagnosis standards and drug lists. Since the issuance of the
2015 policy, China’s MIISs gradually strengthened the
collection and utilization of data and realized business
supervision. The policy under document No. YBF[2019]39
shows that big data gradually plays a role in promoting the fine
management of medical insurance and providing evidence-based
support for formulation and evaluation of policies.

Main Functions of China’s MIISs
The existing MIISs mainly function to describe the status quo
before the institutional integration (ie, before 2018). The related
functions of the MIISs are scattered throughout multiple
ministries and commissions. The information systems related
to these functions include the medical insurance handling
subsystem, the civil affairs assistance subsystem, and the drug
bidding and procurement subsystem, among others. Figure 4
shows the distribution of business function modules used in
various provinces in China according to questionnaire feedback.
Details of each module are shown below:

Figure 4. Distribution of business function modules used in various provinces in China according to questionnaire feedback.
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1. The medical insurance statistics statement subsystem can
be used to understand the data regarding insured persons,
insured entities, insured rate, fund collection and
expenditure, number of hospital visits, average
reimbursement amount, and compensation ratio in each
region.

2. The medical insurance business handling subsystem
functions to manage the insured entities, insured persons,
employment relationships, payments by entities and
individuals, medical insurance card issuance, personal
identity recognition, hospital visits by insured persons,
handling of reimbursement and compensation procedures,
and compensation for serious illness insurance—if the
individual out-of-pocket payment exceeds a certain amount,
the serious illness insurance will compensate them
again—among others.

3. The civil affairs assistance subsystem functions to manage
the groups who receive civil affairs assistance, the
distribution of medical assistance funds, and the
compensation for medical services—compensation will be
provided again on the basis of the basic medical insurance
compensation—among others.

4. The drug bidding and procurement information subsystems
are established by the responsible administrative
departments: development and reform commission, health
commission, health care security bureau, etc. The
responsible provincial administrative departments, on behalf
of hospitals, negotiate with drug manufacturers and
suppliers and complete the tender process through this
information system. Some provincial administrative
departments directly pay funds to drug manufacturers and
suppliers, while funds for drug supply are paid by hospitals
to drug manufacturers and suppliers in some other
provinces.

5. The transregional hospitalization and settlement subsystem
supports transregional or transprovincial reimbursement of
insured persons and covers the following functions:
hierarchical referral, identify recognition and identification
of insured status, discharge settlement, and window-based
reimbursement, as well as fund clearing among
transprovincial handling institutions.

6. The service price management subsystem functions to
monitor the sales prices of medical institutions and
pharmacies and drugstores, as well as to analyze their
changing trends, so as to provide a reference basis for price
formulation and payment standards of medical services,
drugs, and medical devices.

7. The credit rating management subsystem functions to
manage credit rating for the insured entities, insured
persons, medical institutions, pharmaceutical production
and circulation enterprises, and medical workers, and to

establish a credit management system for medical services
and medical insurance handling.

8. The public service subsystem for medical insurance caters
to insured persons; provides self-services, such as insurance
participation, payment, and referral filing; supports mobile
online payment; and allows the inquiry of personal historical
behaviors, such as insurance participation and hospital
visits, so as to assist health management.

9. The basic information management subsystem functions
to manage the qualification information for designated
medical institutions and designated pharmacies and
drugstores so they may join the MIS. It also functions to
manage the information of medical workers and maintain
the dictionary codes for disease diagnosis, diagnosis and
treatment services, drugs, and consumables.

10. The business operation monitoring subsystem functions to
monitor the compliance of medical services and the balance
of revenue and expenditure of medical insurance funds,
among others, by collecting data on insurance participation,
medical treatment, treatment behavior, reimbursement and
compensation, among others. It also functions to make
forecasts on partial trends of medical insurance
participation, fund collection, and expenditure.

11. The collaborative office subsystem integrates all office
automation work within a jurisdiction into the information
system for unified management, such as routine
management of mail delivery as well as drafting, approval,
and receipt of official documents, among others.

The 11 business function modules above, just like components
of a jigsaw puzzle, build up the framework of MIISs in each
province. Some functions, such as electronic medical record
management, budget management, financial management, and
account book management, have also been mentioned in some
regions.

Analysis of Infrastructure and Identity Recognition
Media

Networking Mode
Four main networking modes include the following: fiber optic
private network (FOPN), e-government extranet (EGE), virtual
private network (VPN), and the internet. FOPN features
high-security performance, good transmission performance, and
high cost. EGE connects medical insurance handling institutions
at all levels and features lower cost and better security
performance, but it is only connected to government agencies
and is not yet connected to hospitals. VPN establishes a virtual
safe channel based on the internet and features low cost and
better security performance. The internet is characterized by
good transmission performance and low cost, but its security
performance is low. Figure 5 shows the distribution of the four
networking modes above.
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Figure 5. Analysis of networking modes adopted by medical insurance information systems (MIISs) in each province in China.

A total of 26 provinces of China, including provinces,
autonomous regions, and municipalities directly under the
central government, have responded with their networking
modes; only Hunan Province has used all four modes. Four
provinces—Fujian, Shandong, Guangdong, and Yunnan—use
three networking modes. Nine provinces at all levels—Hebei,
Inner Mongolia, Liaoning, Jilin, Jiangsu, Henan, Hubei,
Guizhou, and Ningxia—use two networking modes. A total of
12 provinces—Beijing, Tianjin, Heilongjiang, Shanghai, Anhui,
Jiangxi, Hainan, Chongqing, Sichuan, Tibet, Gansu, and
Qinghai—use one networking mode.

Regarding the main networking modes used, 23 out of 31 (74%)
provinces use FOPN; Anhui, Tibet, and Hainan are the only
provinces that do not use FOPN for networking. Six
provinces—Fujian, Henan, Hunan, Guangdong, Yunnan, and
Ningxia—also use EGE for networking.

Identity Recognition Media
There are mainly two kinds of identity recognition media: ID
cards and social security cards. A total of 20 provinces out of
31 (65%) support both ID cards and social security cards for
identity recognition, while some provinces, such as Inner
Mongolia and Chongqing, support only one kind of media for
identity recognition.

Analysis of Data Storage and Data Utilization

Interconnectivity of Information Systems
A provincial MIIS vertically connects municipal MIISs and
regional pharmacy information systems; it exchanges referral
and transregional hospitalization settlement data with municipal
MIISs and exchanges drug purchase information via personal
accounts with designated pharmacies and drugstores. A
provincial MIIS horizontally connects the information systems
of such departments and entities as tax, finance, development
and reform, health, civil affairs, public security, banks, insurance
companies, and internet companies. This MIIS exchanges
information with different departments and entities as follows:
(1) it exchanges information on collection and payment of
insured expenses with the tax department, (2) it exchanges
electronic medical record information with the health
department, (3) it exchanges personal identity and credit
information with the public security department, (4) it exchanges
medical insurance fund transfer information with banks, (5) it
exchanges poverty alleviation and social assistance information
with the civil affairs department, (6) it exchanges serious illness
insurance information with insurance companies, and (7) it
exchanges online payment information with internet companies,
among others. MIISs in some provinces also exchange
information with departments of audit, industry, and commerce,
among others. Figure 6 shows the connection between provincial
MIISs and peripheral information systems.
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Figure 6. The interconnection between the medical insurance information systems (MIISs) and the surrounding information systems in each province.

In 55% (17/31) of the regions in China, MIISs at provincial and
municipal levels were networked and have gathered basic
medical insurance data. Provincial MIISs in 11 provinces out
of 31 (35%) exchange data with insurance companies; the main
data item exchanged includes the secondary compensation
information for serious illness insurance following basic medical
insurance compensation. Provincial MIISs in 12 provinces out
of 31 (39%) exchange data with tax departments. In adaption
to the adjustment to their functions in the medical insurance
reform, the tax departments are responsible for the collection
and payment of insurance premiums.

Data Storage Types at Provincial Information Centers
Feedback from 24 provinces in China shows that some types
of medical insurance data are stored in these provinces by
establishing provincial-level medical insurance data centers;
such data centers are under construction in two provinces:
Shandong and Henan. Seven provinces did not fill out the
questionnaire. Many data storage types included insurance
participation, payment, settlement, and expenses. Among these
types, information about insured individuals and insured entities
accounted for 92% (22/24), the highest share; information
related to payment, settlement compensation, details of
outpatient and inpatient expenses, and cross-provincial
hospitalization accounted for over 83% (20/24), the
second-highest share. No provincial-level medical insurance
data center has stored the procurement, sales, and inventory
data from designated pharmacies and drugstores. The storage
is also very limited for procurement, sales, and inventory data
from hospitals (1/24, 4%) and data from bidding and
procurement of drugs (3/24, 13%). Efforts should be made to
further expand the scope of data exchange and sharing, so as to
match the functions of MIISs in terms of bidding and
procurement of drugs as well as use of drugs and consumables.
Feedback from all provinces that were surveyed shows that
Heilongjiang Province has stored the highest number of data
types (15/17, 88%); this province has covered all data types
listed in Multimedia Appendix 1 except the procurement, sales,

and inventory data from hospitals as well as pharmacies and
drugstores. A total of 76% or more of relevant information has
been stored in such provinces and municipalities as Tianjin
(13/17, 76%), Shanghai (13/17, 76%), Guangdong (14/17, 82%),
Hainan (13/17, 76%), and Guizhou (13/17, 76%). According
to the feedback from the questionnaires, the provincial-level
medical insurance data center in Hubei Province has collected
the payment information on medical insurance participation of
urban and rural residents in the whole province, as well as
information on medical insurance treatment for urban and rural
residents in individual prefectures and cities, but it did not fill
out the information about other types of data storage. Henan
Province did not fill out information about other data storage
types except for data related to insurance participation and
payment. As a result, these two provinces—Hubei and
Henan—have a relatively lower percentage of data storage types.
In those provinces with high economic development levels,
solid informatization foundations, and lower pooling regions,
their provincial-level medical insurance data centers have stored
relatively more types of data; however, as a whole, the degrees
of concentricity and comprehensiveness of medical insurance
data are still low. Multimedia Appendix 1 shows the
corresponding matrix of provincial medical insurance data
centers and data storage types.

Analysis of Data Utilization as well as Security and
Privacy Protection Policies
China’s medical insurance data are mainly used for business
handling; however, these data have not been fully exploited.
Through the Medicaid Statistical Information System database
[33], the United States supports the formulation of Medicaid
fundraising and compensation policies. France built its national
database EGB (Echantillon Generaliste des Beneficiaires) [34],
conducts research on the effects of drugs, and conducts research
and development on new drugs through claims data [35]. South
Korea built its National Health Insurance Research Database,
which functions to make secondary compensation for
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catastrophic expenditures; it also provides specific datasets to
researchers for scientific research, especially for public health
governance and infectious disease monitoring through data
correlation [36]. The medical insurance database of Taiwan is
used for research on cancer treatment [37].

In terms of policies and regulations related to medical insurance
information security and privacy protection, the HIPAA was
passed by the US Congress in 1996; its applicability was
adjusted continuously, especially in the era of big data [38]. In
2016, the European Union issued the General Data Protection
Regulation, which stipulates in detail the collection,
transmission, processing, and utilization of medical security or
health information [39]. China has not yet issued a special law
or regulation on security and privacy protection of health
information or medical insurance information; some of the
existing Chinese policies are scattered among the Social
Insurance Law of the PRC, the Law of the PRC on Basic
Healthcare and Health Promotion, the Law of the PRC on the
Prevention and Treatment of Infectious Diseases, and the
Provisions of the PRC on the Disclosure of Government
Information. However, the length of such content is extremely
limited; there are provisions of a framework nature, but there
are no acts or laws with operability.

Urgent Needs in Various Regions During the Period
of Integration and Transition of MISs
The information system building model is guided by national
top-level planning; the deployment level of information systems
should be higher than the unified pooling level of medical
insurance funds. In addition, attention should be paid to data
coding and standardization and building efforts should be made
on the basis of the original information system building, in order
to save unnecessary investment.

In terms of functions of information systems, efforts should be
made to strengthen the informatization support for the reform
of payment mode, in order to adapt it to the promotion of
prepayment modes such as diagnosis-related groups. In the era
of big data, work should be done to establish an intelligent
medical insurance audit system, which will function to monitor
behaviors (eg, medical treatment and fund compensation)
through algorithms, such as data machine learning, and will
identify such events as medical insurance fraud and abuse.
Meanwhile, work should also be done to establish a credit
database containing information on lawbreakers to be able to
take certain punishment measures against such persons.

In the context of the universal application of mobile phones,
efforts should be made to provide more self-services for the
public, such as online hospitalization appointment, mobile
payment, self-service insurance participation and payment,
policy access, and information inquiry.

Discussion

Building Model of China’s Basic MIISs in the Future
In the future, we should overcome the disadvantage of the lack
of overall planning for the building of China’s MIISs in the first
and second phases and arrange for the building of MIISs and

hospital information systems at the national, provincial, and
municipal levels on a unified basis. We should establish a
deployment mode higher than the fund pooling level that is at
least not lower than the municipal deployment level. In addition,
we should try our best to realize provincial deployment and to
deploy prefectural and municipal information systems by
utilizing the cloud computing model. There are more than four
networking modes, which need further planning to establish a
safer and faster private network mode. In terms of identity
recognition media, this should expand to identity recognition
based on electronic ID cards; moreover, by adopting the QR
(Quick Response) code, we can use mobile phones to recognize
identities. Information system building standards should be
formulated and issued first, covering the planning of medical
insurance business, specification of information system modules,
and standard codes for data exchange, among others.

Information Exchange and Data Utilization
Information exchange involves the integration of internal
information systems in the MIS, the collection of data at
different levels, and the exchange of data within fields or
between different fields. The MIS internal information systems
receiving close attention exceed the 11 subsystems listed above
in the Main Functions of China’s MIISs section. These systems
are designed and developed by many developers; as a result,
they have diversified data structures and codes. First, internal
integration of these information systems shall avoid repeated
investment. Second, we should carry out the mode of
deployment of MIISs at the national, provincial, prefecture, and
municipal levels; unify the standards for data exchange; and
realize bottom-up collection and gathering of data. Third, we
should realize data exchange with the information systems in
other fields, clarify the operation specifications for business
links, and realize business collaboration through data exchange;
for instance, exchanging data with the tax department to confirm
the qualification of patients to participate in insurance and
medical insurance payment, and exchanging medical record
data with the health department. Through such practice as
standardization of health information exchange data [40] and
Federal Enterprise Architecture Framework business [41], we
will realize the business interoperation of different systems,
such as fundraising and payment to the tax department,
reimbursement for inpatients and outpatients at health
departments, designated institution certification at industry and
commerce departments, and claim settlement at commercial
insurance companies.

Balancing the Stake Between Informed Consent for
Privacy Protection and Data Mining and Utilization
in a Context of Big Data
MIISs cover a massive amount of heterogeneous data, which
have the typical 4-V characteristics of big data: volume, variety,
velocity, and veracity. For example, residents’ participation in
medical insurance and hospital visits involve detailed identity
information of individuals, health information, economic status,
invoice images, and other relevant data. China needs to
formulate special-purpose laws for the security and privacy
protection of medical insurance information. China also needs
to clarify the connotation of medical security information, the
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rights and interests of the public, the scope of security and
privacy protection, the operation requirements for the right to
be informed and information disclosure, the contents of
exceptional protection of safe harbor, infringements, and
punishments, among others, by referring to the HIPAA of the
United States and the Personal Information
Protection and Electronic Documents Act (PIPEDA) of Canada.

We should balance the stake between security and privacy
protection and data analysis and utilization. New models for
assisting in disease diagnosis and treatment have been identified
from the big data of health records through utilization of
artificial intelligence technology. These new models have been
widely used in medical innovation, which involves patients’
health histories, treatment methods, and treatment results, and
are even associated with such information as genetics; in
particular, the association with multisource data makes privacy
protection more difficult. We should ensure users’ rights of
informed consent and enable patients to feel comfortable in
providing data for scientific research without degrading safety
protection measures. This represents a direction of collection
and utilization of medical insurance information, rather than
transitional privacy protection [42].

Lessons From COVID-19 for Building of MIISs
China has recently developed hospital information systems.
China’s MIISs have established a mechanism of data exchange
and sharing with each hospital, in order to meet patients’ health
needs and facilitate settlements and expense compensations.
However, China’s regional health information platforms of
health departments and authorities are relatively isolated, and
a normalized mechanism of data exchange with hospitals has
not yet been established. Although China has established the
world’s most extensive surveillance system for infectious
diseases, this system is mainly based on a bottom-up reporting
approach by manual entry and form filling; as a result, China’s
system fails to exchange data with hospital information systems
in real time [43]. Reporting time is delayed; the system needs
a process that begins with identifying a suspected case of an
infectious disease and leads to case confirmation, thereof. The
source of data generation has no authority to publish
information, which has resulted in delays in reporting cases of
coronavirus disease 2019 (COVID-19) after case identification
as well as delays in information publication to the public after
reporting to the central government. During the whole process,
the early warning mechanism of the Infectious Diseases
Information Network failed to work effectively, which resulted
in serious decreases in disease prevention and early warning.
This suggests the following: China’s new MIISs should be
closely combined with its medical and health information
systems; efforts should be made to exert the roles of numerous
medical institutions as parts of a network foundation, in order

to gather data from hospitals to be transferred to the
national-level data center in a timely manner; and work should
be done to establish a computer-based early warning model, in
order to detect the sudden states and development trends of
infectious diseases and public health events in various regions
[44]. Through information connection between MIISs and health
systems, we will be able to capture information about patients’
hospitalizations at medical institutions in a timelier manner and
more efficiently. Then, through dynamic analysis and
summarized reports of data regarding disease types and
expenses, etc, we will be able to identify risk factors in a
prospective manner, so as to maintain the safety of medical
insurance funds.

Conclusions
China’s MIISs are the most extensive information systems that
could allow network foundations to connect medical institutions.
Over the past 20 years, after the three phases of development,
China’s MIISs have played an important role in medical
insurance business management and reimbursement, and have
provided strong support for the operation of the world’s largest
medical security system. Particularly in terms of settlements
for transregional hospitalization and reimbursements, China’s
MIISs have enabled extensive data exchange among the central
government, provinces, prefectures, municipalities, cities, and
medical institutions, and have realized transprovincial business
collaboration. In many developing countries, information system
building is an indispensable element to realize universal health
coverage and to continuously improve their respective medical
security systems. The analysis on the functions, advantages,
and disadvantages of China’s MIISs at different phases has a
sound significance of reference. Currently, China’s MIISs are
in a period of transformation and transition. In terms of the
top-level design and planning of China’s national medical
insurance informatization, as well as the redeployment and
reimplementation of information systems, it is necessary to
further consider such focal issues as normalization of business,
standardization of data, and interoperation of information
systems. In 2019, the outbreak of COVID-19 revealed a poor
interoperability between the MIISs and the health information
systems. Due to privacy protection and other reasons, data
sharing with the public health information network was
insufficient, and big data technology was not fully utilized to
analyze medical insurance data and provide early warning
services for public health. In the future, more detailed laws,
regulations, and policies should clearly set forth the contents
and ways of exchanging and sharing medical insurance data.
The implementation of security and privacy protection policies
of MIISs will further improve the degree of trust from
individuals, medical service providers, and public health
institutions in the information systems.
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List of data storage types used by the medical insurance data centers from each province in China.
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Abstract

Background: Breast cancer is the leading cause of mortality among women worldwide. However, female patients often feel
reluctant and embarrassed about meeting physicians in person to discuss their intimate body parts, and prefer to use social media
for such interactions. Indeed, the number of patients and physicians interacting and seeking information related to breast cancer
on social media has been growing. However, a physician may behave inappropriately on social media by sharing a patient’s
personal medical data excessively with colleagues or the public. Such an act would reduce the physician’s trustworthiness from
the patient’s perspective. The multifaceted trust model is currently most commonly used for investigating social media interactions,
which facilitates its enhanced adoption in the context of breast self-examination. The characteristics of the multifaceted trust
model go beyond being personalized, context-dependent, and transitive. This model is more user-centric, which allows any user
to evaluate the interaction process. Thus, in this study, we explored and evaluated use of the multifaceted trust model for breast
self-examination as a more suitable trust model for patient-physician social media interactions in breast cancer screening.

Objective: The objectives of this study were: (1) to identify the trustworthiness indicators that are suitable for a breast
self-examination system, (2) design and propose a breast self-examination system, and (3) evaluate the multifaceted trustworthiness
interaction between patients and physicians.

Methods: We used a qualitative study design based on open-ended interviews with 32 participants (16 outpatients and 16
physicians). The interview started with an introduction to the research objective and an explanation of the steps on how to use
the proposed breast self-examination system. The breast self-examination system was then evaluated by asking the patient to rate
their trustworthiness with the physician after the consultation. The evaluation was also based on monitoring the activity in the
chat room (interactions between physicians and patients) during daily meetings, weekly meetings, and the articles posted by the
physician in the forum.

Results: Based on the interview sessions with 16 physicians and 16 patients on using the breast self-examination system, honesty
had a strong positive correlation (r=0.91) with trustworthiness, followed by credibility (r=0.85), confidence (r=0.79), and faith
(r=0.79). In addition, belief (r=0.75), competency (r=0.73), and reliability (r=0.73) were strongly correlated with trustworthiness,
with the lowest correlation found for reputation (r=0.72). The correlation among trustworthiness indicators was significant
(P<.001). Moreover, the trust level of a patient for a particular physician was found to increase after several interactions.

Conclusions: Multifaceted trustworthiness has a significant impact on a breast self-examination system. Evaluation of
trustworthiness indicators helps to ensure a trustworthy system and ethical interaction between a patient and physician. A new
patient can obtain a consultation by referring to the best physician according to preference of other patients. Patients can also
trust a physician based on another patient’s recommendation regarding the physician’s trust level. The correlation analysis further
showed that the most preferred trustworthiness indicator is honesty.

(JMIR Med Inform 2020;8(9):e21584)   doi:10.2196/21584
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Introduction

Background
Breast cancer has become the most prevalent type of cancer
affecting women in Indonesia and worldwide, and the number
of deaths caused by breast cancer is growing every year [1,2].
In 2018, there were an estimated 2,088,849 new cases and
626,679 mortalities related to breast cancer [1]. Breast cancer
occurs with an increase in the number of malignant cells
originating from the inside layer of the mammary glands [3].
In the United States, breast cancer is detected by mammography
(43%, 156/361), breast self-examination (25%, 90/361), clinical
screening with breast self-examination (14%, 47/361), and
accidents (18%, 64/361) [4]. Breast cancer prevention requires
every woman to perform a breast self-examination as an early
diagnosis mechanism for all ages after the first menstruation,
which is expected to help reduce breast cancer mortality [5-8].

Moreover, curiosity about seeking health care–related
information through the internet and social media has been
gradually on the rise. Social media users prefer to seek
information from social media [9,10], as other users share a
substantial amount of information pertaining to breast cancer.
Almost 87% of the total posts on Facebook related to breast
cancer consist of support groups [11]. Other platforms such as
Twitter include surveys on breast cancer education, shared
stories about breast cancer survival, treatment plans, and images
showing the progress of certain treatments [12]. Consequently,
patients prefer to use social media to talk about sensitive body
issues (such as breast cancer) as a more convenient venue than
face-to-face interaction with a physician [13-16]. At the same
time, physicians are actively participating in social media and
health care systems related to breast cancer [9,14,17,18], and
they tend to use social media for assisting, treating, and
consulting on cancer [9,18,19]. Although the physician-patient
interaction on social media platforms offers many conveniences,
it also has important downsides.

There are reported cases of physicians behaving inappropriately
on social media, such as posting incorrect information,
misrepresenting their credentials, posting improper content, and
false advertising [20-22]. The impact of such unethical behavior
[19,23-26] can result in embarrassing patients and losing their
trust. Since trustworthiness is an essential factor in any
physician-patient relationship, the decrement of trust not only
affects the health care business but also causes shame and
depression for the patient [20,21,23]. Thus, in this study, we
explored a trust model that can support and eliminate this issue.
Toward this end, we focused on enhancing the multifaceted
trustworthiness model proposed by Quinn et al [27] to be
adopted for health care treatment on social media. The current
multifaceted trust model calculates a trust score based on social
interaction on social media platforms. Thus, the two-way trust
evaluation adopted in this trust model is suitable for considering
the patient-physician interaction in the health care domain.
However, the multifaceted model has its limitations, since there
is no credential representation mechanism in building trust
context, no informed consent contract between parties trying
to build trust, no mechanism to protect confidential data [19],

and no preservation of user privacy [14]. Thus, there is a gap
to be filled regarding how to best protect confidential
information and ensure that each interaction and communication
on social media is based on ethics.

The trust in social media is not personalized, specific, and
single-faceted, but is rather generalized in a group context
[27-29], and trust level cannot be annotated [27,28]. By contrast,
the existing multifaceted trust model is personalizable,
specializable, and capable of measuring the accuracy of trust
recommendation [28]. As a result, Chieng et al [30] presented
personalized comments or photos on social media as a
user-centric model.

The objectives of this study were to: (1) identify the
trustworthiness indicators that are most suitable for a breast
self-examination system, (2) design and propose a breast
self-examination system, and (3) evaluate the multifaceted
trustworthiness interaction between patients and physicians
using the breast self-examination system. Implementation of
the multifaceted trustworthiness model into the breast
self-examination system can identify the most preferred indicator
of trustworthiness, offering relationship feedback between the
patient and physician based on trust value and trust level. This
could ultimately provide a more trustworthy and ethical
patient-physician interaction on social media platforms such as
Facebook.

Principles of Trust and the Multifaceted Trust Model
The trust theory introduced by Rotter [31] in 1967 is known as
interpersonal trust, defined as “an expectancy held by an
individual or a group that the word, promise, verbal or written
statement of another individual or group can be relied upon.”
The trust principle was introduced by Mayer and Davis in 1995
[32], which posits that factors related to the trustor and trustee
will lead to trust. The characteristic of the trustor is trust
propensity, which is a general willingness to trust others. In
other words, trust propensity is a cause of risk behavior. People
with different backgrounds, personality types, cultures, and
experiences will differ in their propensity to trust.

On the other side, the main characteristic of the trustee is
trustworthiness, which is measured as the motivation to lie. For
example, if a trustee will gain something through lying, they
will be seen as less trustworthy [32].

Trust can therefore be defined as the confidence in somebody
or a belief that somebody is good and honest [33].
Trustworthiness has been mentioned in the context of character
honesty and integrity in health care [34], and it is a
context-dependent and personalized characteristic [30].
According to Quinn [28], the multifaceted trustworthiness model
is personalizable and specializable [28]. The trust characteristic
in social media has been defined according to the following
four traits [30,35-37]. The first is asymmetry, as trust between
two users is not identical. That is, individual A could trust
individual B, whereas individual B might not essentially trust
individual A and vice versa. Second, trust is transitive: longer
links create less trust. For example, consider that A and B are
friends, and they trust each other. B is friends with C, but A
does not know C. Since A knows B and trusts B’s friends, A
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might trust C to a certain extent. However, C is friends with D,
whom neither A nor B knows, and thus A finds it difficult to
trust D because of the distant connection and the fact that they
do not know each other. Third, trust is context-dependent,
according to time, situation, and experience. People tend to
exhibit differences in trust based on the context. Fourth, trust
is personalized as a subjective view. That is, the trustworthiness
of a particular person might be viewed differently by two
different people.

The key indicators of the multifaceted trust model (Figure 1)
are honesty, reputation, competency, reliability, credibility,
belief, confidence, and faith [27]. Honesty means the person
makes good-faith agreements, tells the truth, and fulfills any

promises made. Competency is the ability of one person to fulfill
another person’s needs. Confidence is “a feeling of certainty or
easiness regarding a belief one holds” [38]. Reputation is part
of the social notion of trust [39]. Belief is justified and should
be accepted (ie, acceptable without argumentative support) [34].

Figure 1 shows how the concept of personalization allows the
user to declare the idea that competency is influenced by
reputation (ie, competency derived from reputation), credibility
is influenced by belief (ie, credibility informed by belief), and
so on. This concept can be repeated to construct a trust model
to suit the user’s needs and to reflect the user’s subjective view
of trust.

Figure 1. Personalized model of trustworthiness [27].

Trust Measurement Models
The trust measurement model in an open social network can be
classified into five main models [36]: online reputation models,
Marsh trust management, multicontext trust, trust inference for
social networks (TISoN), and action-based trust.

Online Reputation Model
The online reputation model is based on online marketplaces
such as Amazon and eBay. These models focus on user
performance ratings provided after every part of the transaction
is completed. The reputation value is then derived from the total
sum of scores on eBay and the mean value from all ratings on
Amazon. There would be no mechanism on correction if the
user provided false information, as this model runs only based

on the increment number of opinions that can create the
reliability of reputation value [40].

Marsh Trust Model
Marsh [41] proposed a trust model based only on direct
interactions, which can be broken down into basic trust, general
trust, and situational trust.

For basic trust, the agent has an independent trusting disposition,
which is calculated based on the accumulation of agent
experiences. The best experiences bring an excellent disposition
to trust, and the minimum experiences bring a bad disposition

to trust. Marsh presented the notation Tx
t to identify the trust

disposition of agent x at time t.
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For general trust, the trust of the agent does not consider factors

of the specific situation. Marsh used the notation Tx(y)t for
expressing general trust between agent x and agent y at time t.

For situational trust, the trust of agents takes into account the
specific situation. The following formula is used to calculate
situational trust based on the utility of a situation:

in which x is the evaluator, y is the target agent, and α is the

situation. Ux(α)t t represents the utility x taken from situation

α, Ix(α)t is the important aspect in the situation α to agent x,

and is the general trust estimation when identifying all
possible data into Tx(y,α).

Multicontext Trust
Based on the Marsh trust model described above, a model in
which context trust represent the fields of trust capability was
proposed. For this purpose, trust is broken down into different
contexts and each context is normalized in the range of 0 to 1
to fulfill future aggregation. The following seven trust
functionalities on Facebook are considered [42]: (1) interaction
time span (S), (2) number of interactions (N), (3) number of
characters (C), (4) interaction regularity (F), (5) photo tagging
(P), (6) group membership (G), and (7) common interests (L).

These seven contexts are summed to establish the formula of
trust aggregation. Marsh [42] multiplied these contexts and used
the final values, which identified a vector with several numbers
where Tx is the priority given context P=(TS, TN, TC, TF, TP,
TG, TL), and the final value of trust is formulated as:

The method of aggregation is important for attributing a value
for each context. As an example, the context-free contribution
to the overall trust simply represents decreasing the level of
importance to the priority vector [42].

TISoN
The computational model for TISoN was introduced as a hybrid
model based on a mathematical model and algorithm. Hamdi
et al [43] also generated and evaluated trust values for relative
rating. The authors designed a novel trust path–searching
algorithm to ensure reliability of the trust path in a wider social
network and used the trust inference measure to measure the
degree of user trust in others.

Action-Based Trust
Gambhir et al [44] introduced action-based trust as a new model
of trust based on user content disclosures such as comments,
“likes,” post sharing, image tagging, and video posting. The
algorithm of action-based trust involves calculation of trust
values for user actions performed that focus on sharing sensitive
content in an online social network. This algorithm has also
been used by the multifaceted trust model in the context of
online social networks [44].

Breast Self-Examination System in Online Social
Networks
Breast self-examination is a method for early detection by which
women examine their breasts to facilitate detection and alleviate
any fear of cancer [45]. Breast self-examination is a regular
monthly breast check using a mirror to observe any abnormal
changes on the breasts [3], and is also considered to be the best
tool for early breast cancer detection [46].

As patients prefer using social media to make appointments,
receive reminders, diagnostic test results, provide information
about their health, and as a forum for asking general questions
related to health care [14], some specific features have been
requested by patients as a reference to develop a breast
self-examination system. Based on existing breast
self-examination systems (Table 1), nine standard features
should be embedded in any online breast self-examination
system, including user account management, calendar, self-exam
wizard, history, chat room, location, knowledge, video tutorial,
and forum.

Table 1. Comparison of currently available breast self-examination (BSE) systems.

FeaturesExisting BSE System

ForumVideo TutorialKnowledgeLocationChat
Room

HistorySelf-Exam
Wizard

Calendar

(cycle period)

User Ac-
count

AbsentAbsentAbsentAbsentAbsentPresentPresentPresentAbsentBSE Apps [47]

AbsentAbsentAbsentAbsentAbsentAbsentPresentPresentAbsentKeep A Breast App by
Luis M [48]

PresentPresentPresentAbsentAbsentAbsentAbsentAbsentPresentBeyond The Shock App
by NBCF [49]

AbsentAbsentPresentPresentAbsentPresentPresentAbsentAbsentDr K's Breast Checker
App [50]

AbsentPresentAbsentAbsentAbsentAbsentPresentAbsentAbsentDaisy Wheel App [51]

AbsentAbsentPresentAbsentAbsentPresentPresentPresentAbsentBreast Control App
[52]

AbsentPresentPresentPresentAbsentAbsentPresentPresentAbsentMakna (LUDIc) [53]
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Theory of Physician-Patient Interaction
The physician-patient interaction is a communication process
that describes the shared nature of the problem, treatment aims,
and psychosocial care [54]. The physician-patient interaction
emphasizes the behaviors of physicians toward patients.
Behavior consent is the content given by the physician on health
solutions (instrumental behavior) and the capability of
physicians to treat patients (affective behavior) [55].

Methods

Research Flow
The research flow is outlined in Figure 2, following ethical
phenomena in social media. The multifaceted trust model was

selected for this study, as it is able to provide a subjective view
of individual trust for each user. The prototype of the breast
self-examination system was based on existing breast
self-examination systems (Table 1). The architecture of the
breast self-examination system with trustworthiness indicators
was designed as a rating for the trust value for each patient
consultation with a physician. Based on a survey with patients
and physicians, the relationship between a particular physician
trust value and trust level was identified. Thus, any patient who
wants to choose a physician for consultation could refer to the
physician’s trust level.

Figure 2. Research flow. BSE: breast self-examination system.

Existing Breast Self-Examination Systems
The comparison among the existing breast self-examination
systems in Table 1 highlights the user account as an essential
feature, which is based on the Beyond the Shock app [49] user
account for securing patient and physician data. The remaining
six apps do not have user accounts because they do not secure
patient data, especially with respect to female breasts. The
calendar is the feature that establishes the menstrual cycle period
for performing a monthly self-exam. Of the seven available
apps, four (BSE, Keep A Breast, Breast Control, and Makna)
provide a calendar for setting a monthly self-exam reminder.
The self-exam wizard feature explains how to perform a
self-exam systematically, which should exist in any breast
self-examination system. Only Beyond the Shock does not
provide this feature. The history feature helps to record the
patient’s activity and the interaction process with their physician,
which is present in several apps (BSE, Dr. K’s Breast Checker,
and Breast Control). The history feature records data by keeping
a medical history for each patient, which will help physicians
to trace each patient’s performance. It is vital that this feature
is secure due to the private nature of the information. The chat
room allows for direct interaction between the patient and
physician, which is essential for allowing patients to have direct
interaction and communication with a physician without a
face-to-face meeting. None of the apps currently supports the
chat room feature, as they focus only on self-exam without
connecting to a physician.

The next feature is location, which identifies available
physicians nearest to the patient. This feature helps patients find
a physician for further consultation based on their self-exam
results. This feature is found in Dr. K’s Breast Checker and
Makna, which provide an address of a hospital or clinic for

consultation with a physician. The knowledge feature provides
scientific information related to breast cancer prevention, which
is also an essential feature for obtaining breast cancer–related
information for patient education on breast cancer. This feature
is offered by several apps (Beyond the Shock, Dr. K’s Breast
Checker, Breast Control, and Makna). The video tutorial feature
refers to any related breast cancer information provided via
video as guidance. Video tutorials are provided in Beyond the
Shock, Daisy Wheel, and Makna as an essential feature to help
patients view information related to living with breast cancer.
The forum is an open space to find current news or cases from
physicians and patients, which offers a space where physicians
provide general information to all patients on breast cancer
prevention. Beyond the Shock uses a forum as an essential space
for discussion between all physicians and patients in the same
area. We included all criteria shown in Table 1 in our proposed
breast self-examination system.

Integration of the Multifaceted Model of
Trustworthiness in the Breast Self-Examination System
We refer to Quinn et al’s [27] multifaceted trust model, which
uses the idea of implementing a trust management model to act
as the subjective view on trust. The breast self-examination
system involves the eight indicators of trustworthiness as a
rating system in a chat room setting. These indicators will
determine the value of trust based on the user’s interaction
experience that is entirely personalized, transitive, and
context-dependent. The personalized view will allow users to
choose their trust value (ie, patients will give a value to each
indicator in reference to their physician, and vice versa). The
transitive view will offer each physician trust value as a
reference when a patient recommends a physician to another
patient. The context-dependent view will give patients flexibility
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in rating a physician; they can edit their trust level regarding
physicians from time to time based on several consultations.

The trust level task is designed through the average rating value
(ARV), which is used to calculate the average trust value given

by the patient to their physician. The ARVs were generated
based on the idea of Marsh [41] and Daskivich [56] to identify
the trustworthiness level of a physician or patient with
independent values. The trustworthiness level and independent
value of a physician denoted by ARV are shown in Table 2.

Table 2. Trustworthiness level scale.

Independent valueAverage rating value (ARV)Trustworthiness level

59.0≤ARV≤10.0High

47.5≤ARV<9.0Medium

35.0≤ARV<7.5Low-Medium

22.5≤ARV<5.0Low

10≤ARV< 2.5Distrust

If ARVs are between 9 and 10, the trustworthiness level is
considered to be high, and the independent value is 5, whereas
lower values indicate higher levels of distrust. Therefore, the
correlation analysis will depend on the independent value as
the critical element.

Prototype Architecture and Mechanism of a Breast
Self-Examination System
The prototype architecture of our breast self-examination system
was based on Quinn et al’s [27] trust model, miniOSN [30],
and miniOSN2.1 [30]. Patients can personalize accessibility to
posted information, comments, and shared history data using
the rating feature, as well as limit the physician to view the
content of the patient data. The patient allows viewing the trust
value and trust level of physicians. A physician’s trust value is
based on the average of the trustworthiness indicators [28] and
the ARV as the rating trust level [41,56]. The trust level of a
physician is then identified by the trust value. To identify the
ranking among multifaceted trustworthiness indicators, we
evaluated the relationships between each indicator and the trust

value. The higher ranking of a trustworthiness indicator is
determined by a stronger correlation between the trust value
and each indicator. Therefore, the ranking could evaluate the
importance of the trustworthiness indicator in the multifaceted
model. In the breast self-examination system, patients can
personalize accessibility to set the value of posting and
comments according to the trustworthiness indicators or trust
level.

The trustworthiness mechanism on the breast self-examination
system is measured through chat rooms and forums. When a
patient request is accepted by a particular physician for
consultation, the patient will encourage the trust level option
of the physician, which is only seen by the patient. The patient
can edit the trust level of a physician by choosing values ranging
from 1 to 10 from the trustworthiness indicator’s ARV. The
patient can also update the level of trust from time to time. For
example, Figure 3 shows that the request of Reka (patient) for
a consultation with physicians Sandana and Lukman was
accepted by both physicians. After the meeting, she gave the
experience a rating of 8 as the value for the physicians.

Figure 3. Left: Patient rated two physician after interaction; Right: Trustworthiness scale.
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Action-Based Trust Algorithm for the Breast
Self-Examination System
An action-based trust algorithm was further implemented for
the computational mechanism on the proposed breast
self-examination system. This algorithm can measure the
credibility of users on social media. The capabilities for
evaluating and calculating the trust factors on user content
disclosure include sharing personal records, sharing a post,
comment, photo, and posting a message [44]. The computation
of trust value is for a physician that acts on user content
disclosure, namely as a trust factor. A physician trust factor
may decrease or increase based on whether the patient selects

a sensitive or not sensitive option. For example, the patient will
likely select a sensitive option for a self-exam photo after
completing the monthly self-examination. The sensitive option
must be accompanied by informed consent from the patient
before it is shared with the physician.

The action-based trust algorithm divides the measurement of
each user action into weights, including the weight of action
(Wa), weight of post (Wp), and weight of category (Wc). At
the same time, Wc is a function of the weight for category.
These weights, Wa, Wp, and Wc, are identified as the
parameters of the trust factor. Table 3 shows the cluster of
weights for test cases simulating the algorithm [44].

Table 3. Weighted clusters in the action-based trust algorithm.

Weight valueWeight type

Action

0.008Share

0.006Like

0.007Comment

0.006Dislike

0.005Tagging

0.008Post

Post

0.003Photo

0.002Video

0.001Link

0.003Message

Category

0.009Sensitive

0.001Nonsensitive

Survey
We conducted a survey using open-ended interviews with 32
participants [57,58] and 77 interactions in the breast
self-examination system. The survey was conducted from
February 3, 2020 to March 30, 2020. The participants were
physicians and female outpatients, all of whom had used the
breast self-examination system. The 32 participants included
20 females and 12 males, comprising 16 physicians [58] and
16 female outpatients [57]. Of the 16 physicians, 12 were
general practitioners and 4 were oncology specialists.

The 16 outpatients were healthy females who were aware of
the health care system. Eight of these outpatients were aged 18
to 25 years old and the other eight were aged above 25 years.
However, not all 32 participants ultimately completed the
interaction task in the chat room and forum due to the
consultation period. There were 24 active chat room participants
and 22 participants interacted in the forum. The evaluation
monitored the activity in the chat room (interaction between
physician and patient) and the sharing of information by the
physician through the forum. The interview started with an

introduction to the research goal and an explanation of the flow
on how to use the breast self-examination system.

This study was approved by the research ethics board of Esa
Unggul University committee (No. 0155-20.133/ DPKE-KEP/
FINAL-EA/ UEU/ V/ 2020).

Results

Design of the Breast Self-Examination Prototype
The prototype follows a module design (Figure 4), which is
classified into four phases [59]. The first phase of the user
account is registering and logging into the system. The second
phase of self-exam is the phase of conducting a personal
self-exam on the breast and annotation into the system. The
third phase of consultation with a physician is when the user
finds a doctor and has a consultation. The fourth phase of open
features for the public is the opportunity for the public to access
knowledge, video tutorials, and forum features without obtaining
a user account. The phrases in each phase are based on user
privileges.
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Figure 4. Module design of the breast self-examination (BSE) system [59].

Each of the features of the breast self-exam system shown in
Figure 4 has its own function. The calendar is a reminder system
for performing a breast self-exam. The self-exam wizard is a
guide to performing the correct self-exam daily. History serves
as a self-exam record and tracks monthly breast self-exams.
The location finds the nearest physician for receiving treatment.
The chat room is a space for consultations between patients and
physicians. Knowledge is a collection of links to news and
expert opinions on breast health. Video tutorial is a collection
of videos for performing the breast self-examination correctly.
The forum is where physicians can share important information
for patients related to breast cancer or breast self-exam.

Selection of a Suitable Trust Model
To select the most appropriate trust model for the breast
self-examination system, we performed a literature review on
papers related to the trust model. Ultimately, 11 articles were
selected for comparison analysis among existing trust models.
Table 4 shows the analysis of the comparison from several
perspectives, including the trust model, related domains,
selection of trust factors, methodology, and benefits.

The selection of trust models to suit the breast self-examination
system refers to the health care, internet, and social media
domains. Among the 11 articles, 7 are related to health care, 2
pertain to the internet, 1 is associated with social media, and
the other is related to psychology. The trust model related to
social media is the Multifaceted Trust Model for Online Social

Network Environment [30]. Initially, the multifaceted trust
model was introduced by Quinn [27] for the internet
environment. The multifaceted trust factors support a
user-centric model that requires users to personalize trust. For
instance, Abbas et al [60], Montaque et al [61], and Quinn et al
[27] focus on different areas with respect to reliability. Abbas
et al [60] focus on the overall reliability of health care software,
and Montaque et al [61] focus on the overall reliability of
medical technology. In contrast, Quinn et al [27] and Chieng
et al [30] introduce reliability as being personalized and
specialized to a particular user or things.

From the methodology perspective, 5 of the studies were based
on a qualitative approach, 5 were based on a quantitative
approach, and the remaining study was based on a structured
literature review. The qualitative approaches include evaluation
of trust in the relationship between the patient and physician
[25,63,64], whereas the quantitative approaches concentrate on
a questionnaire to obtain participants’ feedback. Therefore, the
qualitative approach is more effective and relevant for garnering
maximum performance out of the system.

The benefit perspective brings a consistent approach to choosing
the trust model for the breast self-examination system. Two of
the studies explored the trust model benefit that focused on the
personalized and trust recommendation measurement offered
by Quinn et al [27] and Chieng et al [30]. In contrast, the
remaining trust model benefits focus on the general trust model
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of theoretical issues such as the instrument created [63], trust
theory on the patient-physician relationship [25], patient trust
in technology [61], and behavior approach theory [64]. Thus,

a trust model related to the user-centric model is relevant to be
embedded in the breast self-examination system.

Table 4. Comparison of existing trust models.

BenefitMethodologyTrust FactorsDomainTrust ModelReference

The initial definition of trustwor-
thiness attributes identified.

Structured literature re-
view

Safety, validity, reliability,
reusability, scalability, maintain-
ability, performance

Health careTrustworthiness
health care software
model

Abbas et al
[60]

A valid instrument (PATAT)
created to assess patient trust in
a telemedicine service and as a
benchmark on the same service.

Qualitative method on
focus groups with a
survey on four factors
(trust in care organiza-
tion, care professional,
treatment, and technolo-
gy)

Trust in the care organization,
trust in the care professional,
trust in the treatment, trust in
the technology

Health careA conceptual model
of patient trust in
telemedicine services

Velsen et al
[63]

Trust in the doctor-patient rela-
tionship is a social, complex, and
multidimensional phenomenon.

Qualitative method on
the analysis of pub-
lished comments

Macrotrust, microtrust,
mesotrust

Health careModel of trust in the
doctor-patient relation-
ship

Krot and
Rudawska
[25]

This model can address trust is-
sues on social networking sites
through personalized trust fea-
tures

Quantitative method on
survey questionnaire
data

honesty, reputation, competen-
cy, credibility, confidence, reli-
ability, belief, faith

Online social
network

Multifaceted trust
model for online so-
cial network environ-
ment

Chieng et al
[30]

A multifaceted model is person-
alizable and specializable; pro-
vides accuracy of trust recommen-
dation

Quantitative method on
survey questionnaire
data

honesty, reputation, competen-
cy, credibility, confidence, reli-
ability, belief, faith

InternetMultifaceted trust
model

Quinn et al
[27]

The interaction between the
provider and technology influ-
ences patient trust in technology

Qualitative method with
a grounded theory ap-
proach

Communication, compassion,
privacy, competence, confiden-
tiality, dependability, reliability

Health careModel of patient and
provider trust in medi-
cal technology

Montaque et
al [61]

Trust beliefs change depending
on web consumers with more
experience in health infomedi-
aries.

Quantitative method on
a laboratory experiment

ability, benevolence, integrityHealth careDynamic model of
trust

Zahedi and
Song [65]

To lead the development of the
health care website on trust; pro-
duce a valid instrument to mea-
sure online trust on the health
care website; produce a model of
online trust for health care web-
sites

Quantitative method on
the instrument of a 34-
item Likert-scale

Credibility, risk, ease of useHealth careModel of online trustCorritore et al
[66]

Merchant integrity is a major
positive determinant of consumer
trust and its effect.

Quantitative method on
survey questionnaire
data

Ability, benevolence, integrity,
trust propensity

InternetA trust model for con-
sumer internet shop-
ping

Lee and Tur-
ban [67]

A behavioral and physiological
approach theory

Qualitative method on
the grounded theory ap-
proach

Ability, benevolence, integrityPsychologyModels of interperson-
al trust development

Lewicki et al
[64]

“This model is able to identify
and map trust levels and thresh-
olds of cooperative behavior and
modify the behavior on the inter-
action between physician and
patient.”

Qualitative methodDispositional trust, learnt trust,
situational trust

Health careA model of trust devel-
opment in the patient-
physician relationship

Dibben et al
[62]

Based on analysis of the 11 filtered articles, we decided to adopt
the multifaceted trust model introduced by Quinn et al [27].
The reason for selecting the multifaceted trust model (Table 4)
is that this model can provide a subjective view of individual
trust for each user. This model is also a user-centric model that
can personalize trust features such as comments and photos on
social media [30]. In particular, trust can protect the physician’s

reputation before the patient makes any decision and allows the
user to choose a credible physician [44]. According to Singh
and Chin [36], trust is a significant factor to attract a user to use
the site for recommendation to others based on a rating feature.
That is, patients can consider a physician’s credibility for
consultations, and physicians can consider the patient’s honesty
in providing information about their health status [36].
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Evaluation of the Multifaceted Trustworthiness of the
Breast Self-Examination System

Correlation Analysis Among Trustworthiness Indicators
The Pearson correlation coefficient (r) was used to evaluate the
correlations among various trustworthiness indicators in the
breast self-examination system based on the following formula:

The Pearson correlation coefficient represents a relationship (r)
between the independent variable (x) and the dependent variable
(y) based on a numerical variable between –1 and 1, where 0
indicates no correlation, 1 indicates a complete positive
correlation, and –1 indicates a complete negative correlation.
A correlation coefficient of 0.7 and above indicates a significant

and positive relationship between x and y; that is, when variable
x increases, variable y will also increase. Similarly, if the
correlation value is negative, if x increases, then y also decreases
[68]. We conducted a correlation analysis from 77 samples
collected from the MySQL database, which included ratings of
patients for a doctor in a chat room, ratings of patients for
several doctors in the chat room, and ratings of patients for a
doctor in the forum. After a participant chatted with a doctor in
a chat room, the participant could rate the doctor based on 8
trustworthiness indicators, and then was required to edit the
rating after a second consultation. The data were exported from
MySQL to a Microsoft Office Excel spreadsheet, and Pearson
correlation analysis was performed using SPSS v.24 (IBM)
[69-71]. The Cronbach α value was .92, which means that the
data are reliable (>.80) [71,72]. The results of the correlation
analysis are summarized in Table 5.

Table 5. Correlation coefficients of each trustworthiness indicator and trust value.

Correlation coefficientTrustworthiness indicators

0.91honesty

0.72reputation

0.73competency

0.73reliability

0.85credibility

0.75belief

0.79confidence

0.79faith

A strong positive correlation (>0.70) was found for all
trustworthiness indicators and trust value [68], indicating that
trustworthiness indicators would predict a tendency to change
the trust value; the higher the values of the correlation
coefficient, the stronger the relationship between the
trustworthiness indicator and trust value. The highest
trustworthiness indicator with a strong positive correlation was
honesty, followed by credibility, confidence, and faith.
Reputation had the lowest correlation value among the
trustworthiness indicators (Table 5). The correlations among
trustworthiness indicators were significant (P<.001). Overall,
these results suggest that honesty has the highest rank with
respect to trustworthiness, which means that the most important
aspect in the interaction process between a doctor and patient
is honest communication. This is followed by credibility and
faith as the second most important factors, reflecting the need
of patients to have a doctor with good credibility.

Patient-Physician Relationship
The patient-physician interaction was evaluated to measure the
trust level of a patient toward a physician’s behavior [55]. This

analysis was based on different views such as the interaction in
different time frames, patient interactions with several
physicians, and patient feedback on physicians’ articles in the
forum.

Patient and Physician Interaction in Different Time Frames

The patients’ ratings of a physician in the chat room over
multiple interactions are summarized in Table 6. For example,
Patient X5 had a consultation with physician Y5 on different
occasions. The trust value in the first week was 8.63 and was
10.00 in the second week. Similarly, for patient X13 and
physician Y6, the trust value in the first week was 8.13, which
increased to 8.50 and 9.25 in the third and fourth week,
respectively. This interaction shows that the trust level increased
from medium to high, which means that the trust value and trust
level of the patient for a particular physician will generally
increase after several interactions. Indeed, the time effect in the
interaction analysis based on comparing the trust value between
the first and second week was statistically significant (P=.03).
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Table 6. Interaction between a patient and a doctor over different time frames.

Trust
level

Trust
val-
ue

Trustworthiness indicators (ratings)Meet-
ing
time

DoctorPatient

faithconfidencebeliefcredibilityreliabilitycompetencyreputationhonesty

High9.501098101091010Week
1

Y3X4

High9.7510109910101010Week
2

Y3X4

Medium8.63899888910Week
1

Y5X5

High10.001010101010101010Week
2

Y5X5

Medium8.1387999878Week
1

Y10X7

Medium8.7598999989Week
2

Y10X7

High9.00899999910Week
3

Y10X7

Medium8.63910988997Week
1

Y12X11

Medium8.889991097108Week
2

Y12X11

High9.639101010910109Week
1

Y3X12

High10.001010101010101010Week
2

Y3X12

Medium8.1398897897Week
1

Y6X13

Medium8.5089997998Week
2

Y6X13

High9.25810810991010Week
3

Y6X13

High9.068.939.149.009.298.868.939.299.00Total Average

As shown in Table 6, the trust value increased when each patient
had several consultations with a physician on different
occasions. The trust value was taken from each patient’s
feedback rating, including patients X4, X5, X7, X11, X12, and
X13, who provided useful input on trustworthiness regarding
their physician after several consultations.

One Patient With Many Physician Interactions

Data interaction in the chat room demonstrated that several
patients interacted with more than one physician. Sixteen
patients requested communication with several physicians, and

only 11 physicians responded to these requests and had an
excellent interaction with patients. Patients prefer to chat with
physicians who have been rated by another patient. However,
not all physicians were receptive to accepting a patient request
due to their limited time. Table 7 demonstrates the varying trust
values between physicians during interactions with the same
patient. The trust value is given by the patients that provided
their subjective views when rating a physician after consultation.
Based on the total average of trustworthiness indicators, honesty
(9.39) emerged as the most important indicator, followed by
credibility (9.28) and faith (9.28).
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Table 7. Patient ratings of several physicians in a chat room.

Trust lev-
el

Trust
value

Trustworthiness indicatorsDoctorPatient

faithconfidencebeliefcredibilityreliabilitycompetencyreputationhonesty

Medium8.7599989989Y1X1

High9.7510101010109109Y2X1

High10.001010101010101010Y3X2

High9.6310910101010810Y4X2

High9.75101010101010810Y3X3

High9.7510101010109109Y6X3

High9.7510101010109109Y5X3

High9.501098101091010Y3X4

High9.1389989101010Y5X4

Medium8.63899888910Y5X5

Medium8.1387898898Y6X5

High9.0099999999Y7X6

Medium8.6399988989Y8X6

High9.00910998999Y9X7

High9.3810999910910Y2X7

Medium8.1387999878Y10X7

Medium8.759881089810Y11X8

High9.13109810810810Y2X8

High9.169.289.069.119.289.069.178.899.39Total Average

Rating of Physician-Posted Articles by Patients in the Forum

In the forum, 9 physicians participated in posting information
(articles) related to breast cancer, and 13 patients rated the
articles. As shown in Table 8, the trustworthiness ratings on the

forum revealed the highest trust value for physician Y15,
followed by physicians Y7 and Y12. This means that physician
Y15 posted the most highly trusted articles even though
physician Y12’s article was read by more patients.

Table 8. Trust value matrix on patient (X) ratings of articles posted by physicians (Y).

Y18Y17Y16Y15Y14Y13Y12Y7Y5Patient

8.29————————aX1

8.718.29———————X2

————8.00—8.43—8.43X3

——————8.14—8.43X4

————8.71——8.57—X5

———9.299.00—9.57——X6

——————8.57—8.57X7

—8.718.578.71—————X9

—8.578.869.00—————X10

—————8.00———X11

8.14————————X12

———————9.00—X14

8.38 (medi-
um)

8.52 (medi-
um)

8.72 (medi-
um)

9.00
(high)

8.57 (medi-
um)

8.00 (medi-
um)

8.68 (medi-
um)

8.79 (medi-
um)

8.48 (medium)Total (trust level)

a—: data not applicable, given no rating for that physician’s article.
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Table 9 shows the trust values for each physician rated by
several patients. Patients rated a physician based on their
personal views on the articles posted in the forum by the
physicians. For example, physician Y14 was rated by three
different patients (X3=8.00, X5=8.71, and X6=9.00), indicating

a very high trust level by patient X6. This means that patient
X6 considered the article posted by physician Y14 to be of more
benefit compared with the views of patients X3 and X5. In this
case, honesty (8.86) was the most important indicator, followed
by belief (8.81) and confidence (8.81).

Table 9. Patient ratings of articles posted by physicians on the forum.

Trust lev-
el

Trust
value

Trustworthiness indicatorsPatientDoctor

faithconfidencebeliefcredibilityreliabilitycompetencyreputationhonesty

High9.00810899999X6Y14

Medium8.7189989989X5Y14

Medium8.0098788898X3Y14

High9.2991010899910X6Y15

Medium8.7189989989X9Y15

High9.008910889910X10Y15

High9.57910109910910X6Y12

Medium8.5798889999X7Y12

Medium8.4389878999X3Y12

Medium8.1499898887X4Y12

Medium8.5799889998X9Y16

Medium8.867101088989X10Y16

Medium8.7189899899X9Y17

Medium8.2999988888X2Y17

Medium8.57889798910X10Y17

Medium8.5799998889X7Y5

Medium8.4397999898X3Y5

Medium8.4378898899X4Y5

Medium8.2978898988X1Y18

Medium8.7199988999X2Y18

Medium8.1477898889X12Y18

Medium8.5799988899X5Y7

High9.00989999910X14Y7

Medium8.00971087888X11Y13

Medium8.618.388.678.758.338.428.588.638.88Total Average

Discussion

Eight indicators of trustworthiness taken from the multifaceted
trust model showed significant positive correlations with trust
value, including honesty, credibility, confidence, faith, belief,
competency, reliability, and reputation. The following nine
features were considered to be important in the design of the
breast self-examination system: user account, calendar,
self-exam wizard, history, chat room, location, knowledge,
video tutorial, and forum. The trust level of a patient for a
particular physician was found to increase after several
interactions, and the patient can choose the right physician by
considering other patients’ recommendations based on the
physician’s trust level.

There are 32 participants registered in the breast
self-examination system. Registration is achieved through a
user account with approval validation sent by the system to the
user’s email. The security model of the user account is MD5.
Users set their cycle period via the calendar and follow the
self-exam wizard by recording their activity in the history
feature. If a patient identifies changes on the surface of their
breast during a self-exam, they can take a photo of the breast
and enter it into the system, which can be annotated as a
“sensitive” picture [36,44]. A picture that is annotated as
sensitive is then assigned a weight for category (Wc), which
means that the picture will require the patient’s informed consent
before sharing with the physician. The chat room is a convenient
space for interaction and communication between a patient and
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physician. By default, the patients deidentify themselves by
showing only their patient ID number to the physician. During
the interaction and at the physician’s request, the patient shares
their history as their medical record. This sharing was identified
as a weight for action (Wa). The Wa will lead the patient to
share based on the request from the physician. On the other
side, physicians are able to post an article to the forum, which
is identified as a weight for the post (Wp). The patients looked
at several articles posted by the physician in the forum and
provided feedback through rating the physician. Each share,
post, and category is a confidential activity carried out by the
patient and physician [36,44].

The correlation analysis of trustworthiness factors on the breast
self-examination system demonstrated that honesty has the
highest ranking for trustworthiness overall. This reflects that
the interaction process between physicians and patients requires
honest communication through honest information from the
patient so that the physician can provide the correct treatment.
Honest advice from the physician will create trust on the
patient’s part, and as a result, the patient will follow the
physician’s advice. This was followed by credibility as the
second most important feature due to the patient requiring a
credible doctor [27].

The analysis of patient-physician interaction over different time
frames revealed that patient trust will grow when several
interactions occur between a patient and physician. The patient’s
understanding of the physician regarding their reputation and
credibility is the first preference. Some feedback from the
patients included feeling comfortable talking with physicians
based on a recommendation by another patient through seeing
the physician trust value. This feedback proves that trust is
indeed transitive. The interaction of one patient with several
physicians reflects the personal views of the patient about a
particular physician based on their convenient communication
in the chat room [30].

Patient feedback in the forum related to articles posted by a
physician was based on the valuable information received by

the patient, indicating that patients have their own views for
accessing the useful information provided in each article posted
by a physician. The most trusted article was measured by the
weight of trust value. Overall, we found that patients’ subjective
views in taking the information from each posted article on
breast cancer benefited the patients based on their own
experience and situation (ie, context-dependent effect) [30].

Overall, this study reveals the strong ability of the multifaceted
trust model to provide a more trustworthy system, ethical
interactions between patients and physicians, and patient control
of data. This analysis proves the trust characteristic of social
media through interactions between patients and physicians in
the breast self-examination system [63,73]. Ultimately, the
implementation of multifaceted trust enables patients to make
the right choice of a physician by considering other patients’
recommendations based on the physician’s trust level.

In conclusion, multifaceted trustworthiness indicators have a
significant impact on the breast self-examination system. These
indicators provide a trustworthy system and ethical interaction
between a patient and physician as assessed through the trust
value and trust level. Based on the trust value and trust level of
physicians, a new patient can obtain a consultation by referring
to the most highly preferred physician. In addition, the patient’s
trust level to a particular physician will increase after several
interactions. The correlation analysis also showed that the most
preferred trustworthiness indicator was honesty. With more
interactions that occur based on weekly meetings, more trust
will grow between the patient and physician. This trust will
automatically increase the reputation and credibility of the
physician.

Multifaceted trustworthiness could be explored in more areas
of relevance in the health care system. Several actors in various
health care systems should consider adding and reviewing the
process of interactions, such as those occurring among the health
care provider, patient, physician, system provider, and health
care supplier.
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Abstract

Background: The health state of elderly patients is typically characterized by multiple co-occurring diseases requiring the
involvement of several types of health care providers.

Objective: We aimed to quantify the benefit for multimorbid patients from seeking specialist care in terms of long-term
readmission risks.

Methods: From an administrative database, we identified 225,238 elderly patients with 97 different diagnosis (ICD-10 codes)
from hospital stays and contact with 13 medical specialties. For each diagnosis associated with the first hospital stay, we used
multiple logistic regression analysis to quantify the sex-specific and age-adjusted long-term all-cause readmission risk
(hospitalizations occurring between 3 months and 3 years after the first admission) and how specialist contact impacts these risks.

Results: Men have a higher readmission risk than women (mean difference over all first diagnoses 1.9%, P<.001), but similar
reduction in readmission risk after receiving specialist care. Specialist care can reduce readmission risk by almost 50%. We found
the greatest reductions in risk when the first hospital stay was associated with diagnoses corresponding to complex chronic diseases
such as acute myocardial infarction (57.6% reduction in readmission risk, SE 7.6% for men [m]; 55.9% reduction, SE 9.8% for
women [w]), diabetic and other retinopathies (m: 62.3%, SE 8.0; w: 60.1%, SE 8.4%), chronic obstructive pulmonary disease
(m: 63.9%, SE 7.8%; w: 58.1%, SE 7.5%), disorders of lipoprotein metabolism (m: 64.7%, SE 3.7%; w: 63.8%, SE 4.0%), and
chronic ischemic heart diseases (m: 63.6%, SE 3.1%; w: 65.4%, SE 3.0%).

Conclusions: Specialist care can greatly reduce long-term readmission risk for patients with chronic and multimorbid diseases.
Further research is needed to identify the specific reasons for these findings and to understand the detected sex-specific differences.

(JMIR Med Inform 2020;8(9):e18147)   doi:10.2196/18147
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Introduction

The health of elderly patients is typically characterized by more
than one disorder [1]. More than 10% of all Austrians aged >50
years accumulate more than 10 different diagnoses over a period
of 2 years [2]. Treatment of such highly multimorbid patients
often requires the involvement of many different care providers
[3,4] taking age-specific and sex-specific differences in
physiology and health care–seeking behavior into account [5].
Yet, most health care systems are still configured to treat
individual diseases rather than individual multimorbid patients
[6]. It is therefore an open challenge to ensure sufficient care
coordination among different types of health care providers to
adequately treat an aging population [7]. Most findings on
long-term readmission risk so far have had an isolated focus on
single diseases — for instance, pneumonia [8], colorectal
surgery [9], depression [10], or chronic obstructive pulmonary
disorder (COPD) [11] — and take only a few predictor variables
(eg, medical history) into account [12]. In addition, many studies
focus on short-term (30-day or 90-day) readmissions, whereas
studies of longer-term risks for patients with chronic complex
disorders such as diabetes remain underrepresented in the
literature [13].

Digitalization in the health sector has led to increasing
availability of observational health care data like electronic
health records or medical claims data [14]. The emerging field
of network medicine [15,16] strives to leverage such data to
improve our understanding of multimorbidity [17] and how care
providers coordinate themselves in the treatment of such patients
[18]. Complex multimorbid health states of patients can be
conceptualized by means of networks (collections of nodes
connected by links) in which diseases are nodes that are linked

if they tend to co-occur in patients. These comorbidity networks
can be used to predict future changes in health as patients are
most likely to acquire diseases in close network-proximity to
those that they already have [2,19,20]. Networks of care
providers have been studied through the analysis of
patient-sharing relations [21]. In such patient-sharing networks,
providers are represented as nodes connected by links that
indicate patient flow between them [18]. It has been shown that
the structure of such networks can be related to variations in
treatment outcomes [18], cost and intensity of care [22,23], as
well as spending for and utilization of health services [24,25].

In this work, we quantified for the first time the long-term
readmission risk for 97 frequent diagnoses (ICD-10 3-digit
codes) associated with the first hospital stay as a function of
age, sex, and the involvement of 13 different types of medical
specialists. We propose a novel network statistical modelling
approach illustrated in Figure 1. Using an administrative
database containing data for almost 2 million patients, we
identified all patients aged >50 years with at least one hospital
admission (index hospitalization) and followed them for >3
years. There are 4 different types of trajectories that a patient
can take after first admission (index hospitalization): (1) no
second admission and no specialist contact over the next 3 years
(see patient 1 in Figure 1A), (2) one (or several) specialist
contact but no second admission (see patient 2 in Figure 1B),
(3) second admission without specialist contact (see patient 3
in Figure 1C), or (4) second admission with specialist contact
(see patient 4 in Figure 1D). By considering patients with the
same diagnosis from the first admission (index diagnosis) and
adjusting for age, we can then estimate separately for men and
women how contact with a specific type of provider changes
the readmission risk for any combination of index diagnosis,
readmission diagnosis, and type of specialty.

Figure 1. Illustration of the methodological approach showing examples of timelines for individual patients. Over 3 years following the index
hospitalization (yellow circles), patients without a readmission (yellow circles labeled readmission diagnoses) (A) do or (B) do not have specialist
contact (green circles), while patients with a readmission (C) do not or do (D) have at least one specialist contact. (E) Trajectories of readmitted patients
can be visualized as networks with patient flow between 2 node types (diagnoses and specialists). spec: specialist.
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Methods

Study Population
We used a pseudonymized medical claims research dataset from
a social insurance carrier in Austria covering the state of Lower
Austria [26-28]. The dataset contains 1,861,971 individuals in
total who consulted at least one health care provider between
January 1, 2006 and March 31, 2012 and were alive during that
period. Dead individuals were not included in the data. We
extracted the study base, which consisted of all patients with
known age and sex that were older than 50 years at the
beginning of the observation window and had at least one
admission in the time range between January 1, 2006 and
December 31, 2008 (n=225,238). For each of these patients, we
assessed contact with medical specialists and ICD-10 codes
associated with their hospital admissions.

Index Hospitalization
We considered main and secondary diagnoses (3-digit ICD-10
codes from the range A01-N99) from first admissions with at
least 1000 occurrences, disregarding codes that are not specific
for disorders, such as general examinations, child births,
congenital malformations, or unspecific symptoms (Multimedia
Appendix 1).

Readmission
For each stay, we identified whether each patient from the study
population had a subsequent hospital admission in the time
window between 90 and 1050 days after the index
hospitalization; if yes, the ICD-10 code of the associated main
diagnosis (readmission diagnosis) was noted.

Diagnosis Combinations
The ICD-10 codes of the index diagnosis (d1) and readmission
diagnosis (d2) form a diagnosis combination: D=(d1, d2). All
readmission risks were computed with logistic regression models
(see the next section) using patients with the same diagnosis
combinations (if readmitted) or d1 as the index diagnosis (no
readmission). The models were stratified by sex and considered
all diagnosis combinations that occurred in at least 50 cases.

Readmission Risk
The readmission risk measures how likely patients with index
diagnosis d1 were readmitted because of any other diagnosis.

The risk was measured separately for men and women. For each
patient, we introduced a binary dummy variable for whether
the patient was readmitted. We performed logistic regression
analysis with this response variable and patient age as the
predictor variable. To age-adjust the male (m) and female (f)
diagnosis-specific readmission risk (Pdiag[m/f, d1]), we evaluated
the logistic regression model for the mean population age.

Probabilities of Contact With Medical Specialties
For each patient, we assessed how likely a contact with different
types of medical specialists occurred between the index and
readmission diagnoses (readmitted) or over a follow-up period
of 3 years (controls). Separately for men and women, we
performed logistic regression analysis with a dummy variable

for contact with a specialty as a response and patient age as the
predictor variable. We evaluated the model for the mean
population age to obtain the probabilities of contact with a
specialist s for men and women: Pspec(m/f,s). We included the
following specialties: ophthalmology; surgery; dermatovenereal
diseases; obstetrics and gynecology; ear, nose, and throat (ENT);
pulmonary diseases; neurology; orthopedics; physiotherapy;
radiology; accident surgery; urology; labs; psychotherapy and
clinical psychology; psychiatry; internal medicine; and
outpatient hospital contacts [29].

Health Care Network Construction
A specific subset of patient flow from hospital (re-)admissions
to contact with a specialty is summarized graphically in a
network representation (see Figure 1E). For each diagnosis
combination D and specialist contact of type s meeting our
inclusion criteria, we assumed a direct link in the network from
the index diagnosis to the specialty and from the specialty to
the readmission diagnosis. For each link, we evaluated the ratio
of men to women that followed it. As the full network is too
dense to be meaningfully visualized, we applied a standard
network filtering method to extract the links that were most
significant for each node (type of care provider or diagnosis),
the so-called network backbone, by overlapping its maximum
spanning tree with the disparity-filtered network [29].

Relative Readmission Risk
Relative readmission risk measures the change in readmission
risk associated with contact with a specialty. For each diagnosis
combination D for men and women separately, we performed
logistic regression analysis of whether a readmission because
of diagnosis d2 occurred given that the first diagnosis was d1.
The independent variables were age and a dummy variable for
contact with a specialty. This binary dummy variable s encoded
whether a patient had at least one contact (s=1) between the
index and readmission diagnoses (readmitted) or within the
3-year follow-up interval after the index diagnosis (control) or
whether no such contact occurred (s=0). For each diagnosis
combination D and specialty s, we obtained the
contact-dependent readmission risk Q(m/f,D,s) for men/women
by evaluating their models for mean population age. To measure
the impact of a contact with specialty s on the readmission risk,
we evaluated these regression models for patients of mean age
that had (s=1) or had not (s=0) such a contact and computed the
r e l a t i v e  r e a d m i s s i o n  r i s k ,  R R ( m / f ,
D,s)=Q(m/f,D,s=1)/Q(m/f,D,s=0). In terms of the patient
timelines in Figure 1, RR(m/f, D,s) is related to the ratio of
frequencies of trajectories (D) to (B), relative to the ratio of
trajectories (C) to (A). The diagnosis-specific relative
readmission risk for men/women, RRdiag(m/f, d), is given by
the medians of RR(m/f, D,s) over all combinations of
readmission diagnoses d2 and contacts s. The contact-specific
relative readmission risk for specialty s, RRspec(m/f, s), for
men/women is given by the medians of RR(m/f, D,s) over all
diagnosis combinations D.

Significance, Multiple Testing, and Robustness Tests
Whether a diagnosis-specific readmission risk is significantly
different from 1 was assessed by comparing all related
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readmission risks that included a specific type of contact
(Q[m/f,D,s=1]) with the corresponding risks that did not include
such a contact (Q[m/f,D,s=0]). We used a t test or sign test
depending on whether the individual readmission risks were or
were not normally distributed, respectively; normality was
assessed by means of a Kolmogorov-Smirnov test. We corrected
for multiple testing by controlling the false discovery rate at
level α using the Benjamini-Hochberg procedure. To study the
robustness of our results, we considered variations of the (1)
follow-up interval for the readmission to occur (from 3 years
to 1.5 years), (2) minimal number of cases with a diagnoses
combination D (from 50 to 25 cases), and (3) inclusion of all
patients aged <100 years.

Results

Descriptive statistics of the study population are shown in Table
1. The study population was skewed toward the female sex
(130,968/225,238, 58%) with average ages (taken at the
beginning of the observation window) of 65 years (men) and
68 years (women). With SDs of 9.7 years (men) and 11 years
(women), both sexes had similar and rather broad age
distributions. Our inclusion criteria resulted in 97 diagnoses
(ICD-10 codes) and 13 different types of specialists. Average
numbers of diagnoses and types of specialists involved in the
treatment were similar between men and women.

Table 1. Descriptive statistics of the study population.

Entire sample (n=225,238)Women (n=130,968)Men (n=94,270)Variable

67 (10.0)68 (11.0)65 (9.7)Age (years), mean (SD)

5.0 (4.4)4.9 (4.4)5.1 (4.4)Number of diagnoses, mean (SD)

3.1 (2.8)3.2 (2.8)3.1 (2.8)Number of types of specialist, mean (SD)

Network Visualization
A graphical summary of our results is shown in Figure 2 in the
form of a network as described in Figure 1E. The node size
correlates with the out-degree of the nodes, and the link color
shows the ratio of men to women that follow a certain link.
Medical specialists with the highest out-degree (connections to
different diagnoses) provided outpatient treatments associated
with almost the entire spectrum of diagnoses, as well as
radiology and ophthalmology with mostly female-dominated
links with diseases of the circulatory and musculoskeletal
systems. Several specialties were associated with a single
diagnosis code, such as dermatovenereal diseases and skin
cancer, ENT specialists and nontoxic goiter, urology and urinary
tract infections, and psychiatry and pneumonia. To illustrate

the results “behind” the network in Figure 2, let us examine the
link from psychiatry to pneumonia (J18). Pneumonia was the
readmission diagnosis for patient trajectories that included
contacts with psychiatry for several index diagnoses. In all but
one case, we found reduced relative readmission risks for
pneumonia for both men and women, ranging from 46% for
women with hypertension to 94% for women with atrial
fibrillation; for men with urinary tract infections only, we found
a 1% increase in readmission risk. Note that Figure 2 only shows
a filtered version of this network. For instance, for type 2
diabetes (E11), there is only a link to outpatient wards. In
addition to general practitioners, patients with diabetes also
frequently visited internal medicine, radiology, and
physiotherapy, which have been filtered out in Figure 2.
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Figure 2. Graphical summary of our results as a network. The network was constructed as described in Figure 1E and filtered for statistical significant
links. Node sizes for specialists correlate with the number of outgoing links from the nodes.

Results for Diagnosis-Specific Readmission Risks
The long-term all-cause readmission risks for the index
diagnoses vary between 30% and 70% (see Figure 3A). We
observed the highest readmission risk for secondary neoplasm
(C79: 58%, SE 1.8% for men [m]; 66%, SE 2.0% for women
[w]; C78: 62%, SE 1.6% [m]; 60%, SE 1.3% [w]) followed by
retinopathies including hypertensive retinopathy and macular
degeneration (H35: 63%, SE 1.7% [m]; 64%, SE 1.5% [w]) and
other retinal disorders such as diabetic retinopathy (H36: 64%,
SE 3.1% [m]; 61%, SE 2.5% [w]). Other diagnoses with
particularly high readmission risks included colorectal cancer
(C18: 69%, SE 1.9% [m]; 63%, SE 1.9% [w]; C20: 61%, SE

2.1% [m]; 58%, SE 2.4% [w]), lung cancer (C34: 59%, SE 1.5%
[m]; 59%, SE 2.4% [w]), diabetes (E10: 56%, SE 1.8% [m];
57%, SE 1.9% [w]), and renal failure (N18: 59%, SE 1.1% [m];
57%, SE 1.3% [w]; N19: 60.3%, SE 3.0% [m]; 54%, SE 2.7%
[w]). In most cases (>70%), the above diagnoses were used as
main diagnoses in the index hospitalization except for diabetic
retinopathy (H36), which was the main diagnosis in only 33.8%
(762/2258) of stays and most frequently occurred as a side
diagnosis with type 2 diabetes as the main diagnosis (497/2258,
22.0%). In general, men have higher diagnosis-specific
readmission risks than women (mean difference [MD] over all
first diagnoses 1.9%, P<.001; ie, most points in Figure 3A lie
above the diagonal line; see also Multimedia Appendix 1).
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Figure 3. Results for diagnosis-specific readmission risks for men and women. Error bars denote SEs; no error bar means only one diagnosis(-specialist)
combination contributed to the data point. (A) The diagnosis-specific readmission risks range between 30% and 70%. (B) For several diagnoses, we
found significantly decreased (shown in black, as opposed to insignificant results shown in grey) diagnosis-specific relative readmission risks after
consulting with medical specialists.

Results for Diagnosis-Specific Relative Readmission
Risks
All significant diagnosis-specific readmission risks were <1 for
men and women (ie, they lie in the green, bottom left quadrant
in Figure 3B). We found the greatest significant reductions in
readmission risks upon contact(s) with medical specialists for
acute myocardial infarction (I21, male patients with contacts
show a reduced readmission risk of 57.6%, SE 7.6% when
compared to the risk of patients without such contacts; 55.9%,
SE 9.8% [w]), diabetic and other retinal disorders (H35: 62.3%,
SE 8.0 [m]; 60.1%, SE 8.4% [w]), COPD (J44: 63.9%, SE 7.8%
[m]; 58.1%, SE 7.5% [w]), disorders of lipoprotein metabolism
(E78: 64.7%, SE 3.7% [m]; 63.8%, SE 4.0% [w]), and chronic

ischemic heart diseases (I25: 63.6%, SE 3.1% [m]; 65.4%, SE
3.0% [w]). There were no significant differences in risk
reductions between men and women (MD 1.8%, P=.28; see
also Multimedia Appendix 2).

Results for Specialist-Specific Readmission Risks
Figure 4A shows the probabilities for men and women in our
study population to have contact with a specialty after index
admission. Depending on the specialty, these probabilities range
from around 8% for psychiatry (10.0%, SE 0.00 % [w]; 8.1%,
SE 0.00% [m]) to 56% for radiology (55.7%, SE 0.02% [w];
44.1%, SE 0.01% [m]). We found no significant differences
between men and women in their contact probabilities (MD
0.28%, P=.58) with an outlier result for contacts with urology
(7.4%, SE 0.00% [w]; 30.1%, SE 0.01% [m]).
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Figure 4. Results for specialist-specific readmission risks for men and women. (A) Contact probabilities with certain specialties (colors) range between
8% and 56%. (B) For most specialties, we found significantly reduced readmission risks (black) after contact.

Results for Specialist-Specific Relative Readmission
Risks
After contact, all specialties tend to show reduced readmission
risks for both men and women; see Figure 4B where all points
lie in the green (bottom left) quadrant. There are only 2
specialties for which the readmission risks were not significantly
reduced, namely for pulmonary disease specialists and
orthopedics. We found the greatest reductions for lab testing
(50.1%, SE 1.7% [w]; 48.5%, SE 1.8% [m]), radiology (59.2%,
SE 3.2% [w]; 61.6%, SE 3.0% [m]), psychiatry (59.3%, SE
6.7% [w]; 66.3%, SE 6.7% [m]), dermatovenereal diseases
(60.5%, SE 4.7% [w]; 59.3%, SE 4.6% [m]), and ENT
specialists (59.8%, SE 5.6% [w]; 60.9%, SE 5.6% [m]). Overall,
men and women showed similar risk reductions (MD –0.2%,
P=.96).

Robustness
Our main result of strongly reduced relative readmission risks
remained robust under changes of the parameters in the analysis.
We show the results for the relative readmission risks for 3
different robustness tests (reducing the minimal number of cases
required for a diagnosis combination from 50 to 25, using an
observation window of 1.5 years instead of 3 years, and
including patients <50 years old) for diagnosis-specific and
specialist-specific relative readmission risks in Multimedia
Appendix 3 and Multimedia Appendix 4, respectively. In each
case, all significant results correspond to strongly reduced
relative risks.

Discussion

In this work, we present a comprehensive analysis of
sex-specific long-term readmission risks (measured from 90
days to 3 years after the index hospitalization) where we

systematically tested how contact with 13 medical specialties
impacts readmission risks for 97 diagnoses associated with the
first stay. The network visualization reveals that our analysis is
indeed based on meaningful flows of patients between different
care settings. For instance, we found a dominant flow from lab
testing to senile cataract consistent with the fact that such testing
is often performed in preoperative screenings to detect risk
factors for complications such as diabetes. There are multiple
meaningful flows from radiology to musculoskeletal diseases,
a link from dermatovenereal diseases to skin cancer, or from
ENT specialists to nontoxic goiter. In all cases, our results mean
that patients that had contact with a specialist showed a tendency
later for reduced readmission risks for the given diagnoses
compared to patients without such contact (ie, the links in the
network do not just show frequent flows of patient but
specialty-diagnosis combinations that contribute to the observed
reductions in readmission risks). Other links were less clear.
For instance, we found a tendency that contacts with psychiatry
reduce readmission risks for pneumonia. Recent epidemiological
findings suggest that depression is indeed a risk factor for
hospitalization due to pneumonia [30] and that psychological
distress is related with a higher risk of pneumonia [31].
Furthermore, lifestyle factors (eg, substance abuse), psychiatric
conditions (patients’ compromised ability to recognize health
problems) as well as side effects of antipsychotics (worsened
respiratory muscle functioning) might cause this association
[32]. Our results could therefore indicate that contact with
psychiatric specialists mitigate these risk factors and thereby
reduce pneumonia-related readmissions.

Overall, we found the largest readmission risks after hospital
stays associated with chronic complex diseases for which high
readmission rates have already been described in the literature.
These diseases include various types of cancer including rectal
cancer, with a 30-day readmission rate of 10.1% [33], and lung
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cancer, with a 30-day readmission rate of 13% and 90-day rate
of 22% [34]. Diabetic and other retinopathies often occur with
type 2 diabetes as the main diagnosis, for which 30-day
readmission rates are 8.5%-13.5% [13]. For chronic kidney
disease, the 90-day readmission rate has been estimated at 11.7%
[35]. These risks cannot be directly compared to the long-term
readmission risk (where we exclude readmissions within the
first 90 days) considered in our study.

The involvement of medical specialists reduces the need for
long-term readmissions by up to 50% depending on the index
diagnosis. Chronic complex diseases are among those for which
we observe the strongest reductions in readmission risk after
contact with medical specialists. Our observation of the greatest
reduction for patients with acute myocardial infarction is in line
with findings of reduced mortality (up to 19% over an 18-month
follow-up) for patients with myocardial infarct who receive
follow-up care by cardiologists and internists when compared
to patients without such contact [36]. The second greatest
reduction was observed for diabetic and other retinopathies
(H35), which often occurred with type 2 diabetes as the main
diagnosis. These findings are in line with reports that a lack of
postdischarge outpatient visits in patients with diabetes is one
of the strongest risk factors for short-term (30-day) readmissions
[37] and that postdischarge office visits to adjust the diabetes
regimen contribute to a decreased risk of short-term readmission
[38]. While there is mixed evidence to which extent poor
glycemic control is also a risk factor for longer-term readmission
risk [13], our findings clearly show that specialist care after
discharge is related to a strongly significant reduction in
readmission risks of down to 62% (men) and 60% (women)
compared to patients without such contacts. Similar
diabetes-related observations might be relevant for patients with
hypercholesterolemia and hyperlipidemia (E78), which are
frequent diabetic comorbidities, who all showed significant
reductions in readmission risk. We found that the contact related
with reductions in readmission risk for diabetes patients was
concentrated on visits at outpatient wards, internal medicine,
and radiology, among other specialists. Diabetes is indeed a
complex disease requiring the involvement of multiple types
of health care providers. Treatment should take place in strict
agreement with the corresponding guidelines, including quarterly
physician visits and a high continuity of care, to minimize the
risk for diabetic complications.

For COPD patients, it has been observed that the involvement
of physiotherapists and various pulmonary and respiratory
specialists can reduce readmission risks, which is consistent
with our finding of a strongly reduced readmission risk for
patients with COPD [39]. Finally, in relation to our results for
the relative readmission risk for ischemic heart disease, it was
reported that patients had significantly lower 60-day readmission
rates when they were treated by multiple providers, including
surgeons and nonsurgeons [40].

Men and women had comparable probabilities of contacting
different types of medical specialists after the index admission;
there was no significant difference in how likely men and
women seek specialists. A Swedish register study found that
most of the sex differences in health care consumption can
indeed be explained by an increased level of

reproduction-associated care (not considered in our work) and
women’s higher share in mental and behavioral disorders and
diseases of the musculoskeletal system [41]. We found contact
probabilities that range from around 8% (psychiatry) to more
than 56% (radiology). We did not include primary care providers
(eg, general practitioners) in this analysis as almost everyone
in the study population had such contacts; therefore, their contact
probabilities were close to 100%. After contact with specialists,
we observed significantly reduced readmission risks (risk
reductions of up to 50%) for almost all specialties, including
lab testing, radiology, psychiatry, dermatovenereal diseases,
and ENT specialists, whereas pulmonary disease specialists and
orthopedics show a rather risk-neutral profile. These findings
might reflect that follow-up by specialists generally means more
tailored risk detection and improved disease management, but
also that patients seeking care from specialists might be more
engaged and vigilant compared to those patients that do not
seek specialist care. In the present form, our analysis does not
allow us to disentangle these effects of targeted prevention and
health care–seeking patient behavior.

In terms of sex differences, we found that men overall have
higher readmission risks than women. While the raw
readmission frequencies were similar for men and women (Table
1), the diagnosis-specific analysis clearly revealed that men
have increased readmission risks after adjusting for age and
pre-existing condition (index diagnosis). Our findings also
showed that the difference between men and women in
readmission risks are not due to differences in how likely they
are to seek contact with a specialist. In the following, we give
two plausible mechanisms that could in principle contribute to
the observed sex biases (or lack thereof). First, men might utilize
the health care system only at more severe stages of disease
compared with women, therefore also showing higher
readmission risks. Second, it could be that women are more
compliant when consulting specialists and therefore show better
outcomes (ie, reduced readmission risks). However, the second
explanation is at variance with our result that, after having had
a specific type of contact, men and women show similar
reductions in readmission risk. The assumption that these sex
biases are indeed due to differences in utilization is further
corroborated by findings of delayed health-seeking behavior in
men compared with women [42].

Our work has several limitations that mostly relate to the
administrative dataset used. We have no information on which
kind of procedures were performed during the admission and
contact with a specialist and no knowledge on results from
medical tests other than the diagnosis codes. We cannot
guarantee that we indeed observed all admissions of the study
population, especially since the data cover only a region of
Austria. However, as this bias should have similar effects on
index hospitalizations and readmissions, as well as men and
women, such coverage issues should only have a limited impact
on comparisons of readmission risks. Similar biases might
influence the probabilities of contact with specialists. We only
considered whether at least one contact took place, but not the
specific number of contacts.

To conclude, our results emphasize that specialist aftercare can
provide a strong contribution to the reduction in long-term
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rehospitalization. These effects vary substantially across
diagnoses and are most pronounced for outcomes such as
myocardial infarction where specialist treatment has already
been shown to improve survival. While we find tentative
evidence for delayed health-seeking behavior towards medical

specialists in men when compared to women, both sexes show
similar levels of readmission risk reduction after specialist care.
These sex biases require further research into their physiological,
biological, social, and psychological causative processes.
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Abstract

Background: Smartphones have made it possible for patients to digitally report symptoms before physical primary care visits.
Using machine learning (ML), these data offer an opportunity to support decisions about the appropriate level of care (triage).

Objective: The purpose of this study was to explore the interrater reliability between human physicians and an automated
ML-based triage method.

Methods: After testing several models, a naïve Bayes triage model was created using data from digital medical histories, capable
of classifying digital medical history reports as either in need of urgent physical examination or not in need of urgent physical
examination. The model was tested on 300 digital medical history reports and classification was compared with the majority vote
of an expert panel of 5 primary care physicians (PCPs). Reliability between raters was measured using both Cohen κ (adjusted
for chance agreement) and percentage agreement (not adjusted for chance agreement).

Results: Interrater reliability as measured by Cohen κ was 0.17 when comparing the majority vote of the reference group with
the model. Agreement was 74% (138/186) for cases judged not in need of urgent physical examination and 42% (38/90) for cases
judged to be in need of urgent physical examination. No specific features linked to the model’s triage decision could be identified.
Between physicians within the panel, Cohen κ was 0.2. Intrarater reliability when 1 physician retriaged 50 reports resulted in
Cohen κ of 0.55.

Conclusions: Low interrater and intrarater agreement in triage decisions among PCPs limits the possibility to use human
decisions as a reference for ML to automate triage in primary care.

(JMIR Med Inform 2020;8(9):e18930)   doi:10.2196/18930

KEYWORDS

machine learning; artificial intelligence; decision support; primary care; triage

Introduction

Health care digitalization has the potential to mitigate increasing
primary care workloads [1,2]. Time-constrained primary care

physicians (PCPs) interrupt patient queries within the first 30
seconds of consultations [3], contributing to inadequate
gathering of medical histories [4,5]. To reduce PCP workload
and to ensure patients are directed to the appropriate level of
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care, nurse-led telephone triage is commonly used [6,7].
However, nurses face similar time constraints as physicians,
which results in incomplete gathering of medical histories [8]
and inappropriate levels of care recommended in up to 31% of
cases [9,10].

Leveraging the wide use of smartphones, a large portion of
patient history can today be acquired before the patient interacts
with his/her health care provider. Automated patient
interviewing software has been shown to gather reliable and
relevant clinical information [11], and may thus save clinicians
time and reduce workloads.

Existing “symptom checkers” can provide triage
recommendations directly to patients. However, their accuracy
is low, ranging from 33% to 78%, with higher accuracy reported
only for more acute conditions [12]. Furthermore, patient
adherence to symptom checker recommendations seems low at
just 65% [13], compared with 81%-100% adherence to advice
from triage nurses [7]. Thus, clinician decision-support software
may be a better solution for optimizing triage.

With rapid developments in machine learning (ML), labeled
automated patient interviewing software data offer a promising
opportunity for enhancing triage software accuracy, providing
appropriate access to primary care. Recent research shows
promising utility of ML to aid in emergency department triage

compared with commonly used algorithms [14]. However, the
performance of such a system compared with human triage has,
to the best of our knowledge, never been evaluated. Furthermore,
ML research in the primary care setting is lacking, despite over
60% of health care visits being conducted in primary care [15].

Thus, this study sought to investigate interrater reliability
between human physicians and an automated ML-based triage
method, as well as evaluating interrater reliability of triage
decisions between a panel of physicians assessing the same
patient histories from an automated patient interviewing
software.

Methods

Context
The automated patient interviewing software technology used
in this study (produced by Doctrin AB, Stockholm, Sweden) is
being used by several primary care providers in Sweden since
2017. Patients access the platform using their smartphone, tablet,
or computer, choosing their chief complaint from a prespecified
list. An automated medical history is then taken, allowing
patients to briefly formulate ideas, concerns, and expectations
in free-form text, and subsequently answer a symptom-specific
multiple-choice survey. The software selects suitable subsequent
survey questions based on the patient’s answers (Table 1).

Table 1. Examples of automated patient interviewing software survey questions. Chosen answers subsequently appear in reports used for triage.

Answer formatSurvey question

Short answer: specify number of days, months or years“How long have you had a cough?”

Multiple choice (one option allowed):

“Not changing”

“Getting worse”

“Improving”

“Gone away”

“How has your cough been since it started”

Multiple choice (multiple options allowed):

“Runny nose”

“Shortness of breath”

“Chest pain”

“Sore throat”

“Swollen glands”

“Fever”

“Do you have any of the following symptoms?”

Multiple choice:

“37°C”

[…]

“Over 40 C”

If a patient reports fever: “What was the highest temperature you
have had when you measured it?”

Short answer: specify number of days“How many days in a row have you had fever?”

Answers are presented to a PCP as a summarized report for
review and further doctor–patient communication may occur
asynchronously through a live text chat (eVisit). Physicians can
prescribe medications, order laboratory samples, provide patient
information, or remain available online for up to 72 hours for
conservative management. Anonymized data from the automated
patient interviewing software report and subsequent chat are
saved in a database used for this study. Clinical decisions

regarding triage and treatment are, however, recorded separately
in the patient medical record and were not accessible for study.

Data for Classification
Data used in this study were composed of 2 subsets. The first
subset consisted of 300 automated patient interviewing software
reports labeled by a selected expert PCP with over 10 years of
clinical experience and a year of experience with online
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consultations. The reports represented the 10 most common
chief complaints in the platform (common cold, cough, eye
redness, genital problems, hay fever, rash, headache, sinus
symptoms, sore throat, and urinary tract infections) with an
equal marginal distribution between chief complaints.
Automated patient interviewing software reports were triaged
by the expert PCP to one of 4 levels: (1) Start a digital
chat-based consultation; (2) Refer the patient to a primary care
center for nonurgent care; (3) Refer the patient to a primary care
center for urgent care; or (4) Refer the patient to the emergency
department.

The second subset was 300 new automated patient interviewing
software reports labeled by a panel of 5 PCPs (1 intern [AE], 2
residents, and 2 specialists). Sample sizes were chosen for
feasibility reasons. Each PCP individually triaged automated
patient interviewing software reports with an identical
distribution of chief complaints as in the first subset. Each
automated patient interviewing software report was labeled with
a triage level as determined by a majority vote by the panel.

Triage categories in both subsets were then dichotomized into
2 triage levels used for further analyses: (1) No need for urgent
physical examination (triage levels 1 and 2) or (2) Need of
urgent physical examination (triage levels 3 and 4).

Exclusion Criteria
Because of incorrect formatting of one of the reports in the
triage interface used by the panel, 299 automated patient
interviewing software reports were triaged instead of 300.

Automated patient interviewing software reports describing
cases with an ongoing medical contact or a different chief
complaint from the one specified were classified as inappropriate
for triage, which occurred in 37 reports classified by at least
one panel member. These were manually reviewed by one of
the authors (AB) for inclusion or exclusion by expert opinion,
resulting in the exclusion of 17 cases from the analysis.

If the panel voting strategy did not result in a majority for 1
triage level, the automated patient interviewing software report
was also excluded from the analysis, which occurred in 6 cases.

Initially, 22 automated patient interviewing software reports
had missing triage data from some panel members. After
applying the exclusion criteria, 16 automated patient
interviewing software reports with missing triage data remained
for analysis.

Model Analyses
To examine the potential of our ML-based approach for triage,
we used the available data and corresponding dichotomized
triage categories in a series of classification tests with 3
classifiers: (1) a simple linear naïve Bayes classifier, which
assumes statistical independence of input features; (2) logistic
regression, commonly used for binary classification problems;
and (3) random forest, an ensemble decision tree approach,
which is considered particularly suitable for high-dimensional
problems.

Because of many questions from the automated patient
interviewing software reports only appearing very rarely in the

small-sized training data, feature space was reduced by only
including those which were used in more than 5% of the training
samples. This resulted in 243 features. As a few fields included
brief free-form text, the classifiers were trained and tested both
with and without information extracted from these text data.
Text was handled by first removing common Swedish stop
words. The remaining commonly used words appearing in more
than 10% of the training samples were included as a
bag-of-words model where each word was treated as an input
feature to the classifier [16]. This resulted in a total of 53
features.

First, we trained the models on the first subset and tested them
in a single pass on the second subset with labels based on the
majority vote of the 5 PCPs. We complemented this analysis
with a cross-validation approach on the data without text
information to better estimate generalization capabilities across
the 2 subsets of data. We performed 10-fold cross-validation
by dividing the union of the 2 subsets into 10 data clusters,
where the mixture of the 2 subsets in 9 out of 10 clusters was
used for training and the remaining cluster accounting for 10%
(ie, 1/10) served as a test set. By applying this scheme 10 times
with different 10% test folds, we could obtain an estimate of
the second moment of the generalization classification
performance. The cross-validation results were followed up
with a nonparametric Friedman test.

We made an attempt at investigating the key input features that
had a decisive role in classification. To this end, we ranked the
coefficients in the regression models built using naïve Bayes
and logistic regression methods as well as variable importance
with a random forest approach [17]. We employed the
correlation of rank, Kendall τ estimator, to examine the
consistency of feature ranking produced by the 3 classifiers:

τ = [(nc – nd)]/[n(n – 1)/2]

where n is the number of features, nc is the number of
concordant feature pairs, and nd is the number of discordant
feature pairs. The pairwise relation between feature pairs (fi, gi)
and (fj, gj) is considered as concordant if the ranking order
between features f is the same as for features g, that is, rank (fi,)
> rank (fj,) and rank (gi,) > rank (gj,), or rank (fi,) < rank (fj,),
and rank (gi,) < rank (gj,). If neither of these relation pairs is
preserved, feature pairs are referred to as discordant.

Finally, in order to exploit diagnostic evaluation made by each
individual PCP in the second data subset, rather than directly
considering the majority vote as the data sample label, we built
5 independent naïve Bayes classifiers. Each one of them was
trained on labels from the second subset corresponding to 1 of
the 5 panel PCPs. We then evaluated the majority vote of the
dichotomized responses of individual classifiers and employed
a cross-validation scheme to estimate generalization properties.

Human Versus Model Analysis
To measure the agreement between the PCPs and a classification
model, we chose a naïve Bayes approach (referred to as “the
model”). Cohen κ [18] was calculated to evaluate interrater
reliability of triage level within the panel, as well as interrater
reliability between the model results and the panel:
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κ = (po – pe)/(1 – pe)

where po is the observed ratio of agreement between 2 raters
and pe is the probability of chance agreement. Cohen κ provides
a measure of agreement between raters while accounting for
chance agreements. This is in contrast to percentage agreement,
which merely quantifies the ratio of cases with the same
classification in relation to different classifications made by 2
or more assessors, without accounting for chance agreements.
A Cohen κ<0.20 is generally regarded as low, 0.21-0.40 as fair,
0.41-0.60 as moderate, 0.61-0.80 as substantial, and 0.81-1.00
as almost perfect agreement [18].

Additional Analyses
To explore how the brief free-form text influenced the
classification, the classifier was retrained without features
extracted from the brief free-form text. This analysis was
conducted with a linear naïve Bayes approach.

To evaluate intrarater reliability of the training data, 50 of the
300 automated patient interviewing software reports available
were chosen for retriage by the same expert PCP. These reports
were chosen randomly from the full set but checked to include
an even variation of all available symptoms. Cohen κ was used
to assess agreement with prior triage.

Furthermore, to evaluate the impact of missing data on our
results, we reran the analyses with automated patient
interviewing software reports with missing triage data excluded.

Ethical Considerations
The study was approved by the Swedish Ethical Review
Authority on April 24, 2019 (reference number 2019-01516).

Data Sharing Statement
Data on triage decisions made by panel members and our expert
PCP are available to the Department of Clinical Sciences in
Malmö at Lund university, to the Department of Computational
Science and Technology at the Royal Institute of Technology,
and to Doctrin AB, Stockholm Sweden 10 years following
publication. Data can be accessed for a prespecified purpose
after approval by all 3 parties above.

Results

Comparisons Between the Three Models
After exclusion, 276 automated patient interviewing software
reports were usable as labeled test-set data (Figure 1). The
single-pass test results as well as cross-validation outcomes are
presented in Table 2. There was no evidence for rejecting the
null hypothesis (P>.10), so the performance of all 3 classifiers
is considered comparable even though one can observe a trend
favorable for random forest.

Figure 1. Flowchart of automated patient interviewing software report exclusion criteria.

Table 2. Classification results obtained with naïve Bayes, logistic regression, and random forest in a single-pass test as well as in 10-fold cross-validation
over the entire combined data set.

10-fold cross-validation (the first and second

subsets combined), %a
Test results (training on the first and test on the
second data subset), %

Classifier

66.6 (7.6)64.1Naïve Bayes

64.5 (9.0)60.1Logistic regression

69.5 (7.7)67.4Random forest

aThe values for cross-validation are the mean and standard deviation of the classification accuracy obtained over 10 test folds.
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Five Classifiers Versus One
Mean cross-validation accuracy calculated using the ensemble
performance (majority vote) of the 5 naïve Bayes classifiers,
each trained on the labels of one panel member, was 65.3% (SD
8.2%). Comparing this with the model, that is, the single naïve
Bayes classifier (mean cross-validation accuracy 66.7% [SD
8.0%]), the null hypothesis could not be rejected (Wilcoxon
signed-rank test, n=10, P>.24).

Decisive Features for Classification
Because the 3 classification approaches offer insights into
feature weighing in the regression function that determines the
classification boundary, we investigated more closely the
distribution of such feature importance factors (see the
“Methods” section). The results are inconclusive as the
distribution is rather uniform and the pairwise correlations
between feature rankings, Kendell τ (see the “Methods” section),
produced by the classifiers are moderate (max 0.32 between
naïve Bayes and random forest). This result implies that the
given average level of accuracy can be achieved based on
different sets of features.

Agreement Between Model and Human Triage
Because there was no statistically significant difference in the
performance reported by the 3 classifiers, we decided to rely
on the naïve Bayes approach in the next stages of our work due
to its intuitive linear formulation. Cohen κ between the naïve
Bayes model and the panel majority vote triage was 0.17 (Table
3), with 64% agreement. Excluding the information contained
in brief free-form text resulted in the corresponding Cohen κ
of 0.15. Within the reference group, average Cohen κ was 0.20,
ranging from 0.10 to 0.30.

These results did not differ when analyses were rerun with
missing cases excluded. No statistically significant difference
in distribution of chief complaint symptoms could be found
between reports with and without missing data (chi-square test,
P>.99).

Using panel majority vote as the gold standard, the model
correctly classified 74% (138/186) of nonurgent cases, but only
42% (38/90) of urgent cases. Adding free-form text data had a
negligible effect on these numbers (Table 4).

When 50 automated patient interviewing software reports were
selected for retriage by our selected expert PCP, Cohen κ was
0.55 with 78% agreement between retriage and previous triage.

Table 3. Assessment of the triage performance: agreement between the naïve Bayes model and each panel member as well as their majority vote, and

average interrater agreement among the panel members.a

Panel member versus rest panel members (Cohen κ)Panel member versus naïve Bayes model (Cohen κ)Panel

0.210.09PCP1

0.210.03PCP2

0.180.24PCP3

0.210.08PCP4

0.170.13PCP5

N/A0.17Majority vote

aPCP1 had the least amount of clinical experience, whereas PCP4 and PCP5 had the most amount of clinical experience.

Table 4. Contingency table of model triage with panel majority vote as the gold standard.

Falsely urgentTruly nonurgentFalsely nonurgentTruly urgent

26% (48 out of 186
cases voted nonurgent)

74% (138 out of 186
cases voted nonurgent)

58% (52 out of 90
cases voted urgent)

42% (38 out of 90
cases voted urgent)

Naïve Bayes model trained on full information
including brief free-form text

27% (51 out of 186
cases voted nonurgent)

73% (135 out of 186
cases voted nonurgent)

58% (52 out of 90
cases voted urgent)

42% (38 out of 90
cases voted urgent)

Naïve Bayes model trained with brief free-form
text information excluded

Discussion

Principal Results
To our knowledge, this is the first study to evaluate human
versus ML performance in primary care triage based on a
digitalized patient history. The first principal finding of this
investigation was that interrater reliability in human triage using
automated patient interviewing software reports is low (Cohen
κ 0.20). Consequently, our second principal finding was that
interrater triage reliability between a statistical model trained
on automated patient interviewing software reports and a human
panel was low (Cohen κ 0.17).

Findings were robust when cases with missing triage data were
excluded from the analysis. The performance of the model was
mostly decided by the surveys as removing the free-form text
had only marginal impact on Cohen κ (reduced to 0.15).
Furthermore, the intrarater reliability was moderate, as seen by
retriage of 50 automated patient interviewing software reports
by the same PCP (Cohen κ 0.55).

Comparison With Prior Work
While we acknowledge that κ values seldom are comparable
across studies [19], previous data have generally found high
interrater reliability between triage nurses [20-22]. However,
these studies were conducted in high-acuity emergency
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department settings, where indicators of urgency arguably are
more clearly defined [23].

The primary care setting presents a particular challenge in that
conditions are of low acuity, making the line between urgent
and nonurgent care more difficult to draw. This is supported by
the low intrarater agreement for our expert PCP as well as the
low agreement between our panel members. Indeed, acquiring
a true gold standard for triage is a well-known issue [24].
“Correct” triage is difficult to define, and thus difficult to label
and automate using ML. We could not identify any particular
features in the data that were linked to the model’s triage
decision. As far as the clinicians are concerned, we did not study
their clinical reasoning before reaching a triage decision, that
is, we do not know on which features their decision was based.

Interpretation
A well-known bottleneck for the creation of reliable ML
algorithms is the lack of large enough amounts of labeled
training data but this study calls the reliability of labels
themselves into question. Labeled data need to be consistent
across different raters and over time. Consequently, while adding
more automated patient interviewing software data to the
training set exploited by the model could improve interrater
reliability with humans, the interrater reliability between the
humans themselves sets a limit on how useful an algorithm
could be if labels are fully decided from human data. While the
addition of free-form text did not offer any advantage to the
performance of the model, as assessed by our gold standard, it
is possible that larger amounts of free-text data would allow the
model to leverage these data for improved performance.

Human clinical decision making is likely more prone to be
affected by externalities such as stress and mental fatigue [25].
Such externalities may have been present to different extents
among our panel, resulting in markedly variable triage decisions
compared with each other and the model.

Furthermore, the low agreement between the panel and the
model in our study may be due to the fact that variation in
human interpretation of text-based cues from automated patient
interviewing software data in a primary care setting [26]
prevents PCPs from determining urgency as consistently as the
model, given access to the same amount of data. It should be
noted, however, that in the clinical setting, PCPs would acquire
additional data through the eVisit chat before making a triage
decision.

The model is trained on triage data from a senior expert PCP,
but results show no trend toward higher agreement between
more senior PCPs and the model. This suggests that triage
decision making depends more on other factors such as PCP
temperament and risk aversion than mere experience [27].

Accepting the panel majority vote as the gold standard,
nonurgent cases were more often classified correctly compared
with urgent cases (74% [138/186] vs 42% [38/90], respectively),
even though higher triage accuracy would be expected for urgent
conditions where red flags are more well-defined [12]. Selection
bias through a disproportionately larger amount of training data
on nonurgent automated patient interviewing software reports
may explain part of this disparity. On the contrary, this

disproportionality may still be representative of a primary care
cohort which would utilize such a digital tool for mostly low
acuity conditions. However, given the low agreement between
panel members, one may also question the suitability of use of
the panel majority vote as the gold standard.

Strengths
This study has several strengths. First, it is one of few studies
comparing human with ML performance using the same test
data set for both groups. It is uniquely conducted in an eVisit
primary care setting, where the need for reduced workload is
high and where the ML algorithm has access to the same data
as the clinician in the eVisit setting would. This contrasts with
clinical or electronic health record–based ML tools which may
not have access to key clinical data not recorded in the electronic
health record [28]. Our data set was largely complete with only
1.4% missing data points. We also used training set data
independent of validation test-set data, which is not always the
case in other published research in the field [29]. Finally, the
findings add nuance to the existing literature of ML versus
human physicians [30].

Limitations
The results should be interpreted with consideration to several
limitations. Our sample is not representative of a physical
primary care population, as reports were acquired from an online
consultation service database of self-selected patients being less
likely to have life-threatening conditions [31]. Our data did not
allow for out-of-sample external validation, as we do not know
how these automated patient interviewing software reports ended
up being triaged in their clinical setting. Lack of external
validation also means that our low interrater reliability was
likely overestimated [29]. However, even if externally valid
endpoint data could aid in defining a decision as “correct”
retrospectively [32], defining “correct” triage prospectively may
not be possible as some clinical outcomes cannot be predicted.
In addition, the lack of consensus and use of a voting strategy
in our panel are unconventional methods of defining a gold
standard to compare ML-based performance and make
comparison with other studies difficult. Future studies may use
consensus techniques such as Delphi [33], incorporating PCP
and emergency physician expertise, to mitigate lack of panel
triage consensus.

Given the lack of agreement between our panel PCPs, using 1
expert PCP to provide training data may not be optimal.
However, we did not observe any significant differences in
cross-validation accuracy in this model compared with the
ensemble performance of 5 models separately trained by each
panel member.

Finally, our data set did not allow us to evaluate how the
temporal provision of data affects the triage process in a way
that would mimic the iterative clinical decision-making process.
Thus, training data sets which make this possible may open up
new opportunities for devising ML approaches that better mimic
the human decision-making process.
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Practical Implications
This study refutes implementation of the current ML model to
fully automate binary triage in primary care, despite naïve Bayes
being a reasonable ML algorithm to approach this problem.
However, in the clinical setting, these reports are used as
decision support in the interaction with patients, implying that
uncertainties may be addressed by further interaction with the
patient. Further development of the model with the suggestions
made above may allow for fully automated triage in the future.

Conclusions
While digitalized patient histories have the potential to mitigate
primary care workloads, leveraging patient history data to
automate triage with ML methods is challenging given the
difficulty for human physicians to triage consistently in a
primary care setting. Future research should evaluate if external
validation and temporal provision of training data may improve
automated triage performance, as well as attempt to better
identify which features drive triage decisions in a primary care
setting.
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Abstract

Background: Machine learning techniques, specifically classification algorithms, may be effective to help understand key
health, nutritional, and environmental factors associated with cognitive function in aging populations.

Objective: This study aims to use classification techniques to identify the key patient predictors that are considered most
important in the classification of poorer cognitive performance, which is an early risk factor for dementia.

Methods: Data were used from the Trinity-Ulster and Department of Agriculture study, which included detailed information
on sociodemographic, clinical, biochemical, nutritional, and lifestyle factors in 5186 older adults recruited from the Republic of
Ireland and Northern Ireland, a proportion of whom (987/5186, 19.03%) were followed up 5-7 years later for reassessment.
Cognitive function at both time points was assessed using a battery of tests, including the Repeatable Battery for the Assessment
of Neuropsychological Status (RBANS), with a score <70 classed as poorer cognitive performance. This study trained 3
classifiers—decision trees, Naïve Bayes, and random forests—to classify the RBANS score and to identify key health, nutritional,
and environmental predictors of cognitive performance and cognitive decline over the follow-up period. It assessed their
performance, taking note of the variables that were deemed important for the optimized classifiers for their computational
diagnostics.

Results: In the classification of a low RBANS score (<70), our models performed well (F1 score range 0.73-0.93), all highlighting
the individual’s score from the Timed Up and Go (TUG) test, the age at which the participant stopped education, and whether or
not the participant’s family reported memory concerns to be of key importance. The classification models performed well in
classifying a greater rate of decline in the RBANS score (F1 score range 0.66-0.85), also indicating the TUG score to be of key
importance, followed by blood indicators: plasma homocysteine, vitamin B6 biomarker (plasma pyridoxal-5-phosphate), and
glycated hemoglobin.

Conclusions: The results suggest that it may be possible for a health care professional to make an initial evaluation, with a high
level of confidence, of the potential for cognitive dysfunction using only a few short, noninvasive questions, thus providing a
quick, efficient, and noninvasive way to help them decide whether or not a patient requires a full cognitive evaluation. This
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approach has the potential benefits of making time and cost savings for health service providers and avoiding stress created
through unnecessary cognitive assessments in low-risk patients.

(JMIR Med Inform 2020;8(9):e20995)   doi:10.2196/20995

KEYWORDS

classification; supervised machine learning; cognition; diet; aging; geriatric assessment

Introduction

Globally, populations are aging. By 2050, it is estimated that
more than 2 billion people will be aged over 60 years [1].
Cognitive function generally declines with age and ranges in
severity from mild cognitive impairment (MCI) to dementia.
MCI can be defined as cognitive decline greater than that
expected for an individual’s age and education level, but it does
not interfere with activities of daily living, whereas dementia
profoundly impacts normal functioning [2,3]. Dementia
currently affects 50 million people worldwide, and it is estimated
that this will increase to 152 million by 2050. The annual cost
of dementia is estimated at US $1 trillion and is expected to
more than double by 2030 [4]. Therefore, strategies that promote
better brain health and well-being in older age are an urgent
public health priority.

Alzheimer disease is the most common form of dementia, with
other forms including vascular dementia, dementia with Lewy
bodies, frontotemporal dementia, and mixed dementia. Risk
factors for dementia are disease dependent but commonly
include age, genetics and medical conditions including
cardiovascular disease and diabetes, diet, lifestyle, and
environmental factors [5]. An important recent report
highlighted the complexity of dementia and the potential to
prevent or delay the onset of the disease through interventions
targeted at modifiable risk factors [6]. In particular, nutrition
has been identified as a key area of interest, and emerging
evidence links lower levels of certain vitamins with cognitive
dysfunction in older adults, whereas certain dietary patterns and
components appear to have protective roles in maintaining
cognitive health [7].

The application of data mining within health care has become
increasingly popular, driven particularly by the large amount
of complex data available that test the capabilities of traditional
statistical approaches [8]. In health care, as in other areas, data
mining has provided a means of accessing and analyzing large
volumes of data to better inform and drive change. Classification
models, in particular, have been utilized extensively in the
understanding of MCI. These models can help us to understand
patterns in the behavior of data in terms of diagnosing MCI,
specifically in the consideration of key features pertaining to a
diagnosis of impairment [9,10] or predicting the progression of
the impairment [11]. Furthermore, models have been developed
to apply a more objective approach to the MCI diagnosis [12],
not to undermine but rather to support a clinician’s analysis
[13]. Na c [14] investigated the use of noninvasive,
easy-to-collect variables that are commonly collected in
community health care settings such as sociodemographic,
health, functional, and interpersonal variables, for the prediction
of cognitive impairment among community-dwelling older

adults, using the Korean Longitudinal Study of Aging (KLoSA)
data set [15] and a gradient boosting machine classifier.

Many studies apply machine learning approaches to the popular
Open Access Series of Imaging Studies [16], Alzheimer Disease
Neuroimaging Initiative (ADNI) [17], and Australian Imaging
Biomarkers and Lifestyle Flagship Study of Aging (AIBL) [18]
data sets consisting of neuroimaging data (eg, magnetic
resonance imaging [MRI] and positron emission tomography
scan data) from participants ranging from no cognitive
impairment to MCI to Alzheimer disease [19]. These data sets
also include a range of demographic, biomarker, clinical, and
cognitive assessment data. Ding et al [20] used a Bayesian
network approach for the classification of Alzheimer disease
with heterogeneous features from the AIBL data set and
demonstrated that machine learning could be used to select
features and their appropriate combinations that are relevant for
Alzheimer disease severity classification with high accuracy.
Korolev et al [21] used a kernel-based classifier and the ADNI
data set to develop a prognostic model for predicting
MCI-to-dementia progression over a 3-year period.

The aim of our study is to compare the selection of data analytics
techniques to identify determinants of cognitive health in
community-dwelling older adults using existing data from the
Trinity-Ulster and Department of Agriculture (TUDA) study
(ClinicalTrials.gov identifier: NCT02664584). The TUDA study
was designed to investigate nutritional, health, and lifestyle
factors in the development of diseases related to aging, including
dementia. A range of analytical models on the data were
developed to determine factors that may predict poorer cognitive
performance and cognitive decline over time, assessed using
an in-depth neuropsychiatric test.

Methods

Cross-Industry Process for Data Mining Methodology
In this study, the widely used cross-industry process for data
mining (CRISP-DM) research methodology was adopted [22].
CRISP-DM has 6 main steps: business understanding, data
understanding, data preparation, modeling, evaluation, and
deployment. In the business understanding phase, the objective
of this study was to use classification techniques to identify the
key patient predictors considered most important in the
classification of cognitive dysfunction, which itself is a predictor
of dementia. In the data understanding phase, the data quality
was examined to understand data collection methods and the
features contained within the TUDA data set, as described in
the next section (The Data). In the data preparation phase, the
TUDA data set was preprocessed to cleanse the data set and
select features relevant to the modeling phase. Feature selection
methods and the results of feature selection are described in the
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subsequent sections (The Data and Feature Selection sections
in Methods and the Feature Selection section in Results). In the
modeling phase, a number of machine learning modeling
techniques were selected and applied to the prepared data and
their parameters were calibrated to optimal values to increase
the knowledge extracted from the data (described in the Machine
Learning Techniques section in Methods and the RBANS
Classification and Classifying Cognitive Decline Using the Rate
of Change in the RBANS Score sections in Results). Upon
building the models that produced the highest quality knowledge
from the data analysis perspective, the models were thoroughly
evaluated to ensure robustness and achievement of the business
objectives. The knowledge gained from the models was then
presented to clinical experts in a way that could be used and
understood.

The Data
The TUDA cohort provides detailed nutrition and health data,
along with related lifestyle, clinical, and biochemical details,
on a total of 5186 community-dwelling older adults aged 60 to
102 years, making this cohort one of the most comprehensively
characterized cohorts of its kind for aging research
internationally. With an overall goal to address the prevention
of age-related diseases, the TUDA study is aimed at
investigating nutrition and related factors in the development
of common diseases of aging. TUDA study participants were
recruited between 2008 and 2012 from hospital outpatient or
general practice clinics in the Republic of Ireland or Northern
Ireland via standardized protocols for participant sampling,
assessment, and data recording and with a centralized laboratory
analysis. In brief, the inclusion criteria for the TUDA study
were being born on the island of Ireland, aged >60 years, and
not having an existing diagnosis of dementia. Nonfasting blood
samples were collected from all participants, and a wide range
of parameters including routine biochemistry and hematological
profiles, along with biomarkers of micronutrient status, were

measured. A comprehensive health and lifestyle questionnaire
was administered as part of the 90-min interview to capture
medical and demographic details, along with comprehensive
information on medication and vitamin supplement usage.
Physiological function tests, blood pressure, bone health
(dual-energy x-ray absorptiometry scans), and cognitive function
tests were also performed. A subset of approximately 19.03%
(987/5186) of participants were reassessed 5 to 7 years after
their initial assessment to investigate the progression of risk
factors and disease over time.

A summary of the characteristics of the subset of the TUDA
cohort (n=2869) analyzed in this study is shown in Table 1.
Preprocessing and feature selection performed on the original
data set to reach this subset of data are described in the Feature
Selection sections of the Methods and Results sections.

Cognitive function was assessed at both time points using 3
assessment tools, the Mini-Mental State Examination (MMSE),
the Frontal Assessment Battery (FAB), and RBANS, and the
rate of cognitive decline was calculated over the 5- to 7-year
follow-up period. For the purposes of this study, the cognitive
function outcome indicator is categorized based on RBANS.
RBANS is an age-adjusted and sensitive neuropsychiatric battery
for assessing global cognitive function [23]. This tool has also
been validated to assess specific cognitive domains within the
brain, including immediate and delayed memory, visual-spatial,
language, and attention, which are combined to provide a total
score, with lower scores generally indicative of poorer cognitive
performance.

The rate of RBANS change over the 5- to 7-year period between
the initial assessment and the follow-up assessment was
computed as the difference between a participant’s RBANS
score at each sampling point, normalized to account for the time
between each assessment, where this can differ by up to 2 years
across participants (Figure 1).
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Table 1. General characteristics of the Trinity-Ulster and Department of Agriculture study participants.

Females (n=1678)Males (n=1191)Characteristics

72.2 (7.8)72.1 (7.8)Age (years), mean (SD)

16.1 (2.8)16.3 (3.3)Education (years)a, mean (SD)

Health and lifestyle

28.7 (5.7)28.9 (4.3)BMI (kg/m2), mean (SD)

0.88 (0.07)0.97 (0.07)Waist-to-hip ratio, mean (SD)

24.9 (3.5)25.0 (4.1)Instrumental activities of daily living, mean (SD)

23.1 (1.7)23.3 (1.6)Physical self-maintenance scale score, mean (SD)

13.0 (8.0)12.9 (9.1)Timed Up and Go (seconds), mean (SD)

632 (37.7)260 (21.8)Living alone, n (%)

194 (11.6)122 (10.2)Current smoker, n (%)

2.9 (6.7)8.8 (14.6)Alcohol (units/week), mean (SD)

426 (25.4)291 (24.4)Socioeconomically most deprived, n (%)

Neuropsychiatric assessment

27.9 (1.4)27.8 (1.4)MMSEb score, mean (SD)

88.9 (15.2)87.3 (14.5)RBANSc score, mean (SD)

168 (10.0)133 (11.2)RBANS class=“low” (target), n (%)d

1510 (90.0)1058 (88.8)RBANS class=“high” (target), n (%)d

15.9 (2.1)15.7 (2.2)FABe score, mean (SD)

6.1 (7.7)4.8 (6.2)Depression CES-Df score, mean (SD)

3.5 (3.8)2.6 (3.2)Anxiety (HADSg score), mean (SD)

Clinical measures

6.9 (3.3)7.1 (3.6)White cell count (109/L), mean (SD)

13.0 (1.3)14.2 (1.5)Hemoglobin (g/DL), mean (SD)

90.6 (5.1)90.7 (5.5)Mean corpuscular volume (FLh), mean (SD) 

265 (66.9)229 (59.0)Platelet count (109/L), mean (SD) 

6.7 (2.3)7.2 (2.9)Urea (mmol/L), mean (SD)

79 (22.4)98 (31.0)Creatinine (μmol/L), mean (SD)

42 (3.4)42 (3.7)Albumin (g/L), mean (SD)

34 (36.0)43 (47.5)Gamma GT (U/L), mean (SD)

139 (3.2)140 (5.1)Sodium (mmol/L), mean (SD)

4.2 (0.4)4.3 (0.5)Potassium (mmol/L), mean (SD)

2.3 (0.1)2.3 (0.1)Calcium (mmol/L), mean (SD)

1.1 (0.2)1.0 (0.2)Phosphate (mmol/L), mean (SD)

82 (25.7)82 (34.2)Alkaline phosphatase (U/L), mean (SD)

2.58 (0.9)2.23 (0.8)Low-density lipoprotein (mmol/L), mean (SD)

1.55 (0.4)1.23 (0.4)High-density lipoprotein (mmol/L), mean (SD)

1.62 (1.0)1.78 (1.0)Triglycerides (mmol/L), mean (SD)

5.5 (11.9)6.1 (11.1)C-reactive protein (mg/L), mean (SD)

5.9 (0.7)6.0 (1.0)Glycated hemoglobin (%), mean (SD)

47.2 (31.9)45.2 (30.8)Parathyroid hormone (pg/mL), mean (SD)
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Females (n=1678)Males (n=1191)Characteristics

67.8 (22.6)77.2 (25.3)Glomerular filtration rate (mL/min), mean (SD)

Nutritional biomarkers

1100 (582.7)1053 (591.1)Red blood cell folate (nmol/L), mean (SD)

296 (277.3)267 (191.0)Serum vitamin B12 (pmol/L), mean (SD)

81.5 (69.7)74.1 (53.2)Plasma vitamin B6 (nmol/L), mean (SD)

1.34 (0.2)1.35 (0.2)Riboflavin (EGRaci), mean (SD)

14.1 (5.1)15.1 (5.9)Total plasma homocysteine (μmol/L), mean (SD)

56.0 (30.1)51.6 (25.9)Total vitamin D (nmol/L), mean (SD)

aEducation refers to the age of stopping formal education.
bMMSE: Mini-Mental State Examination.
cRBANS: Repeatable Battery for the Assessment of Neuropsychological Assessment.
dRBANS score <70 is assigned class low and an RBANS score ≥70 is assigned class high.
eFAB: Frontal Assessment Battery.
fCES-D: Centre for Epidemiological Studies Depression.
gHADS: Hospital Anxiety and Depression Scale.
hFL: femtolitre.
iEGRac: erythrocyte glutathione reductase activation coefficient, with a higher EGRac value indicating poorer riboflavin status.

Figure 1. Calculating Repeatable Battery for the Assessment of Neuropsychological Status rate of change over a 5- to 7-year period between initial
assessment and follow-up assessment, normalized to account for the time between each assessment.

The data set initially contained 525 variables. During
preprocessing, the data were cleansed to detect and correct
inaccurate values, identify missing values and ensure consistent
coding of these, ensure consistent coding of categorical
variables, identify spelling and coding inconsistencies and
correct these, transform text variables into categorical variables
where possible, ensure numeric values fell within an appropriate
and accurate range, check for consistency among dependent
variables and correct any errors, and finally check for duplicate
data and remove any redundancy. Normalization was carried
out on the data table, including nonloss decomposition to
decompose the large data table into smaller tables, transforming
composite attributes into separate attributes, transforming
multivalued attributes, repeating columns into separate tables,
and recoding text attributes to categorical attributes where
possible. This process reduced the number of variables to 345
within the data set. These variables were a combination of text,
categorical, and numerical variables.

Feature Selection
Dimension reduction is an important stage for understanding
information in a data set. Typical dimension reduction
techniques, such as principal component analysis (PCA) [24],
describe all the numerical variables contained within a data set
in terms of a number of linear combinations (fewer than the
original number of features) of these features. Although a widely
used and appreciated method for reducing the number of
dimensions within a data set, PCA is only valid for numerical
features. In addition, a more transparent feature selection method

is often required to remove redundant features of various types
to reduce the size of the data set without losing potentially
valuable information. Although a range of feature selection
techniques exist because of the nature of the features in the
TUDA data set and the prior knowledge that a large number of
variables were likely to be highly correlated, a correlation
analysis and clustering were used in this study to allow highly
correlated features to be determined and redundant features to
be removed. These methods also helped us to discuss, evaluate,
and agree on the features to be retained in collaboration with
the data gatekeepers and expert clinicians who had in-depth
knowledge of the data. Further feature selection was not carried
out as we elected to retain as many features as possible for use
in training the classifiers. This section describes the feature
selection techniques performed, and the results of feature
selection are described in the Results section.

Manual Feature Selection
Manual feature selection was performed to remove features
containing large amounts of missing data and, therefore,
considered not useful for the analysis. Free-text variables that
could not be encoded were also removed. On the basis of expert
clinical knowledge, features deemed irrelevant to the study were
removed, as well as a number of subjective features where a
comparable, objective laboratory-obtained feature existed in
the data set.
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Correlation and Association
A correlation analysis is necessary before the development of
classification models for 2 primary reasons: “Algorithms might
‘overfit’ predictions to spurious correlations in the data;
multicollinear, correlated predictors could produce unstable
estimates” [25] and “Perfectly correlated variables are truly
redundant in the sense that no additional information is gained
by adding them” [26]. In other words, as many machine learning
algorithms rely on linearly independent variables, strongly
correlated variables must be evaluated and removed to avoid
unreliable results. Moreover, 2 variables that follow the same
behavior add little to the information gained by the data set and
thus are considered redundant. The correlation analysis allows
the determination of highly correlated variables, which may
undermine the consequential data analysis results. Owing to the
difference in categorization of the variables within the data set,
correlation coefficients were calculated for numerical-numerical
pairs, whereas the strength of association was necessary for
categorical-categorical variables and categorical-numerical
variables. Correlations between numerical variables were
calculated using the Spearman nonparametric correlation
coefficient [27], the strength of association between categorical
variables was calculated using the Cramér V statistic [28], and
the coefficient of determination (R2) was calculated between
categorical and numerical variables [29].

Clustering
Clustering is useful in feature selection [26] to analyze the data
to find structural patterns. Clustering can be used together with
correlation analysis to identify those variables that behave in a
similar manner; thus, the information offered by the variables
may prove redundant. Clustering of variables can take 1 of 2
forms: hierarchical, which outputs an informative hierarchy,
and nonhierarchical, which divides the data into clusters, within
which the variables may behave similarly. Owing to the nature
of the information this study seeks to derive, the focus was
placed on hierarchical clustering, illustrated specifically in the
form of tree structures or dendrograms.

Ascendant hierarchical clustering can use a mixture of both
numerical and categorical variables to arrange variables into

homogenous clusters, that is, variables that are strongly related
to each other [30]. The algorithm for finding these related
clusters follows the concepts of PCA and multiple
correspondence analysis (MCA). In PCA and MCA, the data
set is analyzed to find new linearly independent variables to
describe the same set of data. In this hierarchical clustering,
these new synthetic variables are used as the center points of
the clusters, and each original variable is then grouped according
to its similarity to the cluster center, either using the sum of the
correlation ratio, for numeric variables, or the squared
correlation, for categorical variables.

Machine Learning Techniques
Machine learning techniques are regularly employed for
detecting patterns and dependencies within data, such as within
health care data. Specifically, machine learning algorithms can
be used to look for combinations of variables and generate rules
within data that can be used to reliably predict outcomes [25].
This style of problem relies on classification algorithms, where
predictor variables are used to predict an outcome or a class
variable. These predictions are based on a training sample of
the data, usually consisting of a random sample of about 70%
to 80% of the available data. The developed model comprises
rules based on these training data and then tested against the
remaining data (Figure 2). The training procedure is repeated
on a number of different subsets of the data to reduce the
likelihood of overfitting the model. In this study, 10-fold
cross-validation was used to measure the performance of
classifiers. Initially, the data were split into a training set (75%)
and an evaluation set (25%). The models were trained using the
training set with 10-fold cross-validation applied (with a
90%/10% train/test split at each fold). The modeling techniques
of decision trees, random forests, and Naive Bayes were selected
for their ease of interpretability. It is crucial that the results of
modeling in this study can be explained to clinical experts. The
individual algorithms were developed using the R caret package,
specifically using the train and predict functions. The evaluation
data set was used to evaluate the performance of the model
found to be optimal during training for each of the 3 respective
techniques considered.

JMIR Med Inform 2020 | vol. 8 | iss. 9 |e20995 | p.108http://medinform.jmir.org/2020/9/e20995/
(page number not for citation purposes)

Rankin et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 2. Model development and testing protocol.

Decision Tree
Decision trees are one of the most common machine learning
algorithms when using a combination of continuous and
categorical variables, chosen for their computational efficiency
and readability. The Classification and Regression Tree (CART)
[31] algorithm, in particular, lends itself well to explanatory
knowledge discovery [32] due to its transparency. CART
decision trees are developed using a top-down recursive
algorithm, where the data set is split into increasingly smaller
subsets according to some predetermined metric, most
commonly using either the Gini impurity index or a permutation
importance measure. The measures used are described below.
The rpart implementation of the CART decision tree algorithm
in the R caret package was used in this study. This
implementation automatically applies pruning, choosing a range
of complexity parameters and automatically selecting the
optimal model using the complexity parameter that provides
the highest accuracy.

The resulting decision tree easily translates itself to a series of
rules that can be used to classify the test data. The advantages
of using a decision tree classifier lie in its ease of application,
particularly as both numerical and categorical input variables
require little to no preprocessing; its transparency for
interpretation, as the resulting tree can be explained using
Boolean logic; and its computational efficiency, particularly
with large data sets. In addition, decision tree classification does
not require domain knowledge or parameter setting [32].
However, traditional decision trees are also the least robust of
the machine learning classification methods, as they are prone
to overfitting and therefore rely substantially on the training

data. Often, a small change in the training data can result in
large changes in the developed tree. These shortcomings can
be addressed using the random forest algorithm.

Random Forest
The random forest algorithm [33] works in a similar manner to
decision trees, but where the CART algorithm results in a single
tree, the random forest algorithm results in a forest of trees.
Each of the maximal trees within the random forest will have
been developed using a random subset of the predictor variables
[34]. Each split within the tree is then calculated according to
a given performance metric from only within this subset of
variables. Typically, many trees are considered, thus reducing
the prediction error, as the model prediction will reflect the
average prediction across all trees. As a result, the random forest
algorithm is considered robust, flexible, and highly suited to
large data sets [35]. The random forest algorithm in the R caret
package was used in this study. This implementation chooses
a range of mtry parameters, where mtry is the number of
variables available for splitting at each tree node, which have
a strong influence on predictor variable importance estimates
[36]. The mtry parameter providing the highest accuracy was
used to select the optimal model.

Naïve Bayes
The Naïve Bayes algorithm for classification is based on Bayes’
theorem, which describes the most likely outcome (Y) based
on k number of observations (X={x1,x2,…,xk}). This can be
written as P(Y|X) and, as the algorithm is naïve and all variables
are considered independent, is calculated using the equation in
Figure 3.
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Figure 3. Naïve Bayes algorithm.

The probability of an outcome P(Y); the probability of an
observation being described by X, P(X); and the probability of
an observation being described by X, given that they can be
classed by Y, P(X|Y), can all be estimated using the given data
set. For its use as a classifier, an observation is classified
according to the most likely class based on the random variables
the observation describes. A benefit of the Naïve Bayes classifier
is its theoretical low error rate; however, based on the underlying
independence of the variables, in practice, this may not be the

case. The Naïve Bayes algorithm in the R caret package was
used in this study.

Importance and Accuracy Measures

Gini Impurity Index
The Gini impurity index describes the likelihood of an incorrect
classification using a random variable (var) and is described
mathematically as shown in Figure 4.

Figure 4. Gini impurity index.

Here pi is the probability of a correct classification according
to m classes. By considering the variables resulting in a minimal
Gini impurity index, this metric will therefore determine the
best (most pure) variables to use to split the training data until
a convergence criterion is met.

Permutation Importance
Permutation variable importance [33] is calculated by using the
effect the variable has on the overall prediction performance.
This performance can be predicted using the out-of-bag
prediction error, calculated by taking the mean prediction error
rate of those trees that did not include the specific variable [35].

Performance Evaluation
To compare the performance of each classification model, a
variety of evaluation metrics were used. The accuracy, precision,
recall, and F1 scores were computed. Precision, recall, and F1

scores take account of true and false positives and negatives,
whereas accuracy considers only true-positives and
true-negatives [37].

Results

Feature Selection

Manual Selection
Initially, 6 features deemed irrelevant for analysis were removed,
including participant identification numbers and cohort category
(which described the clinic from which the participants were
selected). A total of 9 free-text variables and 9 variables with
inconsistent questioning were removed. In addition, 94
subjective features were removed in favor of more objective
laboratory-obtained results. Several of the removed subjective
features had high numbers of missing values; therefore, removal
of these in favor of subjective features assisted in handling
missing data while ensuring that there was no information loss
within the data set and data duplication was also minimized.
For example, nutritional status based on blood analysis (eg,
measurement of key vitamin biomarkers) was retained over
self-reported dietary intake (eg, supplement and fortified food
use).

Correlation and Association
Initial investigation into cognitive function with the TUDA data
set, as measured using the RBANS score, highlights that as
expected RBANS decreases with age (Figure 5).
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Figure 5. Mean Repeatable Battery for the Assessment of Neuropsychological Status (RBANS) score as a function of participant’s age. The graph
shows a general decrease in the RBANS score as age increases. RBANS scores have been averaged by age; thus, each point represents the average
score for any particular age. One outlier existed for age=86. This was removed and the R value recalculated accordingly.

Correlation and association analyses were carried out. The key
results of this analysis are shown in (Multimedia Appendix 1).
We observed a relationship between variables concerning
follow-up questions within the questionnaire (eg, medication
use and duration of use). On the basis of this, 41 features related
to follow-up questions were removed. We also observed a high
correlation between the use of specific medications (eg,
bisphosphonate medications: Risedronate, Ibandronic acid, and
Etidronate). These medications could be grouped into bone-
and hormone-related categories, and therefore, we amalgamated
each subset into a new variable. Specifically, 2 new variables
were added for bone- and hormone-related medication,
encompassing many types of bone medications, including
bisphosphonates and hormone-related medications, from the

original data set. This resulted in the removal of 30 features and
the addition of 2 new features. Furthermore, scores for each
assessment element of RBANS were removed and only the total
score was retained. The total RBANS score was later used as
the target variable in classification.

We also removed the other neuropsychiatric test results (MMSE,
FAB, Hospital Anxiety and Depression Scale, Centre for
Epidemiological Studies Depression Scale) and functional test
results (instrumental activities of daily living [IADL] and the
physical self-maintenance scale [PSMS]) from the data set, as
they are clinical assessment tools as opposed to individual
predictor variables. This resulted in the removal of 72 additional
features. The correlation matrix between these scores is shown
in Figure 6.

JMIR Med Inform 2020 | vol. 8 | iss. 9 |e20995 | p.111http://medinform.jmir.org/2020/9/e20995/
(page number not for citation purposes)

Rankin et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 6. Correlation matrix using the Spearman (nonparametric) coefficient between participant test scores, ignoring observations with missing data.
Variable descriptors are as follows: 1=Hospital Anxiety and Depression Scale total score; 2=depression questionnaire total score; 3=Mini-Mental State
Examination total score; 4=Frontal Assessment Battery total score; 5=Repeatable Battery for the Assessment of Neuropsychological Status total score;
6=Physical Maintenance Scale total score; 7=instrumental activities of daily living total score.

The resulting subset of features following this stage of selection
reduced the data set from 345 variables to 69 plus the class
variable (RBANS score; Multimedia Appendix 2).

Clustering
A cluster analysis was carried out using the ClustOfVar package
within R Studio [30] to determine variable clusters and the
strengths of their relationships. As expected, the scores from

the clinical assessments, RBANS and its subcomponent tests,
FAB and MMSE, are closely related (Figure 7). The
participant’s age was closely related to kidney function, as
indicated by the glomerular filtration rate (GFR), and together
these form a variable cluster with the scores from the physical
diagnostic tests of IADL, TUG, and PSMS indicating a
relationship between these variables (Figure 8).
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Figure 7. Hierarchical clustering of variables depicted as a dendrogram showing strong relationships between clinical assessment scores from the
RBANS, FAB, and MMSE assessments. The variable descriptors are as follows: MMSE_score, Mini-Mental State Examination total score; FAB_score,
Frontal Assessment Battery total score; RBANS_index_score_I, Repeatable Battery for the Assessment of Neuropsychological Status (RBANS)
immediate memory score; RBANS_index_score_II, RBANS visuospatial constructional score; RBANS_index_score_III, RBANS language score;
RBANS_index_score_IV, RBANS attention score; RBANS_index_score_V, RBANS delayed memory score; RBANS_total_score, RBANS total score.

Figure 8. Hierarchical clustering of variables depicted as a dendrogram showing the close relation between a participant’s age and kidney function
(glomerular filtration rate [GFR]), which together form a cluster with the physical diagnostic tests of IADL, TUG, and PSMS. The variable descriptors
are as follows: age, participant’s age; GFR, kidney function; Driving_status, driving status; PSMS_score, Physical Maintenance Scale total score; TUG
score, Timed Up and Go score; IADL_score, Instrumental Activities of Daily Living total score.
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Following feature selection, the data set contained 69 features
and 5186 observations; however, missing data still remained.
To retain as much data as possible while minimizing the chance
of statistical bias, participant records were imputed by replacing
missing values with the average or expected value, in this case,
according to the participant’s age and gender. As in other studies
on the RBANS score [38], participants with visual (224
participants) or arthritic problems (1445 participants) were
omitted as they would have been hindered from carrying out
certain tasks within the test, and thus, their results may be
unreliable, as were those displaying an MMSE score of <24
(647 participants). Upon removing the relevant records, 2869
observations remained.

RBANS Classification
Classification models were utilized for 2 purposes: to discover
if a model could be developed to predict a low RBANS score,
representing poorer cognitive function, from the TUDA data
set and to determine if the developed model could be used to
identify key health, nutritional, and environmental predictors
of these low scores.

The target variable in this analysis was the RBANS total score.
For this analysis, the RBANS score was categorized using a
data-driven clustering approach to find 2 natural groupings
within the data identifying those with poorer cognitive
performance as having an RBANS score <70 (assigned class
low) and an RBANS score ≥70 was indicative of normal
cognitive performance (assigned class high).

Class imbalance [39] within the data set was resolved using
oversampling, in which a random sample of the smaller class
was replicated until the class sizes were equal.

The supervised modeling techniques of decision trees, random
forest, and Naïve Bayes were applied with 69 predictor variables
(listed in Multimedia Appendix 2). The data set (n=2869) was
split into a training set (2152/2869, 75%) and an evaluation set
(717/2869, 25%). The models were trained using the training
set with 10-fold cross-validation applied, and the results are
shown in Table 2. For the decision tree model, the complexity
parameter value of 0.020 for pruning was found to produce the
highest accuracy. For the random forest model, the mtry value
of 58 was found to produce the highest accuracy.

Table 2. Classification of the Repeatable Battery for the Assessment of Neuropsychological Status score performance measures when models were
trained with 10-fold cross-validation (training set size=2152).

F1, mean (SD)Recall, mean (SD)Precision, mean (SD)Accuracy, mean (SD)Classification technique

0.709 (0.028)0.643 (0.051)0.795 (0.037)0.737 (0.020)Decision tree

0.667 (0.000)1.000 (0.000)0.500 (0.000)0.500 (0.000)Naïve Bayes

0.990 (0.006)0.981 (0.011)1.000 (0.000)0.990 (0.006)Random forest

The models were then evaluated using the held out 25%
evaluation data set, and the accuracy of these models ranged
from 60.4% using the decision tree to 87.7% using the random
forest algorithm (Table 3). The random forest algorithm
performed best in this comparison in terms of both accuracy

and F1 score, with the decision tree algorithm performing the
worst. This is expected in terms of robustness, specifically
pertaining to problems with overfitting by the decision tree
algorithm, which has been rectified somewhat using multiple
trees within the random forest.

Table 3. Classification of the Repeatable Battery for the Assessment of Neuropsychological Status score performance measures when applied to the
evaluation data set (training set size=2152; evaluation set size=717).

F1 scoreRecallPrecisionOverall accuracyClassification technique

0.7250.5960.9260.604Decision tree

0.9340.1000.8760.876Naïve Bayes

0.9340.9920.8820.877Random forest

The key predictors of the RBANS total score in the decision
tree were as follows: participants’ scores from the TUG
functional mobility test, representing the time a participant takes
to get out of a chair, walk 3 m, turn around, and walk back to
return to his or her original seated position; the age at which
the participant stopped education; whether any family members
were concerned about the participant’s memory; and the
participant’s GFR, as shown in Figure 9. This decision tree

predicted that a person who took under 13 seconds to perform
the TUG test and stopped education after 16 years of age was
classified as a high RBANS scorer (ie, indicative of normal
cognitive performance). The decision tree classification model
also highlights the importance of the TUG test alone; if a
participant took longer than 13 seconds to perform the test, he
or she was most likely to be a low scorer, indicative of poorer
cognitive performance.
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Figure 9. Decision tree classifier of the Repeatable Battery for the Assessment of Neuropsychological Status score. GFR: glomerular filtration rate.

Similarly, the Naïve Bayes and random forest algorithms also
detect the TUG score, the age at which the participant stopped
education, and the participant’s age as being highly informative
features as shown in Figures 10 and 11 (see Multimedia
Appendix 2 for feature descriptions) for Naïve Bayes and

random forest models, respectively, with the Naïve Bayes
algorithm adding a participant’s driving status and the random
forest algorithm adding GFR to form the top 4 informative
variables within these respective algorithms.

Figure 10. The 20 most important features for classification of the Repeatable Battery for the Assessment of Neuropsychological Status score as
detected using feature permutation using a Naïve Bayes classifier. GFR: glomerular filtration rate; LDL: low-density lipoprotein; TUG: Timed Up and
Go.
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Figure 11. The 20 most important features for classification of the Repeatable Battery for the Assessment of Neuropsychological Status score as
detected using feature permutation using a random forest classifier. GFR: glomerular filtration rate; HbA1c: glycated hemoglobin; LDL: low-density
lipoprotein; TUG: Timed Up and Go.

The informative nature of the 4 most important features
determined by the most accurate classifier (random forest), as
shown in Figure 11, was confirmed when these algorithms were
rerun using only this subset of 4 features. In addition, 10-fold
cross-validation was applied to train the model on the training
data set (n=2152), with the results shown in Table 4. For the
decision tree model, the complexity parameter value of 0.010
for pruning was found to produce the highest accuracy. For the
random forest model, the mtry value of 2 was found to produce
the highest accuracy. The models were then evaluated using the

held out 25% evaluation data set. Training on the 4 most
important features as determined by the random forest model
resulted in a decrease in accuracy for the random forest model
from 87.7% to 80.1% (Table 5). A larger reduction in accuracy
was observed for the Naïve Bayes model, decreasing from
87.6% to 69.3%, whereas the decision tree model increased in
accuracy from 60.4% to 72.5% when trained on this reduced
data set compared with training on the original data set
containing 69 variables.

Table 4. Classification of the Repeatable Battery for the Assessment of Neuropsychological Status score performance measures when models trained
with 10-fold cross-validation (training set size=2152) and the 4 key variables: (1) age at which the participant stopped education, (2) the Timed Up and
Go score, (3) the glomerular filtration rate measure, and (4) the participant’s age.

F1, mean (SD)Recall, mean (SD)Precision, mean (SD)Accuracy, mean (SD)Classification technique

0.677 (0.020)0.655 (0.045)0.702 (0.026)0.688 (0.020)Decision tree

0.640 (0.018)0.545 (0.026)0.775 (0.021)0.693 (0.012)Naïve Bayes

0.923 (0.015)0.857 (0.026)1.000 (0.000)0.929 (0.013)Random forest
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Table 5. Classification of the Repeatable Battery for the Assessment of Neuropsychological Status score performance measures when models trained
using the 4 key variables: (1) age at which the participant stopped education, (2) the Timed Up and Go score, (3) the glomerular filtration rate measure,
and (4) the participant’s age when applied to the evaluation data set (training set size=2152; evaluation set size=717).

F1 scoreRecallPrecisionOverall accuracyClassification technique

0.8190.7320.9280.725Decision tree

0.7010.5570.9460.598Naïve Bayes

0.8830.8890.8780.801Random forest

Classifying Cognitive Decline Using the Rate of Change
in the RBANS Score
A subset (n=987) of TUDA study participants was reassessed
using an identical protocol 5 to 7 years after the initial
assessment. The result of this follow-up assessment enabled the
creation of a new variable to add to the original TUDA data set
for these 987 participants; the rate of change of the RBANS
score (calculated using the equation in Figure 1). This variable
would act as a measure of predicted cognitive decline (or
improvement) over the 5- to 7-year follow-up period. The same
classification models of decision tree, Naïve Bayes, and random
forest were applied to the TUDA data (n=987), using the new
rate of RBANS change as the classification variable. If the rate
of change of a participant’s RBANS score was calculated as

more than one half standard deviation below the mean rate of
change of the RBANS score across the sample of participants,
the participant was considered to have shown acute decline over
time, otherwise the change in RBANS was considered normal
or expected. The variable was normalized to adjust for differing
periods of time between the first and second RBANS
assessments (between 5 and 7 years) among participants. The
data set (n=987) was split into a training set (740/987, 75%)
and an evaluation set (247/987, 25%). The models were trained
using the training set with 10-fold cross-validation applied, and
the results are shown in Table 6. For the decision tree model,
the complexity parameter value of 0.035 for pruning was found
to produce the highest accuracy. For the random forest model,
the mtry value of 2 was found to produce the highest accuracy.

Table 6. Classification of the Repeatable Battery for the Assessment of Neuropsychological Status score performance measures when models trained
with 10-fold cross-validation (training set size=740).

F1, mean (SD)Recall, mean (SD)Precision, mean (SD)Accuracy, mean (SD)Classification technique

0.582 (0.083)0.571 (0.151)0.613 (0.053)0.603 (0.045)Decision tree

0.665 (0.007)0.997 (0.009)0.499 (0.008)0.499 (0.008)Naïve Bayes

0.962 (0.028)0.946 (0.031)0.978 (0.035)0.962 (0.026)Random forest

The models were then evaluated using the held out 25%
evaluation data set, and the results are shown in Table 7.
Although the accuracy of these classification models is lower
than that reported for the classification of the RBANS score,
approximately 70% versus 90% for random forest classifiers,
it nevertheless indicates the possibility of using our existing
variables for predicting a perhaps pathological rate of cognitive

decline to a reasonable level of accuracy. The decision tree
performed the poorest; however, the information it provides
(Figure 12) indicates that the TUG test score is again the most
informative attribute, followed by the participant’s blood
measures of total plasma homocysteine, vitamin B6 biomarker
pyridoxal-5-phosphate (PLP), and glycated hemoglobin.

Table 7. Classification performance for rate of change of the Repeatable Battery for the Assessment of Neuropsychological Status score when applied
to the evaluation data set (training set size=740; evaluation set size=287).

F1 scoreRecallPrecisionOverall accuracyClassification technique

0.6640.6050.7350.547Decision tree

0.8501.0000.7390.739Naïve Bayes

0.8220.9330.7350.702Random forest
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Figure 12. Decision tree classifier of rate of change of the Repeatable Battery for the Assessment of Neuropsychological Status score. PLP: vitamin
B6 marker pyridoxal-5-phosphate.

Furthermore, using permutation importance measures (Figures
13 and 14, see Multimedia Appendix 2 for feature descriptions),
it has been indicated that the same key variables for the
classification of RBANS scores are no longer of such importance
for the classification of rate of RBANS score change. Instead,

the blood measures of PLP (vitamin B6 biomarker) and urea,
coupled with the results of the TUG test and the participant’s
age, are likely key predictors, particularly using the (best
performing) Naïve Bayes algorithm (Figure 13).

Figure 13. The 20 most important features for predicting rate of the Repeatable Battery for the Assessment of Neuropsychological Status change as
detected using feature permutation using a Naïve Bayes classifier. Gamma GT: Gamma-glutamyl transferase; GFR: glomerular filtration rate; TUG:
Timed Up and Go.
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Figure 14. The 20 most important features for predicting rate of the Repeatable Battery for the Assessment of Neuropsychological Status change as
detected using feature permutation using a random forest classifier. Gamma GT: Gamma-glutamyl transferase; GFR: glomerular filtration rate; HDL:
high-density lipoprotein; TUG: Timed Up and Go.

Discussion

Principal Findings
The results of this study indicate that modeling of a variety of
clinical, lifestyle, and sociodemographic factors using machine
learning techniques may help predict poorer cognitive function
in older people with a high level of accuracy (approximately
90%) and using a small number of noninvasive indicators. The
approach is also useful, although slightly less accurate
(approximately 70%), in predicting the rate of cognitive decline
over a 5- to 7-year period with a small number of measures
being the most influential health, nutritional, and environmental
predictors. The results are important for clinicians and health
service providers, especially at the early stages of engagement
and diagnosis of cognitive dysfunction in older patients, by
identifying those patients most in need of more intensive
investigation. Furthermore, these findings may be useful for
informing nutritional and lifestyle interventions aimed at
maintaining brain health in the adult population.

The results presented here suggest that it may be possible for a
health care professional to make an initial prediction (with a
high level of confidence) of cognitive dysfunction using only
a few short, noninvasive questions. Although the approach is
not a diagnostic instrument for detecting the presence or absence
of dementia, it has particular merit in that it could provide a
very quick, efficient, and noninvasive screening method to help
clinicians decide, at an early consultation stage, whether or not
a patient should be investigated further using more in-depth
cognitive assessment tools. Similarly, a recent study [14] used

a machine learning approach to develop a gradient boosting
machine classifier with the KLoSA data set [15], also identified
sociodemographic, functional, and health-related factors, among
others, as the most important predictors of cognitive impairment.
The authors concluded that the model could be used to screen
for cognitive impairment in a community health care setting.
Using such an approach may offer potential benefits to both
health service providers and older patients. It may provide time
and cost savings for health service providers reducing the need
for cognitive tests that are often laborious to administer (eg, it
takes approximately 30 min to complete the RBANS assessment
used in this study), and could potentially avoid testing of
low-risk patients. As a result, any unnecessary stress associated
with cognitive testing may be reduced or avoided in older adults.
This study’s results also suggest that some additional invasive
clinical measures may be required to identify those individuals
at greatest risk of future cognitive decline, providing valuable
information that could help clinicians design the most
appropriate intervention and treatment strategies for patients
on a case-by-case basis.

In the prediction of poorer cognitive performance, it is
interesting to note that, in addition to participants’ age, the
models identified noninvasive physical, behavioral, and
socioeconomic variables over invasive clinical measures as the
most influential predictors (with the exception of GFR), whereas
the opposite was true for predicting the rate of change (with
TUG being the exception). This suggests that nonclinical factors
are much better in predicting poorer cognitive performance in
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older people, while clinical measures are needed to predict
cognitive decline.

Machine learning methods produce the best classification models
and predictive outcomes based on the quality and quantity
(comprehensiveness) of the input variables. The potential for
bias still remains, for example, when a key variable is missing
from the data. Consequently, the results from the models need
to be evaluated for theoretical and, in health outcome studies,
clinical plausibility to determine their value and potential for
real-world application [40].

In this study, all 3 models identified TUG and the age at which
a participant stopped education as the most important predictive
variables. In terms of plausibility, this is encouraging, as both
these factors have been frequently identified and cited in the
literature in large cohort studies as being important risk factors
of cognitive dysfunction [6,41]. In support of these findings,
we previously reported using a geodemographic analysis of this
cohort that socioeconomic status, namely, area-based
deprivation, was an important determinant of cognitive
dysfunction alongside age, years of education, depression, and
TUG test [42]. The emergence of the age a participant stopped
education as the dominant variable from the socioeconomic
cluster is particularly interesting as it has consistently been
found to be the most important individual socioeconomic factor
related to cognitive function across the life cycle [43].
Furthermore, 2 recent population-based longitudinal studies in
the United States and the United Kingdom have indicated that
higher educational attainment, particularly in early life, could
help protect against a decline in cognitive function as people
age [44,45]. Reduced physical function, measured using tools
such as TUG, has also been associated with lower
socioeconomic status [46] and cognitive dysfunction [47]. The
TUG test reflects an individual’s strength and mobility,
inherently assessing gait, balance, and, to a lesser degree,
cognition and vision. It is a screening tool routinely used to
assist clinicians in identifying patients at risk of falling [48]. A
cutoff of ≥12 seconds is commonly applied to identify
individuals at high risk of falls, but these cutoff levels are
applied differently across various studies [49]. Within this study,
a TUG score of >13 seconds was associated with poor cognitive
performance, and a score of >8 seconds predicted future risk of
cognitive decline. These selected predictors, and their associated
split points, from the machine learning analytics, are consistent
with other studies, where poor functional performance was
correlated with lower executive function in patients with MCI
and Alzheimer disease [50,51], and is associated with future
dementia occurrence [52]. Moreover, the TUG test can be
considered, in a sense, a global measure of body function. Poor
performance has been associated with increased cardiovascular
disease and mortality as well as all-cause mortality in older
adults [53-55] and in patients with chronic kidney disease [56].
Additional predictors beyond the TUG score selected in the
decision trees as informative are also linked with poor cognitive
performance, including a measure of kidney function, GFR.
Low GFR is associated with poorer cognitive performance [57],
with a recent study reporting that individuals with impaired
kidney function had lower cognitive performance compared
with individuals with normal kidney function. Furthermore, in

frail older adults with poor TUG scores, the severity of renal
dysfunction is independently correlated with cognitive
impairment [58]. Consequently, it is clear that the various
machine learning approaches investigated in this study are
identifying appropriate factors with known links to cognitive
performance.

When the machine learning approaches were applied to identify
the predictors of the rate of cognitive decline in TUDA
participants over a 5- to 7-year follow-up period, vitamin B6
status (as measured by blood concentrations of the active form
of the vitamin, PLP) at baseline emerged, after the TUG test,
as one of the key predictors. High proportions of older adults
in population-based surveys from the United States and Europe,
including the United Kingdom, are reported to have deficient
or low B6 status [59]. Vitamin B6 has a number of important
biological roles, including immunomodulating effects. In clinical
and population-based studies, blood B6 concentrations are found
to be inversely associated with inflammatory conditions,
neurodegenerative diseases, and depression and to predict the
risk of cardiovascular disease and certain cancers [60]. Of note,
vitamin B6 and related B vitamins (namely, folate, vitamin B12,
and riboflavin) are required as cofactors in one-carbon
metabolism, a series of essential reactions involving the transfer
of one-carbon units for DNA synthesis and repair and
homocysteine metabolism and in the methylation of
phospholipids, proteins, DNA, and neurotransmitters [61]. There
is a growing body of evidence indicating that one-carbon
metabolism and related B vitamins may be important for
maintaining cognitive health during aging. The majority of
research to date has focused on folate and vitamin B12.
Although vitamin B6 has been less extensively investigated,
the findings of this study are in agreement with other
observational studies. A low vitamin B6 status has been
associated with cognitive dysfunction [62,63] and cognitive
decline [64,65] in older people. A low vitamin B6 status was
associated with cognitive decline in the Veterans Affairs
Normative Aging Study [65]. More recently, a low baseline
status of vitamin B6 was also associated with a
greater-than-expected rate of cognitive decline in a cohort of
community-dwelling older adults in Northern Ireland [64]. Of
greater importance, a number of randomized controlled trials
demonstrated that vitamin B6 supplementation in combination
with other B vitamins reduces the rate of cognitive decline in
older people [66,67] and a reduced rate of brain atrophy as
measured using MRI [68]. Furthermore, other evidence from
the TUDA study indicates that vitamin B6, along with folate
and riboflavin, is associated with an increased risk of depression
[7]. This machine learning approach has identified vitamin B6
as an important determinant of cognitive health in the TUDA
study and, whilst biologically plausible and supported by other
scientific evidence, the possible beneficial effects of vitamin
B6 on cognitive health would need to be confirmed in
randomized controlled trials.

What is very interesting from a clinical setting are the changes
in the selected predictors within machine learning models when
comparing the RBANS total score model versus the rate of
change of the RBANS score model. The age at which a
participant stopped education is a dominant predictor from the
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socioeconomic cluster in the RBANS total score model;
however, it becomes an uninformative predictor of the rate of
change of the RBANS score model and actually disappears from
the models. This implies that while this socioeconomic factor
is an important predictor of cognitive dysfunction (diagnosis),
it is not important when predicting the rate of cognitive decline.
Thus, while patients may start off on a different baseline due
to socioeconomic predictors, their rate of cognitive decline is
not influenced by these socioeconomic predictors.

Although this paper focuses on key health, nutritional, and
environmental predictors of cognitive dysfunction and rate of
change of cognitive function using machine learning techniques,
as part of the project, the research team also sought input from
personal and public involvement (PPI): patients, carers, and
clinicians. This engagement focused on causation of cognitive
dysfunction, particularly in relation to age, activity, and genetics,
considered as measures of risk. This aspect of the work in terms
of engagement with PPI, their expectations, and how these align
with the findings of this work will be the focus of future research
publications.

Limitations
This study had several strengths and limitations. The main
limitation is that the TUDA study is observational in design and
thus residual confounding and reverse causality cannot be ruled
out in this analysis. In addition, owing to the low instances of
participants with poorer cognitive performance as indicated by
an RBANS score below 70 (target class=low), this class was
underrepresented within the training data set, and therefore,
oversampling had to be performed to allow for more balanced
classifier training. This artificial approach of boosting the
number of samples was necessary for the classifier, but, coupled
with the imputation of missing data, no new information would
have been attained. This led to an imbalance between the
precision and recall accuracy metrics, although this was
remedied with the use of the F1 score. Generally, the algorithms
performed well in the classification of the RBANS score. The
decision trees performed the poorest, but as explained in the
Results section, they were still capable of drawing out key and
transparent information. Although an extensive comparison of
classification approaches was not the focus of this study, we
recognize that alternative variations of the algorithms used in
this study exist, for example, C4.5 and C5.0 for decision trees
as well as other learning algorithms such as neural networks
and boosting algorithms. These alternative approaches may

yield better results, and we intend to investigate these in the
future while ensuring that the interpretability of results remains
to be a key objective. In addition, the performance of the
classifiers could have been improved using a dimension
reduction technique such as PCA; however, this would have
impacted the interpretability of the classifier, as was the
objective of the study.

The main strength of this study is the utilization of data from
the TUDA study, a large and comprehensively characterized
cohort of community-dwelling older adults. Furthermore, a
subset of the TUDA study cohort was reexamined 5 to 7 years
later using standardized protocols at both time points. This
enabled changes in cognition to be tracked over time and the
rate of cognitive decline to be calculated compared with most
observational studies that measure cognition at one time point
only. The primary outcome of this study was based on the
RBANS test, a sensitive neuropsychiatric battery for global
cognitive assessment. As comprehensive data were available,
this permitted objective laboratory measures over subjective
measures of nutritional status to be included in the analytical
models, thus providing more robust data on predictors of
cognitive function.

Conclusions
In conclusion, the derived classification models were able to
identify a small number of key noninvasive predictors that are
able to predict cognitive dysfunction and the rate of change of
cognitive function with a high level of accuracy in the TUDA
study. The TUG score, the age at which the participant stopped
education, and whether or not the participant’s family reported
memory concerns emerged as key predictors that could
potentially be incorporated into a screening tool for cognitive
dysfunction for health care professionals to identify individuals
in need of further in-depth cognitive evaluation. Given the
burden on health care resources, this could result in
improvements in the efficiency of dementia screening and
present cost and time savings for the relevant health professions.
Furthermore, the results provide evidence to identify key targets
that could be included in public health strategies aimed at
prevention of dementia. Further investigation is necessary to
test the accuracy of the identified predictors in other large
cohorts and using other cognitive assessment tools. The TUDA
data enable extensive opportunities for future investigations of
the aging population.
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TUG: Timed Up and Go
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Abstract

Background: Clinical named entity recognition (CNER), whose goal is to automatically identify clinical entities in electronic
medical records (EMRs), is an important research direction of clinical text data mining and information extraction. The promotion
of CNER can provide support for clinical decision making and medical knowledge base construction, which could then improve
overall medical quality. Compared with English CNER, and due to the complexity of Chinese word segmentation and grammar,
Chinese CNER was implemented later and is more challenging.

Objective: With the development of distributed representation and deep learning, a series of models have been applied in
Chinese CNER. Different from the English version, Chinese CNER is mainly divided into character-based and word-based
methods that cannot make comprehensive use of EMR information and cannot solve the problem of ambiguity in word
representation.

Methods: In this paper, we propose a lattice long short-term memory (LSTM) model combined with a variant contextualized
character representation and a conditional random field (CRF) layer for Chinese CNER: the Embeddings from Language Models
(ELMo)-lattice-LSTM-CRF model. The lattice LSTM model can effectively utilize the information from characters and words
in Chinese EMRs; in addition, the variant ELMo model uses Chinese characters as input instead of the character-encoding layer
of the ELMo model, so as to learn domain-specific contextualized character embeddings.

Results: We evaluated our method using two Chinese CNER datasets from the China Conference on Knowledge Graph and
Semantic Computing (CCKS): the CCKS-2017 CNER dataset and the CCKS-2019 CNER dataset. We obtained F1 scores of
90.13% and 85.02% on the test sets of these two datasets, respectively.

Conclusions: Our results show that our proposed method is effective in Chinese CNER. In addition, the results of our experiments
show that variant contextualized character representations can significantly improve the performance of the model.

(JMIR Med Inform 2020;8(9):e19848)   doi:10.2196/19848

KEYWORDS

clinical named entity recognition; ELMo; lattice LSTM; deep learning; neural network; sequence tagging

JMIR Med Inform 2020 | vol. 8 | iss. 9 |e19848 | p.126http://medinform.jmir.org/2020/9/e19848/
(page number not for citation purposes)

Li et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

mailto:bynn456@126.com
http://dx.doi.org/10.2196/19848
http://www.w3.org/Style/XSL
http://www.renderx.com/


Introduction

Background
Electronic medical records (EMRs) are an important data
resource to describe patients’ disease conditions or treatment
processes. They are records written by clinicians using
unstructured free text to describe medical activities for
individual patients. By analyzing EMRs, a large amount of
patient-related medical knowledge can be mined [1]. With the
generation of a larger number of EMRs and the potential demand
for medical information services and medical decision support,
they have attracted much attention from researchers.

Clinical named entity recognition (CNER) aims to automatically
identify clinical entities in EMRs and classify them into
predefined categories, such as disease, image review, laboratory
examination, operation, drug, and anatomy [2]. CNER is the
key component of clinical text mining and EMR information
extraction research and is used for clinical decision support in
medical informatics [3]. At the same time, CNER can also
provide support for disease diagnosis and medical knowledge
base construction, so as to improve overall medical quality [4].
Compared with English CNER and due to the complexity of
Chinese word segmentation and grammar, Chinese CNER was
implemented later and is more challenging. As a public task,
Chinese CNER has been introduced three times at the China
Conference on Knowledge Graph and Semantic Computing
(CCKS), from 2017 to 2019, in order to promote the information
extraction of Chinese EMRs. In this paper, we conducted
research and experiments with our Chinese CNER approach,
based on the CCKS-2017 (Task 2) CNER dataset and the
CCKS-2019 (Task 1) CNER dataset.

CNER is generally performed as a sequence tagging problem
to identify and extract entity references related to clinical
medicine. For the English CNER task, several neural network
architectures have been proposed and achieved excellent
performance; among them, the most widely used system is a
combination of bidirectional long short-term memory (BiLSTM)
and conditional random fields (CRFs) [5-7]. Ma and Hovy [8]
presented the BiLSTM-convolutional neural network
(CNN)-CRF model with CNN and achieved an approximately
equal performance. Compared to named entity recognition
(NER) in other fields, Chinese CNER is more challenging.
Medical texts often use nonstandard abbreviations, or the same
entity has multiple forms; for example, “奥沙利铂” (oxaliplatin)
is the same as “奥沙利柏” (oxaliplatin) [9]. The more critical
problem is that the Chinese grammatical structure is more
complex than the English structure, and there is no natural
word-segmentation boundary in Chinese, which may lead to
word-segmentation error propagation in CNER [10]. In view
of the dependence of Chinese word segmentation, Zhang and
Yang [11] put forward an innovative lattice long short-term
memory (LSTM) model for Chinese NER. Lattice LSTM is
character based and effectively utilizes the corresponding
potential word information, which is superior to character-based
and word-based models in many Chinese general datasets.

Compared with statistical learning methods, which need to
design or extract hand-crafted features based on domain-specific

knowledge, deep learning methods usually use distributed
representation as the input feature. Traditional pretrained
character-embedding models, such as word2vec [12] and Global
Vectors for Word Representation (GloVe) [13], train embedding
based on their syntactic and semantic similarity in sentence-level
contexts, but the training result is a context-independent
character vector. In fact, a character may have completely
different meanings in different contexts. For instance, in the
sentence “考虑为腺癌，于5月30日给予TP方案化疗（紫杉
醇240MG静脉滴注，顺铂90MG腹腔灌注），过程顺利，
无明显副作用,” the meanings of both characters “顺” are
different depending on their context. Reasonably, the two
characters “顺” should have different vector representations.
The Embeddings from Language Models (ELMo) [14] model,
which provides deep contextualized word representations, allows
the same word to have different vector representations in
different sentences. The ELMo model was originally proposed
for English text and generates specific English word vectors for
each sentence, not character vectors. However, the lattice LSTM
model is essentially based on Chinese characters; therefore, we
modified the ELMo model to replace the character-encoding
layer with domain-specific Chinese characters as input, so that
the domain-specific ELMo embedding of Chinese characters
was obtained.

In this paper, we propose a lattice LSTM model combined with
a variant contextualized character representation and CRF layer
for Chinese CNER. By taking advantage of the lattice LSTM
structure, our approach can control the long-term state with the
combination of word information to make full use of EMR
information. Moreover, a variant ELMo model is projected into
the lattice LSTM model to help it obtain contextual semantic
information. Finally, a CRF layer is used to capture the
dependencies between adjacent labels. We can summarize the
main contributions of our work as follows:

1. We used the medical field texts to train domain-specific
character embedding and word embedding; since traditional
word embedding is difficult to use for capturing contextual
semantics, the addition of the variant ELMo model can help
the model combine the contextualized character
representations on the basis of character information and
potential word information.

2. This is the first time the variant ELMo embedding has been
integrated into the lattice LSTM model and applied to
Chinese CNER research. Compared with other prevalent
models, it has achieved relatively competitive results with
F1 scores of 90.13% and 85.02% on two Chinese CNER
datasets, respectively.

Prior Work

CNER
In the first research studies on CNER, rule-based methods [15]
and dictionary-based methods [16] were the most common
methods. For instance, Savova et al [17] and Zeng at al [18]
combined manual rules and heuristic rules to identify medical
entities with good results. Because of the grammatical
complexity of Chinese clinical texts, rule-based methods need
a lot of hand-crafted rules, which cannot identify enough entities
and are difficult to transfer to other fields. Statistical learning
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algorithms are mainly based on single-word classification or
sequence tagging, which can consider the tagging results of
adjacent words jointly [19,20]; these algorithms include support
vector machines (SVMs) [21], CRFs [22], and structured SVMs.
Finkel et al [23] used CRF to establish an automatic annotation
model for NER, which mainly considered the characteristics of
words, prefixes, parts of speech sequences, and word
morphologies. However, statistical learning methods rely heavily
on complex feature engineering and resources for specific tasks.
Collobert et al [24] took the lead in solving the NER problem
with a neural model, and used the word embedding as the input
feature. With the extensive application of deep learning in the
field of natural language processing (NLP), various neural
networks have been applied to sequence tagging tasks [25].

Systematic research on EMR entity recognition was initiated
by i2b2 (Informatics for Integrating Biology and the Bedside)
as a public evaluation task in 2010 [26]. This evaluation first
classified EMR entities [27], mainly identifying three types of
entities: medical problems, treatment, and examination. For
Chinese CNER, Feng et al [28] first carried out CNER research
on Chinese EMRs, using the CRF model and manually compiled
dictionaries. In the Chinese CNER, the open dataset is extremely
lacking, and only the CCKS evaluation tasks published the
datasets; they were published three times, between 2017 and
2019. The BiLSTM-CRF model, with self-taught and active
learning proposed by Xia and Wang [29], reached an F1 score
of 88.98% on the CCKS-2017 CNER dataset. Since there is no
clear word-boundary information in Chinese text, Chinese
CNER systems can be generally divided into character-based
and word-based methods. However, the character-based method
may lose word-level information, while the word-based method
suffers from word-segmentation error propagation.

Word Embedding
In general, the deep learning method uses word embedding
trained from a large-scale unlabeled corpus as a model input
instead of feature engineering. The most representative,
pretrained word vectors—word2vec [12], GloVe [13], and a

semisupervised learning method [30]—can capture fine-grained
semantic and syntactic information from unlabeled text. Most
of the pretrained word-embedding models are trained on the
general corpus, and the semantic similarity measurement built
for a general purpose is not effective in a specific field. In
specific fields such as clinical text mining, there are many
clinical entities and syntactic blocks that contain rich domain
information, and the semantics of words are closely related to
them; therefore, we need to use a specific corpus to train
domain-specific embedding [31].

Most of the embedding models only produce
context-independent representation for each word, so it is
difficult to obtain contextual semantic information. Current
research focuses on contextual vector representation; for
example, context2vec [32] uses the LSTM model to encode
context around a center word or some unsupervised language
model [33]. Devlin et al [34] proposed a pretrained language
model, Bidirectional Encoder Representations from
Transformers (BERT), which achieved state-of-the-art results
in many NLP tasks. This paper adopts the contextualized
word-embedding (ie, ELMo) model introduced by Peters et al
[14] and modifies it to adapt to Chinese characters.

Methods

Model

Overview
In this section, we propose the ELMo-lattice-LSTM-CRF model
in detail; its architecture is shown in Figure 1. First, we
concatenated the ELMo embedding and the word2vec
embedding as the input of the character-embedding part of the
lattice LSTM model. Second, embedding of the subsequence
from lexicon D was used as the input of the word-embedding
part. Finally, a CRF layer was used to predict the label
probability. We illustrate these three parts of the
ELMo-lattice-LSTM-CRF model with real clinical text (ie, “胃
体粘膜” [gastric mucosa]) as an example.
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Figure 1. Architecture of the ELMo-lattice-LSTM-CRF model. B-IMG: beginning of image entity; c: cell memory; CRF: conditional random field;
ELMo: Embeddings from Language Models; h: hidden state; I-IMG: inside of image entity; LSTM: long short-term memory; superscript c: character
sign; superscript w: word sign; x: embedding of a character or word.

Lattice LSTM
The lattice LSTM model can be regarded as an extension of the
character-based method, which takes the addition of character
embedding and weighted-word embedding as the input of the
model. The input is a sequence of m characters as (c1, c2,..., cm),
together with words that are obtained by matching the clinical
text in lexicon D. We used the Gensim word2vec tool to train
the unlabeled clinical corpus to obtain domain-specific character
embedding and word embedding. This clinical corpus includes
the CCKS-2017 CNER dataset, the CCKS-2019 CNER dataset,
the unlabeled corpora provided by these two tasks, a health care
and learning community [35], and the China National
Knowledge Infrastructure (CNKI) medical abstracts [36], with
a total of 526,631 sentences. In the known literature, there is
no publicly available medical domain lexicon D, so we use the
annotated entities in the Chinese CNER datasets provided by
the CCKS-2017 and CCKS-2019 datasets and the dictionaries
captured through open sources; finally, we built a medical

terminology dictionary at a scale of about 23 kB. The term wd
b,e

denotes the subsequence of matching lexicon D in clinical text,
beginning with character index b and ending at index e, as an

example in Figure 1; the subsequence wd
1,2 is “胃体” (gastric),

and wd
1,4 is “胃体黏膜” (gastric mucosa). The term xw

b,e is the

embedding of subsequence wd
b,e. The character-level recurrent

LSTM functions are shown below:

fct = σ (Wct
f [hc

t–1, x
c
t]) + bf (1)

oc
t = σ (Wct

o [hc
t–1, x

c
t]) + bo (2)

ict = σ (Wct
i [hc

t–1, x
c
t]) + bi (3)

(cc
t)~ = tanh (Wct

c[hc
t–1, x

c
t]) + bc(4)

cc
t = f ct × cc

t–1 + ict × (cc
t )~ (5)

hc
t = oc

t × tanh (cc
t) (6)

where ict, o
c
t, f

c
t, and cc

t represent input, output, forget gates,
and the cell memory, respectively. W and b are model
parameters and σ ( ) denotes the sigmoid function.

A word cell cw
b,e, which is calculated by the following formula,

is used to represent the recurrent state of xw
b,e:

fwb,e = σ (Wwt
f [xw

b,e, h
c
b]) + bf (7)

iwb,e = σ (Wwt
i [xw

b,e, h
c
b]) + bi (8)

(cw
b,e)~ = tanh (Wwt

c [xw
b,e, h

c
b]) + bc (9)
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cw
b,e = fwb,e × cc

b + iwb,e × (cw
b,e)~ (10)

where iwb,e is the input gate and fwb,e is the forget gate. Compared
with the standard LSTM model, there is no output gate for word
units, since label prediction is only on the character sequence.

At each time step, multiple information cw
b,e flows into cc

t

through recurrent paths. Take the previous clinical text as an

example: the input resources for cc
4 include xc

4 (“膜” [mucosa]),

cw
3,4 (“粘膜” [mucosa]), and cw

1,4 (“胃体黏膜” [gastric

mucosa]). We add all cw
b,e with weights b ̃∈(b ̃|iwb ̃,e ∈D) to

cc
e; an additional gate icb,e controls the contribution of each

subsequence into cc
e:

icb,e = σ ([xc
e, c

w
b,e]) + bl (11)

The function for calculating cell values cc
t becomes equation

12. Among them, the gate values icb,t and icj are normalized

(sum to 1) to αc
b,t and αc

t:

cc
t = ∑weightsα

c
b,t × cw

b,t + αc
t × (cc

t)~ (12)

The final hidden vectors hc
t are still calculated according to

equation 6. According to the above deduction, we find that the
lattice LSTM model can focus on relevant words dynamically
during NER labeling and can make comprehensive use of the
character information and word information of clinical text.

ELMo
Unlike most widely used, pretrained word-embedding models,
ELMo [14] word representations are calculated by the entire
input sentence. The sentence first passes through a convolutional
character-encoding layer; it is then sent to the two-layer
bidirectional language model (BiLM) layer, and the resulting
vector is sent to the scalar mixer layer to get the ELMo
embedding. Specifically, given a sequence of N tokens (t1, t2,...,
tN), a BiLM computes and combines the current tokens’ tk
probabilities in both the forward and backward directions. Its
goal is to maximize the following likelihood values:

∑N
k=1 (logp (tk|t1,…,tk–1; θx, θLSTM(right),θs) + logp

(tk|tk+1,…,tN; θx, θLSTM(left), θs)) (13)

Where θx, θs, θLSTM(right), and θLSTM(left) are the token
representation, the Softmax layer, and the forward- and
backward-direction LSTM parameters, respectively.

For each token tk, an L-layer BiLM calculates a set of 2L+1
representations as follows:

Rk = {XLM
k, hLM

k,j(right), hLM
k,j(left)|j=1,…,L} =

{hLM
k,j|j=0,…,L} (14)

Where hLM
k,0 is the token layer and hLM

k,j = [hLM
k,j(right);

hLM
k,j(left)] for each BiLSTM layer.

For these representations, the paper makes a scalar mixer with
the following formula:

ELMotask
k = E(Rk; θ

task) = ϒtask∑L
j=0 stask

j hLM
k,j (15)

Here, stask is the Softmax-normalized weight, and the scalar

parameter ϒtask is used to scale the whole ELMo vector.

In the specific application, the model is pretrained on a
large-scale unlabeled corpus. After the model is trained, a new
sentence is input to get the contextualized ELMo embedding
of each word in the current context. The original ELMo model
was proposed for English text, and English words are divided
into English character sequences as input, resulting in ELMo
embedding of English words. Che et al [37] applied ELMo to
multiple languages, including Chinese. They used the Chinese
word-segmentation tools to segment text into words, and then
used the ELMo model to obtain the contextualized word
embedding.

In the method we proposed, in addition to the standard input of
the lattice LSTM model, we integrated the domain-specific,
pretrained ELMo embedding of Chinese characters as one of
the input features. For obtaining the ELMo embedding of
Chinese single characters, we used space to cut the corpus into
single-character forms. Then, we modified the ELMo model;
the architecture of the variant ELMo model is shown in Figure
2. We removed the convoluted character-encoding layer, and
the embedding of Chinese characters was used as the input for
training, with the dimension of character embedding set to 100.
The input-sentence embedding was sent to the two-layer
BiLSTM layer and two-layer representations were obtained. In
the original work, the hidden size of the LSTM unit was set to
be larger, and the dimension needed to be mapped to 512
through the linear layer, so that the output vector dimension of
each character by each BiLSTM layer would be 1024. In our
approach, we also modified the linear layer and mapped the
hidden size of the LSTM cell to 50 through the linear layer; the
output vector dimension of each token by each BiLSTM layer
become 100. We then concatenated the input-sentence
embedding and two-layer representations of the two-layer
BiLSTM; the resulting vector was sent to the scalar mixer layer.
Finally, pretrained ELMo embedding of Chinese characters was
obtained by equation 15. At the pretrained stage of the ELMo
model, we used the same unlabeled clinical corpus as done with
the training-character embedding. In the application, a clinical
sentence was sent into the pretrained ELMo model, so the ELMo
embedding was obtained.
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Figure 2. Architecture of the variant Embeddings from Language Models (ELMo) model. concat: concatenate; LSTM: long short-term memory.

CRF

A CRF layer is used on hidden vectors (hc
1, h

c
2,..., h

c
t). The

CRF decodes hc
t into k-dimensional vectors, which denote label

prediction probabilities. The score of the prediction sequence
y = (y1, y2, y3,..., yn) is computed by the following formula:

S(X,y) = ∑n
i=1 pi,j +∑n+1

i=1 Ay(i–1),y(i) (16)

where pi,j denotes the probability of label j for word i, A
represents the tagging transition matrix, and Ai,j represents the
score of the transition from label i to j.

Finally, the conditional probability P(y|X) is calculated as
follows:

P(y|X) = exp(score(X,y)) / ∑y’exp(score(X,y’)) (17)

where X = (x1, x2, x3,..., xn), which represents the character
sequence input.

Model Implementation
In order to evaluate the performance of our approach, we
implemented a series of basic models for comparison, as listed
below:

1. Char-BiLSTM-CRF. This is a character (char)-based
baseline model [29] without word segmentation;
domain-specific character embedding was used as input.
The pretrained character embedding was trained using the
self-constructed clinical corpus mentioned in the Lattice
LSTM section, and its dimension is 100.

2. BERT-BiLSTM-CRF. We used the pretrained
RoBERTa_middle embedding model [38,39]—an improved

version of BERT—as the input into the BiLSTM layer
instead of the character embedding.

3. Word-BiLSTM-CRF. This is a word-based baseline model
with reference to Wu et al [40]. We used the jieba
segmentor [41], which includes the lexicon D, to segment
the corpus. The Chinese word embedding in the medical
field was trained by the word2vec tool, and the dimension
was set to 100.

4. Word-BiLSTM-CRF (char CNN). On the basis of the
word-based baseline model, the character-level embedding
of words or subsequences was introduced [8]. The Chinese
character in a word or subsequence is the smallest semantic
unit, which carries certain information. The dimension of
character-level embedding was set to 50, and the embedding
lookup table was randomly initialized. The final state of
character-level embedding was obtained by a CNN model;
it was then concatenated with the word embedding to obtain
the distributed representation of the word subsequence.

5. Word-BiLSTM-CRF (char LSTM). Similar to the above
structure, the difference is that the LSTM model was used
to encode character-level embedding [42].

6. ELMo-lattice-LSTM-CRF. This structure was our proposed
method. The pretrained word2vec character embedding was
combined with the medical field, pretrained, ELMo
character embedding as the character part input of the
model. The word subsequence was obtained by matching
sentences in lexicon D, and its embedding was the same as
that of the word-based baseline model.

Parameter Settings
In this study, we cut sentences into character sequences and
limited the length to no more than 200. The BIO (beginning,
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inside, outside) schema was taken to annotate the entity. As
mentioned earlier, the pretrained character embedding, word
embedding from lexicon D, and ELMo embedding were all
100-dimensional vectors. The number of layers of LSTM was
1 and the hidden size was 200. We set the epoch to 10, the batch
size to 1, and the dropout rate was 0.5. We adopted categorical
cross-entropy to compute the loss function. A stochastic gradient

descent optimizer, with a learning of 0.015 and decay rate of
0.05, was used to update parameters. The detailed settings of
hyperparameters are shown in Table 1; similar parameters were
used in other baseline models. On two Chinese CNER datasets,
we used the same parameters, embedding, and lexicon to
evaluate our method. Finally, we used the deep learning
framework pytorch [43] to implement our model.

Table 1. Hyperparameter settings of the proposed approach.

ValueParameter

100Character-embedding size

100Embeddings from Language Models (ELMo) embedding size

100Word-embedding size

0.5Dropout rate

200Long short-term memory (LSTM) hidden size

1LSTM layer

0.015Learning rate

0.05Learning rate decay

10Epoch

1Batch size

Results

Dataset and Evaluation Metrics
We conducted experiments based on two datasets, both of which
were processed to delete privacy in the annotation phase. The
first dataset was the CCKS-2017 CNER dataset, which contains
1596 labeled EMRs with five categories of clinical entities,
including diseases, symptoms, exams, treatments, and body
parts. We divided the dataset into two parts: 1198 EMRs were
taken as a training set and 398 EMRs were taken as test set.
Sequences that are too long will lead to the deterioration of
model performance, so punctuation was used to split EMRs into
sentences [11]. Therefore, the training set contained 7906
sentences and the test set contained 2118 sentences. The detailed

distribution of the count of different types of entities is shown
in Table 2.

The second dataset was the CCKS-2019 CNER dataset, which
contains 1000 labeled EMRs. We divided the dataset into 900
training EMRs (5872 sentences) and 100 test EMRs (612
sentences). There were six categories of clinical entities in the
dataset: disease, image, laboratory, operation, drug, and
anatomy. The detailed distribution of the count of different types
of entities is shown in Table 3.

In this paper, we used standard evaluation metrics, such as
precision, recall, and F1 scores, to evaluate model performance.
Meanwhile, the evaluation metrics were strict, which requires
that the true label and prediction label have exactly the same
entity name, same boundary, and same entity type.

Table 2. The distribution of entities in the China Conference on Knowledge Graph and Semantic Computing (CCKS)-2017 clinical named entity
recognition (CNER) dataset.

Number of entities in each categoryDataset

Body partTreatmentExamSymptomDiseaseSentence

10,7191048954678317227906Training set

3021465314323115532118Test set

Table 3. The distribution of entities in the China Conference on Knowledge Graph and Semantic Computing (CCKS)-2019 clinical named entity
recognition (CNER) dataset.

Number of entities in each categoryDataset

AnatomyDrugOperationLaboratoryImageDiseaseSentence

75241586932116794037555872Training set

8982421163734362612Test set
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Experiments Results
In order to get convincing experimental results, we ran each
model five times and calculated the average precision, recall,

and F1 scores as the final results. Table 4 shows the results of
various models with different architectures on the test set of
two Chinese CNER datasets.

Table 4. Results of various models with different architectures on two datasets.

CCKS-2019 CNER datasetCCKSa-2017 CNERb datasetModel

F1 score, %Recall, %Precision, %F1 score, %Recall, %Precision, %

80.8380.0181.6787.8186.7888.86Charc-BiLSTMd-CRFe (baseline)

80.1280.6779.5886.8986.3787.42BERTf-BiLSTM-CRF

79.8580.0779.6386.1086.3385.87Word-BiLSTM-CRF (baseline)

82.2081.7282.6987.5686.9088.23Word-BiLSTM-CRF (char CNNg)

82.8982.2183.5888.5887.3489.86Word-BiLSTM-CRF (char LSTMh)

85.0285.3584.6990.1390.0690.20 jELMoi-lattice-LSTM-CRF

aCCKS: China Conference on Knowledge Graph and Semantic Computing.
bCNER: clinical named entity recognition.
cchar: character.
dBiLSTM: bidirectional long short-term memory.
eCRF: conditional random field.
fBERT: Bidirectional Encoder Representations from Transformers.
gCNN: convolutional neural network.
hLSTM: long short-term memory.
iELMo: Embeddings from Language Models.
jThe best experimental results are italicized.

We observed that the character-based baseline model was better
than the BERT-BiLSTM-CRF model, which is also character
based and used the state-of-the-art pretrained BERT embedding.
The main reason for this result is that BERT embedding was
trained on the general field corpus rather than on the
domain-specific corpus, which reflects the complexity of
Chinese clinical texts. The character-based baseline model was
better than the word-based baseline model as a whole, which
shows that the character-based method can make better use of
medical text information in Chinese CNER tasks.

It can be seen from the table that the word-BiLSTM-CRF (char
LSTM) model outperformed the character-based and word-based
baseline models and obtained competitive F1 scores of 88.58%
and 82.89% on two datasets, respectively. This shows that the
introduction of character-level embedding in the word-based
method can make relatively full use of character and word
information and can effectively improve the performance of the
model. In addition, we also observed that the LSTM model
captured the character-level semantic information of words
better than did the CNN model.

From the results, we observed that the ELMo-lattice-LSTM-CRF
model we proposed, which integrates lattice LSTM structure
and variant pretrained ELMo embedding, achieved excellent

results compared with the other models on both Chinese CNER
datasets. This was seen with the F1 scores that reached 90.13%
on the CCKS-2017 CNER dataset and 85.02% on the
CCKS-2019 CNER dataset. Compared with the
word-BiLSTM-CRF (char LSTM) model, the F1 scores of our
method on both datasets were significantly improved by 1.55%
and 2.57%, respectively. Table 5 shows the results of our method
compared with previous representative systems on these two
datasets [42,44,45].

The system in the first line [42] also used both Chinese character
embedding and word embedding as feature representations, and
an external health domain lexicon was adopted, which achieved
an F1 score of 87.95% on the CCKS-2017 CNER dataset. The
system in the second line [44] was similar to that in this paper.
It adopted a lattice LSTM structure and used an adversarial
training approach to improve the performance of the model; it
achieved a good result, with an F1 score of 89.64%. The results
show that our method surpassed these two systems by 2.18%
and 0.49%, respectively. For the CCKS-2019 CNER dataset,
Li et al [45] achieved the top performance by adopting the
method of transfer learning and ensemble; our method obtained
a similar score. By comparing our method with the previous
models, the effectiveness of our method is evident.
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Table 5. Comparative results between our approach and previous systems on two datasets.

CCKS-2019 CNER datasetCCKSa-2017 CNERb datasetModel

F1 score, %Recall, %Precision, %F1 score, %Recall, %Precision, %

———87.95——dRecurrent neural network (charc-word)
[42]

———89.6490.2888.98ATe-lattice-LSTMf-CRFg [44]

85.16 j—————FSh-TLi (ensemble) [45]

85.0285.3584.6990.1390.0690.20Our approach

aCCKS: China Conference on Knowledge Graph and Semantic Computing.
bCNER: clinical named entity recognition.
cchar: character.
dData not available.
eAT: adversarial training.
fLSTM: long short-term memory.
gCRF: conditional random field.
hFS: fully shared.
iTL: transfer learning.
jThe best experimental results are italicized.

Discussion

Overview
By comparing the experimental results, we notice that our
method has excellent performance on the Chinese CNER task,
which surpassed the character-based and word-based methods.
In the future, we will conduct ablation experiments to further
explore the influence of the lattice LSTM structure and ELMo
embedding on the model performance.

Dataset Analysis
First, we analyzed the two Chinese CNER datasets. Figure 3
shows the distribution of the relative locations of clinical entities
in the training set of the two datasets.

From the figure, we can intuitively observe that the distribution
of entity locations in the two datasets is similar and relatively

uniform; however, the distribution of entities from the
CCKS-2019 CNER dataset is obviously more sparse than that
of the CCKS-2017 CNER dataset. This indicates that the
CCKS-2019 dataset labels were relatively unbalanced and there
were more outside labels, which explains the reason why the
results from the same models using CCKS-2017 CNER dataset
were superior to those using the CCKS-2019 CNER dataset.
Meanwhile, Tables 2 and 3 showed that there were very few
image entities and laboratory entities in the test set—34 and 37,
respectively—compared with the training set from the
CCKS-2019 CNER dataset. This means that the distribution of
labels in the test set and training set from the CCKS-2019 CNER
dataset was quite different, which is another reason for the
weaker performance by the model when using the CCKS-2019
CNER dataset.
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Figure 3. Distribution of relative locations of entities in two Chinese clinical named entity recognition (CNER) datasets. CCKS: China Conference on
Knowledge Graph and Semantic Computing.

Effectiveness of the Lattice LSTM Model
The comparison of the results of the standard lattice LSTM
model and the character-based and word-based methods from
using the two datasets is shown in Table 6. From the table, we
observe that the performance of the standard lattice LSTM
model surpassed that of the char-BiLSTM-CRF and
word-BiLSTM-CRF (char LSTM) models. Compared with the
better-performing word-BiLSTM-CRF (char LSTM) model,
the performance of the model using the lattice LSTM on
CCKS-2017 CNER dataset improved by 0.84%; the performance

on the CCKS-2019 CNER dataset significantly improved by
1.29%. Although the word-BiLSTM-CRF (char LSTM) and
lattice LSTM models used the same word embedding and
lexicon, the word-BiLSTM-CRF (char LSTM) model first uses
the lexicon for word segmentation, which imposes a hard
restriction on the use of its subsequences, while the lattice LSTM
model is free to consider lexicon words. This provides evidence
that the lattice LSTM model can dynamically integrate potential
word information, is superior to the character-based and
word-based methods, and can achieve excellent performance
in solving the Chinese CNER problem.

Table 6. Comparison of results between character-based or word-based methods and the lattice long short-term memory (LSTM) model on two datasets.

CCKS-2019 CNER datasetCCKSa-2017 CNERb datasetModel

F1 score, %Recall, %Precision, %F1 score, %Recall, %Precision, %

80.8380.0181.6787.8186.7888.86Charc-BiLSTMd-CRFe (baseline)

82.8982.2183.5888.5887.3489.86 gWord-BiLSTM-CRF (char LSTMf)

84.1883.2785.1189.4289.1889.66Lattice-LSTM-CRF

aCCKS: China Conference on Knowledge Graph and Semantic Computing.
bCNER: clinical named entity recognition.
cchar: character.
dBiLSTM: bidirectional long short-term memory.
eCRF: conditional random field.
fLSTM: long short-term memory.
gThe best experimental results are italicized.
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Effectiveness of ELMo Embedding
Table 7 shows the comparative results of different types of
character embedding that were added to the lattice LSTM model
using the two CNER datasets. The first line is the standard lattice
LSTM model, and the second line is an embedding with equal
dimensions and random initialization. It can be seen that there
were slight improvements on both datasets, which may be due
to the increase in parameters. In the third line, the character
embedding trained by the GloVe tool [13] was added, and the

F1 scores on the two datasets reached 89.70% and 84.62%,
respectively, which shows that the addition of domain-specific
character embedding is effective. The performance of the
ELMo-lattice-LSTM-CRF (ML [many languages]) model, with
pretrained ELMo representation for multiple languages [37,46],
was slightly reduced compared to the standard
lattice-LSTM-CRF model. This is likely because the pretrained
ML model was trained on the general field corpus, so there was
the problem of semantic inaccuracy.

Table 7. Comparison of different types of character embedding added to the lattice long short-term memory (LSTM) model using two clinical named
entity recognition (CNER) datasets.

CCKS-2019 CNER datasetCCKSa-2017 CNERb datasetModel

F1 score, %Recall, %Precision, %F1 score, %Recall, %Precision, %

84.1883.2785.1189.4289.1889.66Lattice-LSTMc-CRFd

84.3783.6585.1089.5590.32 e88.79Random-lattice-LSTM-CRF

84.6283.9085.3289.7089.7789.63GloVef-lattice-LSTM-CRF

83.1584.0982.2389.2988.6989.90ELMog-lattice-LSTM-CRF (MLh)

85.0285.3584.6990.1390.0690.20ELMo-lattice-LSTM-CRF

aCCKS: China Conference on Knowledge Graph and Semantic Computing.
bCNER: clinical named entity recognition.
cLSTM: long short-term memory.
dCRF: conditional random field.
eThe best experimental results are italicized.
fGloVe: Global Vectors for Word Representation.
gELMo: Embeddings from Language Models.
hML: many languages.

The experimental results show that our proposed method was
the best among all the methods, and it exceeded the standard
lattice LSTM model by 0.71% and 0.84% on two datasets,
respectively. These results demonstrate that the pretrained ELMo
embedding trained on the medical corpus can further improve
the performance of the model. After adding the pretrained ELMo
embedding, the model used character information and weighted
potential word information in sentences through the lattice
LSTM structure; the model also obtained the domain-specific
contextualized character representations, so as to obtain the rich
semantic information of the EMRs, which is conducive to

improving the performance of the model in the Chinese CNER
task.

Error Analysis
We carried out error analysis on each entity category and on
the reasons for misclassification. As shown in Table 8, we
compared the results of our method with those of the
char-BiLSTM-CRF model and the word-BiLSTM-CRF (char
LSTM) model with respect to various entity categories: disease,
image, laboratory, operation, drug, and anatomy. Since the
distribution of results was similar, only the results of the
CCKS-2019 CNER dataset are used for illustration.
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Table 8. Comparison of the results regarding each entity category when using the China Conference on Knowledge Graph and Semantic Computing
(CCKS)-2019 clinical named entity recognition (CNER) dataset.

F1 scores for each entity category, %Model

AllAnatomyDrugOperationLaboratoryImageDisease

80.8380.2588.7483.61 d74.4177.7580.23Chara-BiLSTMb-CRFc

82.8984.5691.8681.5477.4180.5681.45Word-BiLSTM-CRF (char LSTMe)

85.0283.7997.0582.1278.2885.2383.66ELMof-lattice-LSTM-CRF

achar: character.
bBiLSTM: bidirectional long short-term memory.
cCRF: conditional random field.
dThe best experimental results are italicized.
eLSTM: long short-term memory.
fELMo: Embeddings from Language Models.

From the table, our method showed a significant improvement
regarding image and drug entities, with F1 scores 4.67% and
5.19% higher than the previous best results; in particular, the
F1 score for the drug entity reached 97.05%. Through analysis,
we determined that the improvement of image entities was
mainly due to the fact that image entities are mostly compound
words in Chinese CNER, such as “心脏彩超” (color Doppler
ultrasound of the heart), “腹部彩超” (color Doppler ultrasound
of the abdomen), and “肝脏彩超” (color Doppler ultrasound
of the liver). For instance, “心脏彩超” is often divided into two
parts: the anatomy entity “心脏” (heart) and the image entity
“彩超” (color Doppler ultrasound). In the drug entity, single
characters in terms such as “奥沙利铂” (oxaliplatin) and “希
罗达” (Xeloda) are almost meaningless or even interfere with
semantic understanding. Lattice LSTM improves the accuracy
by constructing a medical domain lexicon and dynamically
integrating word information. However, we noticed that all the
methods did not perform well regarding the laboratory entity.
This may be because laboratory entities are more complex than
other entity types, in which mixed representations occur more
often, such as “ca74-2,” “间接coombs试验” (indirect Coombs
test), and “g6pd活性试验” (glucose-6-phosphate dehydrogenase
[G6PD] activity test); in addition, entities can be too short, such

as “氯” (chlorine), “hb,” and “ph.” This is still a great challenge
for the research of Chinese CNER; it is also the direction in
which future research is heading.

Conclusions
By introducing the lattice LSTM model and a variant ELMo
language model, this paper proposes a new Chinese CNER deep
learning method. Our approach allows the model to coordinate
the use of the character information and potential word
information and takes advantage of contextualized character
presentations, so as to make full use of EMR information.
Finally, we used the CRF layer to capture the dependency
between adjacent labels. We constructed a series of experiments
on two Chinese CNER datasets to evaluate the performance of
the model.  The results showed that the
ELMo-lattice-LSTM-CRF model that we proposed achieved
excellent results, with F1 scores of 90.13% and 85.02% on the
two datasets, respectively, which exceeded the performance of
the standard lattice-LSTM-CRF model and achieved a
competitive system. Overall, the results show that our approach
for Chinese CNER is effective and can be used in future
research. In future work, we will further generalize our model
to improve its applicability and apply it to other small datasets
through transfer learning methods.
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Abstract

Background: Parkinson disease (PD) is one of the most common neurological diseases. At present, because the exact cause is
still unclear, accurate diagnosis and progression monitoring remain challenging. In recent years, exploring the relationship between
PD and speech impairment has attracted widespread attention in the academic world. Most of the studies successfully validated
the effectiveness of some vocal features. Moreover, the noninvasive nature of speech signal–based testing has pioneered a new
way for telediagnosis and telemonitoring. In particular, there is an increasing demand for artificial intelligence–powered tools in
the digital health era.

Objective: This study aimed to build a real-time speech signal analysis tool for PD diagnosis and severity assessment. Further,
the underlying system should be flexible enough to integrate any machine learning or deep learning algorithm.

Methods: At its core, the system we built consists of two parts: (1) speech signal processing: both traditional and novel speech
signal processing technologies have been employed for feature engineering, which can automatically extract a few linear and
nonlinear dysphonia features, and (2) application of machine learning algorithms: some classical regression and classification
algorithms from the machine learning field have been tested; we then chose the most efficient algorithms and relevant features.

Results: Experimental results showed that our system had an outstanding ability to both diagnose and assess severity of PD.
By using both linear and nonlinear dysphonia features, the accuracy reached 88.74% and recall reached 97.03% in the diagnosis
task. Meanwhile, mean absolute error was 3.7699 in the assessment task. The system has already been deployed within a mobile
app called No Pa.

Conclusions: This study performed diagnosis and severity assessment of PD from the perspective of speech order detection.
The efficiency and effectiveness of the algorithms indirectly validated the practicality of the system. In particular, the system
reflects the necessity of a publicly accessible PD diagnosis and assessment system that can perform telediagnosis and telemonitoring
of PD. This system can also optimize doctors’ decision-making processes regarding treatments.

(JMIR Med Inform 2020;8(9):e18689)   doi:10.2196/18689
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Introduction

Parkinson disease (PD) is a long-term degenerative disorder of
the central nervous system that mainly affects the motor system.
In the early stages, the symptoms include tremor; rigidity;
slowness of movement; and difficulty with walking, talking,
thinking, or completing other simple tasks. Dementia becomes
common in the later stages of the disease. More than a third of
patients have experienced depression and anxiety [1]. Other
symptoms include sensory and sleep problems. In 2017, PD
affected more than 10 million people worldwide, making it the
second-most common neurological condition after Alzheimer
disease. Currently, there is no cure for PD [2]. Accurate
diagnosis, prognosis, and progression monitoring remain
nontrivial.

As reported in previous work [3,4], approximately 90% of
patients with PD develop voice and speech disorders during the
course of the disease, which can have a negative impact on
functional communication, thus leading to a decline in the
quality of life [5]. Reduced volume (ie, hypophonia), reduced
pitch range (ie, monotone), and difficulty with the articulation
of sounds or syllables (ie, dysarthria) are the most common
speech problems [6]. At the same time, many patients gradually
dislike communication because of their own language barriers,
which will cause more serious speech disorders and then form
a vicious circle. Note that the speech signal–based test is
noninvasive and can be self-administered. Hence, it has been
regarded as a promising approach in PD diagnosis, evaluation,
and progression monitoring, especially in the telediagnosis and
telemonitoring medical fields.

In this work, we built a publicly accessible real-time system to
efficiently diagnose and assess the severity of PD via speech
signal analysis. The most relevant works can be found in
Lahmiri et al [7] and Wroge et al [8]. They utilize similar
machine learning algorithms as those based on previously
proposed audio features [9-13]; however, their work neither
considered severity assessment of PD nor made a publicly
accessible app that allows for real-time mobile-aided PD
diagnosis or evaluation, which is actually a trend and even a
necessity in the current 4G and future 5G era for telediagnosis
and telemonitoring. For instance, the outbreak of coronavirus
disease 2019 (COVID-19) highlights the importance of
intelligent and accurate telehealth during disease epidemics.

More specifically, our system first collects the speech signals
of the subjects and then utilizes speech signal processing
techniques to extract a variety of speech impairment features;
it further utilizes advanced machine learning algorithms to
diagnose PD and analyze the disease severity. In our work, in
the speech signal feature-extraction stage, we utilized many
traditional and novel methods to obtain clinically meaningful
voice signal features, such as jitter, fine-tuning, recurrence
period density entropy, pitch period entropy, signal-to-noise
ratio, harmonics-to-noise ratio (HNR), and the mel frequency

cepstral coefficient [9-11]. We regarded the PD diagnosis task
as a classification problem and then utilized classical algorithms
(eg, support vector machine [SVM] and artificial neural network
[ANN]) to perform diagnosis. We formed the PD severity
assessment task into a regression problem, with the Unified
Parkinson Disease Rating Scale (UPDRS) score as the dependent
variable; the UPDRS is the most widely employed scale for
tracking PD symptom progression. Various regression
algorithms (eg, support vector regression [SVR] and least
absolute shrinkage and selection operator [LASSO] regression)
were tested. We then obtained the most suitable model by
comparing and blending different algorithms. In the end, we
developed a mobile phone app for our system to realize remote
diagnosis, severity evaluation, and progression monitoring of
PD, which will significantly reduce detection and prevention
costs.

The main structure of this paper is divided into four parts: (1)
description of the methods used in our system: data collection,
data preprocessing, feature extraction of speech signals,
classification, and regression problem formulation, (2) analysis
of our experimental results, (3) system description of our mobile
app, and (4) final discussion.

Methods

Data Collection
The speech signal data used in the experiment came from two
sources:

1. One part of the dataset came from the open data platform
from the University of California Irvine (UCI) Machine
Learning Repository, where three sets of parkinsonian
speech data with different characteristics were obtained.

2. The other part of the dataset was collected in collaboration
with the Department of Neurology, the First Affiliated
Hospital of Dalian Medical University, China. The data
recorded the voice signals of patients with PD.

In practice, the collected pronunciation content needs to be short
and reflect the patient's speech disorder to a certain extent. On
one hand, considering the need for different languages, dialects,
and accents as well as unclear pronunciations, we adopted the
continuous pronunciation method. Meanwhile, the control of
the vocal cords and airflow is also weakened due to the
weakening control of the pronunciation system of the nervous
system. On the other hand, since the relationship between the
vibration of the vocal cords and the speech disorder is relatively
strong, the vowels can better reflect the degree of speech
impairment [6,11,14]. Another fact is that the basic vowels in
different regions of the world are very similar, so it is more
reasonable to use vowels. The vowels used here are the five
long vowels with the following English phonetic symbols: [ɑ:],
[ :], [i:], [ :], and [u:]; the subjects are required to pronounce
them repeatedly. The collected syllables are shown in Table 1.
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Table 1. Collected syllables.

Duration (seconds)International phonetic symbol

3[ɑ:]

3[З:]

3[i:]

3

3[u:]

The UPDRS [15] is the most commonly used severity indicator
in clinical studies of PD. It is evaluated via filling out a form,
which requires considerable medical expertise, so it is difficult
for patients to perform self-testing using this scale. That explains
why we need automatic and artificial intelligence–powered
prediction tools. We collected the UPDRS score as the
dependent variable in our regression task. At present, UPDRS
version 3.0 is the most widely used version, and it can be divided
into four parts:

1. Mentation, behavior, and mood, including a total of four
questions (16 points).

2. Activities of daily living, including a total of 13 questions
(52 points).

3. Motor examination, including a total of 14 questions (108
points).

4. Treatment complications, including a total of 11 questions
(23 points).

In summary, UPDRS version 3.0 has a total of 42 questions and
the highest score is 199 points. The higher the UPDRS score,
the more serious the PD is. The third item, motor examination,
can reflect the severity of speech disorder. In practice, when
collecting the data, the doctor is required to evaluate the total
UPDRS score as well as the value of the motor examination
score.

Note that the first part of the data is open source, and we can
easily download this data from UCI's official website. Therefore,
the datasets were mainly used to train the machine learning
models and verify the validity of the dysphonia features, all of
which have been integrated in our app system. This part of the
data will be introduced in detail in the Results section. The
second part of the data requires us to work closely with local
hospitals—we collected PD patients’ vocal data in a local
hospital; the data collection table is shown in Multimedia
Appendix 1. The Data Preprocessing section that follows
describes how we processed the second part of the data, which
has been implemented as a function in our app. We then
extracted the dysphonia features, which have also been
integrated as a function in our app system. Moreover, we tested

them with machine learning models, which have been trained
based on the first part of data, and achieved good results in the
PD diagnosis task. Until now, the number of collected Chinese
speech signals is still not big enough to train an effective model.
Therefore, our model within our app system was trained by the
first part of the data: the first and third datasets were used in
the diagnosis task and severity assessment task, respectively.
However, this app is continuously collecting new data, including
positive and negative samples. As the amount of data increases
in the future, we will utilize advanced technology, such as
transfer learning, to realize PD diagnosis and severity evaluation
for people in various regions.

Data Preprocessing
The initially collected voice signals cannot be directly used;
some preprocessing was required. This operation removed some
of the interference factors and paved the way for subsequent
feature extraction.  The formats of different audio files were
unified into the WAV file format, with 44,100 Hz sampling
frequency and two channels. These audio files were then
uploaded into the back-end server for storage.

The first step of data preprocessing is sampling frequency
conversion, that is, resampling, which can uniformly record the
speech frequency and reduce the amount of calculation by
down-clocking. In our work, only one channel of the speech
signal (ie, the left channel) is reserved, and then the sampling
frequency is converted to 10 kHz.

The second step is pre-emphasis. Since the low-frequency part
of speech signals tends to contain noise, we performed
pre-emphasis to filter out the low frequencies and improve the
resolution of the high-frequency part of speech signals. In our
work, a first-order, finite impulse response, high-pass digital
filter was used to achieve pre-emphasis [16]. The transfer
function is defined in equation 1 of Figure 1. In equation 1, a
is the pre-emphasis coefficient; generally, 0.9 < a < 1.0. Let
x(n) denote the voice sample value at time n. After the
pre-emphasis processing, the result is y(n) = x(n) – ax(n–1),
where a=0.9375.
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Figure 1. Equations 1-10. FN: false negative; FP: false positive; MAE: mean absolute error; MSE: mean square error; RMSE: root mean square error;
TN: true negative; TP: true positive.

The third step is windowing and framing. The speech signal
was divided into some shorter signal segments (ie, frames) for
processing, which is the framing process, such that the signal
can be treated as stationary in the short-time window. In
practice, to reduce the impact of segmenting on the statistical
properties of the signal, we applied windowing to the temporal
segments. The frame width in our work was set as 25
milliseconds long, the frame shift was 10 milliseconds long,
and the Hamming window was leveraged as the window
function.

The fourth step is silent discrimination. Because there is no
guarantee that the collected audio files will always have sound,
it is necessary to filter out the blank periods of those sounds.
Therefore, silent discrimination, also known as voice endpoint
detection, was required. A common solution is to use
double-threshold methods [17], which are based on the

principles of short-time energy, short-term average amplitude,
and short-time zero-crossing rate. In our work, for the sake of
simplicity and algorithm efficiency, we utilized only short-term
energy as the principle for the double-threshold method. The
definition of short-term average energy is shown Figure 1,
equation 2.

For illustration, as is shown in Figure 2, we let Th and Tl denote
the upper and lower thresholds, respectively. The voiced part
must have a section above Th. The endpoint energy of the voiced
part is equal to Tl. N1 is the starting point, N2 is the ending point,
and w is the Hamming window. The fifth step is fundamental
frequency extraction. The fundamental frequency refers to the
lowest and theoretically strongest frequency in the sound, which
reflects the vibration frequency of the sound source. In our work,
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we adopted the most widely used autocorrelation method to extract the fundamental frequency.

Figure 2. Principle of the double-threshold method. N1: starting point; N2: ending point; Th: upper threshold; Tl: lower threshold.

The short-term autocorrelation function is defined in Figure 1,
equation 3. We need to obtain the first positive peak point,
Rxx(kf), after crossing the zero point in sequence Rxx(k), and 1/kf

is the extracted fundamental frequency.

Note that the audio files may be mixed with unknown noise,
which can cause a sudden jump at some points. These points
are called wild points or outliers. Therefore, it is necessary to
initially remove the wild points. We first calculated the average

value of the fundamental frequency of the audio and then deleted
the point that was too far from the average value.

Dysphonia Features
In 2012, Tsanas et al summarized 132 features of speech
impairments [11]. Considering the speed requirement of the
real-time system, the selected model cannot use all of the
features. The final selected features [18-23] are illustrated in
Table 2.
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Table 2. Dysphonia features.

DescriptionClassification and dysphonia features

Pitch [18] (fundamental frequency)

Mean of pitchF0_mean

Max of pitchF0_max

Min of pitchF0_min

Median of pitchF0_median

SD of pitchF0_std

Jitter [18] (pitch period perturbation)

JitterJitter

Absolute jitterJitter_abs

5 adjacent points’ jitterJitter_PPQ5

3 adjacent points’ jitterJitter_rap

Difference of 3 adjacent points’ jitterJitter_ddp

Shimmer [18] (amplitude perturbation)

Shimmer: percentageShimmer

Shimmer: decibels (dB)Shimmer_dB

5 adjacent points’ shimmerShimmer_APQ5

3 adjacent points’ shimmerShimmer_APQ3

Difference of 3 adjacent points’ shimmerShimmer_dda

11 adjacent points’ shimmerShimmer_APQ11

Harmonics-to-noise ratio (HNR) and noise-to-harmonics ratio (NHR)
[19]

Mean of HNRHNR_mean

SD of HNRHNR_std

Mean of NHRNHR_mean

SD of NHRNHR_std

Nonlinear feature

Detrended fluctuation analysis [20]DFA

Recurrence period density entropy [21]RPDE

Correlation dimension [22]D2

Pitch period entropy [23]PPE

Problem Formulation

Diagnosis
Because the predicted value in PD diagnosis is discrete and
binary, it can be regarded as a two-category classification
problem. This paper chose the following classical classification
algorithms: (1) SVM, (2) ANN, (3) Naive Bayes, and (4) logistic
regression.

Severity Assessment
Because the predicted value (ie, the UPDRS score) is continuous
in the assessment of the severity of speech impairment in PD,

it can be seen as a regression problem. This paper chose the
following classical regression algorithms: (1) SVR, (2) linear
regression, and (3) LASSO regression.

Results

Overview
We should initially introduce some indicators to evaluate the
quality of the algorithms. First, for a two-category classification
problem, there are usually the following classification results,
as seen in Table 3.
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Table 3. Classification confusion matrix.

Predictive negative classPredictive classClass

False negative (FN)True positive (TP)Actual positive class

True negative (TN)False positive (FP)Actual negative class

Then, the indicators are generally employed to evaluate the
classification effect (see Figure 1, equations 4-7). The accuracy
represents the proportion of subjects who are classified correctly
out of the total number of subjects; precision indicates the
proportion of real patients who are predicted to be sick; recall
indicates the proportion of patients who are predicted to be sick;
and the F1 value is the harmonic mean of the accuracy rate and
the recall rate. In our PD diagnosis task, if a normal user is
detected to be sick, the impact is usually not large, since we can
continue to check the result using various clinical methods.
However, if a model fails to detect PD, the impact is relatively
large. Hence, the most important indicator is the recall rate.

Second, for a regression problem, if the total number of samples
is N, the true value of the i-th sample is Ti, and the predicted

value is Pi, then the indicators in equations 8-10 (see Figure 1)
are available. Among the indicators, mean absolute error (MAE)
measures the average magnitude of the errors in a set of
predictions, without considering their direction; mean square
error (MSE) and root mean square error (RMSE) are quadratic
scoring rules that also measure the average magnitude of the
error. However, both MSE and RMSE give a relatively higher
weight to large errors. As a result, they are more useful when
large errors are particularly undesirable.

According to the characteristics of the dataset, different
experiments were performed on the three kinds of datasets
downloaded from UCI. The characteristics of these datasets are
shown in Table 4.

Table 4. Characteristics of three datasets from the University of California Irvine.

Dataset 3Dataset 2Dataset 1Data characteristics

2009/10/292014/06/122008/06/26Creation date (year/month/day)

Number of subjects

424823Parkinson disease

0208Non-Parkinson disease

58751208195Number of records (ie, samples)

182622Number of features

RegressionClassification and regressionClassificationTask

All results are based on experiments with 5-fold cross validation.
To evaluate our models’ efficiency and effectiveness, for the
PD diagnosis (ie, classification task), the ratio of the training
set to the validation set was 4:1 in the first two datasets. We
then used a dataset collected from a local hospital as the test
dataset. The data collection table is shown in Multimedia
Appendix 1. We collected a dataset that included 14 PD patients

and 30 non-PD patients in total. For the PD severity evaluation
(ie, regression task), the ratio of training set to the validation
set to the testing set was 4:1:1 in the third dataset. The testing
results are shown in the following paragraphs.

For the first set of data [9], we conducted classification
experiments according to a combination of linear and nonlinear
features; the final result is shown in Table 5.

Table 5. Classification results for the first set of data.

F1 score (%)Recall (%)Precision (%)Accuracy (%)Algorithm

92.5597.0388.8988.74 aSupport vector machine

90.1891.3289.9785.71Logistic regression

92.4594.2691.1688.68Neural network (single layer)

92.7193.3892.5588.63Neural network (double layer)

75.2162.3796.0269.24Naive Bayes

aItalics represent the highest values.

We can see that the combination of linear and nonlinear features
for the diagnosis of PD patients is feasible and effective. The
SVM algorithm achieved higher accuracy and recall rate, and
the Naive Bayes algorithm had the worst effect. According to
the previous discussion, the recall rate is the most important

indicator. At the same time, considering the speed requirement
of the mobile app, our system finally leveraged the SVM
algorithm to perform the PD patient diagnosis. From Multimedia
Appendix 2, we can see that these features have small P values,
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especially for the nonlinear features, which statistically show
the effectiveness of these features.

For the second set of data [24], we conducted classification
experiments using only linear features, and the final result is
demonstrated in Table 6.

Table 6. Classification results for the second set of data.

F1 score, %Recall, %Precision, %Accuracy, %Algorithm

73.9883.71 a66.3766.71Support vector machine

72.8479.0867.6866.56Logistic regression

75.8981.5471.1370.78Neural network (single layer)

75.4080.8171.4570.29Neural network (double layer)

67.1973.7861.8059.36Naive Bayes

aItalics represent the highest values.

It can be clearly seen that using only linear features for PD
diagnosis brings about a poor model performance, which is
consistent with the conclusion from Tsanas et al [11] that
feeding linear features into speech models is not very
satisfactory. Meanwhile, some researchers claimed that
nonlinear features are more effective [23], and another PD

speech dataset analysis study [24] also obtained similar results.
In particular, our experimental results showed that the SVM
algorithm achieved a relatively high recall rate.

For the third set of data (ie, regression) [25], we tested multiple
regression algorithms on the third dataset. The final result is
illustrated in Table 7.

Table 7. Regression results on the third dataset.

Root mean square errorMean square errorMean absolute errorAlgorithm

9.749495.13448.0786Linear regression

5.835734.12023.7699 aSupport vector machine

9.745291.16008.0687Least absolute shrinkage and selection operator

aItalics represent the best values.

Experimental results showed that both linear and nonlinear
features contribute to the severity assessment of PD patients.
Among regression algorithms, the SVR algorithm achieved the
best performance on each indicator, and the prediction results
of LASSO and linear regressions were not much different; the
reason for this is that LASSO regression is actually a variant of
linear regression. Hence, the system finally adopted SVR as the
severity evaluation method.

In particular, we selected the best results from each algorithm
and observed the degree of fit. Figures 3-5 show the fitting

results of the aforementioned three methods. In each figure, the
upper graph is the degree of fitting of the training set and the
lower graph is the degree of fitting of the test set; the red line
is the predicted value and the blue line is the true value. It can
be seen from these three figures that SVR fits the best.

As we know, LASSO can perform feature selection [26] by
setting the feature weights to zero. The five characteristics most
relevant to the value are shown in Table 8.
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Figure 3. Linear regression fitting. The red line is the predicted value and the blue line is the true value. UPDRS: Unified Parkinson's Disease Rating
Scale.

Figure 4. Support vector regression (SVR) fitting. The red line is the predicted value and the blue line is the true value. UPDRS: Unified Parkinson's
Disease Rating Scale.
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Figure 5. Least absolute shrinkage and selection operator (LASSO) fitting. The red line is the predicted value and the blue line is the true value. UPDRS:
Unified Parkinson's Disease Rating Scale.

Table 8. Top five principal characteristics.

Corresponding weighted valueFeature

2.84Age

–2.66Harmonics-to-noise ratio mean

–2.18Absolute jitter

2.14Detrended fluctuation analysis

1.51Pitch period entropy

It can be considered that these five characteristics are highly
correlated with the UPDRS score. Age itself is highly related
to PD, and the rest of the characteristics have three nonlinear
features—HNR mean is also a nonlinear feature—indicating
the importance of nonlinear features. Gender also explains why
the regression result of the second set of data was relatively
poor.

From Multimedia Appendix 2, we see that these features all
have small P values—the features of the Jitter series may be a
bit higher than others—which proves that we need these features
for our system.

In summary, the PD speech detection system uses SVM and
SVR for PD speech diagnosis and severity assessment,
respectively.

System

System Overview
Figure 6 shows the architecture of our app system—called the
No Pa app—including voice signal collection, data
preprocessing, data storage and access, and signal modeling.
At its core, the PD diagnosis model is SVM trained by the first
set of data and the PD severity assessment model is SVR trained
by the third set of data. Meanwhile, Figure 6 displays the four
key functions and the operating environment in the application
layer.
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Figure 6. Architecture overview of the No Pa app system.

The Main Function
Android and iOS versions of the No Pa mobile app are currently
available online. The app includes four functions—state test,
daily training, related information, and personal center—which
are shown as follows (see Figure 7 for a few screen captures):

1. State test: the subject pronounces five long vowels
according to the voice guidance, and each long vowel sound
lasts for 5 seconds. Then, our system will calculate the
current speech impairment severity status.

2. Daily training: the daily training function aims to improve
subjects’ speech impairment status by encouraging them
to speak. It includes monophonic training, reading training,

and singing training. Monophonic training includes the
user's pronunciation training according to some specific
single syllables; during reading training, the user reads
ancient poetry; and singing training improves the user's
daily training interest via singing songs. Note that each
training function will give a corresponding feedback score
according to our speech signals model. However, since the
calculation is not based on the five long vowels, the scores
may not be accurate, but it is acceptable since our aim is to
attract subjects’ attention to daily training in speaking.

3. Related information: this function provides users with some
advice about PD and physical health.

4. Personal center: this function helps the user view their
testing history and some personal information.
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Figure 7. Screen captures from the No Pa app showing four functional modules.

Back-End Configuration
The back-end server of the No Pa app is the Alibaba Cloud
Server. Its configuration is as follows: 4-core central processing
unit (CPU), 8 GB RAM, 64-bit Ubuntu system, and 200 GB
disk space.

Algorithm Acceleration
The original system’s computational cost can range from 20 to
30 seconds without any acceleration techniques. Experimental
results showed that autocorrelation calculation is the most
time-consuming unit, so the C++ programming language was
used to accelerate the autocorrelation calculation. To speed up
the system, we adopted MEX (MATLAB executable)
technology [27] as the acceleration scheme. In the end, the
computational cost for predicting UPDRS scores was
compressed from 20 seconds to only about 1 second. This
response time is acceptable for an app.

Guide and Interaction
For better a user experience, we provided voice-guided
navigation that can offer step-by-step instructions. Meanwhile,
considering that PD patients may suffer from hand tremors, we
designed big buttons in this app. Moreover, if they do not click
the recording function button or the system fails to record an
effective sound, the system will give them a reminder.

Discussion

Principal Findings
Traditionally, PD patients need to be diagnosed by physical
examination. We can now use a mobile app to help conduct
straightforward and rapid detection. For PD patients or healthy
people, instant detection and consistent monitoring of disease
conditions are extremely important. For doctors, the app can be
used as a decision-support tool to provide assistance in treatment
and diagnosis.
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We have built this mobile app by embedding a voice-oriented
system. At the core of the system are machine learning
algorithms. Experimental results showed that SVM and SVR
achieved the best performance for the diagnosis (ie,
classification task) and severity evaluation (ie, regression task)
of PD, respectively. The recall rate of the classification task can
reach 97.03% (ie, the patient's recognition ability), and the
absolute average error of the regression task can reach 3.7699,
which is acceptable since the value of UPDRS scores range
from 0 to 199.

Finally, we will summarize the contributions of our work. We
have built a voice-oriented system that can remotely and
conveniently diagnose PD. The system first collects a user’s
five long vowels and then efficiently extracts dysphonia features,
such that machine learning algorithms can be applied to the
classification or regression of PD-related tasks. First, the system
has been integrated into an app for public use. Second, our
experiments have validated the effectiveness of voice
signal–related features proposed by mainstream studies. Third,
our system incorporates voice signal collection, feature
extraction, and an algorithm interface, which can be regarded
as a standard open-source platform for new algorithm
development in voice signal–oriented disease identification
tasks.

Comparison With Prior Work
There have been various studies utilizing vocal features for PD
diagnosis or severity evaluation. More specifically, Lahmiri et
al [7] proposed a study about diagnosing PD based on dysphonia

measures. They chose the same dataset as our first dataset and
their results are similar to ours. However, our method achieved
a higher recall value on this dataset. Wroge et al [8] also focused
on PD diagnosis by speech signal analysis. After some speech
signal processing, they extracted two groups of
features—Audio-Visual Emotion recognition Challenge (AVEC)
[12] and Geneva Minimalistic Acoustic Parameter Set
(GeMAPS) features [13]—which were then fed into some
machine learning models. However, their feature extraction
process relied on some existing tools, which are not easily
integrated into an app. In particular, their work needs to extract
1262 features while our work only extracts 24 features.
Moreover, the accuracy of their results based on SVM and ANN
were both lower than ours. Similar work that is based on the
above features can be found in Tracy et al [28]. Deep learning
methods have also been leveraged to learn patterns from vocal
feature sets [29]. However, their model lacks explanations due
to the inherent nature of deep learning models and achieves an
inferior performance compared with our model. Moreover,
besides PD diagnosis, our system realizes PD severity
evaluation, which may be more helpful for patients and doctors.

Limitations
Our data were collected from healthy people and patients with
PD from Dalian, China; the quantity of data is still not big
enough. In the future, we plan to collect more disease-related
data from different regions worldwide to improve the
generalization of the model. At the same time, we will use deep
learning methods to study the speech signals of patients with
PD to avoid cumbersome manual extraction of speech signals.
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Abstract

Background: Bone age assessment (BAA) is used in numerous pediatric clinical settings as well as in legal settings when
entities need an estimate of chronological age (CA) when valid documents are lacking. The latter case presents itself as critical
as the law is harsher for adults and granted rights along with imputability changes drastically if the individual is a minor. Traditional
BAA methods have drawbacks such as exposure of minors to radiation, they do not consider factors that might affect the bone
age, and they mostly focus on a single region. Given the critical scenarios in which BAA can affect the lives of young individuals,
it is important to focus on the drawbacks of the traditional methods and investigate the potential of estimating CA through BAA.

Objective: This study aims to investigate CA estimation through BAA in young individuals aged 14-21 years with machine
learning methods, addressing the drawbacks of research using magnetic resonance imaging (MRI), assessment of multiple regions
of interest, and other factors that may affect the bone age.

Methods: MRI examinations of the radius, distal tibia, proximal tibia, distal femur, and calcaneus were performed on 465 men
and 473 women (aged 14-21 years). Measures of weight and height were taken from the subjects, and a questionnaire was given
for additional information (self-assessed Tanner Scale, physical activity level, parents' origin, and type of residence during
upbringing). Two pediatric radiologists independently assessed the MRI images to evaluate their stage of bone development
(blinded to age, gender, and each other). All the gathered information was used in training machine learning models for CA
estimation and minor versus adult classification (threshold of 18 years). Different machine learning methods were investigated.

Results: The minor versus adult classification produced accuracies of 0.90 and 0.84 for male and female subjects, respectively,
with high recalls for the classification of minors. The CA estimation for the 8 age groups (aged 14-21 years) achieved mean
absolute errors of 0.95 years and 1.24 years for male and female subjects, respectively. However, for the latter, a lower error
occurred only for the ages of 14 and 15 years.

Conclusions: This study investigates CA estimation through BAA using machine learning methods in 2 ways: minor versus
adult classification and CA estimation in 8 age groups (aged 14-21 years), while addressing the drawbacks in the research on
BAA. The first achieved good results; however, for the second case, the BAA was not precise enough for the classification.

(JMIR Med Inform 2020;8(9):e18846)   doi:10.2196/18846
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Introduction

Background
Skeletal maturity is a radiological concept that refers to the
stage of bone development in an individual [1]. This maturation
process occurs gradually in the growth plates and is measured
by the degree of mineralization of the bone along with its size
and shape [1]. Bone age (BA) is a closely related concept in
which age is estimated based on the degree of skeletal maturity
of an individual [2].

The estimation of the BA of an individual, or bone age
assessment (BAA), is performed in numerous clinical settings
involving diagnosis and time of treatment of orthopedics,
orthodontics, endocrinology, growth disorders, and estimations
of final height [3]. In these cases, the BA of an individual is
assessed by medical professionals and compared with their
chronological age (CA). If they are found to be relatively
advanced or retarded, appropriate actions are taken by the
medical professionals.

BAA is also performed outside the clinical setting when legal
entities need an estimation of the CA of an individual for judicial
decisions when valid documents are lacking. This refers to cases
regarding adoption, criminal proceedings, and pedopornography
judicial issues as well as in determining age fraud in youth sports
competitions [4-7]. Furthermore, with the upsurge of
immigration due to the rise of worldwide conflicts, another
critical scenario in which BAA is applied concerns the
determination of an individual being minor in the absence of
valid or trustworthy documents. This is the case of numerous
young asylum seekers who are given special rights granted by
the United Nations Convention on the Rights of the Child,
regarding reception, health care, and education [8,9].

From these examples, it is possible to assume that, especially
regarding legal standpoints, BAA is a crucial tool for making
high stake decisions that have the potential to greatly affect
individuals’ lives.

Traditional BAA
The traditional methods for BAA are based on the appearance
of growth plates through the analysis of diaphysis (primary
ossification centers) and epiphysis (secondary ossification
centers), where cartilage tissue gradually turns into bone tissue
during the process of bone development. A process that ceases
when the diaphysis and epiphysis are fused, indicating that the
growth plate is ossified [1].

The most common procedures for BAA are the Greulich-Pyle
(GP) and Tanner-Whitehouse (TW) methods. Both of these
methods assess radiographic images of the hand and wrist areas
as these are regions of interest (ROIs) with a large number of
ossification centers aggregated in a small area that can easily
have images taken from.

The GP method [10] attributes BA by comparing the radiograph
image of the individual being assessed to the nearest reference
image in a hand and wrist atlas in terms of bone development.
The TW method [11] is a scoring system that evaluates the ulna,
radius, carpals, and 13 short bones of the hand. Scores are
attributed to these regions based on the stage of bone
development, which ranges from A to I. The scores are then
aggregated in a total score that is converted into the BA.

Having been developed in the 30s and 50s, the GP and TW
methods, respectively, conveyed groundbreaking developments
in numerous clinical settings and are still heavily employed for
BAA purposes to this day.

Other Proposed BAA Methods
The field of BAA evolved as the GP and TW methods were
proposed, exploring new ROIs with different ossification
timings. This section summarizes the proposed studies regarding
BAA in various ROIs.

Newer hand and wrist studies on BAA include the Gilsanz and
Ratib [1] digital hand atlas and the Fels method [12]. The first
is composed of artificially created reference images that
represent the average development of 29 classes of subjects
aged from 0 to 18 years. The Fels method [12] is a statistical
method that provides a relative measure of the BA and standard
error that takes into consideration the distribution of
chronological ages in the study’s sample with BA similar to the
individual being assessed. It is based on 98 indicators of bone
maturity (ossification, radiopaque densities, bony projection,
shape changes, and ossification of epiphysis).

Clavicle staging systems observe one or both sides of the medial
clavicular epiphysis. The method proposed by Kreitner et al
[13] presents 4 stages of ossification of the medial clavicular
epiphysis, in which the last stage may have an epiphyseal scar
visible. Schmeling et al [9] proposed 5 stages of ossification,
but the last stage was only achieved when the epiphyseal scar
was not apparent. Kellinghaus et al [14] built on the Schmeling
et al [9] staging by applying subclassifications for the second
and third stages. These studies report complete ossification of
this growth plate around the ages of 26 to 27 years.

Knee studies proposed staging systems that also vary on
subscales on specific stages and the appearance of the epiphyseal
scar in the last stage. O’Connor et al [15] proposed 5 stages of
ossification of the distal femur, proximal tibia, and proximal
fibula epiphysis (the epiphyseal scar may be visible in the last
stage). Dedouit et al [16] proposed 5 stages of ossification of
the distal femur and proximal tibia epiphysis, assessing the
appearance of cartilage signal intensity with magnetic resonance
imaging (MRI). Krammer et al [17] proposed 5 stages of
ossification of the distal femur epiphysis, with subclassifications
on the second and third stages, with the last stage achieved only
when the epiphyseal scar is no longer visible. This method also
makes use of MRI images. Knee studies usually argue that a
subject is younger or older than the age of 18 years.
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Studies on foot ROIs are usually concerned with younger ages.
Ekizoglu et al [18] proposed a staging system for the foot ROI
that shows complete ossification in the ages between 12 and 16
years.

Not very much is explored in the literature, the arm ROI was
studied in the proximal humerus epiphysis by Ekizoglu et al
[19] employing a scoring system based on Schmeling et al [9]
and Kellinghaus et al [14] on MRI images. This study points
out the earliest ages for the last stage of ossification at 17 and
18 years.

Drawbacks in Assessing Chronological Age Using BAA
Methods
In the lack of valid or trustworthy documents, BAA is currently
employed as a valuable tool for legal entities to evaluate CA
with regard to important legal ages. Nevertheless, it is possible
to identify several drawbacks of the largely employed GP and
TW methods as well as recently proposed methods, regarding
the use of BAA for CA determination:

• They almost exclusively employ medical imaging
techniques that expose the individual to ionizing radiation,
such as radiographs, which raises grave ethical issues
especially with regard to exposing minors to radiation for
nontherapeutic purposes.

• They only focus on the physical appearance of the growth
plates, not including other information that might possibly
affect bone development [20].

• They mostly focus on a single ROI, which in the vast
majority of cases is the hand area [20].

The first drawback can be addressed by the employment of MRI
technology, which is already present in some of the mentioned
knee and arm studies. Besides being a radiation-free modality
of medical imaging, it also allows the manipulation of contrast
to highlight different tissue types [21]. The epiphyseal plate
consists of cartilage tissue, which is mainly composed of
collagen fiber protein. Collagen has a 3D structure of fibers
that, in MRI images, is shown as zones of different intensities,
giving it a multilaminar appearance. It is known that the
structure of cartilage changes in terms of the number of laminae
and thickness in the course of bone development [22]. Hence,
contrary to radiographs that highlight the bone, the MRI
technology might have the potential to offer better visualization
of growth plates, thus being an interesting radiation-free
modality of medical imaging for BAA.

To address the second drawback, the methods for assessing BA
should investigate factors that may play a role in the process of
bone development and ossification of growth plates, that is,
BMI [20,23], pubertal growth [24], physical activity [25],
ethnicity [8,20,26], and socioeconomic factors [8], which are
often overlooked [20].

Addressing the third drawback could be done by employing
multiple ROIs. When it comes to estimations of CA, most of
the BAA studies, especially methods that propose stages of
maturity for set ROIs, follow an approach of identifying the
minimum age in which the ossification of the growth plate is
completed for a particular ROI. These studies usually focus on
a single age of legal importance, which varies significantly

between countries, with ages ranging from 14 to 21 years [13].
Using multiple ROIs may provide more information about more
ages.

An additional drawback that is specific to the GP and TW
methods is that they are based on data collected from subjects
of average and upper socioeconomic classes in the 30s and 50s,
respectively. Hence, these methods may not reflect secular
trends that nowadays point to higher height and earlier puberty
[27], which could affect the accuracy of the methods. For the
TW method, an update released in 2001 (TW3) revised the
calculation of the BA from the attributed scores to address this
problem [28].

Machine Learning for BAA
From the presented drawbacks, it is noticeable that the BAA
research could benefit from methods that are able to aggregate
multiple pieces of information (ie, multiple ROIs and factors)
in a systematic way. A technology that is able to work in this
setting is machine learning (ML), which is already widely
employed in diverse medical fields, such as diabetes, cancer,
cardiology, mental health, and the analysis of clinical text data
[29,30]. ML consists of various types of algorithms that are able
to learn how to perform a task from a set of examples while
improving its performance based on its experience in carrying
out a particular task. It builds a model that encapsulates the
knowledge to perform the task; then, in light of new data, the
model is able to correctly perform the learned task within an
acceptable measure of performance [31].

ML algorithms have already been employed in various models
for assessing the BA of an individual. A recent systematic
literature review on BAA with ML methods [20] showed that
the research is heavily focused on models that make use of a
single ROI, the hand in most cases, having radiographs as the
choice of imaging technology and do not usually consider other
factors that could play a role in bone development [20]. The
most notable, commercially available ML BAA system is the
BoneXpert [32], which performs an automatic radiograph
analysis based on the GP and TW methods. However, it covers
the age range of 2 to 17 years and leaves out important legal
ages.

Objectives of the Study
Given the importance of the assessment of CA through BAA
in numerous scenarios and its potential ways of affecting the
lives of young individuals, it is important to focus on the
drawbacks of the methods currently in use and investigate the
potential of BAA in estimating CA. Thus, the objectives of this
study are as follows:

• To investigate the extent to which ML models can aid in
CA estimation through BAA in young individuals aged 14
to 21 years.

• To investigate whether ML models can aid in the
determination of minors through BAA, considering the
threshold of 18 years, in young individuals aged 14 to 21
years.

• To address the drawbacks in the research on CA estimation
from BAA, with regard to using radiation-free medical
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imaging technology, the assessment of multiple ROIs and
other factors that may play a role in bone development.

Methods

Overview
To train the CA estimation ML models proposed in this paper,
MRI images of the wrist, knee, and foot were taken from
volunteer subjects and assessed by radiologists to evaluate their
stage of bone development. The 5 growth zones considered in
this study were calcaneus, distal tibia, proximal tibia, distal
femur, and radius. Each growth zone was assessed separately
and blinded to gender and age.

Before the examination, the subjects had their height and weight
measured for the BMI calculation and were asked to answer a
questionnaire to gather information on their physical activity
level, parents’ origin, type of residence during upbringing, and
a self-assessed Tanner Scale of pubertal growth [33,34].

All radiological and nonradiological data gathered were used
to train binary and multiclass classifiers. For the binary
classifier, the individuals in the sample were divided into minors
or adults, with a threshold of 18 years, and the classification
followed into discriminating individuals into 1 of the 2 classes.
The multiclass classifier aims to classify an individual into 1
of the 8 classes defined by age groups ranging from 14 to 21
years.

The remainder of this section details the population, data used
in the experiments, statistical analysis, and procedures for model
building in the experiments.

Recruitment
This study prospectively conducted MRI examinations of 938
healthy subjects (465 males and 473 females) aged between 14
and 21 years (inclusive), during 2017 and 2018. The participants
of the study had images taken from the knee, foot, and wrist in

the same examination session. Additionally, the weight and
height of each participant were also collected to calculate the
BMI.

The following criteria were used to determine participation in
the study:

• Inclusion criteria: the participants should have been born
in Sweden, where the study was conducted, and have a birth
certificate verified by the Swedish national authorities.

• Exclusion criteria: a history of bilateral fractures or trauma
near the regions of assessment, a history of chronic disease
or the use of long-term medications, noncompliance during
the examination, having resided outside Sweden for more
than six consecutive months, or past or current pregnancy
(all female subjects were tested).

Data Privacy and Study Ethics
The study was conducted in accordance with the Declaration
of Helsinki and was approved by the Central Ethical Review
Board in Stockholm (diary numbers: 2017/4-31/4,
2017/1184-32, 2017/1773-32). Written informed consent was
obtained from all subjects and legal guardians (in the case of
subjects aged younger than 18 years). All data were anonymized
and stratified by age and gender.

Population
A total of 455 male and 467 female subjects constituted the
final sample (Table 1). After the MRI examinations and
assessment of images by radiologists, 10 male and 6 female
subjects were removed from the study’s sample because they
had the assessment of one or more ROI missing. The missing
values for the assessment by the radiologists could be due to
one of the following reasons: movement artifact, error in the
sequence that made the image nongradable, likely trauma in the
region of assessment, and missing MRI examination in one or
more ROIs.

Table 1. Demographics of the final sample.

TotalAge groupDemographics

2120191817161514

4676057575960575859Number of female subjects

4555953585358605658Number of male subjects

Data and Data Collection Procedures
The data used to train the classifiers were the radiologists’
assessment of the calcaneus, distal tibia, proximal tibia, distal
femur, and radius growth zones; the additional information
gathered before the examination was physical activity level,
parents’ origin, type of residence during upbringing, and a
self-assessed Tanner Scale of pubertal growth and BMI. The
following section details the data and procedures for collection.

MRI Examinations
MRI examinations were performed to capture images of the
calcaneus, distal tibia, proximal tibia, distal femur, and radius
growth plates of the subjects participating in the study. All MRI
examinations were conducted within 6 months of the subjects’

birthday date on 1.5-T whole-body MRI scanners with dedicated
hand, knee, and ankle coils. The examinations were performed
on the nondominant side of the knee, hand, and foot, save when
past fracture or trauma had taken place near the region. In these
cases, the dominant side was imaged. The images of all ROIs
were taken in the same examination session.

The examinations were carried out at 2 sites. Site 1 used
Magnetom Avanto Fit (Siemens Healthcare GmbH) and Achieva
(Philips Healthcare) whole-body scanners, and Site 2 used a
Signa (GE Healthcare) whole-body scanner. All examinations
followed the same protocol, which included a T2 sequence with
cartilage dedicated exposure. The settings were 256×256 pixel
resolution and 160×160 mm field of view.
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Assessment of Magnetic Resonance Images
The assessment of the MRI images was performed
independently by 2 radiologists with 3 and 30 years of
experience in pediatric radiology, who were blinded to the age
and gender of the participants. A third radiologist with 13 years
of experience in pediatric radiology assessed the images when
the first 2 radiologists could not reach a final agreement about
the stage.

The staging system used to assess MRI images is a version of
the staging methods proposed by Dedouit et al [16] and
Kellinghaus et al [14] with minor modifications. This staging
is defined as follows:

• Stage 1: Continuous, stripe-like, cartilage signal intensity
is present between the metaphysis and epiphysis with a
thickness greater than 1.5 mm with a multilaminar
appearance.

• Stage 2: Continuous cartilage signal intensity is present
between the metaphysis and epiphysis with a thickness
greater than 1.5 mm with increased signal intensity but
without a multilaminar appearance.

• Stage 3: Continuous cartilage signal intensity is present
between the metaphysis and epiphysis with a thickness of
less than 1.5 mm with increased signal intensity.

• Stage 4a: Noncontinuous cartilage signal intensity. A hazy
area involving one-third or less of the growth plate is
present between the metaphysis and epiphysis, representing
the epiphyseal-metaphyseal fusion.

• Stage 4b: Noncontinuous cartilage signal intensity. A hazy
area involving between one-third and two-third of the
growth plate is present between the metaphysis and
epiphysis, representing epiphyseal-metaphyseal fusion.

• Stage 4c: Noncontinuous cartilage signal intensity A hazy
area involving more than two-thirds of the growth plate is
present between the metaphysis and epiphysis, representing
epiphyseal-metaphyseal fusion.

• Stage 5: The epiphyseal cartilage fused completely with or
without an epiphyseal scar in all MRI slices.

Body Mass Index
The BMI was calculated using the measures of the participants’
weight w and height h, as in the following equation 1 [35]:

Data characteristics regarding the calculated BMI for the
subjects are shown in the Multimedia Appendix 1.

Questionnaire Information
Additional information from the participants was gathered by
a questionnaire given to them at the examination session. The
information gathered by the questionnaire refers to the variables
“Residence,” “Physical Activity,” “Parent Origin,” and “Tanner
Scale,” shown in Table 2, which summarizes all input and output
variables considered for building the models. Data
characteristics regarding the data collected by the questionnaire
are shown in the Multimedia Appendix 1.

Table 2. Summary of the input and output variables considered in the model building.

ValuesDescriptionVariable

Input variables

Stage 1; Stage 2; Stage 3; Stage 4a; Stage
4b; Stage 4c; Stage 5

Radiologists’ assessments of the Radius growth zoneRadius

Stage 1; Stage 2; Stage 3; Stage 4a; Stage
4b; Stage 4c; Stage 5

Radiologists’ assessments of the distal femur growth zoneDistal femur

Stage 1; Stage 2; Stage 3; Stage 4a; Stage
4b; Stage 4c; Stage 5

Radiologists’ assessments of the proximal tibia growth zoneProximal tibia

Stage 1; Stage 2; Stage 3; Stage 4a; Stage
4b; Stage 4c; Stage 5

Radiologists’ assessments of the distal tibia growth zoneDistal tibia

Stage 1; Stage 2; Stage 3; Stage 4a; Stage
4b; Stage 4c; Stage 5

Radiologists’ assessments of the calcaneus growth zoneCalcaneus

NumericBody mass index of the participant, calculated as in the equation (1)BMI

Rented; ownedType of residence the participant lives in (or lived during upbringing)Residence

Highly inactive; inactive; little active; ac-
tive; highly active

The participants’ daily level of activityPhysical activi-
ty

No foreign-born parents; one foreign-born
parent; both foreign-born parents

Origin of the participants’ parents, regarding if they were born outside Sweden
or not

Parent origin

Stage 1; Stage 2; Stage 3; Stage 4; Stage 5Self-assessed Tanner Scale for pubertal growth [33,34]Tanner scale

Output variables

Yes; noCharacterizes the participant as being a minor or not, regarding the threshold of
18 years. This is the output variable for the binary classification models

Minor

14; 15; 16; 17; 18; 19; 20; 21Regards the age group which the participant belongs to. This is the output variable
for the multi-class classification models

Age
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Statistical Analyses
The Cohen kappa coefficient [36] and percent of agreement
[37] were calculated to measure the interobserver agreement
between the pediatric radiologists in all investigated ROIs.
Statistical analyses were performed using SPSS Statistics
(version 24; IBM Corp).

Model Building

CA Estimation Models
In this study, various ML algorithms were investigated to build
classifiers to discriminate subjects into minor (positive class)
or adults (negative class) and classifiers to classify subjects into
1 of 8 age groups (14 to 21 years). Models for male and female
subjects were built separately.

Data Preprocessing
The data used to build the models consisted of the radiologists’
assessment of the 5 growth zones, following the aforementioned

stages, the questionnaire information, and the calculated BMI.
These data presented missing values that were handled by the
K-nearest neighbor (KNN) multiple imputations. This technique
finds K complete entries that are the closest to an incomplete
entry (ie, contains missing data) and fills its missing values with
the mean (in the case of numeric variables) or the most frequent
one (in the case of categorical variables) [38]. In this study, the
number of nearest neighbors K for the KNN imputation was set
to 1. The motivation for this choice is based on literature
findings that advise limiting K as a way to preserve the original
variability of the data, reducing the risk of entries having few
neighbors that are too distant from each other [39]. There is also
a risk of increasing the influence of noise in the data with a
small K, but as in the data set of this study, the highest rate of
imputed instances was 1.9%; this influence was considered to
be not very relevant. The distance used by the KNN multiple
imputation technique was the Gower distance [40]. The number
of imputed instances for each variable in both male and female
subsets is shown in Table 3.

Table 3. Number of imputed instances and percentage over the male and female data sets.

Female data set, n (%)Male data set, n (%)Variable

0 (0)0 (0)Radiologists' assessments of the radius, distal femur, proximal tibia, distal tibia, calca-
neus

3 (0.6)1 (0.2)Residence

6 (1.2)9 (1.9)Physical activity

1 (0.2)3 (0.6)Tanner Scale

0 (0)0 (0)BMI

3 (0.6)0 (0)Parents origin

ML Algorithms
The choice of the ML algorithms explored in this study was
based on the summary of the evidence of a recently published
systematic literature review (SLR) on the application of ML for
BAA [20]. This SLR points out that the studies proposing BAA
classifiers employ algorithms of the following categories:
artificial neural networks, support vector machines, Bayesian
networks, decision trees, and K-nearest neighbors. An additional
search was conducted in the literature (Scopus, PubMed, and
Web of Science), after the search date of the mentioned SLR
[20] (February 2019) to look for additional algorithms, but no
new categories were found to be added to the list.

Another motivation for this choice of ML algorithms is that it
also guarantees a diversified list of classifiers that make use of
different types of learning techniques, such as rule-based,
instance-based, Bayesian inference, kernel, and perceptron
learners. We referred to the following book by Kuhn and
Johnson [41] for the specific algorithms and implementations
used in this study.

Therefore, the choice of ML algorithms for the experiments of
this study includes decision tree, random forest, multilayer
perceptron, support vector machines, naïve Bayes, and K-nearest
neighbors.

Experimental Setup
All experiments were performed using a stratified, nested
cross-validation [42]. In this approach, in each iteration, one
fold of the outer cross-validation is used for testing and the
remaining 4 are used in an inner cross-validation to tune the
algorithm’s hyperparameters. This was done to obtain a more
reliable estimate of the error as the test fold in each outer
iteration is not used to execute performance optimization [43].
It is also worth noting that the data splits were performed in a
stratified manner, which means that the classes’ proportions in
each split are kept the same as in the total sample. In the
experiments of this study, a five-fold outer, three-fold inner
stratified nested cross-validation was performed. The reduced
number of folds in the inner cross-validation was employed to
avoid having a low number of subjects to represent each class
in the folders, due to the high number of classes in the multiclass
classification problem. Additionally, before each inner
cross-validation, a grid search was performed to find suitable
hyperparameters for each of the selected ML algorithms. The
hyperparameters for each selected algorithm are listed in Table
4. The ML experiments were conducted in the R framework
with the caret package. The default versions of the algorithms
were used.
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Table 4. Configuration of the R algorithms included in the experiment.

Tuning parametersR implementationMLa algorithm

cprpartDecision tree

mtryrfRandom forest

sizemlpMulti-layer perceptron

Sigma, CsvmRadialSupport vector machines

fL, usekernel, adjustnbNaïve Bayes

kknnK-nearest neighbors

aML: machine learning.

Model Evaluation Metrics
The performance metrics used to evaluate the models were as
follows: mean absolute error (MAE), root mean squared error
(RMSE), accuracy, precision, recall, and area under the curve
(AUC), as in Gaudette and Japkowicz [44] and Sokolova and
Lapalme [45] guidelines for ordinal multiclass classification.
For the binary classification models, all but MAE and RMSE
are used. The SDs for each metric are also reported.

The MAE represents the mean of the absolute difference
between the estimated age output of the classifier and the correct
CA of the subject, over all examples. The RMSE gives more
weight to larger errors compared with MAE, which tends to
prefer fewer errors overall. The MAE and RMSE are calculated
as follows in equations 2 and 3, respectively:

Where n is the number of samples, is the estimated age, and
y is the CA of the subject.

For the remaining evaluation metrics, considering l the number
of classes, we define the following:

• True-positives (TP): Entries predicted to be in class Cl

actually in class Cl.
• False-positives (FP): Entries predicted to be in Cl but are

not actually in class Cl.
• True-negatives (TN): Entries not predicted to be in Cl and

are not actually in class Cl.
• False-negatives (FN): Entries not predicted to be in Cl, but

are actually in class Cl.

The accuracy, precision, recall, and AUC for binary
classification are calculated as follows:

In the case of the multiclass classification, these are calculated
as the average of the metrics calculated for each class Cl (macro
averaging) [45]. The AUC metric is calculated by averaging
pairwise comparisons, as proposed by Hand and Till [46].

General results are given for the ML algorithms in terms of the
mean and SDs of each of the performance metrics for the outer
cross-validation test sets. In-depth results are given to the best
performing models.

Results

Interobserver Agreement
The kappa Cohen coefficient was calculated to evaluate the
agreement between the 2 observers’ assessments of the MRI
images. The results indicated substantial agreement according
to the general guidelines [47] for all of the assessed ROIs: 0.77
for the calcaneus, 0.65 for the distal femur, 0.72 for the distal
tibia, 0.73 for the proximal tibia, and 0.67 for the radius.

The percent agreement for the assessed ROI was as follows:
94.2% for the calcaneus, 80.8% for the distal femur, 90.6% for
the distal tibia, 86.8% for the proximal tibia, and 79.4% for the
radius. These results show that the radiologists agreed on a stage
in the vast majority of cases.

Results of the Growth Plate Assessments
The results of the assessments of the calcaneus, distal tibia,
proximal tibia, distal femur, and radius for male and female
subjects are shown in detail in Multimedia Appendices 2 and
3, respectively.

In all of the assessed growth plates, for both sexes, stages 1 and
2 were not evidenced. Few instances of stage 3 were observed
on male subjects on the calcaneus and radius growth plates,
accounting for 2 and 15 cases, respectively. In female subjects,
stage 3 was evidenced in only 2 cases for the radius growth
plate.

The female subjects’ results show that for all assessed growth
plates, nearly all or most of the sample was already in the last
stage of ossification (stage 5): 94.6% of the calcaneus, 90.8%
of the distal tibia, 81.6% of the proximal tibia, 74.5% of the
distal femur, and 65.5% of the radius cases. These numbers
moderately change for male subjects, accounting for 80.4% of
the calcaneus, 70.1% of the distal tibia, 57.6% of the proximal
tibia, 54.9% of the distal femur, and 47.4% of the radius cases.
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Table 5 shows the proportion within each age group of subjects
who had all of the growth plates considered in this study already
in stage 5. This table shows that female subjects had all growth
plates fused 2 years before the male subjects. For female

subjects, from the age of 19 years, all subjects of the sample
already have all of the growth plates fused, although for male
subjects, the same happens from the age of 21 years.

Table 5. Numbers and percentages (over each age group) of subjects with all of the growth plates in stage 5, for male and female subjects.

Male subjects, n (%)Female subjects, n (%)Characteristic

Age group (years)

0 (0)2 (3.3)14

0 (0)8 (13.7)15

3 (5)23 (40.3)16

13 (22.4)44 (73.3)17

31 (58.4)53 (89.8)18

50 (86.2)57 (100)19

50 (94.3)57 (100)20

59 (100)60 (100)21

206 (45.2)304 (65.1)Total

Results for the Classification of Minors Versus Adults
A threshold of 18 years was used to determine adulthood in the
classification of minors versus adults, which is the case in many
European countries. MAE and RMSE were not used as

performance metrics in this case because for classifications they
only make sense in the context of an ordinal classification. The
results for the male subjects’ binary classifiers in terms of the
mean and SD of the performance metrics on the outer
cross-validation test sets are shown in Table 6.

Table 6. Mean performance metrics and respective SDs (in years) for the classification of minor versus adults for the male subjects.

Recall, mean (SD)Precision, mean (SD)AUCa, mean (SD)Accuracy, mean (SD)Types

0.96 (0.03)0.86 (0.04)0.90 (0.02)0.90 (0.02)Decision tree

0.94 (0.04)0.87 (0.03)0.90 (0.01)0.90 (0.01)Random forest

0.93 (0.07)0.87 (0.04)0.90 (0.02)0.90 (0.02)Support vector machines

0.95 (0.04)0.79 (0.16)0.82 (0.16)0.82 (0.17)Multi-layer perceptron

0.92 (0.03)0.84 (0.03)0.87 (0.02)0.87 (0.02)K-nearest neighbors

1.00 (0.00)0.65 (0.03)0.74 (0.04)0.73 (0.04)Naïve bayes

aAUC: area under the curve.

The decision tree, random forest, and support vector machine
algorithms had very similar results in general, presenting no
significant difference between them. The random forest
algorithm was chosen in terms of the best combination of
precision and recall, but in practical settings, there are no
differences between these algorithms. Table 7 shows the random

forest results for each of the outer cross-validation test sets. The
average model was chosen in terms of median accuracy, which
was 0.90. Between Models 1 and 4, Model 1 was chosen for
better recall in classifying minors. The optimized
hyperparameter given by the grid search for Model 1 was
mtry=2 (number of candidate variables at each tree split).

Table 7. Performance results for the Random Forest algorithm on each of the outer cross-validation test sets, for the male sample.

Recall—adultsRecall—minorsPrecisionAUCaAccuracyModel

0.801.000.830.900.901 (median)

0.870.910.870.890.892

0.830.960.870.890.893

0.910.890.900.900.904

0.890.960.890.920.925

aAUC: area under the curve.
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Figure 1 presents the results achieved by Model 1 per age group.
It is important to note that even with low accuracy results for
the age of 17 years (41.7%), the model still minimizes the error

of classifying minors as adults, achieving a recall of 100% for
this classification.

Figure 1. Accuracy per age group for the minor versus adults classification model, for male subjects.

In the case of the female subjects, the decision tree, random
forest, and multi-layer perceptron algorithms presented very
similar results (Table 8), which do not present a relevant
significant difference between them. The chosen algorithm for
the female subject case was the random forest algorithm for the
best combination of performance measures. Table 9 shows the

results for the random forest algorithm in each of the outer
cross-validation test sets. Except for Model 1, there was
essentially no relevant variation between models, and in practical
settings, they can be considered equal. Thus, Model 2 was
chosen as the average model. The optimized hyperparameter
given by the grid search for Model 1 was mtry=6.

Table 8. Mean performance metrics and respective SDs (in years) for the classification of minor versus adults for the female subjects.

Recall, mean (SD)Precision, mean (SD)AUCa, mean (SD)Accuracy, mean (SD)Types

0.97 (0.01)0.74 (0.02)0.82 (0.02)0.82 (0.02)Decision tree

0.97 (0.01)0.76 (0.02)0.83 (0.01)0.83 (0.02)Random forest

0.92 (0.05)0.75 (0.04)0.81 (0.04)0.81 (0.04)Support vector machines

0.95 (0.04)0.75 (0.02)0.82 (0.02)0.82 (0.02)Multi-layer perceptron

0.87 (0.08)0.73 (0.06)0.78 (0.06)0.78 (0.06)K-nearest neighbors

1.00 (0.00)0.60 (0.02)0.67 (0.02)0.67 (0.03)Naïve bayes

aAUC: area under the curve.
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Table 9. Performance results for the random forest algorithm on each of the outer cross-validation test sets, for the female sample.

Recall—adultsRecall—minorsPrecisionAUCaAccuracyModel

0.660.960.730.810.811

0.720.960.770.840.842 (median)

0.700.980.770.840.843

0.720.960.780.840.844

0.700.980.770.840.845

aAUC: area under the curve.

The accuracies per age group are shown in the graph in Figure
2. The model achieved lower accuracies for the ages of 16 and
17 years (50.0% and 58.3%, respectively), but as in the case of

the male subjects, the model minimizes the worst type of error,
which is the misclassification of minors, achieving a high recall
of 96%.

Figure 2. Accuracy per age group for the minor versus adults classification model, for female subjects.

Results for the CA Estimation Models
The CA estimation models are multiclass classifiers that aim
to classify subjects in 1 of the 8 age groups (from 14 to 21
years). Table 10 shows the results for the male subjects’ models
in terms of the mean and SDs of the performances on the outer

cross-validation test sets. The best performing algorithm in the
male case was the multilayer perceptron (MLP), which achieved
the best MAE (0.98 years), mean RMSE (1.32 years), and mean
precision (0.65 years) values, in addition to having the
second-best values of mean accuracy and mean AUC.
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Table 10. Mean (SD) of the performance metrics for the male subjects’ classification models.

Recall, mean (SD)Precision, mean
(SD)

AUCc, mean (SD)RMSEb (years),
mean (SD)

Accuracy, mean
(SD)

MAEa (years),
mean (SD)

Algorithms

0.81 (0.11)0.49 (0.06)0.81 (0.02)1.78 (0.17)0.32 (0.03)1.28 (0.13)Decision tree

0.73 (0.14)0.57 (0.09)0.85 (0.01)1.44 (0.13)0.34 (0.03)1.04 (0.07)Random forest

0.67 (0.12)0.52 (0.09)0.85 (0.01)1.43 (0.08)0.34 (0.03)1.03 (0.09)Support vector ma-
chine

0.61 (0.31)0.65 (0.27)0.84 (0.01)1.32 (0.13)0.33 (0.02)0.98 (0.08)Multi-layer percep-
tron

0.59 (0.10)0.59 (0.10)0.82 (0.03)1.57 (0.15)0.30 (0.04)1.16 (0.11)K-nearest neighbor

0.58 (0.21)0.57 (0.06)0.81 (0.01)1.39 (0.19)0.29 (0.02)1.07 (0.10)Naïve bayes

aMAE: mean absolute error.
bRMSE: root mean squared error.
cAUC: area under the curve.

The performances of the MLP algorithm on each of the outer
cross-validation test sets are shown in Table 11. The average
model was chosen in terms of the median MAE, which
corresponds to Model 1, with a value of 0.95 years. The

optimized hyperparameter given by the grid search for the
average MLP model was size=27 (number of units in the hidden
layer). The average model was chosen to select an algorithm
that would not be overly optimistic in its estimation.

Table 11. Performance results for the multi-layer perceptron algorithm on each of the outer cross-validation test sets, for the male sample.

PrecisionRecallRMSEc (years)AUCbAccuracyMAEa (years)Model

0.480.911.290.830.330.951 (median)

0.350731.400.850.301.082

1.000.171.170.840.320.893

0.590.831.230.830.330.914

0.830.421.490.840.351.055

aMAE: mean absolute error.
bAUC: area under the curve.
cRMSE: root mean squared error.

The results for the chosen model, discriminated by age groups,
are shown in Table 12. The model shows lower errors for the
younger and older ages of the age spam considered in the study.
In addition, the model has a clear trend of overestimating the
ages of the male subjects in general. Thus, even with an MAE

of 0.95 years, the model is limited to its capacity to classify
individuals from the age of 16 years. From the age of 19 years,
the model tends to classify all subjects as 20 years old as nearly
all subjects of these ages have all growth plates on stage 5.

Table 12. Mean absolute error and SD for the average male model.

Age groupMeasure

2120191817161514

0.92 (SD 0.29)0.00 (SD 0.00)1.00 (SD 0.60)1.50 (SD 1.45)1.91 (SD 1.56)1.25 (SD 1.44)0.82 (SD 0.90)0.18 (SD 0.60)MAEa (years)

aMAE: mean absolute error.

Table 13 shows the results for the CA estimation models for
female subjects in terms of the mean and standard deviations
of the performances on the outer cross-validation test sets. In
the case of the female subjects, the best performing algorithm

was the support vector machine (SVM), which achieved the
best MAE (1.21 years), mean accuracy (0.32), mean RMSE
(1.68 years), and mean AUC (0.80).
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Table 13. Mean (SD) of the performance metrics, for the female subjects’ classification models.

Recall, mean (SD)Precision, mean
(SD)

AUCc, mean (SD)RMSEb (years),
mean (SD)

Accuracy, mean
(SD)

MAEa (years),
mean (SD)

Algorithms

0.82 (0.09)0.56 (0.05)0.80 (0.02)1.78 (0.13)0.28 (0.02)1.31 (0.09)Decision tree

0.74 (0.17)0.59 (0.13)0.79 (0.02)1.77 (0.10)0.30 (0.03)1.29 (0.10)Random forest

0.71 (0.11)0.55 (0.07)0.80 (0.01)1.68 (0.06)0.32 (0.04)1.21 (0.06)Support vector ma-
chine

0.63 (0.22)0.60 (0.11)0.77 (0.02)1.85 (0.37)0.30 (0.02)1.36 (0.24)Multi-layer percep-
tron

0.61 (0.18)0.55 (0.07)0.76 (0.03)1.96 (0.12)0.30 (0.02)1.41 (0.12)K-nearest neighbors

0.82 (0.09)0.58 (0.06)0.65 (0.03)2.23 (0.27)0.22 (0.02)1.74 (0.23)Naïve bayes

aMAE: mean absolute error.
bRMSE: root mean squared error.
cAUC: area under the curve.

Table 14 shows the performance results for each of the outer
cross-validation test sets for the SVM algorithm. For the case
of the female subjects, the median resulted in an MAE of 1.24
years, which pertained to Models 1 and 2. Model 1 was chosen
as the average model for presenting the best accuracy between
the two. The optimized parameter given by the grid search for

the average SVM model was sigma=0.0421 (kernel parameter)
and C=4 (penalty parameter).

The MAE results per age group are shown in Table 15. As in
the male subjects’ case, the female model also overestimates
the ages of female subjects in general, but with higher MAE
and standard deviations.

Table 14. Performance results for the support vector machine algorithm on each of the outer cross-validation test sets, for the female sample.

PrecisionRecallRMSEc (years)AUCbAccuracyMAEa (years)Model

0.560.751.750.790.371.241 (median)

0.670.551.670.800.271.242

0.500.751.700.780.331.253

0.530.671.580.810.321.114

0.830.831.720.810.321.205

aMAE: mean absolute error.
bAUC: area under the curve.
cRMSE: root mean squared error.

Table 15. Mean absolute error and standard deviation for the male median model

Age groupMeasure

2120191817161514

1.00 (1.34)0.90 (1.27)1.09 (1.43)1.75 (1.88)2.17 (2.49)1.17 (1.79)1.42 (1.93)0.42 (0.79)MAEa (years),
mean (SD)

aMAE: mean absolute error.

Discussion

Principal Findings
This paper presents experiments with the estimation of CA and
classification of minors versus adults (on the threshold of 18
years) of male and female subjects using ML algorithms. To
build the models, 2 radiologists assessed the stage of bone
development of the calcaneus, distal tibia, proximal tibia, distal
femur, and radius growth plates of 455 male and 467 female
volunteer subjects (922 subjects in total) from MRI images.
Additional variables were also used to build the models: BMI,

physical activity level, parents’ origin, type of residence during
upbringing, and self-assessed Tanner Scale of pubertal growth.
The methodology adopted in the study aimed at addressing the
drawbacks of the BAA methods that are employed in CA
estimation for legal scenarios.

From the stage assessments of the MRI images, we could infer
that female subjects mature earlier than male subjects regarding
the bone development of the knee, wrist, and foot, which is in
line with prior studies [1,17,18,48,49]. In this study, the first
age in which the whole sample had all fused growth plates (stage
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5) was 19 years for female (467/467, 100%) and 21 years for
male (455/455, 100%) subjects.

Another important point to be discussed with regard to the stage
assessments is that the female sample had cases that had all of
the considered growth plates already fused since the age of 14
years, spamming throughout all ages considered in the study
(14 to 21 years). Since the assessment of stage 5, unlike the
other stages, requires that all of the slices from the MRI
examination to present a fused growth plate, even if there is a
degree of misassessment, it would still mean that these cases
would display a well-advanced level of maturation in all of
these ages, implying a high degree of biological variation in the
female sample with regard to BA. Additionally, in total, 65.5%
(304/467) of the female sample consisted of cases in which the
subjects presented all growth plates already in stage 5, which
means that for classification purposes, for more than half of the
sample, the estimation of CA would depend only on the
additional factors (self-assessed Tanner Scale, BMI, residence
type, physical activity, and parents origin), which were not
enough to discriminate between age groups. This hindered the
performance of classifiers, especially the CA estimation models.
The same phenomenon occurred for the male sample, which
also negatively affected the performance of the classifiers, but
to a lesser degree, as 45.2% (206/455) of the sample had all
growth plates of stage 5, from the age of 16 to 21 years.

The minors versus adults classification achieved good accuracy
results for both male (90%) and female subjects (84%). These
models portrayed a drop in the performance for the ages of 16
and 17; however, the recalls regarding the correct classification
of minors were very high in both male and female cases (100%
and 96%, respectively). This is important because the problem
of minors versus adults classification is asymmetric as the
misclassification of minors for adults in a judicial scenario is
much more problematic than the inverse. In most cases, the
application of the law is harsher for adults, and imputability,
along with granted rights, can drastically change between these
groups.

The CA estimation models achieved MAEs of 0.95 years and
1.24 years for male and female subjects, respectively. However,
a look at a depth of the models showed that for both male and
female models, only the ages of 14 and 15 years achieved
acceptable MAE values. It could be argued that for the ages of
16 to 21 years, the estimation of a precise CA based on stages
of bone development of the calcaneus, distal tibia, proximal
tibia, distal femur, and radius growth plates would be somewhat
unfit for male individuals and very unfit for female individuals.
Furthermore, we could argue that staging may not offer a precise
enough measure for the estimation of the CA of individuals of
the ages considered in this study.

Compared with dental age, height, and age at menarche, BA is
still the most reliable biological indicator for assessing
maturation in young individuals [50], but it may not be a strong
predictor of CA. BAA was conceived to be used in conjunction
with CA to evaluate the maturation of an individual that can be
delayed or advanced due to various factors that may include
hormonal disorders, and chronic illnesses [8].

Regarding the agreement of the radiologists on the assessment
of the growth plates' stage of development, substantial agreement
was achieved, which is a satisfactory result as there is a lack of
guidelines for BAA using MRI in the research. In addition, the
individuals employed in the assessment of the MRI images were
specialized pediatric radiologists with experience in BAA.

From a methodological point of view, this study employed a
nested cross-validation approach that aims to avoid reporting
overly optimistic results that could be derived from a lucky test
set.

Comparison With Prior Work
Most of the studies in the area of BAA that employ ML
algorithms aim to build automatic approaches for estimating
BA and evaluating BA given by radiologists [20]. The biggest
initiative for proposing automated approaches in this direction
was the Radiological Society of North America (RSNA) 2018
Bone Age Challenge [51]. This challenge provided a database
of circa 12,000 radiographs of subjects from 0 to 19 years,
labeled with the BA given by radiologists, following the GP
method. Although the first places achieved MAEs of 4.26, 4.35,
and 4.38 months, these results are not comparable with our
results because the aim of our study was to estimate CA, and
the RSNA challenge goal was to propose models for predicting
the BA given by radiologists [51]. In addition, it is worth
mentioning that however large the sample provided for the
challenge, only 0.74% (94/12,612) of the sample consisted of
18- and 19-year-old subjects, which are important legal ages.

For studies that employ BA concepts to predict the CA of
subjects, there are studies by Dallora et al [52] and Stern et al
[53]. Both employ MRI as the medical imaging of choice, and
most importantly, they are not based on traditional BAA to
make their predictions of CA. They employ deep learning
technology, which is able to learn the important features in the
images and then perform regression or classification [54]. The
reasoning behind using deep learning to interpret images and
learn features is that it is difficult for humans to translate image
features into descriptive means, and it is easy to lose information
on the process. On the other hand, this problem has a reduced
risk of occurring with algorithms able to analyze images pixel
by pixel [55]. Dallora et al [52] used knee MRI images and
achieved an MAE of 0.793 years for male subjects in the range
of 14 to 20 years, and 0.988 years for female subjects in the
range of 14 to 19 years. Stern et al [53] used MRI images of
the hand and achieved an MAE of 0.82 years for male subjects
in the range of 13 to 19 years. A previous study by Stern et al
[56] proposed a deep learning multifactorial approach that used
MRI volumes of the hand, clavicle, and teeth to estimate the
CA of male subjects aged 13 to 25 years, achieving an MAE of
1.01 years. The study by Tang et al [57] used MRI for CA
estimation in adolescents from 12 to 17 years, which leaves out
the legal age of 18, using artificial neural networks. This was
also a multifactorial approach that considered the subjects'
height, weight, and bone marrow composition intensity
quantified by MRI and TW3 assessment, achieving a mean
disparity (comparison between the mean CA for all subjects
and the mean estimated age for all subjects) of 0.1 years. This
study also demonstrated that the BA given by the TW3 method
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was consistently lower than that of the subjects' CA. The study
by Hillewig et al [58] investigated a multiple ROI approach that
considered primarily the radiologists' assessment of MRI images
of the clavicle, but also the assessment of x-rays of the hand
and wrist area, with the aim of determining whether an
individual is younger or older than 18 years, considering a
sample of subjects from 16 to 26 years. It was evidenced that
the clavicle assessment in stage IV (according to the Schmeling
et al [9] and Kreitner et al [13] staging systems) was particularly
important for age determination; however, in cases where
staging is challenging for radiologists, the assessment of the
hand and wrist area is essential.

Limitations
Regarding limitations of the study, it could be argued that due
to the high number of classes in the multiclass classification,
the sample size in each class would not be large enough to build
a generalizable model. However, to address this issue, we
employed methods to ensure that the model would not overfit
and for not choosing the most overly optimistic choice given
by the nested cross-validation. In addition, during data
collection, we ensured a uniform number of subjects in each
class to guarantee a balanced data set.

The selected ROI for this work took into consideration the stress
levels for the minors and young adult subjects with regard to
the MRI examination. Hence, the clavicle and arm were not

considered because it would require the subjects to go head in
the MRI machine, which could cause discomfort and stress to
the young subjects due to loud noises and small enclosed spaces.
In addition, the clavicle has a high risk of producing moving
artifacts due to breathing movements. On the practical side, the
examination time was on average 15 min, and the inclusion of
these 2 regions would take approximately double the time.

Conclusions
This paper presented models for CA estimation and minors
versus adults classification (on a threshold of 18 years) using
ML algorithms. The models were trained with radiologists
assessment of the calcaneus, distal tibia, proximal tibia, distal
femur, and radius; and additional information regarding physical
activity level, parents' origin, type of residence during
upbringing, and a self-assessed Tanner Scale of pubertal growth.
The models proposed for the classification of minor versus
adults produced accuracies of 90% and 84% for male and female
subjects, respectively, with very high recalls for the
classification of minors. However, for the chronological age
estimation for the 8 age groups, ranging from to 14 to 21, the
variables in the model did not turn out to be precise enough for
estimating the exact CA, only showing acceptable values of
MAE for the ages of 14 and 15 years.

Future research should focus on applying deep learning
technology for the estimation of CA using multiple ROIs.
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In “Good News and Bad News About Incentives to Violate the
Health Insurance Portability and Accountability Act (HIPAA):
Scenario-Based Questionnaire Study” (JMIR Med Inform
2020;8(7):e15880) the authors noted two errors.

In the original article, the incorrect state was listed for the
affiliation of author Chul Woo Yoo. The original affiliation
was:

Florida Atlantic University, Boca Raton, NY, United
States

The corrected affiliation is:

Florida Atlantic University, Boca Raton, FL, United
States

As well, the scenario descriptions in Textbox 1 were not
complete. The original descriptions for the scenarios were:

Scenario 1: Nurse’s aide, no personal context

Suppose you are a nurse’s aide at a hospital, and you
earn US $30,000 per year. A friend asks you to get
them some information on a patient you have been
caring for. What amount of money would you receive
to make this acceptable?

Scenario 2: Doctor, no personal context

Suppose you are a doctor at a hospital, and you earn
US $200,000 per year. A very close friend asks you
to access patient information to help them in an
upcoming legal battle. What amount of money would
you receive to make this acceptable?

The complete descriptions for the scenarios are:

Scenario 1: Nurse’s aide, no personal context

Suppose you are a nurse’s aide at a hospital and you
earn US $30,000 per year. A friend asks you to get
them some information on a patient you have been
caring for. What amount of money would you receive
to make this acceptable?

Scenario 2: Doctor, no personal context

Suppose you are a doctor at a hospital and you earn
US $200,000 per year. A very close friend asks you
to access patient information to help them in an
upcoming legal battle. What amount of money would
you receive to make this acceptable?

Scenario 3: Insurance local celebrity, no personal
context

Suppose you work for an insurance company and
make US $60,000 per year. A relative asks you to get
insurance data on a famous local celebrity from the
organization you work for. What amount of money
would you receive to make this acceptable?

Scenario 4: Your mother needs an experimental
treatment, personal context

Your mother has just been diagnosed with a rare
condition that causes kidney failure and is fatal if
untreated. This condition can be treated, but the
treatment is still considered experimental and is
therefore not covered by health insurance, nor is it
eligible for any type of financial assistance. The
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treatment is available both nationally and
internationally and costs US $100,000. A media outlet
approaches you to get information about a famous
politician and offers to pay you US $100,000 for that
information. This money can save your mother’s life.
Would you accept the payment from the media outlet
and give the money to your mother?

Scenario 5: Best friend needs air medical
transportation, personal context

Your best friend has been in an all-terrain vehicle
accident in a rural area of Kansas. He or she has
life-threatening injuries and needs air medical
transportation to receive lifesaving medical care. The
medical air evacuation is not covered by insurance
and costs US $50,000. Your best friend will not
survive ground transportation or local medical care.
A media outlet offers you US $50,000 to obtain the
health care records of a famous reality television star.
This money can save your best friend’s life. Would

you accept the payment from the news outlet to give
the money to your best friend?

Each scenario also included the following question:

What do you think is the likelihood of getting caught
if you accept the money?

Extremely unlikely (0%)

Moderately unlikely (7%)

Slightly unlikely (25%)

Neither likely nor unlikely (50%)

Slightly likely (75%)

Moderately likely (93%)

Extremely likely (100%)

The correction will appear in the online version of the paper on
the JMIR Publications website on September 15, 2020, together
with the publication of this correction notice. Because this was
made after submission to PubMed, PubMed Central, and other
full-text repositories, the corrected article has also been
resubmitted to those repositories.
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Abstract

Background: Ascites is a common, painful, and serious complication of cirrhosis. Body weight is a reliable proxy for ascites
volume; therefore, daily weight monitoring is recommended to optimize ascites management.

Objective: This study aims to evaluate the feasibility of a smartphone app in facilitating outpatient ascites management.

Methods: In this feasibility study, patients with cirrhotic ascites requiring active management were identified in both inpatient
and outpatient settings. Patients were provided with a Bluetooth-connected scale, which transmitted weight data to a smartphone
app and then via the internet to an electronic medical record (EMR). Weights were monitored every weekday. In the event of a
weight change of ≥5 lbs in 1 week, patients were called and administered a short symptom questionnaire, and providers received
an email alert. The primary outcomes of this study were the percentage of enrolled days during which weight data were successfully
transmitted to an EMR and the percentage of weight alerts that prompted responses by the provider.

Results: In this study, 25 patients were enrolled: 12 (48%) were male, and the mean age was 58 (SD 13; range 35-81) years. A
total of 18 (72%) inpatients were enrolled. Weight data were successfully transmitted to an EMR during 71.2% (697/979) of the
study enrollment days, with technology issues reported on 16.5% (162/979) of the days. Of a total of 79 weight change alerts
fired, 41 (52%) were triggered by weight loss and 38 (48%) were by weight gain. Providers responded in some fashion to 66
(84%) of the weight alerts and intervened in response to 45 (57%) of the alerts, for example, by contacting the patient, scheduling
clinic or paracentesis appointments, modifying the diuretic dose, or requesting a laboratory workup. Providers responded equally
to weight increase and decrease alerts (P=.87). The staff called patients a mean of 3.7 (SD 3.5) times per patient, and the number
of phone calls correlated with technology issues (r=0.60; P=.002). A total of 60% (15/25) of the patients chose to extend their
participation beyond 30 days. A total of 17 patient readmissions occurred during the study period, with only 4 (24%) related to
ascites.

Conclusions: We demonstrated the feasibility of a smartphone app to facilitate the management of ascites and reported excellent
rates of patient and provider engagement. This innovation could enable early therapeutic intervention, thereby decreasing the
burden of morbidity and mortality among patients with cirrhosis.

(JMIR Med Inform 2020;8(9):e17770)   doi:10.2196/17770
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health care innovation; ascites; telemedicine; health care delivery; technology; mobile phone
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Introduction

Ascites represents a major burden for patients with cirrhosis.
Cirrhotic ascites is associated with poor health-related quality
of life [1], hospital admissions [2-4], high cost of care [4-6],
and increased mortality [3,7]. For decades, body weight has
been identified as a useful proxy for ascites volume, but accurate
weight monitoring at home has been difficult. In fact, monitoring
weight is central to expert guidelines for ascites management
[8,9] and treatment trials [10-12]. Weight changes signal a
change in ascites volume and may provoke laboratory testing
for renal injury, modification of diuretic dose, and large-volume
paracentesis (LVP). Failure to recognize early signs of
increasing ascites or overdiuresis has long been recognized as
a preventable cause of ascites-related readmissions [6]. Timely
transmission of accurate weight data from patients to their
hepatology providers may allow for early intervention and
prevent readmissions.

Technology represents a promising tool to facilitate the
management of ascites by increasing the quality and quantity
of patient-provider communication about weight data. In a recent
interview study of patients with an early readmission for
decompensated cirrhosis, the majority stated that they would
use a smartphone to manage their condition, particularly if it
was able to transmit weight data to their provider [13].
Retrospective and survey studies suggest that programs with
enhanced outpatient care can improve outcomes for patients
with ascites [14,15].

We created a simple telemonitoring program, in which patient
weight data are communicated daily to an electronic medical
record (EMR) via a Bluetooth-connected scale and a smartphone
app, and alerts for significant weight changes are emailed to the
hepatology provider. In this study, we assessed the feasibility
of the telemonitoring program for ascites management.
Specifically, we evaluated whether patients would regularly
weigh themselves and whether providers would respond to
weight alerts.

Methods

Study Design
We conducted a feasibility study of an outpatient weight
monitoring program for patients requiring active management
of their cirrhotic ascites. Patients were consented, instructed in
the use of the app, and provided with a Bluetooth-connected
scale to use at home (Figure 1), which transmitted weight data
to a smartphone app and then to the EMR. Weights were
monitored every weekday, and significant weight changes
prompted an email alert to hepatology providers. At the end of
enrollment, patients, caregivers, and hepatology providers were
interviewed for feedback. Written informed consent was
obtained from patients, and a study fact sheet was given to
caregivers and hepatology providers, who provided verbal
consent to participate. This study was approved by the Partners
HealthCare Institutional Review Board.

Figure 1. Flow of weight information. Weight data are collected from the Bluetooth-connected scale, transmitted via a Bluetooth connection to the
PGHDConnect app, and then via the internet to the electronic medical record.

The Technology
Eligible patients were assisted in downloading and registering
for a no-cost smartphone app and were given a no-cost
Bluetooth-connected scale (A&D UC-352BLE digital scale).
Digital scale weights were transmitted via a Bluetooth
connection to the Partners Patient-Generated Health Data
Connect (PGHDConnect) app and then transmitted securely via
the internet to the Partners eCare EMR (Epic). The
PGHDConnect app is currently used for clinical care at Partners
HealthCare and has been deemed Health Insurance Portability
and Accountability Act (HIPAA)–compliant and secure by the
Partners HealthCare information services team.

Study Population
We enrolled patients receiving active management of their
cirrhotic ascites, as this population may benefit most from an
outpatient weight monitoring system. First, we performed daily
screening of the inpatient hepatology consult census to identify
patients with a clinical diagnosis of cirrhosis and requiring active
management of ascites during their admission, including
therapeutic paracentesis, diuretic hold or titration, or treatment
of renal or electrolyte dysfunction resulting from ascites
management. After several months, when hepatology providers
were increasingly aware of the study, we began enrolling both
inpatient and outpatient referrals from hepatology providers
and stopped active screening of the inpatient census.
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Patients were approached for consent and enrollment if deemed
appropriate by their primary outpatient hepatology provider.
Of importance, patients were required to own a smartphone and
be able to stand for daily weighing to enroll, as these are
essential requirements for the program to function. The diagnosis
of cirrhosis and ascites was confirmed by the hepatology
provider. Patients with poorly controlled hepatic encephalopathy
and severe ongoing cognitive dysfunction were excluded. Other
inclusion criteria included aged 18 years or older, English
speaking, and capacity to provide informed consent.

Upon enrollment, patients were asked if they had a caregiver
who would likely assist them in using the app and scale. A study
fact sheet was provided to the patient, caregiver, and hepatology
providers.

Study Procedures
Once qualified patients provided informed consent, the study
staff assisted them in downloading the PGHDConnect app and
pairing the app with their scale. Nonphysician study staff (MM,
MT, BD, and AA) monitored the patients’ weights daily in the
EMR. In the event of a weight change of >5 lbs in 1 week, these
study staff called and administered a short symptom
questionnaire. The study staff then emailed providers a summary
of the weight change event and answers to the short symptom
questionnaire. Study staff also called patients if no weight data
appeared in the EMR and troubleshot technology issues. Finally,
the study staff tracked providers’ responses to weight change
alerts. Weights were monitored every weekday for 4 weeks,
though patients were allowed to enroll for shorter or longer
durations. The program was paused during hospitalizations and
resumed upon discharge.

Patients were enrolled between January and October 2019. At
the end of the enrollment, a semistructured interview with
patients, caregivers, and hepatology providers was conducted
to obtain qualitative data through open-ended questions. Study
staff (MM, MT, BG, and AA) audio-recorded an exit interview
with the patients and, if available, their caregivers. A physician
investigator (PB) performed all exit interviews with hepatology
providers. Chart review was performed on all enrolled patients
to obtain the following data: demographic factors, etiology and
severity of liver disease, and diagnoses at index admission and
readmission.

Statistical Analysis
The primary outcomes of this study were the percentage of
enrolled days during which weight data were successfully
transmitted to the EMR and the percentage of weight alerts that
prompted a response by the provider. Our team predetermined
that receiving weight data in the EMR on 50% of the days
enrolled would signal feasibility, as weight data are not required
every single day for optimal ascites management. In addition,
we determined that providers responding to at least 50% of
weight alerts would constitute an adequate threshold for
feasibility.

Descriptive data were summarized as mean (SD; continuous)
or presented as proportions (categorical). Missing data were
accounted for by adjusting the denominator. Significance testing
was performed using the Student t test for continuous variables
and Fisher exact test for categorical variables.

Exit Interview
The purpose of the exit interviews was to evaluate facilitators
and barriers to the intervention, to explore the root causes of
outpatient ascites management failures, and to explore the
desired features of a digital ascites management tool. We created
a semistructured interview to target these themes for patients,
caregivers, and hepatology providers (Multimedia Appendix
1). The interviewees were asked open-ended questions and were
asked for further clarification when needed. The themes were
generated based on the principle of qualitative research
reflexivity: by reflecting on clinical experience, literature review,
and preconceptions to reduce bias in interviewing and analysis
[16]. The exit interviews were piloted on the authors and edited
in an iterative fashion.

Qualitative Data Analysis
Interview transcripts were imported into NVivo 11.0 (QSR
International). Two investigators (PB and TW) iteratively read
and coded interview transcripts for themes [17]. The principle
of grounded theory was applied: as themes emerged from the
data, specific lines of text were coded into themes [18]. The
analysts then jointly compared codes, resolved discrepancies,
and developed a taxonomy of themes. Themes were refined
until saturation was reached, with a final taxonomy of 13
themes. This final taxonomy was applied to all transcripts by
the 2 analysts, with a kappa agreement of 84%.

Institutional Structure
This study was conducted at a single urban academic liver
transplant center. Patients with cirrhosis were admitted to a
hospital medicine service with hepatology or gastroenterology
consultation. The majority of the patients were locals and lived
within an hour’s drive from the hospital, although some patients
were transferred from other parts of New England.

Results

Patient Characteristics

After screening 151 consecutive adult patients admitted with
cirrhotic ascites, 18 patients from the inpatient setting and 7
patients from the outpatient setting were enrolled (Figure 2).
The 25 enrolled patients had a mean age of 58 years (SD 13;
range 35-81 years), mean model for end-stage liver disease
(MELD) score of 15.8 (SD 5.9), and 12 (48%) were men. The
etiology of cirrhosis was alcohol-related in 11 (44%),
nonalcoholic steatohepatitis in 9 (36%), and viral infection in
3 (12%). Of the 25 patients, 5 (20%) patients were on 1 diuretic
at enrollment, 17 (68%) were on 2 diuretics, and 3 (12%) were
on no diuretics (Table 1).
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Figure 2. Patient screening flowchart.

Table 1. Patient characteristics and enrollment.

P valueaOutpatient enrollees (n=7)Inpatient enrollees (n=18)Total cohort (N=25)Patient characteristics

.1251.3 (17.6)60.1 (9.9)57.6 (12.8)Age (years), mean (SD)

.20713948Male, n (%)

Etiology of cirrhosis, n (%)

.91434444Alcohol

.91293936Nonalcoholic steatohepatitis

.91141112Viral

.911468Other

.2013.3 (2.9)16.7 (6.5)15.8 (5.9)Model for end-stage liver disease, mean (SD)

Diuretics, n (%)

.80141112Furosemide alone

.800118Spironolactone alone

.80866168Furosemide and spironolactone

.8001712None

N/AN/A61N/AbDiagnostic paracentesis during admission, n (%)

N/AN/A50N/ATherapeutic paracentesis during admission, n (%)

aComparing inpatient and outpatient subgroups.
bN/A: not applicable.

Weight Data Transmission
Patients were enrolled in the ascites monitoring program for
979 total patient-days (Table 2). Weight data were successfully
transmitted into the EMR on 697 (71.1%) days. On 162 days
(16.5% of the enrollment days), weight data did not appear in

the EMR, and patients reported a likely issue with technology.
The remote nature of this intervention limited the ability of
study staff to precisely ascertain the cause of each technology
issue, but the most common culprits included the scale not
pairing to the phone, weight data not transmitting from the
phone into the EMR, and spontaneous disconnections of
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Bluetooth or the internet. Updates were made to the app to
improve data transmission from older smartphone operating
systems, which reduced technology issues over the course of
the study.

Patients were more likely to weigh themselves in the morning,
with 593 weights transmitted before noon, as opposed to 104
transmitted after noon. The percentage of days with weight data

in the morning was not associated with phone calls (P=.33),
technology issues (P=.46), alerts fired (P=.58), or admissions
(P=.96).

The location of enrollment, inpatient or outpatient, did not lead
to differences in the number of days with weight data transmitted
(P=.29) or the number of calls required (P=.51).

Table 2. Smartphone app outcomes by the patient.

Admissions
while en-
rolled

Provider
intervened
after alert

Provider
responded
to alert

Weight
decrease
alerts

Weight
increase
alerts

Alerts
fired

Weights be-
fore/after
noon

Days of tech-
nology is-
sues

Calls
for no
weight
in EMR

Days with
weight in

EMRa

Days en-
rolled

Patient

1011016/4211310301

12340413/120025252

01202225/22127283

10000024/10725344

10010127/11128325

62202226/10427456

0110113/6779167

1111123/4007128

01110128/00028289

02312328/104294310

00000017/1603334411

20001132/101333512

01110125/0325256213

0000003/045935114

21221317/2377196115

13835842/000424216

0221128/235102817

0712791663/401677218

01111581353/2707808719

03515627/000272720

00211222/697284321

1000002/10531322

01312346/823545823

03340423/300262824

03330330/232323525

17c45 (4.5)66 (6.7)38 (3.8)41 (4.1)79 (8.0)593/104
(60.5/10.6)

162 (16.5)92 (9.3)697 (71.1)979
(100)

Total, n

(%)b

aEMR: electronic medical record.
bPercentage of event occurrence per the total number of days enrolled.
cNot applicable.

Weight Change Alerts
There were 79 weight alerts emailed to hepatology providers
during the study period, meaning that a notable weight change
occurred on 8.0% (79/979) of the days that patients were
enrolled in the program. The weight alerts were evenly divided

between alerts for weight increase (41/79 alerts, 52%) and
weight decrease (38/79 alerts, 48%). Of the 25 patients, 10
(40%) patients prompted both weight increase and weight
decrease alerts during the study period, 7 (28%) patients
prompted only weight decrease alerts, 4 (16%) patients prompted
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only weight increase alerts, and 4 (16%) patients prompted no
alerts.

Providers responded in some fashion to 66 of the 79 (84%)
alerts and responded with an active intervention to 45 (57%)
alerts. Active interventions included communicating with the
patient, ordering testing, adjusting diuretics, ordering a
paracentesis, or scheduling a follow-up appointment. Provider
responses not characterized as active intervention included an
acknowledgment of the alert and, in many cases, an explanation
as to why the weight change was expected. Providers were
equally likely to intervene on a weight increase alert as they
were to a weight decrease alert (Figure 3; P=.87).

For every weight increase alert, patients were asked by the study
staff about shortness of breath, early satiety, and a tense
abdomen. For every weight decrease alert, patients were asked
about dizziness and nausea, vomiting, or diarrhea. For all alerts,
patients were queried about diuretic compliance. For 24 of the

79 weight alerts, the patient could not be reached on that day
to report symptoms. With weight increase alerts, 14 of the 28
patients (50%) reported shortness of breath, 12 reported (43%)
early satiety, and 14 (50%) reported a tense abdomen. With 27
weight decrease alerts, 8 (30%) reported dizziness and 10 (37%)
reported nausea, vomiting, or diarrhea. Patients reported a
diuretic compliance 84% (46/55) of the time. In the Fisher exact
test, reporting shortness of breath (P=.16), early satiety (P=.09),
tense abdomen (P=.06), dizziness (P=.83), and nausea, vomiting,
or diarrhea (P=.75) were not associated with the nature of
provider response. Compliance with diuretics was also not
associated with the nature of the provider response (P=.07).

Patients underwent a total of 13 paracenteses during the study
period. Of the 38 weight decrease alerts, 10 (26%) occurred
within 2 days of a paracentesis. Of the 41 weight increase alerts,
15 (37%) were followed by a referral for paracentesis within 7
days.

Figure 3. Provider response by weight alert type (P=.87).

Engagement
A total of 92 phone calls were made by the study staff when
weight data did not appear in the EMR, with a mean of 3.7 calls
(SD 3.5) per patient and a range of 0 to 13 calls per patient. The
number of phone calls correlated with days of technology issues
(r=0.60; P=.002), perhaps because calls were prompted by a
lack of weight data in the EMR. The number of phone calls was
not correlated with the number of hospital admissions during
the study period (P=.88), MELD score (P=.59), or the number
of weight alerts (P=.27).

Providers responded to 84% (66/79) of the alerts, with a
response rate range of 0% to 100%. There was no trend of
providers responding to alerts more frequently at the beginning
of enrollment as compared with at the end of enrollment (Figure
4). There were 12 hepatology providers with patients enrolled
in this program, including 7 attendings, 3 fellows, and 2 nurse

practitioners. Nurse practitioners and fellows work with
attendings but were the primary responders to alerts in this
program. Using the Fisher exact test, we found a significant
difference in responsiveness to alerts by provider type, with
fellows performing an active intervention to 75% (24/32) of the
alerts, nurse practitioners to 59% (10/17) of the alerts, and
attendings to 37% (11/30) of the alerts (P=.03).

By default, patients were enrolled for 28 days but could remain
in the program longer if both the patient and the hepatology
provider desired longer enrollment. Out of the 25 patients, 15
(60%) patients extended their participation for over 30 days,
and 6 of those 15 (24%) were enrolled for over 50 days. On the
other hand, 3 of the 25 (12%) patients chose to withdraw from
the program within 25 days. The reasons for early withdrawal
included technology issues, being too ill to stand on the scale,
and being nonresponsive to phone calls.

JMIR Med Inform 2020 | vol. 8 | iss. 9 |e17770 | p.182https://medinform.jmir.org/2020/9/e17770
(page number not for citation purposes)

Bloom et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Figure 4. Calls and alert responsiveness during enrollment.

Patient, Caregiver, and Hepatology Provider Feedback
Eighteen patients, 10 hepatology providers, and 4 caregivers
provided a detailed exit interview. Patients felt that the program
was easy (17/18, 94%), looked at their weights in the
smartphone app (15/18, 88%), and preferred the smartphone
app to another digital tool such as a computer (94%). Patients

and caregivers found benefits of the program to increase
connectedness to providers, a better sense of ascites status, ease
of the program, and increased adherence to weight tracking at
home (Table 3 and Textbox 1). Patients and caregivers who
experienced technology issues were frustrated by those
problems, yet some still found the overall program beneficial.

Table 3. Patient and caregiver exit interview responses: quantitative results from patient exit interviews (n=18).

Total, NResponse, n (%)Questionsa

Facilitators and barriers

18Yes, 17 (94)Was the program easy?

18Yes, 2 (11)Was it difficult to remember daily weights?

17Yes, 15 (88)Did you look at the app during the program?

18Yes, 8 (44)Did you have technical difficulties?

Root causes

17Yes, 11 (65)Can you name your diuretics?

16Yes, 2 (12)In the last week, have you missed your diuretics?

16Yes, 2 (12)Have you had difficulty paying for medications?

16Yes, 18 (100)Is weight monitoring important for ascites management?

17Yes, 1 (6)Have you consumed alcohol recently?

16Yes, 2 (12)Will you stay somewhere else in the next month?

Desires features of the ultimate digital tool

18Yes, 1 (6)Do you prefer another device type (eg, computer) over a smartphone?

18Yes, 0 (0)Was the timing of phone calls a problem?

aAbbreviated for ease of interpretation. For the full interview script, see Multimedia Appendix 1.
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Textbox 1. Themes and representative quotes from patient and caregiver exit interviews.

Benefit of program: connectedness to providers

• “I just feel better knowing that my doctor is aware of my weights on a daily basis.”

• “It was awesome in that I was in constant communication with my doctor about what was going on in terms of my weight and how to proceed.
Do we need more diuretics … do we need a paracentesis?”

Benefit of program: better sense of ascites status

• “If I leave it to memory, I only remember yesterday’s [weight]. The program gives me a whole history, so I can look back 5 days, 7 days, to see
if there were any real fluctuations.”

• “It made me be more aware of my sodium intake.”

Ease of program

• “I really liked that it was something I could do every morning, and I could see the ascites was going away.”

Other benefits

• “Where before I might have had 90% compliance, now I have 100% compliance.”

• “I don’t think that she would’ve had all the problems that she’s had, if she would’ve had this scale a long time ago. I mean, it seems like a simple
thing, but for someone with this problem, it’s a huge deciding factor. It really is.”

Challenges

• “It was kind of difficult for me because I’m not very savvy on cellphones.”

• “Was a great idea and all that, but it’s very frustrating when you try to set it up and it doesn’t work.”

Root causes of ascites mismanagement

• “They told me that if I have an uncomfortable feeling, a hard stomach or difficulty breathing, [I should] call them to make an appointment. The
only problem I had with that is I don’t know which doctor to get in touch with.”

• “He’s the problem… trying to keep him away from salt and especially processed meats.”

• “I’ve been out of work… Sometimes I go without my medications a lot.”

Desired features of future tool

• “Phone app is good for me.”

• “I prefer something of this nature on my laptop.”

Hepatology providers generally found the program easy and
helpful (Textbox 2). They enjoyed regular access to accurate
weight data, the content of weight alerts, and the dialogue the
program created between the provider and the patient. Many
providers noted a small increase in work required to respond to
weight alerts, but most did not find this burdensome. A few

providers described features of the ideal patient to enroll in this
program: ascites is symptomatic, the patient is motivated to
engage with the medical system and improve health, and the
patient is relatively compensated medically outside of ascites
(see Multimedia Appendix 2 for expanded quotes).
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Textbox 2. Themes and representative quotes from hepatology provider exit interviews.

Positives of the program

• “I like having access to the weight measurements on a regular basis. It’s a lot easier than asking him to weigh himself and transmit it back to me.
It definitely changed the clinical management.”

• “It allows you to keep people out of the hospital.”

Challenges of the program

• “It seemed like a number of the folks that I had, there were these weird technical issues with the scale, the Bluetooth, whatever it was.”

• “If we’re doing people who are in the hospital [and] going home, their diet changes dramatically. I don’t know that capturing their weight
necessarily accurately reflects their fluid status alone. I think it’s their nutritional status also.”

How the smartphone app helps patients

• “XX is a patient who is completely new to ascites… and was just starting on diuretics. The weight tracking program actually helped her see the
progress the diuretics were making… The program actually allowed us to have a dialogue about how she was supposed to lose weight.”

Features of the ideal patient enrollee

• “I think it may work better for just outpatient. And maybe starting off with a cohort that’s less sick… I think that it may be more beneficial in
patients who you’re just starting on diuretics and patients who have kind of stable nutritional status, stable—not the truly decompensated cirrhotics.”

• “XX had a particularly unstable weight. His ascites was highly symptomatic. He lived a relatively long distance from the hospital. And not only
did it provide us useful information, he personally liked the idea of being engaged and it gave him some sense of control over his own care and
body.”

Desired features of future program

• “I think because I had multiple patients involved, the emails, occasionally, it seemed like they were coming frequently but I think that’s just
because I would get a separate email per patient. So, I think if this was to be potentially rolled out and people had multiple patients involved, if
they could maybe be grouped but I don’t know whether that’s possible.”

Hospital Admissions During the Study Period
The 25 patients enrolled in this program were admitted on 17
occasions during the study period. Of the 17 admissions, 4
(24%) were related to ascites or ascites treatment, and 12%
(3/25) of patients had an ascites-related admission while
enrolled. A total of 4 (24%) admissions were for gastrointestinal
bleeding or anemia, 3 (18%) for infection, 2 (12%) for hepatic
encephalopathy, and 4 (24%) for reasons unrelated to liver
disease. Of the 17 admissions, 5 (29%) occurred within 7 days
after a weight alert, 15 (88%) were among inpatient enrollees,
and 2 (12%) were among outpatient enrollees.

Discussion

Principal Findings
A simple telemonitoring system for patients with cirrhotic
ascites was able to transmit weight data into the EMR on >50%
of the days, and hepatology providers responded to >50% of
the weight alerts, thus meeting our predetermined threshold for
feasibility. Our system of a Bluetooth-connected scale and a
smartphone app transmitted weight data into the EMR on 71.2%
(697/979) of the days that patients were enrolled. Providers
responded in some fashion to 84% (66/79) of weight change
alerts and responded actively with an intervention to 57%
(45/79) of alerts.

Weight change alerts appeared to correlate with ascites and
influenced ascites management. Approximately one-third of
the weight increase alerts were followed by an LVP. Providers

responded equally to weight increase and weight decrease alerts
and did not appear to respond less frequently over the course
of patient enrollment. It is notable that symptoms reported with
the alert did not significantly influence the nature of the
provider’s response. A larger prospective study will be needed
to further evaluate their utility. Only 12% (3/25) of patients
were readmitted for ascites while enrolled in this program. More
experience with the system or refinement of the alert criteria
may improve effectiveness. Although there was no comparison
group in this study, other cohorts have found 13.8% of such
patients readmitted within 30 days and 25% within 90 days
[2,19].

Patients and providers remained engaged throughout the
program. Patients continued to transmit weight data, even at
the end of their enrollment. In fact, 60% (15/25) of the patients
extended their participation beyond 30 days and 24% (6/25)
beyond 50 days. A few patients terminated the program early,
but mainly because they became too ill to participate. Similarly,
providers continued to respond to alerts throughout the
enrollment period. Weight change alerts were fired on only 8%
of the days that patients were enrolled; this low alert frequency
likely contributed to the high rate of provider responsiveness.
Finally, we were able to stop proactively screening the inpatient
census, because of the increasing provider referrals during the
study.

The main perceived benefits by patients and caregivers were
increased connectedness to providers and a better sense of
ascites status. Hepatology providers likewise enjoyed the easy
dialogue with patients facilitated by the program.
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Limitations
Technology issues impaired weight data transmission, provoked
phone calls, and impacted patient experience. Patients reported
some form of technology issue on 16.5% (162/979) of the days
enrolled. At times, this involved an unpaired scale and a
smartphone app, connectivity problems, or the need for a
software update. Some of these issues were resolved with
software updates, and technology issues decreased over the
course of the study. Patients and caregivers who experienced
technology issues expressed frustrations in their exit interviews,
yet most still found the overall program beneficial.

Hepatology provider interviews revealed that certain patients
may benefit from this program more than others. They described
the ideal enrollee as having symptomatic ascites, motivated to
engage with the medical system and improve health, and be
relatively compensated outside of their ascites. Although patients
with other active medical issues, such as gastrointestinal
bleeding or malnutrition, may be at higher risk for poor
outcomes, their other medical issues may influence their weight
and therefore the efficacy of this program.

We suspect that there are several reasons why this
telemonitoring program was feasible at our center. First, we
had access to a smartphone app that was able to securely
transmit weight data from the patient’s home into our EMR.
Second, the app allowed both patients and providers to be

immediately aware of accurate weight trends. Third, the program
was at no cost to the patients. Fourth, hepatology providers
needed to exert little effort to enroll their patients, and the
program generated high-yield information (weight alerts) for
their attention, on only 8.1% (79/979) of the days that patients
were enrolled. Finally, the telemonitoring program directly
addressed a core challenge of ascites management: lack of
accurate, timely weight data reaching hepatology providers.

Telemonitoring programs are not a stand-alone solution for
ascites management. The program required study staff to
monitor weights, make phone calls, formulate alerts, facilitate
easy enrollment, and ask field questions. We suspect that the
program would not have been feasible without this larger
infrastructure surrounding the app.

Rigorous evidence supporting the efficacy of mobile health
interventions in chronic disease is lacking [20]. Future studies
on telemonitoring interventions should be based on lessons
learned in feasibility studies such as this one, assessing efficacy
using validated methods, and assessing the cost-effectiveness
of performing such interventions on a larger scale [21].

Conclusions
A smartphone-based telemonitoring system was feasible for the
management of cirrhotic ascites. Future studies are required to
assess the efficacy of such a program in reducing hospital
admissions and improving patient and provider experience.
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Abstract

Background: Cardiac hypertrophy induced by pressure overload is one of the important causes of heart failure and sudden
cardiac death. At present, there are few studies on the outcome of left ventricular hypertrophy and left ventricular function after
complete pressure load removal.

Objective: This study aims to better simulate the changes of left ventricular structure and function during the process of left
ventricular pressure overload and deloading, and to explore the application of echocardiography in it.

Methods: In this study, healthy male (BALB/C) mice were used as research objects to establish an ascending aorta constriction
model, to carry out echocardiographic and hemodynamic examinations, to establish an ascending aorta deconstriction model in
mice, and to carry out echocardiographic and hemodynamic examinations.

Results: Compared with the sham operation group, the left ventricular end-systolic diameter (LVESD), left ventricular end-diastolic
diameter (LVEDD), interventricular septal (IVS), and left ventricular posterior wall (LVPW) in the constriction operation group
were significantly increased (P=.02, P=.02, P=.02, and P=.02, respectively). LVESD, LVEDD, IVS, and LVPW in the early and
late constriction groups were significantly decreased, and the degree of decrease in the early group was greater than that in the
late group; compared with the sham operation group, left ventricular diastolic pressure in the constriction operation group increased
significantly at 9 and 15 weeks after operation (P=.03). Left ventricular systolic pressure at 15 weeks after operation decreased
to a certain extent but was higher than that of the sham operation group (P=.02). The maximal rate of the increase of left ventricular
pressure at 3 weeks, 9 weeks, and 15 weeks after operation decreased significantly (P=.03, P=.02, and P=.02, respectively).

Conclusions: In this study, the ascending aorta coarctation model and descending aorta coarctation model were successfully
established, which verifies the value of echocardiography information data monitoring in the treatment of left ventricular circulation
disorders and the evaluation of surgical treatment.

(JMIR Med Inform 2020;8(9):e19110)   doi:10.2196/19110

KEYWORDS

echocardiography information; data monitoring; hemodynamics; left ventricular circulation disorder

Introduction

The diastolic process of the heart is an important part of the
cardiac cycle. If abnormal physiological function occurs in this
part, it will lead to left ventricular diastolic dysfunction, which

will lead to the decline of left ventricular compliance and
relaxation, leading to heart disease. Hypertension and aortic
stenosis account for a large proportion of adult heart disease in
China. Their common characteristics are that they lead to left
ventricular pressure overload and then left ventricular
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hypertrophy [1,2]. Usually, surgical replacement of the stenosed
aortic valve and control of blood pressure can reverse left
ventricular hypertrophy and improve the survival rate of patients.
However, the recovery of cardiac function in some patients with
aortic stenosis after operation is not ideal [3]. In addition, some
surveys show that about 15%-20% of patients with hypertension
without left ventricular hypertrophy will develop left ventricular
hypertrophy during treatment [4]. Although patients with left
ventricular hypertrophy receive adequate antihypertensive
treatment, the incidence of cardiovascular adverse events is still
higher than those without left ventricular hypertrophy [5].
Therefore, it is inappropriate to treat left ventricular hypertrophy
inhibitors only. At present, most of the literature about left
ventricular hypertrophy focuses on its pathogenesis, molecular
mechanism, and the changes of left ventricular function after
intervention with pressure overload [6,7]. However, there are
few studies on the outcome of left ventricular hypertrophy and
left ventricular function after complete removal of pressure
load. The evaluation of left ventricular function is the most
important index in the diagnosis of various cardiovascular
diseases and the evaluation of drug treatment effect. It can
predict whether patients have heart failure, and it plays an
important role in the clinic [8]. Therefore, it is necessary to
establish an ideal left ventricular hypertrophy model and its
reversal model, and to explore the characteristics of left
ventricular structure and function during the process of left
ventricular pressure overload-unloading through effective
diagnostic means.

Studies have shown that echocardiography can evaluate the
characteristics of left ventricular thickness, left ventricular
volume, and wall motion, and it is a widely used auxiliary
examination method for judging left ventricular diastolic
function in the clinic [9]. The heart rate of mice is generally
between 300-500 BPM, and the ventricular cavity is small, so
ordinary echocardiography cannot obtain a clear image [10]. In
recent years, as the ultrasound technology develops, especially
the appearance of high-frequency probes, the reliability of mouse
heart function ultrasound evaluation has been improved. Wang
et al [11] explored the evaluation value of echocardiography in
the structure and function of the mouse myocardial infarction
model. In addition, they believed that echocardiography can
accurately and sensitively detect the location and severity of
myocardial infarction, providing an important basis for clinical
diagnosis and treatment of myocardial infarction [11]. It can be
seen that echocardiography has a broad application prospect in
the evaluation of mouse heart function. In this study, the whole
heart function of the animal model is evaluated by
echocardiography, and the left ventricular blood circulation is
evaluated.

In summary, to establish ascending aorta constriction animal
models and ascending aorta deconstriction animal models, and
to verify the application value of echocardiography in evaluating
the whole heart function of animal models, mice were taken as
the research objects to explore the application of
echocardiography in the diagnosis and treatment of left
ventricular blood circulation disorders in mice so as to provide
a basis for left ventricular hypertrophy. Reversal research

provides an excellent animal model and provides a reference
for the monitoring of coronary heart disease and heart failure.

Methods

Experimental Animal and Groups
A total of 60 healthy male BALB/c mice (XXX Animal Center)
aged 6-8 weeks and weighing about 18-25 g were selected as
experimental subjects. All animals were fed in cages with
national standard rodent feed, with 4 in each cage. Mice could
eat and drink freely. There was no significant difference in body
weight between groups. The feeding environment had natural
light. The room temperature was controlled at 20-26 °C, and
the humidity was controlled at 40%-50%. The mice were fed
adaptively for 2 weeks. Animal handling and experimental
procedures conformed to the National Laboratory Animal
standards and were approved by the ethical committee.

All mice were randomly divided into 6 groups, 10 in each group,
namely, sham operation group, 3-week constriction operation
group, 9-week constriction operation group, 15-week
constriction operation group, early deconstriction group, and
late deconstriction group.

Establishment of Ascending Aorta Coarctation Model
in Mice
In addition to sham-operated mice, other mice were
intraperitoneally injected with 2% tribromethanol at a dose of
25 mg/kg (Shanghai Jingke Chemical Technology Co, Ltd,
China). After successful anesthesia, the mice were fixed in
supine position on the operating table (Beijing Semiconductor
Equipment Factory, China). During the operation, if the depth
of anesthesia was not enough, 2% tribromethanol could be
added, but the anesthesia could not be too deep. Hair was cut
off from the neck and upper chest of mice, and iodophor (Beijing
Baioubowei Biotechnology Co, Ltd., China) was used to
disinfect them. Plastic tubes suitable for size were inserted into
the trachea through the mouth and connected to a small animal
ventilator (Shenzhen Reward Life Technology Co, Ltd, China)
to assist mice in breathing. The skin was cut from the upper
sternum to the medial side of the external jugular vein, and the
subcutaneous fascia was separated to expose the superficial
muscles of the neck. The muscles were cut and divided into two
sides along the median line to expose the trachea. In mice, the
thymus was pulled apart, and the surrounding tissues of
ascending aorta were separated so that the aortic arch was fully
exposed. The aortic arch was separated and the 4-0 Prolene line
(Shanghai Yuyan Scientific Instruments Co, Ltd, China) was
used to circumvent and tie the aortic arch. We were careful not
to ligate and leave space for gaskets and needles. The 27G
needle was placed in the para-aortic junction, and then the gasket
was inserted to tighten the junction rapidly. After ligation,
needles needed to be removed quickly. Ligation should be done
accurately and quickly, keeping in situ as far as possible to
prevent damage to the ascending aortic adventitia. After ligation,
penicillin (100,000 units, Shijiazhuang Best Pharmaceutical
and Chemical Co, Ltd, China) should be sprayed into the chest
cavity. The thymus glands were seamless, the thoracic glands
were closed layer by layer, and the skin was sutured. In the
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sham operation group, the ascending aorta was separated without
ligation, and the other procedures were the same.

Echocardiographic Examination of Ascending Aorta
Coarctation in Mice
Echocardiography was performed in mice before and 3, 9, and
15 weeks after ascending aortic coarctation. Fasting was required
4-6 hours before the examination. The mice were given
intraperitoneal injection of 2% tribromethanol at a dose of 15
mg/kg and fixed on the examination table in supine position to
remove the hair on the chest, upper abdomen, and the roots of
both upper limbs. First, a sodium sulfide solution (8%, Shanxi
Xinchengshun Chemical Co, Ltd, China) was used to rinse and
depilate. Clean water was then used for flushing. Attention was
paid to check whether the area’s hair was completely removed.
The VIVID7 Echocardiograph Diagnostic Instrument (GE
Company, United States) was used for echocardiographic
examination in mice. The probe frequency was 12 MHz, and
the observation sites were bilateral thoracic cavity and
subxiphoid process of mice. The indicators included left
ventricular end-systolic diameter (LVESD), left ventricular
end-diastolic diameter (LVEDD), interventricular septal (IVS),
and left ventricular posterior wall (LVPW).

Hemodynamic Study of Ascending Aorta Coarctation
in Mice
The mice were intraperitoneally injected with 2% tribromethanol
at a dose of 25 mg/kg and fixed on the operating table in supine
position. Hair was cut off from the neck and upper chest. Sodium
sulfide ethanol solution was used to rinse and depilate hair and
then disinfected with iodophor. The aseptic cave towel was laid,
and a longitudinal incision about 2 cm long was made along
the middle of the neck. Skin and subcutaneous fascia were cut
to expose neck muscles. The sternohyoid muscles were bluntly
separated from each other to expose the trachea. The right
muscular layer was sutured and fixed on the operating table by
a needle with thread No 0. In the groove of the trachea and right
sternohyoid muscle, the internal carotid artery was found and
separated, and two silk threads were pierced. The distal end of
the right internal carotid artery was ligated and slightly pulled
outward by the filament near the central end. The Pre-Chong
Heparin (Shanghai Kanglang Biotechnology Co, Ltd, China)
No 24 intravenous indwelling needle (Anhui Hongzhong
Medical Devices Co, Ltd, China) was used to puncture arteries.
After the puncture, the needle core was extracted and connected
with the preflushed heparin pressure transducer (Beijing Zhishu
Duobao Biotechnology Co, Ltd, China). Internal carotid artery
pressure was observed on a multifunctional physiological
recorder (ML870, Powerlab, Australia). The silk thread was
released, and we inserted a venous indwelling needle into the
heart. During the operation, attention was paid to the change of
pressure on the display. If the pressure suddenly increased, it
indicated that it had entered the left ventricle. Silk thread was
used to tie a knot outside the blood vessel and fix the intravenous
indwelling needle to prevent blood leakage. However, it should
be noted that knotting should not be too tight. Once the
connection was successful and the waveform was stable, it was
necessary to start recording data, including left ventricular
diastolic pressure (LVDP), left ventricular systolic pressure

(LVSP), maximal rate of the increase of left ventricular pressure
(+dp/dt Max), and maximal rate of the decrease of left
ventricular pressure (-dp/dt Max).

Establishment of Ascending Aorta Deconstriction
Mouse Model
At 3 and 9 weeks after ascending aorta coarctation, ascending
aorta coarctation was performed on mice in the early and late
decoarctation groups. The mice were intraperitoneally injected
with 2% tribromethanol at a dose of 25 mg/kg and fixed on the
operating table in supine position. The hair was cut off from
the neck and upper chest. It was necessary to rinse and depilate
with sodium sulfide ethanol solution and then disinfect with
iodophor. Small animal ventilators were connected to assist
mice in breathing, exposing the trachea. The thoracotomy was
performed between the two or three ribs, and the thymus was
opened to expose the aortic arch. The original ligation line was
found. Down the ligation line, the gasket was separated.
Penicillin (100,000 units) was sprayed in the chest cavity. The
thymus was not seamed. It was then necessary to close the chest
layer by layer and suture the skin.

Echocardiographic Examination of Ascending Aorta
Decoarctation Model in Mice
Echocardiography was performed in mice at 3, 9, and 15 weeks
after deconstriction. The mice were intraperitoneally injected
with 2% tribromethanol at a dose of 15 mg/kg and fixed on the
examination table in supine position. Hair was removed from
the chest, upper abdomen, and the roots of both upper limbs. It
was necessary to rinse with sodium sulfide solution and then
rinse with water. The VIVID7 echocardiographic diagnostic
instrument was used to perform echocardiographic examination
in mice. Detection indicators included LVESD, LVEDD, IVS,
and LVPW.

Hemodynamic Study of Ascending Aorta Decoarctation
in Mice
The mice were intraperitoneally injected with 2% tribromethanol
at a dose of 25 mg/kg and fixed on the operating table in supine
position. Hair was cut off from the neck and upper chest. It was
first necessary to rinse and depilate with sodium sulfide ethanol
solution and then disinfect with iodophor. The aseptic cave
towel was laid. Along the middle of the neck, an incision about
2 cm in length was made to expose the trachea. A No 0 thread
was used to suture and fix the right muscular layer on the
operating table. In the groove of the trachea and right
sternohyoid muscle, the internal carotid artery was found and
separated, and two silk threads were pierced. The distal end of
the right internal carotid artery was ligated and slightly pulled
outward by the filament near the central end. A preflushed
heparin 24 venous indwelling needle was used to puncture the
artery. After the puncture was completed, the needle core needed
to be pulled out and connected with the pressure transducer for
preflushing heparin. The internal carotid artery pressure was
observed on a multifunctional physiological recorder. To loosen
the silk thread, a venous indwelling needle was inserted into
the heart. During the operation, it was necessary to pay attention
to the pressure changes on the display. If the pressure suddenly
increased, it indicated that it had entered the left ventricle. Silk
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thread was used to tie a knot outside the blood vessel to fix the
intravenous indwelling needle to prevent blood leakage, but it
should be noted that the knot should not be too tight. After the
connection was successful and the waveform was stabilized,
data were recorded, including LVDP, LVSP, +dp/dt max, -dp/dt
max.

Statistical Methods
SPSS 26.0 (IBM Corp) statistical software was used to analyze
the data. The measurement data was expressed as mean and
standard deviation. The mean of the two samples was compared
by the t test. The counting data was expressed as incidence n
(%). The comparison used the chi-square test, and the difference
was statistically significant when P<.05.

Results

Echocardiographic Results of Ascending Aorta
Coarctation Mouse Model and Ascending Aorta
Decoarctation Mouse Model
The results of echocardiography in ascending aorta coarctation
mice and ascending aorta decoarctation mice are shown in

Figures 1 and 2. From the ascending aorta coarctation model
in mice, it can be seen that, compared with the sham operation
group, the LVESD, LVEDD, IVS, and LVPW of the coarctation
operation group increased significantly with statistical
significance (P=.02, P=.02, P=.02, and P=.02, respectively). In
the constriction group, compared with the preoperative group,
LVESD, LVEDD, IVS, and LVPW in mice increased
significantly 3 weeks after the operation with statistical
significance (P=.01, P=.01, P=.02, and P=.01, respectively),
suggesting that the mice had centripetal hypertrophy. Compared
with 3 weeks after the operation, the LVESD, LVEDD, and
IVS of mice increased significantly at 9 weeks after the
operation with statistical significance (P=.02, P=.01, and P=.02,
respectively), while the increase of LVPW was not significant,
suggesting that the mice have eccentric hypertrophy (Figure
2A). Compared with 9 weeks after operation, LVESD and
LVEDD in mice increased significantly at 15 weeks after the
operation, and the difference was statistically significant (P=.03
and P=.03. respectively), suggesting that heart failure occurs
in mice.
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Figure 1. Echocardiographic results of ascending aorta coarctation mouse model and ascending aorta decoarctation mouse model (A: LVESD; B:
LVEDD; C: IVS; D: LVPW). IVS: interventricular septal; LVEDD: left ventricular end-diastolic diameter; LVESD: left ventricular end-systolic diameter;
LVPW: left ventricular posterior wall; W: weeks.

Figure 2. Echocardiography of mice (A: ascending aorta constriction mouse model; B: ascending aorta deconstriction mouse model).

From the model of ascending aorta deconstriction mice, it can
be seen that, compared with the operation group, the left

ventricular function of the early deconstriction group and the
late deconstriction group were reversed, the blood circulation
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disorder was improved, and the effect of the early deconstriction
group was more obvious than that of the late deconstriction
group. In the early deconstriction group, the LVESD, LVEDD,
IVS, and LVPW of mice decreased significantly at the 9th week
and tended toward the initial level (Figure 2B). In the delayed
decoarctation group, the levels of LVESD, LVEDD, IVS, and
LVPW decreased significantly at the 15th week but could not
return to the initial level, suggesting the persistence of
ventricular hypertrophy and the persistence of left ventricular
circulation disorders.

Hemodynamic Results of Ascending Aorta Coarctation
Mice Model and Ascending Aorta Decoarctation Mice
Model
The hemodynamic results of the ascending aorta coarctation
mice and ascending aorta decoarctation mice are shown in Table

1. From the ascending aorta coarctation model in mice, it can
be seen that, compared with the sham operation group, there
was no difference in LVDP in the coarctation group 3 weeks
after operation. At 9 weeks and 15 weeks after the operation,
the LVDP of mice in the constriction group increased
significantly (P=.03 and P=.03, respectively). Compared with
the sham-operated group, the LVSP in the constriction group
increased significantly at 3 weeks and 9 weeks after the
operation (P=.03 and P=.02, respectively). At 15 weeks after
the operation, the LVSP of the constriction group decreased to
a certain extent but was higher than that of the sham operation
group (P=.02). Compared with the sham-operated group, the
-dp/dt max in the constriction group decreased significantly at
3 weeks, 9 weeks, and 15 weeks (P=.03, P=.02, and P=.02,
respectively). The results of hemodynamics were consistent
with those of echocardiography.

Table 1. Hemodynamic results of ascending aorta constriction model and ascending aorta deconstriction model in mice.

-dp/dt maxd (mmHg/sec)+dp/dt maxc (mmHg/sec)LVSPb (mmHg)LVDPa (mmHg)Period

470064001254.8Sham operation group

395050001684.93-week constriction surgery group

350052001758.19-week constriction surgery group

3400420017214.815-week constriction surgery group

410060001204.9Early deconstriction group

408056001416.3Late deconstriction group

aLVDP: left ventricular diastolic pressure.
bLVSP: left ventricular systolic pressure.
c+dp/dt max: maximal rate of the increase of left ventricular pressure.
d-dp/dt max: maximal rate of the decrease of left ventricular pressure.

In the ascending aorta deconstriction mice model, compared
with the sham-operated mice, the differences of LVDP, LVSP,
and +dp/dt max in the early deconstriction mice were not
statistically significant, while -dp/dt max was significantly lower
(P=.03). Compared with the constriction operation group, the
LVDP and LVSP in the early deconstriction group were
significantly lower, and the +dp/dt max and -dp/dt max were
significantly higher. It was observed that the left ventricular
function of ascending aorta deconstriction mice was restored,
and the blood circulation disorder had been improved. Compared
with the constriction operation group, the LVDP and LVSP of
mice in the delayed deconstriction group decreased significantly
(P=.03 and P=.02), and the +dp/dt max and -dp/dt max increased
significantly, with statistical significance (P=.03 and P=.04,
respectively). The results of hemodynamics were consistent
with those of echocardiography.

Discussion

Result Analysis
In the past, most of the animal models of left ventricular
hypertrophy under pressure overload were established by
ligation of the abdominal aorta. This model is easy to operate
and has a high survival rate, but the modeling time is too long,
sometimes even more than 1 year [12]. In recent years, some
scholars have proposed models of aortic arch and ascending

aorta coarctation, but the models need the support of
endotracheal intubation and artificial ventilation conditions [13].
However, ligation of the aortic arch can increase the pressure
of the right brain and its limbs, increase the collateral circulation
through the head and arm, and then reduce the afterload, making
the modeling a failure [14].

To establish an ideal model of left ventricular hypertrophy and
its reversion, and simulate the changes of left ventricular
structure and function during the process of left ventricular
pressure overload and deload, the healthy male BALB/c mice
were taken as the research objects, and the models of ascending
aorta constriction mice and ascending aorta deconstriction mice
were established. To evaluate the success of the model,
echocardiography and hemodynamics were performed.
Echocardiography has the advantages of a noninvasive and
simple operation, which can reflect the left ventricular function
and wall thickness. The heart rate of mice was fast and the
ventricular cavity was small, and M-mode ultrasound can make
the imaging clearer and provide accurate indexes such as the
diameter of the ventricular cavity and the thickness of the
ventricular wall.

The results of this study showed that the LVESD, LVEDD,
IVS, and LVPW of the mice in the operation group increased
significantly compared with those before operation (P=.01,
P=.01, P=.02, and P=.01, respectively), suggesting that there
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was centripetal hypertrophy in the mice. At this time, the
increased myocardial contractility can fully compensate for the
increase of pressure load. The previously mentioned indexes
showed a further upward trend in the 6th and 9th weeks after
operation. At the 9th week after operation, the LVESD, LVEDD,
and IVS of the mice in the constriction group increased
significantly, while the LVPW increased slightly, suggesting
that the mice appeared to have centrifugal hypertrophy. At 15
weeks after the operation, the LVESD and LVEDD of the mice
in the constriction group increased significantly, indicating that
the mice had heart failure. The detection of left ventricular
pressure can directly prove the success of the aortic coarctation
model and the degree of coarctation. It was found that the left
ventricular pressure increased significantly after ascending aortic
coarctation, which indicated that the model was constructed
successfully. In the early group, IVS and LVPW decreased to
nearly the initial level 3 weeks after the removal of systole, and
LVESD and LVEDD recovered completely 6 weeks after the
removal of systole. There were also differences in left
ventricular function between the late group and the early group,
suggesting that the reversal of left ventricular hypertrophy was
related to the duration.

Research Reliability
The results of hemodynamics were consistent with those of
echocardiography, which further proved the reliability of
echocardiography. Hendrikx et al [15] showed that in the mouse
model of myocardial infarction, echocardiography could provide

reliable measurement of left ventricular function with high
accuracy. It showed that echocardiography had important
application value in the evaluation of mouse heart function,
which was consistent with the results of this study.

Based on the model of ascending aorta coarctation, the model
of ascending aorta decoarctation in mice was established, and
the accuracy and reliability of the modeling method were
verified. Echocardiography can accurately measure the left
ventricular function of mice, which has important application
value in the diagnosis of left ventricular blood circulation
disorder and the evaluation of surgical treatment effect.

Conclusion
The application of echocardiography in the diagnosis and
treatment of left ventricular blood circulation disorders in mice
was explored. Through research, it was found that
echocardiography can accurately measure the left ventricular
function of mice and has important application value in the
diagnosis of left ventricular blood circulation disorders and the
evaluation of surgical treatment effect. It provides an excellent
animal model for the study of left ventricular hypertrophy and
its reversion, and provides a reference for the monitoring of
coronary heart disease and heart failure. However, there are
some deficiencies in the research process, such as the small
number of experimental animals, which leads to a certain degree
of deviation in the results. Therefore, in the later research
process, the number of experimental animals will be further
increased to make the results more valuable for reference.
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Abstract

Background: In late December 2019, a pneumonia caused by SARS-CoV-2 was first reported in Wuhan and spread worldwide
rapidly. Currently, no specific medicine is available to treat infection with COVID-19.

Objective: The aims of this study were to summarize the epidemiological and clinical characteristics of 175 patients with
SARS-CoV-2 infection who were hospitalized in Renmin Hospital of Wuhan University from January 1 to January 31, 2020,
and to establish a tool to identify potential critical patients with COVID-19 and help clinical physicians prevent progression of
this disease.

Methods: In this retrospective study, clinical characteristics of 175 confirmed COVID-19 cases were collected and analyzed.
Univariate analysis and least absolute shrinkage and selection operator (LASSO) regression were used to select variables.
Multivariate analysis was applied to identify independent risk factors in COVID-19 progression. We established a nomogram to
evaluate the probability of progression of the condition of a patient with COVID-19 to severe within three weeks of disease onset.
The nomogram was verified using calibration curves and receiver operating characteristic curves.

Results: A total of 18 variables were considered to be risk factors after the univariate regression analysis of the laboratory
parameters (P<.05), and LASSO regression analysis screened out 10 risk factors for further study. The six independent risk factors
revealed by multivariate Cox regression were age (OR 1.035, 95% CI 1.017-1.054; P<.001), CK level (OR 1.002, 95% CI
1.0003-1.0039; P=.02), CD4 count (OR 0.995, 95% CI 0.992-0.998; P=.002), CD8 % (OR 1.007, 95% CI 1.004-1.012, P<.001),
CD8 count (OR 0.881, 95% CI 0.835-0.931; P<.001), and C3 count (OR 6.93, 95% CI 1.945-24.691; P=.003). The areas under
the curve of the prediction model for 0.5-week, 1-week, 2-week and 3-week nonsevere probability were 0.721, 0.742, 0.87, and
0.832, respectively. The calibration curves showed that the model had good prediction ability within three weeks of disease onset.

Conclusions: This study presents a predictive nomogram of critical patients with COVID-19 based on LASSO and Cox regression
analysis. Clinical use of the nomogram may enable timely detection of potential critical patients with COVID-19 and instruct
clinicians to administer early intervention to these patients to prevent the disease from worsening.

(JMIR Med Inform 2020;8(9):e19588)   doi:10.2196/19588
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Introduction

Background
COVID-19 is a respiratory illness that is caused by the novel
virus SARS-CoV-2; it was first reported in December 2019 in
Wuhan, Hubei Province, China [1-5]. Although governments
of countries worldwide have called for and taken relevant
measures to stop the spread of the disease, the epidemic has not
been effectively controlled [6-8]. Symptoms of COVID-19
range from mild cough to pneumonia; patients may even be
asymptomatic [3,9]. There is evidence that this disease can be
spread from person to person [10]. Whole genome sequencing
showed that SARS-CoV-2 is a beta coronavirus that is similar
to human severe acute respiratory syndrome coronavirus
(SARS-CoV) and Middle East respiratory syndrome coronavirus
(MERS-CoV). This new coronavirus evolved from SARS-CoV
and MERS-CoV and requires enhanced surveillance and further
investigation [11]. Like several other coronaviruses,
SARS-CoV-2 initially causes mild or moderate symptoms in
most patients [12,13]. To date, only a small percentage of
patients with SARS-CoV-2 infection have developed severe
pneumonia. Although the average incubation period of
SARS-CoV-2 in the human body is 14 days, some patients
progress rapidly to respiratory failure once they become infected.
Recognition of the risk factors that promote COVID-19
progression and early intervention of this disease may prevent
its exacerbation. Understanding these factors is also very
important to reduce the proportion of critically ill patients and
to improve the cure rate.

Study Goals
The aim of this study was to summarize the epidemiological
and clinical characteristics of 175 patients with SARS-CoV-2
infection who were hospitalized in Renmin Hospital of Wuhan

University from January 1 to January 31, 2020. The study also
aimed to explore the independent risk factors in COVID-19
progression and accurately assess the incidence of severe
SARS-CoV-2 infection. In addition, a new risk-predictive model
was established to screen out potential critical patients for early
intervention.

Methods

Patient Recruitment
For this retrospective single-center study, 175 patients who were
hospitalized from January 1 to January 31, 2020, in Renmin
Hospital of Wuhan University were enrolled. Patients who were
hospitalized for less than 24 hours or who lacked detailed
laboratory test results were excluded (Figure 1). All the patients
in this study were diagnosed according to the World Health
Organization (WHO) interim guidance [14]. All the patients
with COVID-19 were diagnosed using a reverse
transcriptase–polymerase chain reaction (RT-PCR) assay for
SARS-CoV-2 according to the Pneumonitis Diagnosis and
Treatment Plan for SARS-CoV-2 Infection (Trial Version 5)
issued by the National Health Commission of the People’s
Republic of China (NHCPRC). The test was performed using
specific steps described previously [9]. All the clinical features,
radiological characteristics, clinical laboratory results, and
outcome data of the 175 patients were obtained from electronic
medical records. Detailed patient information was collected,
including past medical history, current medical history,
laboratory findings, imaging data, treatment measures,
symptoms, signs, and immune function test results. Follow-up
was initiated from suspicion of infection or confirmed diagnosis
to the time when the patient’s condition became severe to the
time of discharge or to January 31, 2020. We recorded the
baselines of these tests, with the first value being within three
days of onset admission.
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Figure 1. Study flowchart. LASSO: least absolute shrinkage and selection operator.

Statistical Analysis
Frequency rates were used to describe categorical variables,
and means were used to describe continuous variables.
Differences between groups were tested using the chi-square
test, t test, or Mann-Whitney U test. Univariate analysis, least
absolute shrinkage and selection operator (LASSO) regression,
and multivariate Cox regression were used to screen for
independent risk factors. The statistical analyses were performed
using GraphPad Prism 8 (GraphPad Software). Nomogram,
calibration, and receiver operating characteristic (ROC) curves
were established using R version 3.6.1 (R Project). The risk
score was calculated using multivariate Cox regression. The
cutoff values of independent risk factors were based on the

maximum Youden index. A 2-sided α <.05 was considered to
indicate statistical significance.

Results

Patient Characteristics
All 175 patients in this study were confirmed to be infected
with SARS-CoV-2. The average age of the 175 patients was
46.9 years (SD 17.33). Severe or critical patients were
significantly older than mild or moderate patients (P<.001).
Critical patients had a wider range of lung lesions than milder
patients (P<.001). Chest tightness was more common in severe
or critical patients than in mild or moderate patients (P=.001).
Table 1 shows comparisons of the significant characteristics
between the two groups of patients enrolled in the study (P<.05).
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Table 1. Baseline characteristics of the patients infected with SARS-CoV-2 (N=175).

P valueValues by disease severityParticipant characteristics

Critical

(n=58)

Severe

(n=18)

Moderate

(n=72)

Mild

(n=27)

.64Sex, n (%)

28 (48.3)11 (61.1)41 (56.9)13 (48.1)Female

30 (51.7)7 (38.9)31 (43.1)14 (51.9)Male

<.00162 (47-71)51 (37.75-61)35 (30-50.75)31 (29-42)Age (years), median (IQR)

<.001Age (years), n (%)

3 (5.2)1 (5.6)21 (29.2)11 (40.7)≤30

7 (12.1)4 (22.2)25 (34.7)8 (29.6)31-40

6 (10.3)4 (22.2)8 (11.1)4 (14.8)41-50

10 (17.2)5 (27.8)13 (18.1)1 (3.7)51-60

32 (55.2)4 (22.2)5 (6.9)3 (11.1)>60

<.001Computed tomography scan, n (%)

0 (0)0 (0)0 (0)27 (100)Normal

5 (8.6)6 (33.3)25 (34.7)0 (0)One lobe infected

53 (91.4)12 (66.7)47 (65.3)0 (0)More than one lobe infected

.01Fever, n (%)

49 (84.5)14 (77.8)43 (59.7)17 (63)Yes

9 (15.5)4 (22.2)29 (40.3)10 (37)No

.07Dry cough, n (%)

17 (29.3)3 (16.7)11 (15.3)2 (7.4)Yes

41 (70.7)15 (83.3)61 (84.7)25 (92.6)No

.007Expectoration, n (%)

33 (56.9)10 (55.6)28 (38.9)5 (18.5)Yes

25 (43.1)8 (44.4)44 (61.1)22 (81.5)No

.25Pharyngalgia, n (%)

5 (8.6)0 (0)11 (15.3)4 (14.8)Yes

53 (91.4)18 (100)61 (84.7)23 (85.2)No

.001Chest tightness, n (%)

23 (39.7)7 (38.9)8 (11.1)6 (22.2)Yes

35 (60.4)11 (61.1)64 (88.9)21 (77.8)No

.80Myalgia, n (%)

7 (12.1)2 (11.1)6 (8.3)4 (14.8)Yes

51 (87.9)16 (88.9)66 (91.7)23 (85.2)No

.62Fatigue, n (%)

11 (19)3 (16.7)18 (25)8 (29.6)Yes

47 (81)15 (83.3)54 (75)19 (70.4)No

.55Diarrhea, n (%)

4 (6.9)0 (0)5 (6.9)3 (11.1)Yes

54 (93.1)18 (100)67 (93.1)24 (88.9)No

.08Headache, n (%)

3 (5.2)1 (5.6)11 (15.3)6 (22.2)Yes
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P valueValues by disease severityParticipant characteristics

Critical

(n=58)

Severe

(n=18)

Moderate

(n=72)

Mild

(n=27)

55 (94.8)17 (94.4)61 (84.7)21 (77.8)No

Laboratory Parameters
The baseline laboratory tests are shown in Table 2. As the
patients’ conditions worsened, their lymphocyte counts
significantly decreased, while their C-reactive protein, lactate
dehydrogenase, and creatine kinase (CK) levels increased

significantly (Table 2). More importantly, the CD3 (count and
ratio), CD4 (count and ratio), CD8 (count and ratio), and CD19
(count and ratio) values of severe or critical patients were lower
than those of the mild or moderate patients (Table 2). In
addition, severe or critical patients had higher IgG levels than
mild or moderate patients (Table 2).

JMIR Med Inform 2020 | vol. 8 | iss. 9 |e19588 | p.201http://medinform.jmir.org/2020/9/e19588/
(page number not for citation purposes)

Fan et alJMIR MEDICAL INFORMATICS

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 2. Laboratory findings of patients infected with SARS-CoV-2 on admission to hospital (N=175).

P valueValues by disease severity, mean (95% CI)Normal

range

Variable

CriticalSevereModerateMild

.355.22 (4.69 to 5.75)5.37 (4.1 to 6.64)4.73 (4.39 to 5.07)5.16 (4.47 to 5.86)3.5-9.5White blood cell count,

×109/L

<.0013.83 (3.31 to 4.35)3.95 (2.64 to 5.26)2.62 (2.38 to 2.87)2.98 (2.35 to 3.61)1.8-6.3Neutrophil count, ×109/L

<.0010.96 (0.82 to 1.09)1.02 (0.78 to 1.26)1.58 (1.41 to 1.74)1.55 (1.33 to 1.77)1.1-3.2Lymphocyte count, ×109/L

.19186.9 (171.0 to
202.7)

211.9 (169.9 to
253.9)

208.1 (194.4 to
221.7)

209.2 (182.7 to
235.7)

125-350Platelet count, ×109/L

<.00143.24 (32.70 to
53.77)

31.1 (13.98 to 48.22)9.21 (5.87 to
12.55)

4.99 (1.02 to 8.95)0-5C-reactive protein, mg/L

.2828.64 (23.13 to
34.15)

29.67 (20.58 to
38.75)

22.15 (17.26 to
27.05)

24.93 (15.78 to
34.07)

9-50Alanine aminotransferase,
U/L

<.00133.24 (28.66 to
37.82)

29.61 (22.93 to
36.29)

22.85 (20.40 to
25.30)

24.85 (20.06 to
29.64)

15-40Aspartate aminotrans-
ferase, U/L

.0035.74 (4.36 to 7.12)6.17 (4.6 to 7.74)4.05 (3.79 to 4.3)3.71 (3.11 to 4.3)3.1-8.0Urea, mmol/L

.194.14 (50.26 to
138.0)

68.06 (54.75 to
81.36)

54.44 (51.71 to
57.18)

52.41 (46.13 to
58.68)

57-97Creatinine, μmol/L

<.001294.1 (262.7 to
325.5)

242.1 (201.1 to
283.0)

193.8 (182.4 to
205.2)

186.2 (165.1 to
207.2)

120-250Lactate dehydrogenase,
U/L

.03123.4 (83.10 to
163.7)

87.67 (45.81 to
129.5)

71.03 (58.94 to
83.11)

64.96 (24.26 to
105.7)

50-310Creatine kinase, U/L

<.00158.19 (54.36 to
62.03)

67.68 (61.38 to
73.99)

70.8 (68.62 to
72.99)

72.15 (68.45 to
75.84)

56-86CD3 (%)

<.001577.1 (460.1 to
694.1)

658.4 (465.9 to
851.0)

1036 (933.0 to
1140)

1124 (923.0 to
1326)

723-2737CD3 count, /μL

<.00131.91 (29.23 to
34.60)

41.85 (37.44 to
46.26)

41.19 (39.18 to
43.20)

41.71 (38.81 to
44.61)

33-58CD4 (%)

<.001315 (247.2 to 382.7)402.7 (288.5 to
517.0)

610.8 (544.8 to
676.7)

669.9 (573.6 to
766.3)

404-1612CD4 count, /μL

.2123.98 (20.97 to
26.98)

22.64 (18.63 to
26.64)

25.75 (24.41 to
27.08)

27.06 (24.62 to
29.51)

13-39CD8 (%)

<.001237.9 (183.9 to
291.9)

227.6 (151.7 to
303.4)

369.8 (328.7 to
410.8)

444.3 (355.1 to
533.5)

220-1129CD8 count, /μL

.171.63 (1.38 to 1.87)2.55 (1.28 to 3.81)1.93 (1.46 to 2.4)1.64 (1.43 to 1.85)0.9-2.0CD4/CD8 ratio

<.00115.46 (13.39 to
17.54)

21.82 (15.30 to
28.34)

13.21 (12.00 to
14.43)

14.04 (11.53 to
16.55)

5-22CD19 (%)

.004129 (108.4 to 149.6)178.2 (120.0 to
236.4)

197.1 (163.0 to
231.2)

210 (169.4 to
250.5)

80-616CD19 count, /μL

<.00123.85 (20.21 to
27.49)

8.92 (6.227 to 11.61)13.09 (11.22 to
14.97)

17.66 (3.458 to
31.86)

5-26CD16+56 (%)

.04190 (154.7 to 225.3)82.78 (55.13 to
110.4)

183.5 (150.4 to
216.5)

161.3 (82.20 to
240.3)

84-724CD16+56 count, /μL

<.00113.79 (12.64 to
14.93)

18.08 (15.44 to
20.73)

11.81 (11.01 to
12.62)

11.83 (10.32 to
13.34)

8-16IgG, g/L

.791.13 (1.0 to 1.27)1.08 (0.74 to 1.41)1.2 (1.07 to 1.33)1.19 (1.03 to 1.35)0.4-3.45IgM, g/L

.712.23

(1.94 to 2.52)

1.83

(1.44 to 2.22)

4.49 (–0.42 to
9.39)

1.9 (1.55 to 2.25)0.76-3.9IgA, g/L

.8984.1 (54.48 to 113.7)59.83 (8.444 to
111.2)

88.89 (41.23 to
136.6)

71.7 (27.92 to
115.5)

<100IgE, IU/mL
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P valueValues by disease severity, mean (95% CI)Normal

range

Variable

CriticalSevereModerateMild

.090.88 (0.82 to 0.94)0.89 (0.81 to 0.98)0.83 (0.79 to 0.87)0.78 (0.72 to 0.84)0.81-1.6Complement C3, g/L

.0030.28 (0.25 to 0.31)0.22 (0.19 to 0.25)0.24 (0.22 to 0.27)0.2 (0.17 to 0.23)0.1-0.4Complement C4, g/L

Screening for Independent Risk Factors and
Constructing a Predictive Nomogram
The 175 patients were divided into a Mild group and a Severe
group according to disease severity. Patients with mild and
moderate illness were included in the Mild Group (nonsevere
illness), and patients with severe and critical illness were
included in the Severe Group. A total of 18 variables were
considered to be risk factors as revealed by the univariate
analysis (Multimedia Appendix 1). We performed LASSO Cox

regression to further select variables (Figure 2), followed by
multivariate Cox regression analysis. Multimedia Appendix 2
shows the results of the multivariate analysis. With older age
(odds ratio [OR] 1.035, 95% CI 1.017-1.054); higher levels of
blood CK (OR 1.002, 95% CI 1.0003-1.0039), CD8 % (OR
1.007, 95% CI 1.004-1.012), and C3 (OR 6.93, 95% CI
1.945-24.691); and lower levels of CD4 (OR 0.995, 95% CI
0.992-0.998) and CD8 (OR 0.881, 95% CI 0.835-0.931), a
patient would be more likely to progress to severe disease within
three weeks of disease onset.

Figure 2. (A) The log (λ) values of the 18 parameters as shown using least absolute shrinkage and selection operator (LASSO) coefficient profiles.
(B) The most suitable log (λ) values for variable selection based on the LASSO Cox regression.

Figure 3 shows the nomogram of the multivariate Cox regression
model. All independent risk factors have their own lines in the
nomogram, with each receiving a point according to value. The
total points are added and match the probability of COVID-19
progression. An example is shown in Multimedia Appendix 3,
and the calibration curves are shown in Multimedia Appendix

4. The apparent value is close to the ideal value, which indicates
good predictive performance of the model. Multimedia
Appendix 5 shows the areas under the ROC curves of the
nomogram. The curves proved that this model obtained in the
study had good predictive performance for COVID-19
progression within three weeks.
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Figure 3. Establishment of the nomogram based on the six independent risk factors resulting from multivariate Cox regression to predict the 0.5-, 1-,
2-, and 3-week nonsevere probabilities for patients with COVID-19 in the developing set. Each selected variable is represented by a line in the figure.
According to the value, each variable receives 1 point. The total points are added for each variable and matched with the probability of COVID-19
progression.

Discussion

Principal Results
In this report, we found that age, CK level, CD4 count, CD8
count, CD8 %, and C3 count were the independent risk factors
for the progression of COVID-19. In addition, we established
a nomogram based on the six independent risk factors to predict
the probability of 0.5-, 1-, 2-, and 3-week nonsevere probability.

Since the first case of unexplained pneumonia was reported in
the city of Wuhan [15], the disease has spread rapidly worldwide
[16,17]. COVID-19 was recognized by the WHO as an
international emergency public health event [18]. Current
epidemiological studies have shown that the most common
symptom of patients with COVID-19 before and after
consultation is fever [9,15,19]. In this study, fever was identified
in 123/175 patients (70.3%) when they were hospitalized. A
total of 76/175 participants in this study (43.4%) were severely
or critically ill, which accounts for the much higher rate of
severity than that reported by Guan et al [19]. This may be due
to the insufficient number of hospital beds and the fact that
patients with severe conditions were preferentially admitted.
Although the fatality rate of SARS-CoV-2 appears to be lower
than that of SARS-CoV or MERS-CoV, the outcomes of
SARS-CoV-2 patients are worse once the disease enters the
severe stage. A retrospective study showed a 61.5% mortality
rate in patients with severe COVID-19 [20]. If patients with
high risk factors to progress to severe or critical illness can be
screened out in a timely fashion for early intervention, the
proportion of severe or critically ill patients and their mortality
may be reduced significantly.

In this study, 175 patients were divided into a Mild group
(patients with mild and moderate illness) and a Severe group
(patients with severe and critical illness). A total of 33 variables
were included in this study, including age and clinical laboratory
parameters. Indices including age, CD4 count, CD8 count, CD8
%, C3 count, and CK level were filtered out using LASSO and
multivariate Cox regression. The indices were considered to be
independent risk factors that affect COVID-19 progression. It
was reported in a study involving 1099 COVID-19 patients that
severe patients were typically seven years older than nonsevere
patients (median) and that older patients with COVID-19 were
more likely to progress to severe illness [19]. Research has
shown that T cells are reduced and eventually fail in COVID-19
patients [21]. The results of this study are similar to the two
findings mentioned above.

Because no specific medicine or vaccine has been made
available for the treatment of SARS-CoV-2 infection to date
[22], it is necessary to predict independent risk factors for the
early detection of potential patients with severe COVID-19 and
provide early intervention. Based on this research, age,
myocardial function, and immune system and complement
system function are key factors that impact COVID-19
progression. This study presents a nomogram that may be
helpful to clinical physicians. Early intervention and supportive
treatment for patients whose age and CK, CD4, CD8 and C3
values are in high-risk ranges may have important significance
in reducing the severity and mortality of COVID-19.

Limitations
This study has some limitations. First, only 175 cases were
included in the construction of the model that was used to screen
for independent risk factors. Second, this is an observational
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study; therefore, it cannot directly lead to causal conclusions.
Third, some patients had severe underlying diseases before
becoming infected with the virus; therefore, there may be bias
in the calculation of the nonsevere patients’ survival times.

Conclusions
The COVID-19 outbreak quickly spread worldwide after it was
first discovered in Wuhan. Currently, no specific medicine is

available for the treatment of SARS-CoV-2 infection. It is
necessary to establish a new predictive model that can be used
to screen potential critical patients and provide early
intervention. We presented a nomogram, compiled through the
use of LASSO regression and multivariate Cox regression,
which considers various clinical risk factors in evaluating the
probability of COVID-19 progression. This nomogram may
help clinical physicians prevent COVID-19 progression.
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Abstract

Background: The widespread death and disruption caused by the COVID-19 pandemic has revealed deficiencies of existing
institutions regarding the protection of human health and well-being. Both a lack of accurate and timely data and pervasive
misinformation are causing increasing harm and growing tension between data privacy and public health concerns.

Objective: This aim of this paper is to describe how blockchain, with its distributed trust networks and cryptography-based
security, can provide solutions to data-related trust problems.

Methods: Blockchain is being applied in innovative ways that are relevant to the current COVID-19 crisis. We describe examples
of the challenges faced by existing technologies to track medical supplies and infected patients and how blockchain technology
applications may help in these situations.

Results: This exploration of existing and potential applications of blockchain technology for medical care shows how the
distributed governance structure and privacy-preserving features of blockchain can be used to create “trustless” systems that can
help resolve the tension between maintaining privacy and addressing public health needs in the fight against COVID-19.

Conclusions: Blockchain relies on a distributed, robust, secure, privacy-preserving, and immutable record framework that can
positively transform the nature of trust, value sharing, and transactions. A nationally coordinated effort to explore blockchain to
address the deficiencies of existing systems and a partnership of academia, researchers, business, and industry are suggested to
expedite the adoption of blockchain in health care.

(JMIR Med Inform 2020;8(9):e20477)   doi:10.2196/20477

KEYWORDS

blockchain; privacy; trust; contact tracing; COVID-19; coronavirus

Introduction

In many ways, it is hard for modern people living in
First World countries to conceive of a pandemic
sweeping around the world and killing millions of
people, and it is even harder to believe that something
as common as influenza could cause such widespread
illness and death.

[Charles River Editors, The 1918 Spanish Flu
Pandemic: The History and Legacy of the World’s
Deadliest Influenza Outbreak]

The COVID-19 Pandemic in the United States and
Worldwide
By the end of July 2020, COVID-19 had infected approximately
19 million people worldwide and had caused over 700,000
deaths. The United States is the richest country in the world,
with a health expenditure of US $3.5 trillion per year; it has
reported the highest number of people infected with COVID-19
(approximately 5 million) as well as the highest number of
deaths (>150,000) [1]. Through a lack of reliable data, inability
of health care and public health systems to perform active
surveillance, inadequate management of needed medical
equipment, conflicting information from multiple sources, and
limited technology for engagement with patients, the COVID-19
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pandemic has clearly demonstrated the failure of existing
institutions to protect human health and to avoid widespread
suffering.

COVID-19 Is a Crisis of Trust
In the absence of reliable data and accurate information, the
suffering due to the COVID-19 crisis has been exacerbated by
misinformation, which ranges from warnings of imminent doom
to conspiracy theories. The COVID-19 crisis is an information
crisis [2]. This crisis has been rightly described as an
“infodemic,” a term coined in 2002 by Eysenbach [3]. However,
the importance of this term has been manifested in this crisis
more than ever before by the enormous influence of social media
and its role as a source of information for the public about the
pandemic [4]. Several months into the greatest public health
disaster in a century, with all our technology and information
networks, there is still much confusion about the actual
prevalence of COVID-19, number of deaths, expected
treatments, and best strategies to control the pandemic globally
[5,6]. Due to this failure to provide timely, accurate, and reliable
information about the infection, the pandemic has worsened the
crisis of trust in government institutions and public health
agencies [7].

Interestingly, a similar failure of governmental response led to
the 2008 financial crisis and precipitated the low trust in
government and centralized institutions that has since persisted.
Banks, governments, and financial institutions failed the public
and left many people exposed and dejected during the financial
crisis [8]. This motivated Satoshi Nakamoto, the pseudonym
of an unidentified person or group, to write a paper that proposed
a new system of establishing trust in financial markets without
intermediaries such as governments or banks. This system relied
on a distributed ledger technology of peer-to-peer networks and
was called blockchain [9]. In 2009, Bitcoin was launched as a
decentralized cryptocurrency that bypassed intermediaries such
as banks, governments, and large financial institutions and
allowed people to transact directly in a secure trust framework
[10]. The COVID-19 pandemic promises to inflict even greater
hurt and misery to the public than the 2008 financial crisis
because it is not only an economic disaster but also a health
calamity that has already caused the loss of precious lives
worldwide. The role of intermediary organizations has also been
unsatisfactory in this situation [11].

Issues of Trust With Existing Institutions
The proponents of the decentralized and distributed system of
blockchain technology point to the disadvantages of centralized
institutions because these “intermediaries of trust” are slow to
respond to changes in the environment, add cost and time to
transactions, and adversely affect productivity [12]. Centralized
institutions also store data centrally and not only restrict access
to these data, thus preventing coordination and efficient sharing
of information, but also represent a single point of failure for
privacy and security of the information [13]. In 2017, the
personal data of more than 143 million customers were exposed
through a single breach [14]. According to one source, in the
last 10 years, more than 1.4 billion records have been exposed
due to government database breaches worldwide [15].

Intermediary institutions are supposed to provide much-needed,
trustworthy, and reliable services to society [16]; however, the
COVID-19 crisis has exposed the limitations of these institutions
with regard to health care [17]. In this time of crisis, both public
and private institutions as well as traditional information systems
have mostly failed to solve problems related to routine health
care delivery [18], including availability of timely data for
projections of case numbers [19], identification of high-risk
populations [20], tracing contacts of persons with COVID-19
[21], and supply of personal protective equipment (PPE) or
inventories of lifesaving drugs [22]. In fact, it has been argued
that the number of deaths due to COVID-19 could have been
reduced with better access to reliable data [23].

Blockchain and the “Trustless” System
Blockchain has been described as a foundational technology
[24] that can dramatically change the paradigm in which social
and economic transactions take place. A review of the key
characteristics that form the fundamental aspects of blockchain
technology may help demonstrate why this technology can be
invaluable in addressing some of the issues of mistrust described
above. Blockchain technology is based on a “trustless” system,
where transactions can be performed among people who do not
have any prior relationship yet who can validate the objectivity
and principles of the medium in which the transactions occur.
This enables transparency of contracts, immutability of data,
and accountability of transactions among strangers [25]. Public
blockchain networks allow individuals to share their information
in complete privacy while maintaining full control of that
information. They can also maintain an audit record of each
transaction, make it readily available when needed, validate
information sources to avoid misinformation, allow tracking of
assets as part of the architecture of the network, and provide
global connectedness without barriers to flow of information
[26,27]. The rules of consensus and validation are transparent,
mathematically proven, unbiased, distributed, and objective in
nature; these characteristics cannot be ascribed to government
or to most key institutions that are handling private information
related to the pandemic [28]. The growth of the cryptocurrency
market provides proof that the trustless system is a workable
solution at a global stage; the COVID-19 pandemic has
highlighted the necessity for such a solution [29].

Blockchain in the COVID-19 Pandemic

As a foundational technology that promises to provide new
solutions to old problems, blockchain technology is increasingly
being applied in innovative ways that are relevant to the
challenges created by the COVID-19 pandemic. The failure of
existing systems to provide reliable and effective solutions to
problems created by this global crisis has highlighted the
potential of blockchain applications even more greatly [30].
The crisis has created a unique opportunity to test and develop
blockchain-based solutions. It is difficult for health care
organizations to implement blockchain technology and adopt
its more open, transparent, patient-focused, and robust systems
of transaction and information management without more
evidence of its effectiveness; however, it is worth testing this
technology to develop systems with levels of robustness that
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current information systems have not been able to achieve.
Fortunately, there are already some use cases of blockchain
technology that may significantly contribute more effectively
to the fight against the COVID-19 pandemic and infodemic in
the short run and build capacity to respond to similar health
emergencies in the future. We discuss two key examples that
relate to medical care directly and where blockchain technology
is currently being applied but should be adopted even more
widely if proven effective.

Supply Chains and Blockchain
During the COVID-19 crisis, major supply chain failures have
been observed not only for household items such as toilet paper
and hand-washing soaps [31] but, more importantly, for PPE
and lifesaving ventilators in hospitals and clinics [32].
Blockchain technology provides immutable and distributed
ledgers with auditable records, which are ideal for tracking each
asset in a supply chain because every actor in the supply chain
shares the same information [33]. It is therefore easy to calculate
the inventory and the exact stage where assets are in the chain;
instant reconciliation can then be achieved without any
additional audit or negotiation among the various suppliers and
end users. A joint Walmart-IBM project demonstrated how
tracking sources of contamination in green vegetables, a task
that previously took months, could be achieved within seconds
using blockchain [34,35]. Some of the lessons learned from that
system are now being applied at the US Food and Drug Agency
for counterfeit pharmaceuticals [36]. IBM also designed Rapid
Supplier Connect to help with medical supply chains during the
COVID-19 pandemic and offered it to health systems and
government agencies to help find vendors for medical supplies
and PPE [37].

Even during this global crisis, there have been reports of
counterfeit medications and poor-quality equipment being sent
to organizations and people who are in desperate need of these
items [38]. This has led to trust issues in the supply chain [39].
In fact, a report by the Organisation for Economic Co-operation
and Development cautioned about increased global trade in fake
pharmaceuticals during the COVID-19 pandemic [40].
Blockchain not only provides an efficient way to manage the
supply chain but also provides a means to distinguish quality
products from counterfeit ones [41]. This is particularly true
when items must be moved across international borders, where
the levels of information about sources of production and the
rules under which the quality checks occur vary greatly.
Validation of the quality through peer-to-peer networks such
as blockchain can improve trust and decrease unnecessary
litigation and disputes [42,43]. An example of such a system is
IBM’s Trust Your Supplier solution, in which blockchain
enables trusted sources of supplier information and digital
identity management to reduce the risk of counterfeiting while
facilitating onboarding of suppliers and communications
between buyers and sellers or suppliers and distributors [44].
As shown in Figure 1, Trust Your Supplier is a permissioned
network that limits access to the information on the blockchain
and allows for transparency among nodes on the supply chain.
Cryptographic security ensures confidentiality of data on the
chain, and the immutability of records guarantees that no one
party can make changes unilaterally without a consensus.

Another example of the use of blockchain to address the issue
of counterfeit drugs is Gcoin (Figure 2) [45].

Figure 1. Schematic of IBM Rapid Supplier Connect [44].
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Figure 2. Schematic of the Gcoin blockchain system [45].

By maintaining the suppliers and buyers on a shared ledger (ie,
blockchain) and by recording all transactions on the chain as
immutable records, it becomes much easier to quickly see the
origin of the products and also to search for the total supplies
of an item without creating a centralized database. Centralized
databases are not only difficult to keep up-to-date during crises
but may also present easy targets for hacks and breaches. The
trustless system of blockchain can significantly help with
reducing supply chain failures, particularly as the pandemic
enters the stage where vaccines and lifesaving drugs will need
to move across international borders to save lives.

Contact Tracing and Blockchain
For a highly infectious disease such as COVID-19, the ability
to promptly trace individuals who have been exposed to an
infected person is a beneficial public health strategy that can
limit the continuing spread of the infection. As the number of
COVID-19 cases continues to rise and surges are occurring
worldwide, there is increased realization that social distancing
and lockdown measures cannot be indefinitely extended. In
many cases, compliance with lockdowns has been difficult to
enforce, and coercion and significant resource allocation are
needed to enforce it [46]. Scenes of police, army, and other
government agencies roaming the streets to enforce closure of
businesses and lockdowns are ubiquitous on the internet, with
many examples of use of violence and threats against citizens
[47]. With no other remedy to control the spread of the infection,
widespread social distancing and lockdowns are blunt policy
levers that are being used by most governments. However, the
devastating consequences of this policy on economic activity,
social interactions, mental health, and health-seeking behaviors
are already visible, leading to the realization that this is not a
sustainable strategy. Managing infections at an individual level

and taking precautions in close circles that are at risk of infection
will be needed to allow some level of normalcy to return.
Contact tracing is an important tool in this regard [48].

Many states in the United States and countries worldwide have
quickly developed and adopted contact tracing applications
since the beginning of the pandemic, with mixed success [49].
As health care delivery systems were overwhelmed with testing
and treatment needs, symptom-tracking apps were used to help
individuals assess their risk of COVID-19 and their need for
testing. Most of these apps require notifications or data sharing
with public health or health care organizations to coordinate
testing and treatment. With limited supplies of tests, only people
with symptoms are asked to be tested. If an individual tests
positive for COVID-19, the next steps are tedious public health
investigations to identify who else is at risk of being infected
by the individual. Traditionally, public health agencies have
used contact tracers, who provide this information to potential
contacts by telephone or mail and ask them to be tested. This
approach is successful when the numbers are not of the
magnitude seen in the COVID-19 pandemic. Also, these
strategies were developed in the pre–mobile phone era. Due to
the relative ease of mobile app development and ubiquitous
access to mobile phones, contact tracing apps for COVID-19
are an obvious public health solution.

Countries such as Norway, South Korea, China, Singapore,
Germany, and Qatar have developed, encouraged, or enforced
the use of contact tracing apps as a public health strategy.
Different technologies have been used to provide contact tracing;
these technologies use various features built into mobile phone
platforms, such as GPS, Bluetooth, Wi-Fi, and quick response
(QR) codes. Very quickly, however, individuals and advocacy
groups raised concerns regarding data privacy, confidentiality,
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and security [50]. Simultaneously, numerous reports of hacks,
bugs, and misuse of data started to emerge. Some of these apps
have been banned or discontinued. This lack of trust is not only
reserved for governments but is also the reason that the
Google-Apple contact tracing features have been regarded with
concern in England and other countries [51]. However, the need
for contact tracing and controlling infection by identifying
people at risk has not decreased. This is a situation where the
trustless system of blockchain technology can provide potential
answers on how to balance public health needs with privacy
concerns [52].

Blockchain enables information to be collected from individuals
without identifying them by using a system of public and private
keys [53]. For example, the BeepTrace system uses blockchain
to provide encrypted and anonymized personal identification
while allowing regulators and health care providers to contact
people at risk of infection due to contact with an infected person.
The system uses two chains and a public key generated by the
government or a public entity to generate location data but also
generates a diagnostician key to verify test results. The infected
person gives consent to the diagnosing entity, which participates
in the blockchain to verify results; however, the government
cannot identify the individual. Notifications can be sent to the
individual using a separate chain [54].

Previously, the same privacy and data sharing scheme was also
proposed in other blockchain-based applications [25]. The key
is that through anonymizing and cryptography, a
blockchain-based contact tracing app ensures individual privacy
while allowing public health departments to contact people who
may have been exposed to SARS-CoV-2, the virus that causes
COVID-19, through an infected person. These features of
security, privacy, trust, transparency, and efficiency are built
into the architecture of blockchain and have been difficult to
replicate or develop reliably in other applications.

Countries such as Taiwan and South Korea have shown that a
robust system of contact tracing can control the spread of
infection while allowing normal life to continue for healthy
people who are at low risk for infection [55]. However, concerns
about privacy and security may limit the implementation of
such strategies in different parts of the world, particularly in
the United States, which has the highest numbers of cases and
deaths [56]. Blockchain technologies that enable individuals to
share their personal information in a secure manner with public
health agencies without revealing their identity or contributing
that information to a centralized government or corporate
database may help identify people who come into contact with
a patient who has tested positive for COVID-19. This can be
achieved through public health agencies or through peer-to-peer
notifications, where only the positive status can be shared
without sharing other medical or personal data [57]. The
capability to track individuals who are positive for COVID-19
and to check their seropositive status for infection may be used
as a key tool to enable more responsible reopening of the
economy without causing a surge in cases. As we develop
vaccinations or develop herd immunity for the infection,
blockchain technology may also be used to issue health
certifications that can be verified easily by employers and public
health agencies to validate the status of an individual [58].

Blockchain technology may be applied in many other aspects
related to the long-term fight against the COVID-19 pandemic,
such as approval of insurance status within seconds rather than
the multiple contacts needed today to verify insurance [59],
patient identification at the point of care that does not require
filling out multiple forms and carrying documents to
appointments with physicians [60], or conducting research
without increasing the risk to privacy of individuals [61].
Artificial intelligence [62], the Internet of Things [63], and 3D
printing [64] using immutable and verified instructions through
blockchain are other technologies that may be greatly helpful
in fighting pandemics such as COVID-19 in the future.

Future Considerations

The devastation and suffering caused by the COVID-19 crisis
should trigger a resolve to build better systems of data, trust,
and transactions to track, respond, and control such pandemics
in the future. While blockchain technology holds great promise,
and solutions to systemic failures of our current health care,
public health, and policy institutions are already being
developed, the widespread adoption of this technology requires
planning and execution. A national policy agenda to immediately
consider how blockchain applications may help enable safe and
effective responses to the COVID-19 pandemic will help
expedite the acceptance, adoption, and implementation of this
technology to improve our flawed systems of health care data
and health-related transactions.

Major blockchain and software companies are already in the
process of creating a decentralized governance system to create
international standards, such as World Wide Web Consortium
(W3C) and internet protocols. Hyperledger, Ethereum,
BankChain, and R3 are all examples of such
consortium-building efforts [65]. Consensus on protocols and
rules of business among competitors and collaborators leads to
more effective, egalitarian, and implementable rules, which
have helped improve the interoperability and scalability of
wireless and internet technologies. If governments and large
private corporations actively participate and encourage this
collaborative global governance rather than considering it a
threat to their own hegemonic authority, health systems
worldwide will be much better prepared for future health crises
such as the COVID-19 pandemic.

Finally, research and development is needed to build and test
robust use cases for blockchain applications. University and
research institutions should partner with industry and business.
Such collaborations are rare and must be established widely to
expedite the adoption of blockchain technologies in health.
Development and funding of blockchain implementation
laboratories in universities and medical schools will help
promote such industry-academia partnerships and provide
stronger and more reliable evidence to evaluate the impact of
blockchain technology in health care. Both health care and
blockchain technology require interdisciplinary teams to work
together to solve problems. Blockchain laboratories in academic
medical centers and public universities can provide platforms
for cooperation and creative problem-solving that will help in
the fight against pandemics such as COVID-19.
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Conclusion

Blockchain technology relies on a distributed, robust, secure,
privacy-preserving, and immutable record-keeping framework
that can positively transform the nature of trust, value sharing,
and transactions. The COVID-19 crisis has highlighted the

failure of current systems of trust and data sharing. While this
pandemic presents a clear and serious danger to our way of life,
it also provides unique opportunities to apply and test new
technologies that may help transform our capabilities to fight
this pandemic and, in the process, establish a more efficient,
democratic, and secure system to respond to future pandemics.
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Abstract

Background: A cardiotocogram (CTG) is a device used to perceive the status of a fetus in utero in real time. There are a few
reports of its use at home or during emergency transport.

Objective: The aim of this study was to test whether CTG and other perinatal information can be transmitted accurately using
an experimental station with a 5G transmission system.

Methods: In the research institute, real-time fetal heart rate waveform data from the CTG device, high-definition video ultrasound
images of the fetus, and high-definition video taken with a video camera on a single line were transmitted by 5G radio waves
from the transmitting station to the receiving station.

Results: All data were proven to be transmitted with a minimum delay of less than 1 second. The CTG waveform image quality
was not inferior, and there was no interruption in transmission. Images of the transmitted ultrasound examination and video movie
were fine and smooth.

Conclusions: CTG and other information about the fetuses and pregnant women were successfully transmitted by a 5G system.
This finding will lead to prompt and accurate medical treatment and improve the prognosis of newborns.

(JMIR Med Inform 2020;8(9):e19744)   doi:10.2196/19744

KEYWORDS

5G communication system; home telecare; online health; telecardiology; telemedicine; teleconsulting

Introduction

A cardiotocogram (CTG) is a device used worldwide in
obstetrics to perceive the status of a fetus in the second half of
the gestational period in utero in real time. It has been relied
upon as a test comparable to fetal ultrasound because a
decelerated heart rate detected by this method indicates fatal
stress in the fetus, an accelerated heart rate baseline indicates
infection in the fetus in utero, and a fair baseline variability
indicates the sparing ability of the fetus. However, at present,
it is used only in medical care facilities, and there are few reports
of its use at home or during emergency transport. In addition,

there are many limitations to the prehospital diagnosis that can
be made during transport of perinatal diseases [1], and there is
an urgent need to develop a device that helps paramedics to
recognize obstetric abnormalities.

Recently, wireless/mobile transmission using the next generation
of high-speed, high-capacity systems, so-called 5G [2], has been
developed in some parts of the world, and it is expected to be
applied to the medical field, mainly because of its high speed
and good compatibility with cloud computing [3]. It can also
be used as a tool for accurately conveying data to medical
institutions at home or during patient transfers [3]. However,
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no research has been conducted yet in the field of obstetrics to
verify its utility.

In this pilot study, we tested whether CTG and other perinatal
information can be transmitted accurately using an experimental
station with a 5G transmission system.

Methods

This study was conducted in December 2019 at the Research
Institute of NTT DoCoMo Incorporated (Osaka, Japan). We
combined real-time fetal heart rate waveform data of 30 minutes
from the MT-610 CTG device (TOITU Co, Ltd), which stores
and reproduces anonymized data from actual normal fetuses;
high-definition (HD) video ultrasound images of the fetus
(Prosound α10, Hitachi Ltd; prerecorded and anonymized,
repeat of the 10-minute scan); and HD video taken with a
common digital video camera on a single 5G line. All data were
transmitted by 4.5 GHz radio waves (selected from the radio
wave bands 3.7 GHz, 4.5 GHz, and 28 GHz available for 5G

in Japan) from the transmitting station to the receiving station,
which is housed at the institute on the same floor of the building.
All of this information was reproduced on a computer on the
receiving end that simulated a secondary hospital. The CTG
waveforms and ultrasound movie images that could be seen on
the receiving screen were checked by an obstetrics and
gynecology consultant (KN) to confirm if they were acceptable
for diagnosis. Another consultant (HK) later checked them again
from the stored images. The face of a female model was featured
in the HD video, and the complexion and expression of the
model could be recognized after the transmission. The model
also held a digital clock, so that the delay in data transmission
could be defined later.

Results

Connection of the devices using the 5G transmission system
from the source side (1, 2, and 3 in Figure 1) and receiver side
(4 and 5 in Figure 1) via a radio wave transmitter and receiver
on the same floor was successful.

Figure 1. Panoramic view of the experiment. Objects 1-3 are the source side, and objects 4 and 5 are the receiving side of the 5G transmission system.
1: The cardiotocogram (CTG) device (MT-610) transmits the waveform of the fetal heart rate in clinical practice; 2: the computer plays back ultrasound
examination videos; 3: the computer plays back movies from a video camera (operation of the real-time self-taken video is checked afterwards); 4: the
CTG waveform display is maximized at the receiving end to check visibility; 5: movies of the ultrasound examination (left) and video camera (right)
are played simultaneously at the receiving end.

All data were proven to be transmitted with a minimum delay
of less than 1 second as per the digital clock in the HD video.
The CTG waveform image quality was not inferior, and there

was no interruption in transmission. The fetal heart rate was
clearly legible, and the variability of the baseline was easy to
read. At the same time, the real-time images of the transmitted
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ultrasound examination were fine and smooth, and no unnatural
movements were observed. In addition, the color of the model’s
face and surrounding movements in the video image were
correctly transmitted. There were no unnatural color tones; as
a result, we were able to recognize her complexion and
expression (Figure 1).

Discussion

To our knowledge, this study is the first to show that CTG and
other information about fetuses and pregnant women can be
transmitted by a 5G system. A system to monitor CTGs within
a medical care facility via an intranet is common, and a system
to exchange CTG waveforms between medical institutions via
the internet has been put to practical use. However, attempts to
send data from a pregnant woman's home to a medical institution
via a mobile network or to send data from an ambulance or air
ambulance in transit have not been sufficiently carried out,
except in one case in 1992 [4]. If fetal information and other
data can be transmitted via a mobile network, medical
institutions will be able to keep abreast of sudden changes in
the condition of the fetus at home or of pregnant women with
complications being transported to the hospital, which will lead
to prompt and accurate medical treatment and improve the
prognosis of the newborn.

5G systems are anticipated to have the potential to significantly
improve the speed and stability of transmission in mobile
communications. In this study, we found that not only CTG,
but also images during ultrasound examinations and high-quality

videos of people who mimicked patients could be transmitted
without problems. Although our study was performed in a
laboratory, and the distance between the transmitter and receiver
was not far, recent planning of information technology
infrastructure on 5G transmission promises better linkage of
devices under both low or high power [5]. In the field of
emergency medicine, doctors and paramedics have already
started attempting to make accurate diagnoses by using
smartphones to take videos, through which consultants at a
central hospital can assess the situation in real time [6]. 5G
systems are expected to be able to transmit high-quality CTGs
as well as more precise ultrasound images of the fetus and HD
videos reporting the complexion, expression, behavior, and
complaints of pregnant women/patients and the surrounding
environment. Developing new solutions for the new era of 5G
systems for the home care of pregnant women and emergency
transport systems in perinatal care may not only dramatically
improve the prognosis for mother and child, but also reduce the
burden on health care providers.

Additionally, as predicted by Oleshchuk and Fensli [7], the 5G
system will also work with artificial intelligence and big data
to enable “self-determined medicine” to make instant diagnoses
based on data obtained at home [3]. Issues such as developing
new infrastructure for 5G transmission, shorter propagated
distance of the radio wave on higher frequency, or data privacy
(problems not only for 5G) remain to be solved. However, home
monitoring of a fetus with the 5G system is a particularly good
application of this new generation of technology, which could
create a new future for obstetric care.
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