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Abstract

Background: Theincidence of both type 1 diabetes (T1DM) and type 2 diabetes (T2DM) in children and youth isincreasing.
However, the current approach for identifying pediatric diabetes and separating by type is costly, because it requires substantial
manual efforts.

Objective: The purpose of this study was to develop a computable phenotype for accurately and efficiently identifying diabetes
and separating T1DM from T2DM in pediatric patients.

Methods: Thisretrospective study utilized adata set from the University of FloridaHealth Integrated Data Repository to identify
300 patients aged 18 or younger with TIDM, T2DM, or that were healthy based on a developed computable phenotype. Three
endocrinology residents/fellows manually reviewed medical records of all probable cases to validate diabetes status and type.
This refined computabl e phenotype was then used to identify all cases of TIDM and T2DM in the OneFlorida Clinical Research
Consortium.

Results: A total of 295 electronic health records were manually reviewed; of these, 128 cases were found to have T1DM, 35
T2DM, and 132 no diagnosis. The positive predictive value was 94.7%, the sensitivity was 96.9%, specificity was 95.8%, and
the negative predictive value was 97.6%. Overall, the computable phenotype was found to be an accurate and sensitive method
to pinpoint pediatric patients with TIDM.

Conclusions: We devel oped a computable phenotypefor identifying TIDM correctly and efficiently. The computable phenotype
that was developed will enable researchers to identify a population accurately and cost-effectively. As such, this will vastly
improve the ease of identifying patients for future intervention studies.

(IMIR Med Inform 2020;8(9):€18874) doi:10.2196/18874

KEYWORDS
computable phenotype; type 1 diabetes; electronic health record; pediatric

therisein T2DM duein large part to the obesity epidemic[1,2].
Uncontrolled T1DM leadsto short- and long-term complications

Diabetes is one of the most common chronic diseases seen  ad early mortality [3-6].

during childhood and adolescence. Theincidenceand prevalence  The vast mgjority of the population data about the incidence,

of diabetes mellitus has continued to increase worldwide for  prevalence, and effects of diabetesin youthin the United States
both type 1 diabetes (T1DM) and type 2 diabetes (T2DM), with

Introduction
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come from select sites, such as the SEARCH for Diabetes in
Youth Study [7] and the T1D Exchange [8]. In the past, outside
of highly manicured registries, the thorough and accurate
identification of pediatric patients with TIDM versus T2DM
could only be accomplished by manual clinical record review,
which was both costly and time-consuming, requiring manual
medical record reviews. Currently, through the use of algorithms
derived from electronic health record data, accurate
identification of patients with TIDM versus T2DM may be
possible. One such algorithm using a subset of SEARCH cohort
revealed a 89% positive predictive value (PPV) and a 97%
negative predictive value using only 1CD-10-CM codes [9].
However, this study was conducted within aself-contained data
set overseen by Kaiser Permanente. As such, this does not give
acomprehensiveinsight into patients seen at avariety of health
settings using different el ectronic record systems. Thereisthus
aneed for timely real-world population-level monitoring of the
incidence, prevalence, and disease course of diabetes in youth
that includes the ability to separate TIDM from T2DM.

The overall purpose of this project wasto develop and validate
an algorithm to identify pediatric patients with TIDM in an
efficient and accurate manner that would bevalid in areal-world
database outside of a closed medical system such as Kaiser
Permanente.

Methods

Population

University of Florida Health

Patients eligible for inclusion in this study were aged 0-18 and
seen at University of FloridaHealth (UF Health). The UF Health
System is amedical network associated with the University of
Florida with the only comprehensive pediatric facility in North
Central Florida. The Integrated Data Repository (IDR) is a
large-scale database that collects and organizes information
across UF Health's clinical and research enterprises. The IDR
is a secure, clinical data warehouse that aggregates data from
the university’s clinical and administrative information systems,
including the electronic health record system. As of 2018, the
I DR housed morethan 1 billion observational factsacrossmore
than 1 million patients. For query 1, the IDR was utilized to
identify 300 patients for the development of the computable
phenotype. Similar to other studies, 100 individuals per cohort
were selected (TIDM, T2DM, no diagnosis) with the no
diagnosis classification being used as the reference group.

OneFlorida

The OneFlorida Clinical Research Consortium contains over
12 million unique patient records from as early as of 2012,
including Medicaid claimsrecords. This database is maintained
and updated on aquarterly basiswith information from partners
across the state of Florida. The OneFlorida Data Trust's
repository of statewide health care data is regularly updated
with the inclusion of new partners and data refreshes from
existing partners. All data are cleaned, transformed, curated,
and contained in a centralized data warehouse, allowing
streamlined inquiries and uniform results based on high-quality
data. At present, dataon 15 million patients across 22 hospitals
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are included within the data set going back to 2012, of which
approximately 4.3 million are pediatric patients aged 18 or
younger across thousands of providers, clinics, practices, and
multiple hospital systems throughout the state of Florida. A
SAS code that was developed from the algorithm was used to
identify eligible members. Previouswork has demonstrated that
the OneFlorida Data Trust demographicsare similar to estimates
reported by the US Census Bureau [10,11]. Five OneFlorida
sites that did not have prescribing data were excluded. For
queries 2 and 3, we limited our results to patients aged 0-18
seen within the OneFlorida Data Trust in the year 2018.

Study Overview

In query 1, theinitial algorithm for differentiating TLDM and
T2DM was developed and validated with chart reviews using
data from the UF Health system. Subsequently, this algorithm
was utilized in the OneFlorida database (query 2).

Queries

Query 1. Computable Phenotype Algorithm Development
Using UF Health IDR

For the development of the algorithm, weidentified individuals
in the UF Health System that would meet the criteria of having
T1DM or T2DM, and a cohort with no diagnosis of either for
comparison. A total of 300 random recordswere requested from
the IDR with 100 of each of thefollowing: TIDM, T2DM, and
no diagnosis of either. The criteriafor diagnosis of TIDM used
diagnosis codes, medication dispensing, and laboratory results.
Patients met the TADM algorithm criteriaif they were lessthan
or equal to 18 years of age as of December 31, 2016, and
fulfilled the following criteria: (1) inpatient/outpatient with
ICD-9/10 for T1DM and insulin medication within 90 days or
(2) inpatient/outpatient with 1CD-9/10 for TIDM and glucose
>200 mg/dL or (3) inpatient/outpatient with ICD-9/10 for TIDM
and hemoglobin Alc > 6.5%.

Thetype 2 criteriadiffered dlightly in that it involved ICD-9/10
for patientswith T2DM under the age of 18. For each identified
member within the 300 total records, we obtained data on age,
sex, race, ethnicity, height, weight, BMI, diagnoses, location
of services, and the admit date. In order to account for anumber
of conflicting diagnosesfor individual patients, adiagnosisratio
was used to make a final diagnosis categorization (T1DM vs
T2DM). Conflicting diagnosis codes occurred when patients
were seen by multiple providers, or different settings, and
received both a TAIDM and T2DM in the electronic health
record. In order to receive a designation of TIDM or T2DM,
they had to have greater occurrences of one diagnosis. Diagnosis
ratio designations were applied prior to the medical record
review to allow for further investigation.

The data management for query 1 was managed in a REDCap
database [12]. A data abstraction form was developed for use
by themedical record reviewersto manually abstract datarelated
to adiabetes mellitus diagnosis and treatment from the medical
records. Thisform was utilized to collect demographic dataand
diabetes-related clinical information including the most recent
record of height, weight, hemoglobin Alc, and if idet
autoantibodies were present (and type).
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Medical Record Review

A total of 3 pediatric endocrinology fellows (BB, CZ, and PH)
evaluated the medical records to determine the true diagnosis.
A total of 295 cases, with an overlap of 41 cases to assess
interrater reliability, werereviewed. For quality assurance, 14%
(40/295) of al records were manually abstracted by multiple
reviewers (BB, CZ, or PH). Any discrepancieswere adjudicated
by a senior reviewer (WD). All reviewers were blinded to the
diagnosis category patients were assigned to. Each reviewer
accessed the patient electronic health records to evaluate the
medical record thoroughly to make a final diagnosis. Patients
were given adesignation of T1DM if they fell into the range of
clinical criteriaincluding diagnosis at a younger age, a history
of diabetic ketoacidosis, positive antibody status, lower insulin
requirements, and lower BMI. Additional datawere abstracted
so the most up-to-date information for laboratory values was
recorded. Reviewers entered all information into a REDCap
database. Following the review, data were exported into SPSS
and reviewed for interrater reliability. A total of 5 cases were
evaluated in greater depth due to missingness, terminol ogy, and
adiffering diagnosis. The sensitivity, PPV, negative predictive
value, and specificity were calculated using the numerators and
denominators from the medical record review.

Query 2: Computable Phenotype Algorithm using
OneFlorida

Abstraction conducted in query 1 highlighted a number of
false-positive diagnoses. In order to correctly categorize patients
with other forms of diabetes (eg, cystic fibrosis—+elated diabetes,
maturity-onset diabetes of youth, neonatal hyperglycemia), we
separated patients with these diagnostic codesinto athird cohort
identified as other diabetes. We revised the algorithm to include
patients with ICD-10 of Neonatal Diabetes Méllitus P70.2
instead of P61.0 for the Other DM categories. This resulted in
areduction of 5397 patients across all years (originally 9727),
and 685 patientsin the year 2018 alone (previously 1316).

http://medinform.jmir.org/2020/9/€18874/
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Query 3: Computable Phenotype Algorithm Using
OneFlorida Revised

Intheinitial run of the computable phenotypein the OneFlorida
Clinical Research Consortium, there was an inconsistency in
the number of cases of patients with TADM and T2DM. More
specifically, there were more cases of patientswith T2DM than
on average. We revised the agorithm to include additional
pharmacy datato identify patientswho met the algorithm criteria
where patients with a diagnosis code of T2DM were also
required to have a prescription of metformin.

Results

ComputablePhenotypeAlgorithm Development Using
UF Health IDR

In our first query of 300 medical records drawn from the UF
Health IDR, 5 cases had no discerning diagnosis (conflicting
diagnosis of TIDM and T2DM) based on the diagnosis ratio,
and therefore, these were excluded from the study. A total of
295 records were reviewed. Table 1 shows the demographics
of these patients.

After applying a diagnosis ratio between hospital encounters,
there were atotal of 131 patients with TIDM, 64 with T2DM,
and 100 with no diagnosis of either. Of the 131 patients
identified using the computable phenotype algorithm, abstractors
confirmed adiagnosis of TADM for 125 patients (true positive;
Table 2), which yielded a PPV of 96.8% (Table 2). Upon
validation with the medical record review, it was confirmed
that 7 patients were incorrectly identified (false positive; Table
2) by the algorithm. These patients instead were found to have
either no diagnosis (n=5) or T2DM (n=2). Thefinal computable
phenotype algorithm was determined to have a sensitivity of
95.3%. The T2DM algorithm had a lower PPV than T1DM
(51.6%) but had a high sensitivity (94.3%) and specificity
(97.5%).
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Table 1. UF demographics.
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Demographic Overal (N=295) No diagnosis (N=132) T1DM? (N=128) T2DMP (N=35)
Age, mean (SD) 10.7 (5.44) 7.8 (5.56) 12.3(4.07) 15.4 (2.87)
Gender
Male, n (%) 134 (45.4) 63 (47.7) 60 (46.9) 11 (31.4)
Female, n (%) 161 (54.6) 69 (52.3) 68 (53.1) 24 (68.6)
Race
Caucasian, n (%) 179 (60.7) 79 (59.8) 87 (68.0) 13(37.1)
African American,n 62 (21.0) 33(25.0) 10 (7.8) 19 (54.3)
(%)
Hispanic, n (%) 31(10.5) 11(8.3) 19 (14.8) 1(2.9)
Asian, n (%) 2(0.7) 2(L5) 0(0) 0(0)
Multiple races, n (%) 15(5.1) 4(3.0) 9(7.0) 2(5.7)
Missing, n (%) 6(2.0) 3(2.3) 3(23) 0(0)
Treatment facility
UF® Health, n (%) 231(78.3) 81 (61.4) 117 (91.4) 33(94.3)
Autoantibodies presence, n 67 (22.7) 2(1.5) 65 (50.8) 0(0)
(%)
Ethnicity
Hispanic, n (%) 38 (12.9) 13(9.8) 23(18.0) 2(5.7)

Glucose level, mean (SD);
range

153.86 (95.45); 7-555

Hemoglobin Alc, mean
(SD); range

8.62 (2.31); 4.8-14.00

89.43 (30.33); 7-284

5.48 (0.58); 4.8-7.5

207.59 (98.57); 58-555 161.11 (96.83); 64-432

9.27 (1.80); 5.6-14 7.92 (2.90); 4.9-14.00

3T1DM: type 1 diabetes mellitus.
bT2DM: type 2 diabetes mellitus.
CUF: University of Florida.

Table 2. Resultsfrom query 1.

Query 1 Total reviewed, n  Total confirmed, n  Sensitivity, %  Specificity, %  Positivepredic-  Negetivepredic-
tive value, % tive value, %

T1DM2 caseidentified viacp? 131 124 96.9 95.8 94.7 97.6

algorithm®

T2DMY caseidentified viacP 64 33 94.3 88.1 51.6 99.1

algorithm®

3T1DM: type 1 diabetes mellitus.
bep: computable phenotype.

°T1DM algorithm: sensitivity=124/124+4; specificity=160/160+7; PPV=124/124+7; NPV=160/160+4.

4T2DM: type 2 diabetes mellitus.

€T2DM algorithm: sensitivity=33/33+2; specificity=229/229+31; PPV=33/33+31; NPV=229/229+2.

Computable Phenotype Algorithm Performancein
OneFlorida

In the second query, the performance of the algorithm wastested
in the OneFlorida Data Trust. Although the validity of using
only ICD codes for the determination of diabetestypein youth
has been demonstrated in the large integrated health system of
Kaiser Permanente Southern California [9], and while our
algorithm was based largely on ICD codes and did very well in

http://medinform.jmir.org/2020/9/€18874/
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the UF Health IDR, when this was run in the OneFlorida Data
Trust, there were issues with appropriate categorization as
described inthe“Methods” section. Asthese numberswere not
consistent with what we know about the epidemiology and
biology of TIDM versus T2DM in youth [13], we undertook a
revision of the algorithm.

The revised algorithm included additional pharmacy data to
identify patientswho met the algorithm criteria. Intherevision,

JMIR Med Inform 2020 | vol. 8 | iss. 9 |e18874 | p.6
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

patients with a diagnosis code of T2DM were also required to
have a prescription of metformin. The results from the final
algorithm are presented in Table 3. The majority of patients
identified by the algorithm had adiagnosis of TAIDM (n=4246)
followed by other DM (n=660) and T2DM (n=550). Patients
with TIDM had an even distribution of male and female, were
predominantly White (2153/4246, 50.71%), between 11 and 15

Table 3. Resultsof final algorithm in OneFlorida.

Morris et al

years of age (1789/4246, 42.13%), and on insulin (3907/4246,
92.02%). Patientsidentified ashaving T2DM were more likely
to be female (342/550, 62.1%), other race (190/550, 34.5%),
Black (241/550, 43.8%), and between 16 and 18 years of age
(300/550, 54.5%). Because of the already high sensitivity and
specificity of thelessrobust initial algorithm for TIDM, wedid
not do additional chart reviews for the revised a gorithm.

Demographic T1DM? (N=4246) T2DMP (N=550) Other DM (N=660)
Sex
Female, n (%) 2120 (49.93) 342 (62.18) 326 (49.39)
Male, n (%) 2126 (50.07) 208 (37.82) 334 (50.61)
Race
White, n (%) 2153 (50.71) 117 (21.27) 195 (29.55)
Black, n (%) 709 (16.70) 241 (43.82) 234 (35.45)
Asian, n (%) 23(0.54) N/AC N/AC
Other/unknown, n (%) 1361 (32.05) 190 (34.55) 229 (34.70)
Age
0-5 years, n (%) 253 (5.96) N/AC 512 (77.58)
6-10 years, n (%) 895 (21.08) N/AC 31 (4.70)
11-15 years, n (%) 1789 (42.13) 240 (43.64) 66 (10.00)
16-18 years, n (%) 1309 (30.83) 300 (54.55) 51(7.73)
Insulin, n (%) 3907 (92.02) 284 (51.64) 63 (9.55)

&T1DM: type 1 diabetes mellitus.
bT2DM: type 2 diabetes mellitus.
°N/A: no available data (ie, no patients identified).

Discussion

Principal Findings

Overdll, the computable phenotype we developed to identify
pediatric patients with TADM was effective using data within
the electronic health record. The identification of patientswith
diabetes can be complex and conflicting diagnosis codes make
it even more difficult to disentangle an accurate classification.
Assuch, the use of additional clinical parametersto narrow the
focus to a specific population refines the specificity of the
algorithm. For T1DM, this includes laboratory values (Alc =
6.5, glucose = 200 m/qg).

For the purposes of this study, we drew upon the parameters
already defined by the SEARCH study which allowsresearchers
toidentify adultswith TIDM. Referencing this study, we made
refinements to account for variations among pediatric patients.
The utility of this computable phenotypeisthat it enables usto
identify patients with an accuracy of 97%. Identification of
patients solely based on the data found within the electronic
health record can be complex, thus accounting for our need of
numerous queries. The idiosyncrasies of diagnosis codes and
limited recordings of HbA1c for patients added complexities
to the methods of identification. In our experience, diagnosis
codes for patients often had contradictions. For example, a

http://medinform.jmir.org/2020/9/€18874/

patient seen multiple times in the measurement year in various
settings may have conflicting diagnosis (ie, TIDM and T2DM).
To overcome this problem, we applied a diagnosis ratio to
include the most prevalent diagnosis. This is an important
consideration for other individuals utilizing electronic health
recordsfor identification. Theidentification of pediatric patients
solely based on the ICD-9 or ICD-10 code only alows us to
look at patients on the surface level rather than as awhole.

The findings from this study were instrumental in developing
a computable phenotype to identify pediatric patients with
T1DM. Through this process, a number of limitations were of
note that should be considered. First, the utilization of the
electronic health record presented afew obstacles that were not
originally foreseen, particularly the conflicting diagnoses of
patients. Inaccuracies and data entry error are plausible within
large data sets and need to be accounted for. Being aware of the
possibility of inaccurate diagnoses increases the importance of
not relying solely on ICD-9 and ICD-10 diagnoses for
identifying patients. Similarly, this impacted our proposed
methodology of 100 individuals for each of the 3 cohorts (ie,
T1DM, T2DM, and no diagnosis). These differences were
accounted for in our calculations of predictive value, sensitivity,
and specificity, but still need to be noted as a potential limiting
factor. Another limitation of this paper isthat the medical record
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review waslimited to 1 health care system. Whilewewereable Conclusions

to identify all pediatric patients within the OneFlorida Clinical |, summary, the computable phenotype that we developed to
Research Consortium with T1DM, we were unable to access identify pediatric patients with TIDM is both accurate

individualized records within each of the contributing data (PPV=96.8%) and sensitive (95.3%). This computable

centers and thus unable to conduct medical record reviews a - phenatype will enable future researchers to not only identify a
each site. Additionaly, as 5 OneFlorida sites did not have 0 14i0n of interest accurately, but also cost-effectively. As
prescribing data, this limits our available data, and g this will allow for more precise implementation of
generalizability, from the entire state of Florida interventions to help improve both clinical and psychosocial
care, and ultimately improve outcomes important to patients.
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Abstract

Background: At present, electronic health records (EHRS) are the central focus of clinical informatics given their role as the
primary source of clinical data. Despite their granularity, the EHR data heavily rely on manua input and are prone to human
errors. Many other sources of data exist in the clinical setting, including digital medical devices such as smart infusion pumps.
When incorporated with prescribing data from EHRs, smart pump records (SPRs) are capable of shedding light on actions that
take place during the medication use process. However, harmoniz-ing the 2 sourcesis hindered by multiple technical challenges,
and the data quality and utility of SPRs have not been fully realized.

Objective: This study aims to evaluate the quality and utility of SPRs incorporated with EHR data in detecting medication
administration errors. Our overarching hypothesis is that SPRs would contribute unique information in the med-ication use
process, enabling more comprehensive detection of discrepancies and potential errors in medication administration.

Methods: We evaluated the medication use process of 9 high-risk medications for patients admitted to the neonatal inten-sive
care unit during a 1-year period. An automated algorithm was devel oped to align SPRswith their medica-tion ordersin the EHRs
using patient I D, medication name, and timestamp. The aligned data were manually re-viewed by aclinical research coordinator
and 2 pediatric physicians to identify discrepancies in medication ad-ministration. The data quality of SPRs was assessed with
the proportion of information that was linked to valid EHR orders. To evaluate their utility, we compared the frequency and
severity of discrepancies captured by the SPR and EHR data, respectively. A novel concordance assessment was also devel oped
to understand the detec-tion power and capabilities of SPR and EHR data.

Results. Approximately 70% of the SPRs contained valid patient IDs and medication names, making them feasible for data
integration. After combining the 2 sources, the investigative team reviewed 2307 medication orders with 10,575 medication
administration records (MARs) and 23,397 SPRs. A total of 321 MAR and 682 SPR dis-crepancies were identified, with
vasopressors showing the highest discrepancy rates, followed by narcotics and total parenteral nutrition. Compared with EHR
MARSs, substantial dosing discrepancieswere more commonly detectable using the SPRs. The concordance analysis showed little
overlap between MAR and SPR discrepan-cies, with most discrepancies captured by the SPR data.
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Conclusions:

Ni et a

We integrated smart infusion pump information with EHR data to analyze the most error-prone phases of the

medication lifecycle. The findings suggested that SPRs could be a more reliable data source for medication error detection.
Ultimately, it is imperative to integrate SPR information with EHR data to fully detect and mitigate medication administration

errorsin the clinical setting.

(IMIR Med Inform 2020;8(9):€19774) doi:10.2196/19774

KEYWORDS

medication administration errors; smart infusion pumps; electronic health records; concordance

Introduction

Background

Electronic health records (EHRs) are the central focus of many
effortsin clinical research and quality improvement given their
role as the primary clinical data source [1-4]. Despite their
granularity, the data heavily rely on manual input and are prone
to human errors [3,4]. Many digital devices have been used in
clinical environments, and they provide additional sources of
data for understanding health care processes, a form of
real-world data from clinical settings. One example is digital
medication infusion pumps, more commonly known as smart
pumps. These pumps, which are now commonplace in modern
health care settings, record copious amounts of rich, granular
data about medication administration. Smart pumps have been
shown to prevent some errors while propagating others. One
systematic review found that smart pumps can intercept multiple
error types, such as wrong dose and wrong rate errors, as well
as reduce adverse drug events [5]. This effect, however, is
heavily dependent on user compliance and utilization of specific
functionalities vendor products afford, including dose error
reduction software[6]. Aswith EHRs, infusion pump alertsare
another source of aert burden and are subject to alert fatigue,
which raises a trade-off between potential safety benefits and
increased workload for providers[7]. Smart pumps, compared
with their analogue counterparts, generate a lot of data to log
user interaction with the pumps (eg, pausing of pump infusions
and pump aert overrides) and the pump status (eg, infusion
start and infusion complete), which are associated with granular
timestamps. The data create useful information such as user
compliance with alerts, pump states at different time points,
and mechanical alarm records. These smart pump records (SPRs)
can be harnessed to help understand actions that take place
during medication administration.

The ability to link and leverage different data sources across
the full medication lifecycle has the potential to make
medication errors recognizable and rectifiable. Theoretically,
when combining smart infusion pump information with
prescribing data from EHRs, one can see the bookends of the
medication use process, from medication origin (order) to
terminus (administration). Although there are gaps in the
intermediate steps (traditional ly the transcription and dispensing
stages), given that errors are more frequent in the ordering and
administration phases [8], integrating the EHR and SPR data
permits visibility in the most error-prone phases. As such, the
harmonization of these 2 data sources can provide insight and
information about safe and unsafe practices.

https://medinform.jmir.org/2020/9/€19774

Our research is specifically directed at devel oping accurate and
scal ableinformatics technol ogies to monitor the medication use
process and detect medication administration errors. In our
previous studies, we developed artificial intelligence—based
algorithms for monitoring the use of high-risk medications
including vasopressors, narcotics, insulin, total parenteral
nutrition (TPN), and fluids [1,9,10]. By analyzing order and
medication administration record (MAR) dataresidingin EHRS,
the algorithms identified discrepancies and potential errorsin
how medications were being ordered and documented as
administered. Despite their viability in discrepancy detection,
the algorithms relied on a single data source that resulted in a
number of false positives and fal se negatives. For instance, the
algorithms might miss an error in administration (a false
negative) if an order adjustment was not placed in the EHR or
was incorrectly documented in the MAR [10]. To improve the
accuracy of error detection, we sought to integrate smart pump
information into the computerized algorithms.

Integration of SPRs with EHR data requires advanced
informatics technologies and is not without significant
challenges [4]. Most health care institutions that use smart
pumps have not fully integrated them into a closed-loop system,
which would permit automatic linkage of order datain the EHRs
to administration information from the pumps. One barrier to
integration is the cost and complexity of the implementation
process, including its impact on clinical workflows. Another
barrier is the maturity of the technology and its associated
challenges [11]. Single-site studies have reported increased
work efficiencies and revenue benefits, but widespread
integration is not yet ubiquitous [12]. As such, although great
potential exists, theinsight gained from combining the data has
not yet been realized.

Objectives

To fill these gaps in knowledge, we integrated SPRswith EHR
data and evaluated their quality and utility in detecting
medication administration errors. Our overarching hypothesis
was that SPRs would contribute unique information in the
medication use process, enabling more comprehensive detection
of discrepancies and potential errors in  medication
administration. The specific aims of this study were to (1)
develop an automated algorithm that aligns SPRs with EHR
data to facilitate manual review of medication administration,
(2) characterize discrepancies identified from EHRs and SPRs,
and (3) develop a novel assessment that measures the
concordance between the ability of EHR and SPR data in
detecting medication administration discrepancies. This study
is among the first to integrate multiple clinical data sources to
understand medication safety events. Our long-term objective
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isto establish a more effective and generalizable program that
assembl es comprehensive data sourcesin clinical environments
to improve patient safety across health care ingtitutions.

Methods

Setting and Study Population

We evaluated medication administration for patients admitted
to the neonatal intensive care unit (NICU) at the Cincinnati
Children’s Hospital Medical Center (CCHMC). Approval for
this study was provided by the CCHMC ingtitutional review
board (study 1D: 2015-3824), and a waiver of consent was
authorized.

The CCHMC NICU isalevel 4 NICU that provides the highest
level of neonatal intensive care to complex and critically ill
newborns. The unit has an average daily census of 70 patients
and an average of 750 admissions per year. The ingtitution
utilizes a fully computerized commercial EHR system (Epic
Systems Corporation). Additional NICU safety interventions
include the use of computerized provider order entry with
embedded clinical decision support, a bar code medication
administration (BCMA) system, smart infusion pump technol ogy
with a customized neonatal library of medications, daily
prescription review by dedicated NICU pharmacists, and clinical
guidelines for high-risk medications.

Study Medications and Study Periods

We focused on reconciling 9 high-risk, continuous intravenous
infusion medications prescribed to NICU inpatients, including
vasopressors (dopamine, dobutamine, epinephrine, milrinone,
and vasopressin), narcotics (fentanyl and morphine), TPN, and
lipids. Continuous intravenousinfusions have a higher risk and
severity of error than other medication administrations[13,14].
In particular, its administration usually spans multiple nursing
shifts and involves complex dosage adjustments that are not
captured by in-place interventions such as BCMA. Medication
administrations for vasopressors and narcotics were studied
over the period of January 1, 2014, to December 31, 2014. Due
to changesto our ordering system, TPN and lipid administrations
were studied over the period of January 1, 2016, to December
31, 2016. All vasopressors, narcotics, and lipid orders were
included in the analysis. Owing to the large volume of TPN
orders, we randomly selected 8.05% (669/8308) of the TPN
ordersfor anaysis.

Clinical Data Extraction and Feder ation

M edication use information was extracted retrospectively from
the ingtitution’s EHR system. The information included (1)
medication orders that documented infusion doses (or infusion
rates) prescribed to the patients, (2) structured order
modifications that adjusted the origina doses and rates via
computerized physician order entry, (3) MARs documented by

https://medinform.jmir.org/2020/9/€19774
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clinical professionals that describe doses or rates administered
to patients, and (4) free-text physician to nurse communication
orders that specified complex medication dose or rate
adjustments during patient care. Theinfusion pump information
was extracted separately from the vendor-provided reporting
system (CareFusion). Theinformationincluded (1) patient IDs,
(2) medication names, and (3) SPRs that documented actual
doses or rates administered to patients. The SPRs contained
multiple pump state categories including infusion started or
restarted, stopped, completed, paused, canceled, and delayed.
Only SPRsthat indicated infusion started or restarted were used
for this analysis because they represented the initiation of
medication delivery and the point at which one would want to
intercept potential erroneous infusions.

As the SPRs were not integrated into the institution’s EHR
system, there was no explicit association between an SPR and
its corresponding medication order. As such, we developed a
computerized algorithm to merge the 2 data sources and align
SPRswith their potential medication orders. The EHR and SPR
data were first grouped by patient 1Ds and medication names.
The agorithm then chronologically aligned the EHR and SPR
data for each patient medication group, where each SPR was
linked to the closest medication order with order placement,
modification, or MAR documented within 24 hours of its
administration. The SPRswith invalid patient | Ds or unknown
medication names could not be definitely linked to any order.
As such, they were excluded from subsequent manual review
and discrepancy analysis.

Manual Review for Gold Standard Creation

A clinical research coordinator (CRC) and 2 board-certified
pediatric physicians on the research team (including 1
neonatologist) manually reviewed the aligned data for each
patient medication group to identify medication administration
discrepancies in MARs and SPRs. Figure 1 illustrates an
example of the chronological ordering of EHR and SPR data
and discrepancies identified by manual review. A discrepancy
was defined as a mismatch between the prescribed dose or rate
of a medication and the electronic documentation of its
administration in MARs or SPRs [10]. A discrepancy may be
amedication administration error, or it may be afalse positive
subject to further investigation. For the purposes of this study,
wedefined an apriori 30-minwindow to allow for verbal orders
to be transcribed into the EHR, in line with our institutional
policy and expectations. As such, a discrepancy occurred if an
order was placed more than 30 min after an administration, even
if the correct dose or rate was administered (the starred
discrepancy in Figure 1). If a discrepancy was detected, the
reviewers additionally identified the correct dose or rate
prescribed. Differences between the reviewers' decisions were
resolved during the adjudication sessions. Inter-rater reliability
was cal cul ated using Cohen kappato define the agreement [15].
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Figure 1. An example of chronological ordering of medication use data and medication administration records or smart pump record discrepancies
identified by manua review. The discrepancy occurred because the order modification was placed over 30 min after the MAR or SPR, which did not
meet the institutional expectations even if the administration was correct. MAR: medication administration records; SPR: smart pump record; TPN:

total par-enteral nutrition.

Timestamp Source Content Prescrlbed_mfusuon Gl iR Manual review decision
rate and adjustment rate
9/7/16 14:55 |TPN order 6.9 mL/hr 6.9mL/hr
9/7/16 18:30 |MAR 6.9 mL/hr 6.9 mL/hr Rate=Order rate
9/7/16 20:09 |MAR 5.9 mL/hr 5.9 mL/hr
9/7/16 20:30 |SPR 5.9 mL/hr 5.9 mL/hr
9/8/16 10:00 |Order modification |6.9 -> 5.9 ml/hr 5.9 mL/hr
9/8/16 13:41 |MAR 5.9 mL/hr 5.9 mL/hr Rate=0Order rate
9/8/16 13:44 |SPR 59 mL/hr 59 mL/hr
9/8/16 13:57 |SPR 5.9 mL/hr 5.9 mL/hr Rate=0Order rate
9/8/16 16:11 | Order modification |- <220 WeaN TPN 15 6 523 ¢ mL/hr
down by 3 mL/hr
9/8/16 16:20 |SPR 1.9 mL/hr 1.9 mL/hr
9/8/16 16:27 |MAR 1.9 mL/hr 1.9 mL/hr
9/8/16 17:48 |MAR 2.9 mL/hr 2.9 mL/hr Rate=QOrder rate
9/8/16 18:00 |SPR 2.9 mL/hr 2.9 mL/hr Rate=0Order rate

Analysis of Discrepancies

The consensus annotations served as a gold standard to
understand medication use processes and discrepancies. To
assess the data quality, we analyzed the proportion of valid
information inthe SPR source. An SPRwasvalid if it contained
both a valid patient ID and a medication name. An ID was
considered valid if its value mapped to an existing patient 1D
in the NICU. Clinical staff manually entered patient IDs into
the infusion pumps; hence, invalid IDs may represent entry or
programming errors. Medication names were present in the
SPRs if the staff selected their profile from the pump drug
library. Infusions programmed under a generic basic infusion
status did not have a medication associated with the records.
We then investigated the number of discrepanciesidentified by
MARs and SPRs to characterize the scale of discrepancies
captured by the 2 sources. The magnitude of discrepancy (MoD),
as defined by the percentage of discrepancy over acorrect dose
or rate, was also caculated to quantify the severity of a
discrepancy. Finally, we developed a concordance assessment
to understand the detection power and capabilities of the MAR
data alone, the SPR data alone, and their overlap. We
hypothesized that MAR discrepancies often represented
documentation errors. As such, the use of a concordance
measure could help differentiate documentation issues versus
true administration errors, reflected by the concordance of the
MAR and SPR discrepancies or SPR discrepancies alone. The
assessment first divided each order sequenceinto multiple event
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blocks separated by order modifications (either order initiations
or modifications and audits). It then identified whether an event
block contained 1 of 4 categories: no discrepancies, MAR-only
discrepancies, SPR-only discrepancies, or both MAR and SPR
discrepancies. For example, the TPN order in Figure 1 contained
3 event blocks, 1 with an SPR-only discrepancy and 2 with both
MAR and SPR discrepancies. Medication orders containing
both MARs and SPRs were included in the analysis. The
descriptive statistics of the 4 categorieswere calculated for each
medi cation and in aggregation to study the concordance. Cohen
kappa was calculated to assess the agreement between MAR
and SPR discrepancies.

Results

Table 1 presentsthe distribution of SPRswith and without valid
patient IDs and medication names in the SPR data source. A
total of 543,791 out of 764,624 SPRs (71.11%) in 2014 and
521,113 out of 787,692 SPRs (66.16%0) in 2016 contained valid
patient IDs and medication names and were therefore feasible
for datafederation. Of the 220833 invalid SPRsin 2014, 66.7%
(147,304) were because of invalid patient 1Ds, 52,680 (23.%)
were because of missing medication names, and 20,849 (9.4%)
were because of missing identifiers. A similar distribution of
invalid SPRswas observed in the 2016 data. Table 2 showsthe
distribution and categorization of valid and invalid patient IDs
documented in the SPRs.
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Table 1. Thedistribution of smart pump records with and without valid patient | Ds and medication names.
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Data sources Patient ID+2 n (%) Patient ID-2, n (%) Total, n (%)
2014 data
Medication name+ 543,791 (71.12) 147,304 (19.26) 691,095 (90.38)
Medication name- 52,680 (6.89) 20,849 (2.73) 73,529 (9.62)
Total 506,471 (78.01) 168,153 (21.99) 764,624 (100.00)
2016 data
Medication name+ 521,113 (66.16) 175,830 (22.32) 696,943 (88.48)
Medication name- 63,326 (8.04) 27,423 (3.48) 90,749 (11.52)
Total 584,439 (74.20) 203,253 (25.80) 787,692 (100.00)
8The patient ID or medication name was valid.
5The patient ID or medication name was invalid or missing.
Table 2. Descriptive statistics of patient IDsin smart pump records and categorization of invalid patient IDs.
Groups Year
2014 2016
Valid patient IDs, n 569 476
Invalid patient I1Ds, n 173 148
Date of birth out of range (1965-2014), n (%) 42 (24.3) 25(16.9)
Entering patient names instead of 1Ds, n (%) 33(19.1) 10 (6.8)
Missing digitsin patient IDs, n (%) 30(17.2) 23 (15.5)
Random numbers, n (%) 23(13.3) 10 (6.8)
Entering encounter IDs instead of patient IDs, n (%) 20 (11.6) 49 (33.1)
Invalid lettersin patient IDs, n (%) 13(7.5) 8(5.4)
Expired patient |Ds due to merged charts, n (%) 4(2.3) 10(6.8)
Extradigitsin patient 1Ds, n (%) 4(2.3) 10 (6.8)
Potentia typographical errorsin patient IDs, n (%) 4(2.3) 3(2.0)

Table 3 presents the descriptive statistics of the medication use  indicating almost perfect agreement on decision making [15].
data. The CRC and physiciansreviewed 2307 medicationorders Among the targeted medications, vasopressors including
with 10,575 MARs and 23,397 SPRs during the study period.  epinephrine, dopamine, and vasopressin had the highest
A total of 321 discrepancies were identified from MARs discrepancy rates, followed by narcotics (fentanyl) and TPN.
(discrepancy rate 321/10,575, 3.0%), and 682 discrepancies The SPR discrepancy rates were higher than that of MARs for
wereidentified from SPRs (discrepancy rate 682/23,397,2.9%).  all medications except epinephrine.

Theoverall inter-rater reliabilitieswere 0.92/0.90 (MAR/SPR),
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Table 3. Descriptive statistics of the gold standard medication use data.
Medication  Peatients, Orders, MAR? MAR discrepancy, MAR discrepancy SPRSC, SPR discrepancy, n  SPR discrepancy
n (%) n (%) n (%) n (% totalb) rate, % n (%) (% total) rate, %
Dobutamine 1(0.2) 3(0.1) 7(0.1) 0(0.0) 0.0 18(0.1) 0(0.0) 0.0
Dopamine  10(1.6) 18(0.8) 60(0.6) 4(1.2) 6.7 152 (0.6) 13(1.9) 8.6
Epinephrine 87 (13.6) 325 1937 233 (72.6) 12.0 2994 290 (42.5) 9.7
(14.1 (18.3) (12.8)
Fentanyl 38(6.0) 134(58) 723(6.8) 9(2.8) 12 2332 87 (12.8) 3.7
(10.0)
Lipid 179 604 1725 0(0.0) 0.0 1884 6 (0.9) 0.3
(28.1) (26.2) (16.3) 8.)
Milrinone  33(5.2) 71(31) 744(7.0) 3(0.9) 0.4 1188 14 (2.1) 1.2
(5.1
Morphine 110 434 2850 13(4.0) 0.5 10,051 150 (22.0) 15
(17.2) (18.8) (27.0) (43.0)
TPNY 160 669 2281 43 (13.4) 19 4524 105 (15.4) 23
(25.1) (29.0) (21.6) (19.3)
Vasopressin 20 (3.1) 49(21) 248(23) 16(5.0) 6.5 254 (1.1) 17(2.5) 6.7
Overall 638 2307 10,575 321 (100.0) 3.0 23,397 682 (100.0) 29
(100.0) (100.0) (100.0) (200.0)

3MAR: medication administration record.

PThe numbersin parentheses represent the percentage of total discrepancies attributable to a medication.

CSPR: smart pump record.
4TPN: totdl parenteral nutrition.

Table 4 presents the MoD for MARs and SPRs across all
targeted medications. A total of 58.2% (187/321) of the MAR
discrepancies were overdoses, of which 21.9% (41/187) were
substantial overdoses (administered dose was 100% greater than
the prescribed dose). A total of 66.9% (456/682) of the SPR
discrepancies were overdoses, of which 27.6% (126/456) were
substantial overdoses. Thefew discrepancieswith 0% magnitude
represent documentation issues where the administrated doses
or rates were correct but the orders or order modificationswere

placed more than 30 min after administration. Figure 2 depicts
the MoD distributions for MARs and SPRs over discrepancy
categories. Epinephrine, fentanyl, morphine, and TPN were
responsible for most MAR and SPR discrepancies, particularly
for substantial overdoses. Figure 3 depictsthe MoD distributions
for MARs and SPRs for each medication. Dopamine,
epinephrine, and vasopressin showed similar distributions
between MARs and SPRs. Other medications such as fentanyl,
morphine, and TPN had low numbers of substantial overdoses
on MARs but higher numbers on SPRs.

Table 4. Magnitude of discrepancy for medication administration records and smart pump records across all medications.

Datasources Magnitude of discrepancy, n (%)

<-500  [-50%-2006) [-2006-10%) [-10%0%) 0% (0%,10%] (109%,209%] (20%,50%] (5096100%] >100%
MAR? 19(59) 61(190) 38(118) 12(37) 4(12) 20(62) 36(11.2) 44(137) 46(143) 41(128)
SPRP 43(63) 104(152) 66(9.7) 12(18) 1(01) 15(22) 88(129) 98(144) 129(18.9) 126(18.5)

3MAR: medication administration record.
BSPR: smart pump record.
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Figure 2. Distribution of magnitude of discrepancy for (a) medication administration records and (b) smart pump records over discrepancy categories.
MARSs:. medication administration records; SPRs. smart pump records; TPN: total parenteral nutrition.
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Figure 3. Distribution of magnitude of discrepancy for (a) medication administration records and (b) smart pump records over medications. MARS:
medication administration records; SPRs. smart pump records; TPN: total parenteral nutrition.
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Table 5 presents the concordance between MAR and SPR
discrepancies. The analysis included 60.58% (1397/2306)
medication orders that contained both MARs and SPRs. The
orders were segmented into 2638 event blocks, of which 308
(11.67%) had discrepancies. Of these 308 blocks, 197 (64.0%)
contained only SPR discrepancies, 44 (14.3%) contained only
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RenderX

MAR discrepancies, and 67 (21.7%) contained both. The Cohen
kappawas 0.32, suggesting minimal agreement between MAR
and SPR discrepancies [15]. The event blocks with SPR
discrepancies were higher than those with MAR discrepancies
across al targeted medications.

JMIR Med Inform 2020 | vol. 8 | iss. 9 |€19774 | p.17
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Ni et a

Table 5. Concordance assessment between medication administration record and smart pump record discrepancies.

Medications  orders? n Andysis MARC discrepancy?,  SPRSdiscrepancyd, Concordance category, n
block®, n n n
All Included None MAR SPR Both

Dobutamine 3 2 3 0 0 3 0 0 0
Dopamine 17 12 40 4 13 35 1 3 1
Epinephrine 325 189 901 196 288 793 25 37 46
Fentany! 134 82 182 6 79 145 3 32 2
Lipid 604 352 353 0 6 349 0 4 0
Milrinone 71 42 60 1 14 51 1 8 0
Morphine 434 315 631 12 143 529 5 91 6
TPNf 669 380 380 27 105 347 8 15 10
Vasopressin = 49 23 88 4 17 78 1 7 2
Overdll 2306 1397 2638 250 665 2330 44 197 67

3A|l represents the orders in the data set, whereas Included represents the orders included in the concordance analysis (ie, the orders having both MAR

and SPR data associated with them).
bAnal ysis block represents the event blocks included in the analysis.
°MAR: medication administration record.

IMAR discrepancy and SPR discrepancy represent the MAR or SPR discrepancies, respectively, found in the analysis blocks and included in the analysis.

€SPR: smart pump record.
FTPN: total parenteral nutrition.

Discussion

Principal Findings

This study is among the first to integrate smart infusion pump
information with EHR data to analyze the most error-prone
phases of the medication use process, recognizing that linkage
of complex data has its challenges [4]. Smart pump data lack
clinical usefulness without appropriate identification of both
patient information and medication being used at the time of
infusion. One of the main findings was that 29%-34% of the
smart pump data were not valid because of missing patient or
medication information (Table 1). Most of these missing data
were because of invalid patient information, which was caused
by mistakesduring 1D entry on the pumps or unfamiliarity with
documentation guidelines during infusion pump programming
(Table 2). A large portion of invalid IDs was because of
misentries such asmissing or adding extradigits, invalid letters,
and typographical errors. In addition, a patient ID might be
replaced with the patient name or encounter 1D, suggesting a
mistake in following the documentation guidelines or a
workaround. Missing medication information occurred when a
basic infusion was selected without specifying the medication
being administered. This occurs most commonly as a
workaround when the correct medication cannot be found in
the smart pump library. When patient or medication identifiers
are incorrect or missing, linking smart pump data with order
logs or MARS, particularly in real time, becomes vastly more
complicated and unreliable. Inference by time of administration
is difficult because commonly administered medications (eg,
TPN) might have been concurrently ordered for several patients
in the same unit.

https://medinform.jmir.org/2020/9/€19774

Weidentified higher SPR discrepanciesthan MAR discrepancies
(Table 3), suggesting that SPRs could be amorereliable source
of error detection than EHR data. Thisfinding also implies that
the frequency of medication errors reported in the literature
might be underestimated when limited to analysis of EHR data
alone [1,9,10]. Both MARs in EHRs and smart pump
programming rely on manual dataentry and are proneto human
error. For example, bar code scanning inputs MAR data into
the EHR based on medication label information, but clinical
staff must validate the dose, which may change as medications
aretitrated. Similarly, without a closed-loop system where the
pump is automatically programmed by an order, smart pump
programming also relies on human data entry. However,
compared with MARs, smart pump entries are closest to a
patient, representing the truest reflection of what the patient
receives. The SPR discrepancies we identified may represent
different types of errors. They may be secondary to unintentional
misprogramming (ie, the nurse programs an incorrect rate or
drug concentration) or misunderstanding (ie, the nurse does not
understand an order or misses an order modification), but we
are unable to determine the exact causesin this study using only
retrospective data. Further studies should investigate the
distribution of error typesfor MARs and SPRs and discuss the
effectiveness of corresponding error prevention strategies.

Not all discrepancies have clinical significance, and for most
medications, very small discrepancies are not as important as
large ones. As observed in our studies, minor discrepancies are
typically more numerous (Table 4) [10]. Other studies have aso
noted that medication errors are numerous but are often small
and associated with low rates of harm [7,16-19]. The risk of
calling out these frequent, small discrepanciesisan increasein
workload and decrease in overall attention. It iswidely known,
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for example, that EHR alerts that identify frequent events are
perceived as noisy (ie, providing erroneous or irrelevant
information) and are overridden at high rates [20,21]. As such,
we measured the MoDs to assess their severity. Although the
analysis demonstrated many minor results, we also detected a
notable amount of substantial dosing discrepancies (Table 4).
In particular, discrepanciesin substantial dosing were dominated
by certain medications (eg, epinephrine; Figure 2) and were
more commonly detectable from SPR data (Figure 3). These
findings suggest the necessity of integrating SPR data into
medication error detection, which informsfurther development
of our real-time notification system for medication error events
[10]. Imagining a future where multiple data sources are
incorporated to detect medication errors in rea time, one can
see the benefit that the MoD holds. The assessment conveysto
aprovider not just that an error event has occurred but also the
severity of the event to guide his or her clinical response.

Recognizing that SPR and MAR discrepancies may occur
together or individually, we devel oped an assessment to measure
their concordance in the same medication cycle (Table 5).
Although there were limitationsto this methodol ogy, aswe had
to limit the analysis to only 60.5% (1397/2306) of orders
containing both MARs and SPRs, the use of the concordance
assessment allowed us to separate documentation issues
(MAR-only discrepancies) from true discrepancies (SPR-only
discrepancies and matched MAR or SPR discrepancies). Over
85% of the discrepancieswere captured by SPRs, implying that
the majority were true discrepancies. Thistrend was consistent
across all targeted medications. The kappa statistics suggested
that there was little overlap between MAR and SPR
discrepancies, and only 21.7% of the discrepancies were
captured by both data sources. These novel findings again
indicated the necessity of incorporating SPRsinto understanding
the medication use process. They make smart pump data more
clinically and safety relevant, connecting to our ultimate goal
of repurposing clinical data to improve the quality of clinical
care.

Given that medication discrepancies occur with relative
frequency, efforts to improve smart pump use must continue.
Several studies have demonstrated the importance of continuous
quality improvement with regular assessment of smart pump
data [11,12]. Methods that require less device programming,
such as the use of barcode scanning pumps, may help reduce
pump programming and patient identification errors. Although
closed-loop systems have been implemented in several
institutions as another method to address these concerns, there
have been issueswith titration of medications and specific error
types remain unmitigated [22-24]. As such, efforts must focus
onwaysto utilize medication useinformation from smart pumps
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to recognize and address errors as quickly as possible. Our
ongoing work focuses on incorporating smart pump data into
a real-time error notification system and developing new
approaches to visualize the medication use process as a means
to help frontline clinical providers utilize and learn from the
information at hand. By integrating data from multiple sources,
we will move medication error detection systems from
retrospective and reactive to prospectively preventive and
proactive.

Limitations

There are limitationsto this study. First, although we were able
to utilize approximately 70% of the data, excluding SPRswith
missing patient and medication information may have resulted
in data bias. Efforts have been initiated to improve the data
quality of SPRs via quality improvement. Second, the
institution’s I T infrastructure does not allow for the delivery of
real-time smart pump information, limiting us to medication
discrepancy detection and not intervention. Consequently, we
must categorizeidentified events asdiscrepancies, aswelacked
the real-time clinical information to define them as errors. To
mitigate thisissue, wewill increase the frequency of SPR review
to adaily basis to capture more real-time information. Third,
we choseto focus our work on high-risk continuous medications,
and the rates of discrepancy and smart pump issues may differ
for intermittent medications. In addition, the study focused on
detecting discrepanciesin medication doses or rates, which did
not capture other error types such as prematurely stopping
medications. Future work has been initiated to extend our
analysis for intermittent medications and other types of
medication use errors. Finaly, our data reflected ordering
practices and smart pump utilization in a single intensive care
unit at asingleinstitution. To assess the generalizability of our
findings, project planning and communication are in progress
to implement the study in an adult health care institution.

Conclusions

In this study, we integrated smart infusion pump information
with EHR data to analyze the most error-prone phases of the
medication lifecycle. We identified more discrepancies from
SPRs compared with EHR MARs. The MoD assessment also
demonstrated that substantial dosing discrepancies were more
commonly detectable from SPRs. The concordance analysis
showed little overlap between MAR and SPR discrepancies,
with most discrepancies captured by the SPR data. Thefindings
suggested that SPRs could be a more reliable data source for
medication error detection. Ultimately, it is imperative to
integrate SPR information with EHR data to fully detect and
miti gate medication administration errorsin the clinical setting.
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Abstract

Background: Thelinking of administrative data across agencies provides the capability to investigate many health and social
issues with the potential to deliver significant public benefit. Despite its advantages, the use of cloud computing resources for
linkage purposes is scarce, with the storage of identifiable information on cloud infrastructure assessed as high risk by data
custodians.

Objective: This study aims to present a model for record linkage that utilizes cloud computing capabilities while assuring
custodians that identifiable data sets remain secure and local.

Methods: A new hybrid cloud model was devel oped, including privacy-preserving record linkage techniques and contai ner-based
batch processing. An evaluation of this model was conducted with a prototype implementation using large synthetic data sets
representative of administrative health data.

Results: The cloud model kept identifiers on premises and uses privacy-preserved identifiers to run all linkage computations
on cloud infrastructure. Our prototype used a managed container cluster in Amazon Web Services to distribute the computation
using existing linkage software. Although the cost of computation was relatively low, the use of existing software resulted in an
overhead of processing of 35.7% (149/417 min execution time).

Conclusions: The result of our experimental evaluation shows the operational feasibility of such a model and the exciting
opportunities for advancing the analysis of linkage outputs.

(IMIR Med Inform 2020;8(9):€18920) doi:10.2196/18920

KEYWORDS
cloud computing; medical record linkage; confidentiality; data science

Introduction

Background

In the last 10 years, innovative devel opment of software apps,
wearables, and the internet of things has changed the way we
live. These technologica advances have a so changed the way
we deliver health services and provide a rapidly expanding
information resource with the potential for data-driven
breakthroughs in the understanding, treatment, and prevention
of disease. Additional information from patient devices,
including mobile phone and Google search histories [1],
wearable devices[2], and mobile phone apps[3], provides new

http://medinform.jmir.org/2020/9/€18920/
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opportunities for monitoring, managing, and improving health
outcomes in new and innovative ways. The key to unlocking
these dataisin relating details at the individual patient level to
provide an understanding of risk factors and appropriate
interventions[4]. Thelinking, integration, and analysis of these
data hasrecently been described as population data science[5].

Record linkage is a technique for finding records within and
acrossone or more data setsthought to refer to the same person,
family, place, or event [6]. Coined in 1946, the term describes
the process of assembling the principal life events of an
individual from birth to death [7]. In today’s digital age, the
capacity of systemsto match records hasincreased, yet theaim
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remains the same: linking records to construct individual
chronological histories and undertake studies that deliver
significant public benefit.

Animportant step in the evolution of datalinkageisto develop
infrastructure with the capacity to link data across agencies to
create enduring integrated data sets. Such resources providethe
capability to investigate many health and socia issues. A
number of collaborative groups have invested in a large-scale
record linkage infrastructure to achieve nationa linkage
objectives [8,9]. The establishment of research centers
specializing inthe analysis of big data also recognizestheissue
of increasing data size and complexity [10].

Asthe demand for datalinkage increases, a core challenge will
be to ensure that the systems are scalable. Record linkage is
computationally expensive, with a potential comparison space
equivalent to the Cartesian product of the record sets being
linked, making linkage of large data sets (in the tens of millions
or greater) a considerable challenge. Optimizing systems,
removing manual operations, and increasing the level of
autonomy for such processes is essential.

A wide range of softwareis currently used for record linkage.
System deployments range from single desktop machines to

Table 1. Overview of cloud computing types and service models.
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multiple servers, with most being hosted internally to
organizations. The functional scope of packages varies greatly,
with manual processes and scripts required to help manage,
clean, link, and extract data. Many packages strugglewith large
data set sizes.

Many industries have moved toward cloud computing as a
solution for high computational workloads, data storage, and
analytics [11]. An overview of cloud computing types and
service models is shown in Table 1. The business benefits of
cloud computing include usage-based costing, minimal upfront
infrastructure investment, superior collaboration (both internally
and externally), better management of data, and increased
business agility [12]. Despite these advantages, uptake by the
record linkage industry has been slow. One reason for thisis
that the storage of identifiable information on cloud
infrastructure has been assessed as high risk by data custodians.
Although security in cloud computing systems has been shown
to be more robust than some in-house systems [13], the media
reporting of data breaches has created an impression of
insecurity and vulnerability [14]. A culture of risk aversion
leaves the record linkage units with expensive, dedicated
equipment and computing resources that require managing,
maintaining, and upgrading or replacing regularly.

Name Description

Types of cloud computing
Public

Private
network connections.

Hybrid
in this situation for increasing capacity or capability.

Service models
laaS?

Paas?

All computing resources are located within a cloud service provider that is generally accessible viathe internet.

Computing resources for an organization that are located within the premises of the organization. Accessistypically through local

Cloud services are composed of some combination of public and private cloud services. Public cloud servicesaretypically leveraged

The provider manages physical hardware, storage, servers, and virtualization, providing virtual machines to the consumer.

In addition to the items managed for |aaS, the provider also manages operating systems, middleware, and platform runtimes. The

consumer leverages these platform runtimes in their own apps.

Saast

The provider manages everything, including apps and data, exposing software endpoints (typically as awebsite) for the consumer.

3 aaS: Infrastructure as a Service.
bPaaS; Platform as a Service.
CSaaS: Software as a Service.

To leverage the advantages of cloud computing, we need to
explore operational cloud computing modelsfor record linkage
that consider the specific requirements of all stakeholders. In
addition, linkage infrastructure requires the development and
implementation of robust security and information governance
frameworks as part of adopting a cloud solution.

Related Work

Some research on algorithms that address the computational
burden of the comparison and classification tasks in record
linkage has been undertaken. Most work on distributed and
parallel agorithms for record linkage is specific to the
MapReduce paradigm [15], aprogramming model for processing
large data sets in parallel on a cluster. Few sources detail the

http://medinform.jmir.org/2020/9/€18920/

comparison and classification tasks themselves, with the focus
on load balancing algorithms to address i ssues associated with
data skew. These works attempt to optimize the workload
distribution across nodeswhile removing as many true negatives
from the comparison space as possible[16-19]. L oad balancing
algorithmstypically use multiple MapReduce jobs and different
indexing methods to tackle the data skew problem. Indexing
methods include standard blocking [17,18], density-based
blocking [16], and locality sensitive hashing (LSH) [20], with
varying success in optimizing the workload distribution.

Pita et a [21] have built on the MapReduce-based work and
demonstrated good performance and quality using a Spark-based
workflow for probabilistic linkage. Spark was chosen for
in-memory processing, ease of programming, scalability, and
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the new resilient distributed data set model. Like MapReduce,
Spark continues to be used to address the issues with linkage
and data skew on larger data sets. Spark solutionsfor full entity
resolution are being developed, with different indexing
techniques used to addressworkload distribution. The SparkER
tool by Gagliardelli et al [22] uses LSH, meta-blocking, and a
block purging processto remove high-frequency blocking keys.
Mestre et a [23] presented a sorted neighborhood
implementation with an adaptive window size, which usesthree
Spark transformation steps to distribute the data and minimize
data skew.

Outside of the Hadoop ecosystem, which MapReduce and Spark
areapart of, there have been some effortsto address the linkage
of larger data sets through other parallel processing techniques.
Sehili et a [24] presented amodified version of PPJoin, called
PAJoin, that can paralelize record matching on graphics
processing units (GPUs), claiming an execution time
improvement of up to 20 times. Despite its potential for
significant improvementsin runtime performance, there has not
been any further work published on P4Join using larger data
sets or on clusters of GPU nodes. More recently, Boratto et al
[25] evaluated a hybrid algorithm using both GPUs and central
processing units (CPUs) with much larger data sets. Although
restricted to single (highly specified) machines, these evaluations
show promise provided that the approach can be applied within
a compute cluster. Again, there is not yet any further work
available.

The blocking techniques used in these studies are based on the
same techniques used for traditional probabilistic and
deterministic linkages[15]. There are many blocking techniques
used in these conventional approaches to record linkages that
reduce the comparison space significantly, even when running
alinkage on a single machine[26]. However, these approaches
become inefficient as data set sizes become larger. They aso
come with a trade-off; the creation of blocks that reduce the
comparisons required for linkage will inevitably reduce the
coverage of true matches, resulting in more missed matches.

Much of the work in distributed linkage algorithms is focused
on performance, often at the expense of linkage accuracy.
Adapting these blocking techniquesto distribute workl oad across
many compute nodes has reduced the comparisons efficiently.
Unfortunately, this increased efficiency has impacted the
accuracy further, reducing comparisons at the expense of
missing more true matches. There is till a trade-off between
performance and accuracy, and further work is required to
addressit.

Data Flow and Release for Record Linkage

As data custodians are responsible for the use of their data,
researchers must demonstrate to custodians that all aspects of

http://medinform.jmir.org/2020/9/€18920/
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privacy, confidentiality, and security have been addressed. The
release of personal identifiersfor linkage can berestricted, with
privacy regulations such asthe Health Insurance Portability and
Accountability Act Privacy Rules [27] or EU regulations [28]
mandating the use of encrypted identifiers. Standard record
linkage methods and software are often unsuitable for linkage
based on encrypted identifiers. Privacy-preserving record linkage
(PPRL) techniques have been developed to enable linkage on
encrypted identifiers[29]. Thesetechniquestypically use Bloom
filtersto store encrypted identifiers, aprobabilistic data structure
that can be used to approximate the equality of two sets. The
emergence of these PPRL methods means that data custodians
arenot required to release personal identifiers. The use of PPRL
methods in operational environmentsistill initsinfancy, with
limited tooling available. Available software includes the
proprietary LinXmart [30], an R package called PPRL devel oped
by the German Record Linkage Center [31], LSHDB [32],
LinkIT [33], and Secure Open Enterprise Master Patient Index
[34]. Thereislittle published data on how much these systems
are used outside of the organizations that created them. PPRL
isakey technology that greatly opensthe acceptability of cloud
solutions for record linkage.

Record Linkage Process

Record linkage typically follows a standard process for the
matching of two or more data sets, as shown in Figure 1. The
data sets first undergo some preprocessing, a cleaning and
standardization step to ensure consistency with the formatting
of fields across data sets. The next step (indexing) attempts to
reduce the number of record-level comparisons required (the
latter often referred to as the comparison space), removing
comparisons that are most likely to be false matches. The
indexing step typically groups data setsinto overlapping blocks
or clusters based on sets of field values and can provide up to
99% reduction in the comparison space. Record pair
comparisons occur next, within the blocks or clusters determined
during the indexing step; this comparison step is the most
computationally expensive and often requires large data setsto
be broken down into smaller subsets. Classification of therecord
pairs into matches, nonmatches, and potential matches results
in groups of entities (or individuals) based on the match results.
Potential matches can be assessed manually or through special
tooling to determine whether they should be classified as
matches or nonmatches. A common approach to grouping
matches is to merge all records that link together into asingle
group; however, different approaches can be used to reduce
linkage error [35]. Analysis of the entity groupsisthe last step,
where candidate groups are clerically reviewed to determine if
and how the records in these groups should be regrouped.
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Figure 1. Typical data matching process.
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This paper presents 2 contributions to record linkage. Firgt, it
offersamodel for record linkage that utilizes cloud computing
capabilities while providing assurance that data sets remain
secure and local. Lessonslearned from many real-world record
linkage projects, including severa PPRL projects, have been
instrumenta in the design of this cloud model [30,36,37].
Second, the use of containers to distribute linkage workloads
across multiple nodes is presented and evaluated within the
cloud model.

Methods

Design of a Cloud Model for Record Linkage

The standard record linkage process relies on one party (known
as the trusted third party [TTP]) having access to all data sets.
Handling records containing identifiable data requires a sound
information governance framework with controlsin place that
manage potential risks. Even with awell-managed information
security system in place, access to some data sets may till be
restricted. The TTP aso requires infrastructure that can help
manage data sets, matching processes and linkage key
extractions over time. Asthe number and size of data sets grow,
the computational needs and storage capacity must grow with
it. However, the computation requirements for data linkage are
often sporadic bursts of intense workloads, leaving expensive
hardware sitting idle for extended periods.

Dedicated data linkage units in government and academic
institutions exist across Australia, Canada, and the United
Kingdom, acting as trusted third parties for data custodians.
These data linkage units were established from the need to link
data for health research at the population level. Some data
linkage units are involved in the linkage of other sectors such
as justice; however, the primary output of these organizations
is linked data for health research. It is essentia that a cloud
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model for record linkage takesinto account thelinkage practices
and processes that have been devel oped by these organizations.

Our cloud model for record linkage addresses the limitations
of data release and the computational needs of the linkage
process. Data custodians and linkage units retain control of their
identifiableinformation, while the matching of data sets between
custodians occurs within a secure cloud environment.

Tenets of the Record Linkage Cloud Model

The adopted model was founded on 3 overarching design
principles:

1. Theprivacy of individuals in the data is protected. One of
the most important responsibilities for data custodians and
linkage units is information security. Data sets contain
private, and often sensitive, information on people, and it
isvital that appropriate controlsarein placeto mitigate any
potential risks. Some data sets have restrictions on where
they can be held, requiring them to be kept local and
protected. All computation and storage within the cloud
infrastructure must be done on privacy-preserved versions
of these data sets.

2. Computation and storage are outsourced to the cloud
infrastructure. Computation requirements for data linkage
are often sporadic bursts of intense workloads, followed by
periods of low use or even inactivity. The ability to
provision resources for computation as and when required
means you only pay for what you use. This computationis
generally associated with large sets of input and output data,
SO it makes sense to keep these data as close to the
computation as possible. Storage may not necessarily be
cheap, but many cloud computing providers guarantee high
levels of durability and availability, with encryption and
redundancy capabilities.

3. Cloud platform services are used over infrastructure
services. Once data are stored within a cloud environment,
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additional Platform as a Service offerings for analysis of
the data should be leveraged. These are managed services
over the top of infrastructure services (such as virtual
machines) and can be started and stopped as needed.

High-Level Architectural Model

Not all storage and computation can be performed within a
cloud environment without impacting privacy; the storage of
raw identifiers (such as name, date of birth, and address) must
often remain on-premises. The heavy-computational workloads
for record linkage, the record pair comparisons and
classification, are therefore undertaken on privacy-preserved
versions of these data sets. These privacy-preserved data sets
must be created on premises and uploaded to cloud storage. The
remainder of the linkage process continues within the cloud

Linker pERI

=boundary»
Data custodian B
ISystem)

[l Stores raw dat
Id

Keeping identifiers at the data custodian level (on-premises)
while matching on privacy-preserved data within cloud
infrastructure enables linkages of data sets between data
custodians. This model does not require any raw identifiers to
be released, and thus, a hybrid model is no longer necessary.
The TTP can then be hosted fully in the cloud, as shown in
Figure 3. There are 2 immediate ways to achieve this: either

6. configure and

3. create project

Brown & Randall

environment. However, some parts of the classification and
analysis steps may be done interactively by the user from an
on-premises client app, annotating results from cloud-based
analyticswith locally stored details (ie, identifiers). An overview
of the components and data flows involved in the hybrid TTP
model is shown in Figure 2. This model satisfies our cloud
model tenets and provides the linkage unit with the ability to
scale their infrastructure on-demand. The matching
(classification) component can utilize scalable platform services
available by the cloud provider to match large privacy-preserved
data sets as required. All major cloud providers have platform
services that can provide computation on-demand for the
processing of big data. The linkage map persists as it contains
no identifiable information and can also be analyzed using
available cloud platform services.

one of the custodians manages the cloud infrastructure
themselves or an independent third party controlsit and provides
itasaserviceto all custodians. A custodian could act asaTTP
for al custodians involved in the linkage if this is acceptable
to the parties involved. Otherwise, it may be more amenable to
go with an independent TTP.

Figure 3. Full cloud trusted third party model. PP: privacy-preserved; TTP: trusted third party.
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Although the full cloud TTP model may be useful in some
situations, it is unlikely that this would be a desirable model
with the dedicated data linkage units. Processes in cleaning,
standardization, and quality analysis with personal identifiers
have developed and matured over many years. Switching to a
model where they no longer have accessto personal identifiers
would affect the accuracy of the linkage and ultimately the
quality of the health research that used the linked data. The
hybrid model replaces only the matching component, allowing
many existing linkage processes to remain.

Scaling Computation-Heavy Wor kloads

Record pair comparison and classification tasks are the most
computationally intensive tasksin the linkage process, athough
they are heavily affected by the indexing method used. The
single process limitation of most linkage apps makesit difficult
to cater to increasingly large data sets, regardless of indexing.
Increasing memory and CPU resourcesfor these single-process
apps provides some ability to increase capacity, but this may
not be sustainable in the longer term.

Although MapReduce appears to be a promising paradigm for
addressing large-scale record linkage, 2 issues emerge. First,
they consider only the creation of record pairs, whether matches
or potential matches, without any thought asto how theserecord
pairs are to come together to form entity groups. The grouping
task is also an important part of the data matching process, and
the grouping method used can significantly reduce matching
errors [35]. Second, MapReduce agorithms do not appear to
be readily used, if at al, within an operationa linkage
environment. Organizational change can be slow, and there is
much investment in the existing matching algorithms and apps
currently used. It may be operationally more acceptable to
continue using these apps where possible.

The comparison and classification tasks of the record linkage
process are an embarrassingly parallel problem if the indexing
task can produce digoint sets of record pairs (blocks) for
comparison. With the rapid uptake of containerization and the
availability of container management and orchestration
capability, a viable option for many organizations is to reuse
existing apps deployed in containers and run in parallel.
Matching tasks on digoint sets can be run independently and
in paralel. The matches and potential matches produced by
each matching task can, in turn, be processed independently by
grouping tasks. The number of setsthat arerunin parallel would
then only be limited by the number of container instances
available.

Indexing solutions are imperfect on real-world data; however,
producing disjoint sets for matching is difficult without an
unacceptable drop in pairs completeness (a measure of the
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coverage of true positives). There is inevitably some overlap
between blocks, as multiple passeswith different blocking keys
are typicaly used to ensure accurate results. This overlap
preventsindependent processing and can be handled in 1 of the
2 ways: (1) the blocks of pairs for classification can be
caculated in full before duplicates are removed and the
classification task can be run or (2) duplicate matches and
potential matches are removed following the classification task.
The main disadvantage of option 1 is that this requires a
potentially massive set of pairs to be created upfront, as the
comparison space is typically orders of magnitude larger than
the set of matches and potential matches. Many linkage systems
combine their indexing and classification tasks for efficiency,
and it is often easier to ignore duplicate matches until
completion. The disadvantage of option 2 is that overlapping
block sets result in overlapping match sets, preventing the
independent grouping of matches from each classification task.

Regardless of the indexing method used to reduce the
comparison space for matching, the resulting blocks require
grouping into manageable size bins that can be distributed to
parallel tasks. A bin, therefore, refersto a subset of record pairs
grouped together for efficient matching. Block value frequencies
are calculated across data sets and used to calculate the size of
the total comparison space. Records from these data sets are
then copied into separate bins such that each bin has a
comparison space of approximately equal size to every other
bin.

Using this method, the comparison and classification of each
bin are free to be executed on whatever compute capability is
available. A managed container cluster is an ideal candidate;
however, the container’s resources (CPU, memory, and disk)
and the bin characteristics (eg, maximum comparison space)
need to be carefully chosen to ensure efficient resource use.

Development and Experimental Evaluation of the
Prototype

An evaluation of the hybrid cloud linkage model was conducted
through the deduplication of different sized data sets on a
prototype system. The experiments were designed to evaluate
parallel matching using an existing matching app on a cluster
of containers; to measure encryption, transfer, and execution
times; and to assess the remote analysis of the matching pairs
created.

A prototype system was developed with the on-premises
component running on Microsoft Windows 10 and the cloud
components running on Amazon Web Services (AWS). The
prototype focused on the matching part of the linkage model
and utilized platform services where available. These services
are described in Table 2.
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Table 2. Amazon Web Services used.
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AWS? Description

3 Provides an object (file) storage service with security, scalability, and durability.

Glue A fully managed extract, transform, and load service, providing table definition, schema discovery, and cataloging. Used in
conjunction with S3 to expose cataloged files to other AWS services.

Step function A managed state machine with workflows involving other AWS. The output of a step that uses a particular service can then
be used as the input for the next step.

Batch A fully managed service for running batches of compute jobs. Compute resources are provisioned on-demand.

Athena An interactive query service for analyzing datain S3 using standard Structured Query Language.

AAWS: Amazon Web Services.

Test Data

Three synthetic data sets were generated to simulate
population-level datasets. 7 million records, 25 million records,
and 50 million records. Although 7 million records may not
necessarily represent a large data set, a 50 million record data
set is challenging for most linkage units. The data sets were
created with a deliberately large number of matches per entity
to increase the comparison space and to challenge the matching
algorithm.

Data generation was conducted using amodified version of the
Febrl data generator [38], an open-source data linkage system
written in Python. Frequency distributions of the names and
dates of birth of the population of Western Australiawere used
to generate the synthetic data sets. Randomly selected addresses
were sourced from Australia’'s National AddressFile, apublicly
available data set [39]. Each data set contained first name,
middle name, last name, date of birth, sex, address, and postcode
fields. Each field had its own rate of errors and distribution of
types of errors. These were based on previously published
synthetic data error rates, deliberately set high to challenge
matching accuracy [40]. Type of errors included replacement
of values, field truncation, misspellings, deletions, insertions,
use of alternate names, and values set to missing. Records had
anywhere between zero to many thousands of duplicateswithin
the data sets.

All available fields were used for matching in a probabilistic
linkage. Two separate blocks were used: first name initia and
last name Soundex, and date of birth and sex. Each pair output
from the matching process included two record IDs, a score, a
block (strategy) name, and theindividual field-level comparison
weights used to calculate the score.

http://medinform.jmir.org/2020/9/€18920/

Experiments

The on-premises component first transformed data sets
containing named identifiersinto aprivacy-preserved state using
Bloom filters. String fields were split into bigrams that were
hashed 30 timesinto Bloom filters 512 bitsin length. Numeric
fields (including the specific date of birth elements) were
cryptographically hashed wusing hash-based message
authentication code Secure Hash Algorithm 2 (SHA2). These
privacy-preserved data sets were compressed (using gzip) before
being uploaded to Amazon’s object storage, S3. A configuration
file was aso uploaded, containing the necessary linkage
parametersrequired for the probabilistic linkage. An AWS step
function (a managed state machine) was then triggered to run
through a set of tasks to complete the deduplication of thefile
as defined in the parameter file.

All step function tasks used on-demand resource provisioning
for computation. A compute cluster managed by AWS Batch
was configured with amaximum CPU count of 40 (10xc4.xlarge
instance type). Each container was configured with 3.5 GB
RAM and 2 CPUs, allowing up to 20 container instancesto run
at any onetime.

The first task ran as a single job, splitting the file into many
bins of approximately equal comparison space, using blocking
variables specified in the configuration file. By splitting on the
blocking variables, the comparison space for the entire linkage
remains unchanged. Each bin was stored in an S3 |ocation with
a consistent name suffixed with a sequential identifier. The
second task ran a node array batch job, with ajob queued for
each hin to run on the compute cluster. Docker containers
running acommand-line version of the LinXmart linkage engine
were executed on the compute nodes to deduplicate each bin
independently. AWS Batch managed the job queue, assigning
jobsto available nodes in the cluster, as shown in Figure 4.
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Figure 4. Matching jobs running on compute cluster (one job per bin).
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LinXmart is a proprietary data linkage management system,
and the LinXmart linkage engine was used because of our
familiarity with the program and its ability to run as a Linux
command-line tool. It accepts a local source data set and
parameter file as inputs and produces a single pairs file as
output. There were no licensing issues running LinXmart on
AWS in thisinstance, as our institution has a license allowing
unrestricted use. This linkage engine could be substituted, if
desired, for othersthat similarly produce record pair files. The
container was bootstrapped with a shell script that downloaded
and decompressed the source files from S3 storage, ran the
linkage engine program, and then compressed and upl oaded the

resulting pairsfileto S3 storage. Each job execution was passed
a sequential identifier by AWS Batch, which was used to
identify a source bin datafile to download from S3 and mark
the resulting pair file to upload to S3.

The third step function task classified and cataloged all new
pairsfiles, using AWS Glue, making them available for use by
other AWS analytical services. The results for each origina
data set were then ableto be presented asasingletable, athough
the data itself were stored as a series of individua text files.
The prototype’sinfrastructure and dataflow are shown in Figure
5.

Figure5. Prototype on Amazon Web Services. AWS: Amazon Web Services; PPRL: privacy-preserved record linkage.
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Oncethe deduplication linkages were complete, the on-premises
component of the prototype was employed to query each data
set’spair table. The querieswere typical of those used following
alinkagerun: pair count, pair score histogram, and pairswithin
apair scorerange. Thisquery component used the AWS Athena
application programming interface (API) to execute the queries,
which used Presto (an open-source distributed query engine) to
apply the ad hoc structured query language queries to the
cataloged pairstables.
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Results

Design of a Cloud Model for Record Linkage

The cloud model data matching process is shown in Figure 6.
Essentially, every step in the record linkage process from
indexing to group analysis is pushed to cloud infrastructure.
Preprocessed data sets are transformed into a privacy-preserved
state (masking) and uploaded to the cloud service for linking.
The services within the cloud boundary now act asaTTP. The
quality assurance and analysis steps sit on the boundary of the
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cloud as computation and query occur on the hosted cloud
infrastructure, but the interactive analysis is performed by the
analysis client on premises. If the analysis client has access to
one or more of the raw data sets used in the linkage, these data

Figure 6. New cloud model data matching process.
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As shown in the high-level architectural model in Figure 7, the
demographic data (containing personal identifiers) continue to
remain on premises with the data custodian. Responsibilities of
the data custodians are limited to data transformation and quality
assurance management. Theresponsibilities of the cloud services
are covered under 4 main categories: project configuration,
matching, linkage map, and analytics and visuaization. The
project configuration includes the services required for
coordinating projectswithin and across separate data custodians.
Privacy-preserved data sets are stored here as well as metadata
onthedatasetsasaresult of analysisand verification performed
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can be annotated onto query results, giving the clerk more
informed decisions and an experience to which they are
accustomed.

Quality
assUrance

Record pair
comparison

‘ /' potentia

Nonmatches /4— Matches
/ matches

v

on the uploaded data sets. The matching category includes all
match processing (classification) and pairs output as well as
servicesfor providing recommendations on linkage parameters
(suchasmand u likelihood estimates for probabilistic linkages)
for linkages between privacy-preserved data sets [41]. The
linkage map category holds the entity group information, the
map between individual records, and the group in which they
belong. This category also contains servicesfor processing and
creating groups from pairs as well as quality estimation and
analysis. Analytics and visualization contain all analytical
services provided to the on-premises clients.
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Figure 7. High-level architecture of record linkage cloud model. PPRL: privacy-preserved record linkage.
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This model also alows computation to be pushed onto
inexpensive, on-demand hardwarein aprivacy-preserving state
while retaining the advantage of seeing raw identifiers during
other phases of the linkage process (eg, quality assurance and
analysis).

Experimental Evaluation of the Prototype

Each deduplication consisted of a single node job to split the
data set into multiple bins, followed by anode array job for the
matching of records within each bin. The split of datainto bins
isshown in Figure 8. In thisexample, all records with the same
Soundex value will end up in the same bin.

Figure 8. Datafiles split into independent bins (by Soundex block values) for matching. DOB: date of birth.

First name| Last name | Soundex| Sex DOoB
Wayne |Alderman| A436 | M | 2004/04/05
Wayne |Alderman| A436 | M |1971/10/04
Daryl |Alderman| 2436 | M | 1918/09/28
Shan | Alhaydar | A436 | F |2008/02/18
Wayne | Alderton | A436 M | 1847/11/05| -~

The total comparison space was calculated using the blocking
field frequencies in the data set. These frequencies represent

" [First name] Last name| Soundex| sex DOB
W Alderman| A436 | M | 2004/04/05
Daryl |Alderman| A436 | M | 1918/03/28
Shan | Alhaydar | A438 2008/02/13

data, providing the ability to calculate the number of
comparisons that will be performed for each blocking field

the number of times each blocking field value occurs in the value. First, the comparison space for each blocking field was

http://medinform.jmir.org/2020/9/€18920/

XSL-FO

RenderX

JMIR Med Inform 2020 | vol. 8 | iss. 9 €18920 | p.31
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

calculated using the frequency of the value within thefile. The
total comparison space was the sum of each, and the bin count
was determined by dividing this by the maximum desired
comparison spacefor asingle bin. The blocking field value with
the largest comparison space was assigned to thefirst bin. The
blocking field value with the next largest comparison space was
assigned to the second bin. This process continued for each
blocking field value, returning to thefirst bin when the end was
reached. A file was created for each bin, which was then
independently deduplicated. Blocking field values with a very

Table 3. Comparison space and pairs created during classification.

Brown & Randall

high frequency are undesirable as they are usually less useful
for linkage and are costly interms of computation. Any blocking
field value with afrequency higher than the maximum desired
comparison space was discarded.

The total comparison space used for each data set, along with
the bin count and pair count, is presented in Table 3. The two
blocks used for the creation of separate bins for distribution
across the processing cluster resulted in some duplication of
comparisons and, thus, duplication of pairs.

Data set size (millions) Comparison space, n Bins, n Totdl pairs, n Unique pairs, n Pairsfiles size (GB)
7 2,745,977,009 28 634,544,432 415,444,583 9

25 18,458,616,866 93 2,169,337,646 1,594,343,961 22

50 53,848,633,907 270 4,424,983,776 3,260,509,561 44

Approximately 60% of the time was spent on comparison and
classification by each container (Figure 9). Much of the time
was spent managing data in and out of the container itself.
Splitting a data set into bins for parallel computation took

Figure 9. Task execution time (in minutes) and the proportion of total time.
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Running times of ad hoc queries on data setsare shownin Table
4; these were each executed 5 times on the client and run
through the AWS Athena API. The mean execution time did
not vary greatly across the differently sized data sets. With a
simple count query taking around 25 seconds, there appears to
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between 7% (4/54 minutes) and 14% (35/247 minutes) of the
total task time, areasonable sacrifice considering the scalability
factor this gives for the classification jobs. Provisioning of the
compute resources took between 2 and 4 min for each data set.

35

B Compress and decompress
Split into bins
W Copy to and from S3

m Comparison and classification

be some initial setup time for provisioning the backend Presto
cluster. Thisis expected and should not be considered an issue,
particularly with all queries of the largest data set of 4.4 billion
pairs taking less than 1 min to execute.
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Table 4. Mean execution times for sample queries on full pairs set.

Brown & Randall

Data set size (millions)  Pairscount (millions)  Sample queries

Count (seconds)  Pair score histogram (seconds)

Fetch pairsin scorerange 15-16 (seconds)

7 635 26 52
25 2169 27 56
50 4424 24 52

51
53
54

Intermsof costs associated with the use of AWS cloud services
for our evaluation, there were 2 main types. First, the cost of
on-demand processing, whichistypically charged by the second.
This totaled just over US $20 for the linkage processing used
for all 3 data sets. The second is the cost of storage, which is
charged per month. To retain the pairs files generated for all 3
data sets, it cost only US $2 per month. Querying data via the
Athena service is currently charged at US $5 per terabyte
scanned.

Discussion

Principal Findings

Our results show that an effective cloud model can be
successfully developed, which extends linkage capacity into
cloudinfrastructure. A prototypewas built based on thismodel.
The execution times of the prototype were reasonable and far
shorter than one would expect when running the same software
on asingle hosted machine. Indeed, it islikely that on asingle
hosted machine, the large data set (50 million) would need to
be broken up into smaller chunks and linkages on these chunks
run sequentially.

The splitting of datafor comparison into separate bins worked
well for distributing the work and mapped easily to the AWS
Batch mechanism for execution of a cluster of containers. The
creation of an AWS step function to manage the process from
start to end was relatively straightforward. Step functions
provide out-of-the-box support for AWS Batch. However,
custom Lambda functions were required to trigger the AWS
Glue crawler and retrieve the results from the first data-split
task so that the appropriate size batch job could be provisioned.

Asthe fields used for splitting the data were the same as those
used for blocking on each node, the comparison space was not
different from running alinkage of the entire dataset onasingle
machine. With the same comparison space and probabilistic
parameters, the accuracy of thelinkageisalsoidentical. Having
a mechanism for distributing linkage processing on multiple
nodes with no reduction in accuracy is certainly a massive
advantage for data linkage unitslooking to extend their linkage
capacity.

The AWS Batch job definition’s retry strategy was configured
with five attempts, applying to each job in the batch. This
provides some resilience to instance failures, outages, and
failures triggered within the container. However, in our
evaluation, thisfeature was never triggered. The timeout setting

http://medinform.jmir.org/2020/9/€18920/

was set to avalue well beyond what was expected as jobs that
time out are not retried, and our prototype did not handle this
particular scenario. Although our implementation of the step
function provided no failure strategies for any task in the
workflow, handling error conditions is supported and retry
mechanismswithin the state machine can be created asdesired.
An operational linkage system would require these failure
scenarios to be handled.

Improvements to the prototype will address some of the other
limitations found in the existing implementation. For example,
S3 data transfer times could be reduced by using a series of
smaller result filesfor pairsand uploading al of thesein parallel.
The over-matching and duplication of pairs could be addressed
by improving theindexing algorithm used to split data. Although
thereisinevitably going to be some overlap of blocks, our naive
implementation could be improved. Our agorithm for
distributing blocks attempts to distribute workload as evenly as
possible based on the estimated comparison space. Discarding
overly large blocks helps prevent excessive load on single
matching nodes. However, it relies on secondary blocksto match
the records within and only partly prevents imbalanced load
distribution. The block-based load balancing techniques
devel oped for the MapReduce linkage algorithms can be applied
here to mitigate data skew further, where record pairs are
distributed for matching instead of blocks.

Asimprovementsto PPRL techniques are devel oped over time,
these changes can befactored in with little changeto the model.
Future work on the prototype will ook to extend the capability
of PPRL to use additional security advances such as
homomorphic encryption [42] and function-hiding encryption
[43].

Conclusions

The model developed and evaluated here successfully extends
linkage capability into the cloud. By using PPRL techniques
and moving computation into cloud infrastructure, privacy is
maintained while taking advantage of the considerable
scalability offered by cloud solutions. The adoption of such a
model will provide linkage units with the ability to process
increasingly larger data sets without impacting data release
protocols and individual patient privacy. In addition, the ability
to store detailed linkage information provides exciting
opportunitiesfor increasing the quality of linkage and advancing
theanalysisof linkage outputs. Rich analytics, machinelearning,
automation, and visualization of these additional datawill enable
the next generation of quality assurance tooling for linkage.
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Abstract

Inan eraof accelerated health information technology capability, health care organizationsincreasingly use digital datato predict
outcomes such as emergency department use, hospitalizations, and health care costs. This trend occurs alongside a growing
recognition that social and behavioral determinants of health (SBDH) influence health and medical care use. Consequently, health
providers and insurers are starting to incorporate new SBDH data sources into a wide range of health care prediction models,
although existing models that use SBDH variables have not been shown to improve health care predictions more than models
that use exclusively clinical variables. In this viewpoint, we review the rationale behind the push to integrate SBDH data into
health care predictive models and explore the technical, strategic, and ethical challenges faced as this process unfolds across the
United States. We also offer several recommendations to overcome these challenges to reach the promise of SBDH predictive
analytics to improve health and reduce health care disparities.

(JMIR Med Inform 2020;8(9):€18084) doi:10.2196/18084
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care—related outcomes, a component of the widely known

Social and Behavioral Determinants of
Health and Predictive Analytics

Since the Health Information Technology for Economic and
Clinical Health act of 2009, the majority of US health care
systems have adopted electronic health records (EHRS) for
patient care [1]. Faced with increased financial incentives to
improve population health, care coordination, and quality of
care, health care providers and payers now use EHRs and other
digital data sources to understand how past associations and
trendsin their patient populations can be used to forecast health

http://medinform.jmir.org/2020/9/€18084/

strategy of predictive analytics[1,2].

Predictive analytics uses extensive data, modeling, and
algorithms to predict individual and population events and has
along history incommercial industries[3]. For better or worse,
commercia industries have developed innovative techniques
to mine demographic, socioeconomic, and consumer behavior
data as part of the forecasting and analytics process. For
example, web-based sellers and banks collect personal
information on purchase histories, credit data, consumer
behaviors, and life events that are available in various digital
databases. These institutions use such datato make predictions
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for various goals, such as determining ideal customers for
specific products or services and how much institutions should
offer to whom [4].

There are 2 broad approaches to predictive analytics. The
modeling and simulation approach is used to test hypotheses or
assess the consequences of scenarios where the rules of the
models are devel oped from theories. Such models also employ
data to initialize variables, to calibrate free parameters, or for
validation. Alternatively, predictive analytics may aso use
machine learning in which models are exclusively built from
dataviaagorithmsand tested on datathat mirror the calibration
and validation steps of modeling and simulation, respectively.
These approaches can be combined in complex systems [5].
This paper focuses on machine learning and provides severa
observations that apply to modeling and simulation. Generally,
themodeling and simulation approach isuseful in systemswhere
the dynamics are well known, whereas machine learning is
useful when accurate simulations cannot be performed and there
are enough data to determine a model [5]. On the basis of the
specific prediction goal, different types of dataand methodsare
required and thus have different associated limitations and
challenges.

In health care, the same techniques are used with different goals.
Over the last decade, health insurance plans have ramped up
the use of predictive analytics, employing patient demographics,
insurance claims data, and clinical characteristics derived from
EHRsto create statistical models of future health carerisksand
resource utilization [6]. Analysts have also developed predictive
modelsfor health and health care. These data science techniques
generdly involve larger and more complex databases but
represent an application of traditional statistical forecasting
methods using a wide range of techniques such as deep neural
networks, natural language processing (NLP), random forest,
and decision tree algorithms [7,8].

The growing awareness of associations between social and
behavioral factors and health has led predictive modeling to
exploretheincorporation of social and behavioral determinants
of health (SBDH) into forecasting [9,10]. For example, on an
individual level, diet and physical activity affect health care use
and costs [11,12]. At the community level, characteristics of
neighborhoods, such as food access and transportation, play
significant roles in health outcomes, morbidity, and mortality
[13-15].

Although SBDH factors have been incorporated in the predictive
modeling processto forecast health care—related outcomes, there
are limitations related to the use of such factors. For instance,
machinelearning methods are not generally devel oped to capture
changing SBDH factors. They mainly address the stationary
distributions of the SBDH factors. A changein the datarequires
providing longitudinal datato the model to perform time series
modeling and to capture these changes. If a change in the
distribution of datais necessary (eg, to reflect potential trends
in SBDH over time), then the approach of modeling and
simulation may be used to explore various scenarios. An
exampleisthe common use of event-driven simulationsin health
careresearch [16].
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A growing crop of initiatives uses SBDH to predict health care
use in the United States [17]. Although the methods and
evidence underlying these new models that incorporate SBDH
are nascent and have not shown improved predictions over
traditional clinical measures, the medical community’sinterest
in SBDH needs in conjunction with predictive analytics
continues to increase [18,19].

The Rationale for Including Social and
Behavioral Determinants in Predictive
Models

Studiesin the United States and worldwide have suggested that
SBDH, such as educationa attainment, have a greater impact
on premature mortality than clinical care access and quality
[10,20]. A meta-analysisin the United States found that income
inequality, social support, segregation, individua and
neighborhood poverty, and education level were responsible
for 50% of deaths [9]. Some literature on mortality estimates
the lack of quality medical care to encompass 10% to 20% of
deaths [10,21,22]. Entities such as the World Health
Organization have recognized therole of SBDH factorsin health
equity and committed to action on these determinants [23].

Several national agencies have recognized and advocated for
the incorporation of SBDH into health care practices and the
standard use of health data. The National Academiesof Science,
Engineering, and Medicine have identified 5 complementary
activities that can facilitate the integration of social care into
health care. These activitiesinclude thefollowing: “ (1) identify
the social risks and assets of defined patients and popul ations;
(2) focus on altering clinical care to accommodate identified
social barriers; (3) reduce social risk by assisting in connecting
patients with relevant social care resources; (4) understand
existing socia care assets in the community, organize them to
facilitate synergies, and invest in and deploy them to positively
affect health outcomes; and (5) work with partner social care
organizationsto promote policiesthat facilitate the creation and
redeployment of assets or resourcesto address health and social
needs.” [24] Moreover, theeHedlthinitiative, anational coalition
focused on health data interoperability in the United States,
advocates the use of SBDH data to coordinate care, evaluate
interventions that address social needs, identify gaps in
community resources, predict health risk, and develop
SBDH-sensitive interventions to improve health [25].

Potential Benefits of Including Social and Behavioral
Determinantsin Predictive Models

Bolstered by the initiatives of the national organizations,
incorporation of SBDH into predictive models could help to (1)
identify patients and populations who need more resources, (2)
improve health care reimbursement for providers who serve
patients with social needs, (3) reduce health and health care
disparities, and (4) improve the quality of health care.

Predictive analyticsand SBDH risk segmentation could facilitate
efforts to identify patients who would benefit from more
resources and targeted services. This may lessen the resource
burden of universal social risk screening or social care delivery
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[26]. For example, asystematic risk analysis could help identify
patients with modifiable social risks at a higher risk of poor
medical outcomes. Thistype of segmentation could help health
systems target appropriate resources, for example, referrals to
case management, social service agencies, or government
support programs such asthe Supplemental Nutrition Assistance
Program [27-29]. In addition to using SBDH-sensitive analytics
toidentify vulnerableindividuals, this approach could also help
health care organizations or partner agencies identify
disadvantaged communities, such as neighborhoods with food
deserts[26,30]. A health care system truly desiring to maximize
itsimpact on the health of acommunity could more effectively
increase food access at the neighborhood level by working with
farmers markets and grocery stores in addition to
individual-level interventions.

Under the present federal regulations for Medicaid-managed
care, social and behavioral services such as care coordination
are reimbursed through capitation. Predictive analytics and
SBDH risk segmentation could support new payment models
to adequately reflect the medical and social complexity of
patients [31]. Beyond capitated or global payments,
contextualizing patients with their SBDH needs enables health
care payers to more accurately assess providers care for
vulnerable populationswho require more health care resources,
thus impacting their fee-for-service payments [27]. Present
M edicai d-managed care regul ations coul d support val ue-added
services that would not be reimbursed under capitation alone
but would address the health needs of members, such as
interventionsthat assess environmental triggers of asthma[31].
Several states (eg, Rhode Island, Minnesota, and Oregon) have
adopted the Accountable Care Organization modelsthat reward
health care providersfor addressing their Medicaid populations
SBDH with adjusted payment structures [32,33]. Patient
protection lawsin the United States regarding insurance denials
and premium payments should be upheld to ensure that SBDH
risk segmentation does not increase the burden of health care
costs to disadvantaged populations [34].

I dentifying and accounting for the increased risk of poor health
outcomes and associated health care utilization iscritical tothe
elimination of disparities in care for vulnerable populations.
The spread of COVID-19 across the United States and
worldwideisagreat example of how predictive modeling could
help health care systems and public health officias address
health disparities and potentially change the course of the
pandemic. The COVID-19 pandemic has highlighted
long-standing health disparities [35,36]; neighborhoods with
the highest proportion of racia and ethnic minoritiesand people
living in poverty are experiencing higher rates of hospitalization
and death [37-40]. In response, several research teams have
started to include information on SBDH in predictive modeling
and assessment of COV ID-19—related risk and outcomes[39,41].

Exclusion of SBDH-related variables in risk-adjusted
reimbursement models would result in lower reimbursement
for patientswith greater social needs, which dissuades providers
from caring for these patients in capitated systems [42].
Employing SBDH in risk-adjusted capitated payment models
could tranglate into improved health care policy by supporting
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organizations to more effectively meet the needs of individuals
and communities with greater social needs.

Beyond payment adjustment, stratifying patients by their SBDH
risk levels could reveal health disparities as well as promote
health care quality by establishing a mechanism to fairly
evaluate providers care of patients with social disadvantages
[42]. Health systems and payers could further evaluate the
quality of health care by devel oping specific SBDH-dependent
quality indicators that bolster equity in health care across the
range of patients served [42].

Present State of Including Social and
Behavioral Determinants in Predictive
Analytics

Although thereis astrong and compelling body of literature on
the observed associations between SBDH and health, to date,
diagnosis-based forecasting models used to predict cost and
utilization have not yet shown the incremental value of adding
SBDH risk factorsto predictions. Some published reportsusing
community-level SBDH data contribute only dightly to the
predictive model performance beyond individual patient
characteristics extracted from EHR data [43,44].

Similarly, SBDH-oriented predictive models using newer
applications of machinelearning techniques have shown varying
levels of performance in predictions. A neural network
predictive model that incorporates SBDH wasfound to identify,
with 78% accuracy, over two-third of the Medicare patientsin
their sample who would not respond to automated medication
refill requests and may benefit from targeted outreach [45].
Seligman et a [46] applied linear regression and different
machine learning techniques to predict systolic blood pressure,
BMI, waist circumference, and telomere length using SBDH
variables of gender, income, wealth, education, public benefits,
family structure, and health behaviors. Although neural networks
outperformed other machine learning techniques asfit for their
sample, most of their tested machine learning models performed
similar to the simpler regression models, and all models had
poor out-of-sample prediction [46]. Applying random survival
forest methods to devel op a predictive model using the poverty
status and EHR data, Bhavsar et a [44] did not find that risk
prediction for health care services and hospitalization outcomes
improved beyond modelsusing traditional EHR data. Similarly,
amachinelearning model using random forest decision methods
on structured and unstructured SBDH only improved sensitivity
(67.6%) by 0.1% and showed decreased specificity (69.6%) by
1.9% compared with their tested non-SBDH models in
predicting referrals for social needs [47].

Given the evidence-based expectation that SBDH should
improve predictive models, why have published predictive
models not shown enhanced predictions? Although insufficient
dataand suboptimal methods are potential explanationscommon
to all research, triple challenges unique to the SBDH context
include the diversity of data sources and health outcomes used
in existing models as well as the lack of transparency, which
together pose an important question about model accuracy.
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Diversity of Data Sources

A wide range of SBDH variables and data sources are used in
predictive models and no guidelines exist to distinguish which
variables and data sources would best improve the performance
of the predictive model. A rapid review of social, behavioral,
and environmental determinants of health used with clinica
data identified 744 variables among 178 articles, in which the
majority of articles included socioeconomic and material
conditions [48]. Data sources vary from individual-level EHR
data and insurance claims to community-level data from the
United States census and similar sourcesaswell ascommercia
data such as information from credit reporting agencies.

Health plans have historically used insurance claims, which
include diagnostic and prior utilization information of varying
completeness across heal th care settings, for predictive modeling
to forecast utilization and cost [27,49]. More recently, health
payers and other private health care companies have obtained
consumer and financia data, such asinformation on household
size, income, and wealth measures, from credit reporting
agencies to better assess their members' needs [27,29,50]. For
instance, one company mines public data on education, law
enforcement records, birth records, voter registration, and
derogatory records such asahistory of evictionsand liens[27].

Rather than commercial data, academic centers and government
organizations have primarily relied on individual-level clinical
information derived from structured and unstructured EHRs
[51] and relevant risk factors on a community level extracted
from public surveys [52], such as the United States Census
Bureau American Community Survey, which includes multiple
indicators of neighborhood deprivation [43,53]; the Food Access
Research Atlas, which describes food deserts [54,55]; and the
American Housing Survey, which contains information on
housing characteristics [56,57]. In one systematic review of
predictive modelsusing EHR data, 36 of the 106 unique studies
included SBDH datain one of their final predictive models[58].
However, the social determinantsincluded were limited to race
or ethnicity alonein 19 of the 36 EHR-based studies [58]. The
same systematic review included behavioral determinantsin 30
of these EHR-based predictive models. However, 12 of these
studies behavioral variables were limited to tobacco use or
smoking aone [58]. As another case example, a Kaiser
predictive model that uses race and ethnicity as one variable to
develop a hypoglycemiarisk model omitted race in their final,
simpler model on finding that race was not one of the strongest
predictors of hypoglycemiacompared with clinical factors[59].

In addition to survey-collected data aggregated at the geographic
level, academic centers are expanding this community-level
framework to include geocentric data such astransit data, which
contains data on accessto transportation [60], the Environmental
Protection Agency’s Air Quality Index data[61], and food desert
data from the United States Department of Agriculture’s Food
Access Research Atlas [62].

Asexpected with predictive models, the performance of amodel
varies depending on the selected SBDH variables and data
sources[43,44]. When analyzing SBDH variables, the diversity
of data sources hasimplicationsfor amodel’s ability to address
challenges associated with SBDH, such as accurately assessing

http://medinform.jmir.org/2020/9/€18084/

Tanet a

thetemporal duration of SBDH and determining the spatial -level
effects of population-level SBDH data. Researchers need to
critically analyze SBDH variables and data sources to ensure
the selection of variables and high-quality data sources that
accurately and authentically capture SBDH factorsto be tested.

Diversity of Health Outcomes

Health care—based predictive models that integrate SBDH risk
factors have been used to forecast a wide range of health
care—relevant endpoints. Although, most often, the predicted
outcomes include health care costs and utilization, such as
emergency department visits, hospitalizations, and readmissions
[27,44,63,64]. Thereisno consensus on which health outcomes
are the most appropriate to predict with specific SBDH factors.
Within the public health, academic, and health policy sectors,
models have expanded their focus outside the realm of medical
care. For example, the Centers for Disease Control and
Prevention (CDC), the CDC Foundation, and the Robert Wood
Johnson Foundation collaboratively created 500 Cities, a tool
that uses community-level socioeconomic characteristics to
predict city-level health behaviors, mortality, and morbidity
[65,66].

Similar to challenges related to data sources, the diversity of
health outcomes as the endpoint for the predictive models will
impact assessing the performance of their methods and
determining the best methods to address specific SBDH
variables or to set the stage for standardized guidelines for
specific SBDH variables and outcomes.

Lack of Transparency

Many predictive modelsthat incorporate SBDH data have been
developed and are used in the private sector and are therefore
not only proprietary but also unavailable for public review and
scrutiny. Consequently, other researchers cannot replicate the
methods used in these predictive models. Severa predictive
modeling companies that have made use of only clinical risk
factors now extensively market the inclusion of SBDH datain
their predictive risk models [27,29,50]. One company relies
exclusively on consumer data, rather than medical data, to
develop as many as 70 different models to predict patients at
risk for general poor health and high health care costs[67]. For
example, one commercial model developer described a case
study using its socioeconomic score model to predict the risk
of common chronic diseases, highlighting the score’s successful
prediction in the top 10% and bottom 10% of the scorerisk data,
although it did not describe how the model performed in the
remaining 80% of the population covered [68].

However, thelack of transparency also extendsto the academic
sector. When data used for a data-driven model, source code,
and the model itself are not made open source, the derived
models cannot be replicated, a problem known as the
reproducibility crisisin machine learning [69]. When available,
analysts would ideally search out the code and data for models
in code repositories to learn how models are organized [70].
However, in a survey of 400 artificial intelligence conference
papers with algorithms, only 6% shared the code and about
one-third shared their data [69]. Reasons for avoiding sharing
range from dependence on another unpublished code and desire

JMIR Med Inform 2020 | val. 8 | iss. 9 |€18084 | p.40
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

to maintain a competitive advantage to its proprietary nature or
institutional review board restrictions[69]. Without the training
dataand code, the reproducibility of machinelearningisdismal.

Given the relative novelty of SBDH in predictive analytics and
the lack of standardization around data sources and outcomes
assessed aswell as challengesrelated to transparency of models
in the private sector, models that incorporate SBDH factors are
fraught with questions about accuracy. Thelack of transparency
makes it very difficult to assure model accuracy, precludes
replicability, and portends clinicians’ mistrust of these models.
Such challenges highlight the need for greater transparency in
model development and sharing across institutions.

Recommendations to Address Challenges
and Improve SBDH Predictive Models

Advancing SBDH predictive analytics will require overcoming
several challenges. As the field of health care predictive
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modeling grows, the incorporation of SBDH factors into
predictions will face challenges similar to those of traditional
models. Predictive models should follow guidelines in the
Transparent Reporting of a multivariate prediction model for
Individual Prognosis or Diagnosis (TRIPOD) initiative [71].
The TRIPOD guidelinesare concerned with how general health
care predictive models are reported and serve asthe framework
for predictive model development, validation, and modification
in health care contexts [71]. This initiative was developed in
response to the growing field of health-related predictive
analytics and concerns about the lack of transparency,
standardization, and oversight [72]. Asthe field of health care
predictive analytics matures, it is time to apply the TRIPOD
initiative's guidelines to this rapidly evolving area of health
services analytics regarding SBDH factors. Consequently, we
offer several recommendations to advance the use of SBDH in
health and health care predictive analytics (Textbox 1).

Textbox 1. Recommendations to advance the use of social and behavioral determinants of health in health care predictive analytics.

«  Create guidelines to reduce inherent bias in predictive models

in analytics

Privacy standards, patient consent, and ethical use of social and behavioral determinants of health (SBDH) data

«  Develop consensus on transparency, privacy protections, and ethical uses of SBDH datain predictive models

Technical challenges associated with SBDH data sources and analytics
«  Determine best practice guidelines for SBDH data sources and predictive model design as well as open-source access

«  Expand standardized coding and taxonomies of SBDH risk factors that enhance interoperability

Expanding the knowledge base to inform best practice guidelines for SBDH analytics
«  Support national shared research and development to advance the SBDH predictive model development and application
» Establishanational agendato create a shared evidence base regarding theimportance of SBDH factors and the best approach for including SBDH

Privacy Standards, Patient Consent, and Ethical Use
of Social and Behavioral Deter minants Data

Develop Consensuson Transparency, Privacy Protection,
and Ethical Uses of SBDH Data in Predictive Models

As expected, many consumers are unsettled by the unregul ated
use of personal and commercial information to predict sensitive
behaviors or health outcomes [4]. An example of such
unregul ated use of personal information is Google' sacquisition
of large amounts of personal health data, from hospitals and
clinics across 21 US states, used to predict health and health
care use, undisclosed to patients and other parties[73,74]. Socia
determinants cover sensitive topics, such as poverty, substance
misuse, food insecurity, and homelessness. Individuals may
fear stigmatization from health providers in revealing their
SBDH information [75]. Similarly, individuas may be
concerned about the social, employment, and legal effects of
revealing SBDH when their data are not protected [75].

To address such concerns, there needs to be an established
discourse leading to a national consensus and clear guidelines
regarding the ethical use of patients SBDH data in the context
of ahealth care predictive model [76]. Lack of transparency in

http://medinform.jmir.org/2020/9/€18084/

methods, applications, and data protection results in little
accountability to ensurethat SBDH risk predictionsare not used
to achieve profits at the expense of health care quality or access,
such as using SBDH data to exclude vulnerable patients from
ahesalth intervention to ensure greater health care profits[76,77].
Establishing robust and meaningful national guidelinesfor using
SBDH datawill requireinsightsfrom avariety of clinical, socia
science, and technical perspectivesaswell asviews of patients,
community members, policy makers, and ethicists. In particular,
patients should participate and be involved in the research that
is developing models to safeguard the ethical and transparent
use of patient data [78]. Without the perspectives of patients
and community members at the forefront of these discussions,
rather than moving to a new level of health care equity and
access, SBDH predictive analytics could easily dide into
domainsthat many would consider inappropriate use, especially
given a special concern and focus on the highest risk members
of our communities[76].

Create Guidelinesto Reducelnherent Biasin Predictive
Models

One important ethical and technical challenge of SBDH
analytics, mostly in the application of statistical modeling, is
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ingrained model bias. For instance, vulnerable patients, such as
those with more social and behavioral risk factors, may not be
adequately represented in the data sources used to build the
predictive model, leading to the model’ sinaccurate predictions
for these individuals. Machine learning models on the other
hand can address this issue through over- or undersampling.
Therefore, being at risk for bias from the origina sample is
normally corrected in a standard process [79].

The data sources might also lack information on the key SBDH
variables that affect the desired outcomes. An example of this
challenge might be a predictive model that focuses on health
care utilization as the desired outcome and lacks data on health
care access for vulnerable populations. Such a model may
indicate that individuals with poor access to health care have a
low likelihood of future utilization. A model with suchingrained
bias would thus underestimate the actual requirement for the
greater amount of health care resources necessary to achieve
the same health outcomes once these individuals have access
to health care [42]. Recently, this situation was observed in a
study by Obermeyer et al [80] who assessed alarge, commercial
health plan’'s predictive algorithm. The model systematically
underestimated the health needs of African American patients
by assuming that health care costs served as an adequate proxy
for health needs. The bias arose because the unequal accessto
care among African American patients resulted in less money
spent caring for those patients compared with White patients.

Although many researchersuse health care utilization and costs
as outcomes for SBDH research, models with these outcomes,
proxied for health needs, are biased in that the data
underrepresents those with lower access to health care. In
recognition of the ingrained model bias, one approach might
be to develop guidelines that recommend stratifying the
population for key SBDH risk factors. Therefore, separate
models would assess health care utilization for each stratum,
taking into account unmeasured SBDH risk factors impacting
health care utilization (eg, socioeconomic status, which defines
insurance type and access to health care).

Technical Challenges Associated With Data Sour ces
and Analytics

Determine Best Practice Guidelinesfor SBDH Data
Sources and Predictive Model Design AsWell As
Open-Source Access

The future of SBDH-centric predictive modeling faces severa
challenges related to data sources and model design. One big
data—related challenge is that most socia and behavioral data
found within providers EHRs are unstructured, free-text clinical
notesand are not standardly interoperable. Although ubiquitous,
thisinformation is captured inconsistently and depends on the
use of NLPto render the data useful in analytics[81,82]. When
NLP is utilized, the SBDH language in the health record may
not describe the level of SBDH precisely enough to accurately
determine social risk as social determinants such as
neighborhood disadvantage may need to reach a threshold to
have a significant impact on health-related outcomes [83].

Another important challenge is related to the use of
population-level SBDH variables and whether such variables
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areinterpreted as proxiesfor individual-level factorsthat cannot
be measured, such as low household income, or represent
population-level spatial elements, such as ahigh concentration
of low household income in a neighborhood [84]. Proxies are
based on assumptionsto confer popul ation-level characteristics
to an individual. In contrast, geospatial models investigate
population-level elements based on the principle of spatial
autocorrelation, meaning that data located close together are
interrelated by nature [85]. Addressing this challengeiscritical
to the interpretation of models and requires sufficiently
transparent models that allow the proper distinction between
the two implications of the population-level SBDH variables.

Thereare also several technical challengesrelated to the analytic
approach, spanning the choice of analytic model, data sources,
discriminatory power, and SBDH temporality. Statistical models,
gpatial analysis, and machine learning have all been used alone
and in combination with various SBDH predictive models. Most
often, health care predictive analytics uses regression models
for their simplicity and acceptability [86]. However, machine
learning models may be useful for finding new dimensions that
can accurately classify outcomes according to their predictive
characteristicsin nonlinear data[86]. However, not all machine
learning techniques, which range from transparent decision tree
algorithmsto unsupervised neural networks, are appropriate for
usewith SBDH predictive models. Highly autonomous machine
learning modelsmay select characteristicsthat are not clinically
relevant for the outcome (eg, family meetings as a predictive
characteristic for hospital mortality) when researchers do not
remove these characteristics [86]. Models should instead reflect
appropriate domain expertise as well as appropriate machine
learning techniques. Moreover, for techniques that depend on
unsupervised neural networks, there are long-standing
controversies regarding the disadvantages of nontransparent,
one-of-a-kind models versus more readily explainable logistic
regression models [7,86].

There are also challenges related to using SBDH data at the
geographic level in predictive modeling, which are often needed
toidentify SBDH on apopulation level and for community-level
interventions [26]. Geospatial analysts need to choose the
appropriate granularity for a model, which may be associated
with a model’s discriminatory power to help distinguish those
at high- versus low-risk levels [87]. Furthermore, analyzing
SBDH data at different geographic levels (eg, census block
group, census tract, county, and state) is methodologically
complex.

The discriminatory power to distinguish patients with and
without social needs also poses a challenge in nongeospatial
modeling with the potential to introduce higher-than-desirable
false positives and/or negatives [74]. For instance, a study of
food security among Medicare patients using clinical dataand
a needs assessment survey could not accurately predict which
patients would benefit from areferral to community resources
[88]. Similarly, a predictive model that uses random forest
decision methods applied to socioeconomic datadid not improve
referral rates to community services once at-risk patients were
identified [28]. When SBDH data are operationalized in apoorly
functioning algorithm, these false positives and negatives
indicate that a health system spends unnecessary resources
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evaluating several patients not at high risk, whereas groups of
patients needing social services remain unidentified [74,89].
To address this phenomenon, algorithms may need to be tested
with new data as predictive analytics methods that use SBDH
risk data have evidenced limited generalizability outside of the
original sample data where the model was devel oped [26,46].

Within a model’s discriminatory power is the challenge of
temporality in analytic models. Specifically, further research
and development are necessary to determine how to capture
changing social risk factors related to changing life
circumstances throughout a person’s life or epoch [90]. For
example, by structural design, a model may overlook an
individual's loss of income through unemployment or
community changes not reflected in neighborhood data [74].
Thus, time-oriented models will be better able to elucidate the
persistence or amelioration of disparities.

Further guidance on analytic challenges, such as optimizing the
appropriate separation of high- and low-risk cases, will be
crucial as part of future, wide-scale dissemination of
SBDH-focused predictive modeling tools. To advance predictive
analytics and increase generalizability acrossthe United States,
there should also be open-source SBDH resources for methods
and databases that leverage previous SBDH research and
development [91,92]. Globally, the Research Data Alliance
could create a working group to spearhead the creation of
open-source SBDH data sources and facilitate work toward
interoperability [93].

Expand Standardized Coding and Taxonomies of SBDH
Risk Factors That Enhance I nteroperability

Once a single hedlth care system renders SBDH data useful
through advanced data science, they must find ways to
disseminate these advances. The lack of standardization of
SBDH dataand collection processes preventstheinteroperability
and integration of modeling into diverse platforms[91,92] and
impacts the creation of SBDH products for EHRs [94]. For
greater interoperability, we need a standard, practical coding
system for SBDH factors that goes beyond vendor-specific
coding [91,92]. Such an endeavor is presently being pioneered
by the Socia Interventions Research and Evaluation Network
through the HL7 Gravity Project [95].

ExpandingtheK nowledge Baseto | nform Best Practice
Guidelines

Support National Shared Research and Development to
Advance SBDH Predictive Model Development and
Application

In recognition of the emerging field of SBDH predictive
analytics, steps toward developing consensus and further
evaluative work are needed to produce best practice guidelines
for the use of SBDH datain predictive modeling [91]. Thereis
wide variability in the choice of data sources, risk factors,
targeted outcomes, geographic levels, and analytic approaches
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in the SBDH predictive models. Each of these model
components can impact a tool’s accuracy and appropriateness
for use in a particular setting or context. At present, thereis a
very limited understanding of the impact of these parameters
on the effectiveness of the SBDH predictive model. Although
endpoints such as health care cost and utilization may seem
similar, the choice of health outcome in a model can obscure
the path from social risk to health. Best practice guidelines
should include transparency of model validation methods for
various outcomes to ensure that modeling methods can be
replicated in other populations[91]. The use of SBDH variables
in predictive modeling isrelatively new. Devel oping consensus
might be premature in such circumstances and eval uative work
must occur beforehand. However, to form guidelines, it is
critical to consider standardizationin SBDH predictive analytics
and to organize the discourse early on. Such discourse would
facilitate data sharing, create open-sourcetoolsand algorithms,
and set expectations.

Establish a National Agenda to Create a Shared
Evidence Base Regarding the | mportance of SBDH
Factors and the Best Approach for Including SBDH in
Analytics

Although the methods and analyses addressing SBDH have
matured substantially over the past decades, an expanded data
infrastructure and more research are necessary to gain a full
understanding of how SBDH manifests throughout a person’s
life [96]. Present health analytics platforms are generally not
built to advance our knowledge base in this area. Rather, they
are often intended to give health systems or insurers a leg-up
over their competition in achieving financia or
pay-for-performancetargets. There should be anational agenda
to develop and share technology and human resources and
strategies to support efficient data extraction, evidence-based
development, and effective analytics and reporting within and
across institutions in the United States [92]. For-profit entities
also have a vested interest to create better predictive models.
Such shared desire would be an incentive for them to participate
in the development of a shared evidence base, resulting in the
creation of better predictive models.

Conclusions

Intheface of great challenges and perhaps even greater benefits,
we haveidentified aseries of potential approachesfor advancing
the present state of predictive analytics within the SBDH
context. The future of predictive modeling involving SBDH
will require key stakeholders—including policy makers, payers,
providers, researchers and analysts, patients, and their
advocates—to reach aconsensus regarding ethical frameworks,
data sharing, technical parameters, and model transparency.
Such a consensus will help ensure that the ultimate promise of
SBDH analytics, improving health and reducing health
disparities, is achieved in health care systems and communities
across the United States.

JMIR Med Inform 2020 | val. 8| iss. 9 |€18084 | p.43
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Tanet a

Acknowledgments
The work by LB on this project was supported by a grant from the Robert Wood Johnson Foundation.

Authors Contributions

All the authors contributed significantly to the project and writing of the manuscript. All the authors reviewed the final paper and
provided comments as deemed necessary. M T drafted the manuscript and revised it using input from other authors. EH supervised
the literature review and development of the overall manuscript. MT, DT, and KV performed the literature review and provided
asummary of available studies that address SBDH in predictive modeling. HK and LG provided insight into the application of
SBDH in predictive analytics. JW was the principal investigator of the project, who designed the overall scope and goals of the
study and supervised the day-to-day operations of the project.

Conflictsof Interest

LG reports receiving funding from the Commonwealth Fund, Episcopal Health Foundation, Kaiser Permanente, NIMHD, and
AHRQ for work unrelated to this manuscript. She received support from the Robert Wood Johnson Foundation for her work on
this manuscript. The remaining authors declare no conflicts of interest.

References

1.  Digita Datalmprovement Prioritiesfor Continuous Learning in Health and Health Care: Workshop Summary. Washington,
DC: Nationa Academies Press; 2013.

2. Public Health and Promoting Interoperability Programs. Centers for Disease Control and Prevention. URL: https.//www.
cdc.gov/ehrmeani ngful use/introduction.html [accessed 2019-10-26]

3. Engelgau MM, Khoury MJ, Roper RA, Curry JS, Mensah GA. Predictive analytics: hel ping guide the implementation
research agenda at the national heart, lung, and blood institute. Glob Heart 2019 Mar;14(1):75-79 [FREE Full text] [doi:
10.1016/j.gheart.2019.02.003] [Medline: 31036305]

4.  Duhigg C. How Companies Learn Your Secrets. The New York Times. 2012. URL : https.//www.nytimes.com/2012/02/
19/magazine/shopping-habits.html [accessed 2019-09-08]

5. DeistT, Patti A, Wang Z, Krane D, Sorenson T, Craft D. Simulation-assisted machine learning. Bioinformatics 2019 Oct
15;35(20):4072-4080 [ FREE Full text] [doi: 10.1093/bicinformatics/btz199] [Medline: 30903692]

6. Gurley V. Using Predictive Analytics to Address Social Determinants of Health. Population Health Learning Network.
2018. URL: https.//www.managedheal thcareconnect.com/article/using-predi ctive-anal yti cs-address-soci al -determinants-heal th
[accessed 2019-09-01]

7. Beam AL, Kohane IS. Big data and machine learning in health care. JAm Med Assoc 2018 Apr 3;319(13):1317-1318.
[doi: 10.1001/jama.2017.18391] [Medline: 29532063]

8.  LovisC. Unlocking the power of artificia intelligence and big datain medicine. JMed Internet Res 2019 Nov
8;21(11):e16607 [FREE Full text] [doi: 10.2196/16607] [Medline: 31702565]

9. Gdeas, Tracy M, Hoggatt KJ, Dimaggio C, Karpati A. Estimated deaths attributable to social factorsin the United States.
Am J Public Health 2011 Aug;101(8):1456-1465. [doi: 10.2105/AJPH.2010.300086] [Medline: 21680937]

10. 2019 County Health Rankings Key Findings Report. County Health Rankings & Roadmaps. 2019. URL.: https.//www.
countyhealthrankings.org/reports/2019-county-health-rankings-key-findings-report [accessed 2020-08-24]

11. Xu X, Bishop EE, Kennedy SM, Simpson SA, Pechacek TF. Annual healthcare spending attributabl e to cigarette smoking:
an update. Am J Prev Med 2015 Mar;48(3):326-333 [FREE Full text] [doi: 10.1016/j.amepre.2014.10.012] [Medline:
25498551]

12. Ley SH, Ardisson Korat AV, Sun Q, Tobias DK, Zhang C, Qi L, et a. Contribution of the nurses health studiesto uncovering
risk factors for type 2 diabetes: diet, lifestyle, biomarkers, and genetics. Am J Public Health 2016 Sep;106(9):1624-1630.
[doi: 10.2105/AJPH.2016.303314] [Medline: 27459454]

13. Waker RE, Keane CR, Burke JG. Disparities and access to healthy food in the United States: areview of food deserts
literature. Health Place 2010 Sep;16(5):876-884. [doi: 10.1016/j.healthplace.2010.04.013] [Medline: 20462784]

14. Leonardi C, Simonsen NR, Yu Q, Park C, Scribner RA. Street connectivity and obesity risk: evidence from electronic
health records. Am J Prev Med 2017 Jan;52(1S1):S40-347. [doi: 10.1016/j.amepre.2016.09.029] [Medline: 27989291]

15. Neson K, Schwartz G, Hernandez S, Simonetti J, Curtis |, Fihn SD. The association between neighborhood environment
and mortality: results from anational study of veterans. J Gen Intern Med 2017 Apr;32(4):416-422 [FREE Full text] [doi:
10.1007/s11606-016-3905-x] [Medline: 27815763]

16. Katsdliaki K, Mustafee N. Applications of simulation within the healthcare context. J Oper Res Soc 2011;62(8):1431-1451
[FREE Full text] [doi: 10.1057/j0rs.2010.20] [Medline: 32226177]

17. Gusoff G. Professional medical association policy statements on social health assessments and interventions. Perm J
2018;22:18-92. [doi: 10.7812/tpp/18-092]

18. Friedman NL, Banegas MP. Toward addressing social determinants of health: a health care system strategy. Perm J
2018(22):18-95. [doi: 10.7812/TPP/18-095]

http://medinform.jmir.org/2020/9/€18084/ JMIR Med Inform 2020 | vol. 8 | iss. 9 |€18084 | p.44
(page number not for citation purposes)

RenderX


https://www.cdc.gov/ehrmeaningfuluse/introduction.html
https://www.cdc.gov/ehrmeaningfuluse/introduction.html
https://globalheartjournal.org/articles/10.1016/j.gheart.2019.02.003/
http://dx.doi.org/10.1016/j.gheart.2019.02.003
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31036305&dopt=Abstract
https://www.nytimes.com/2012/02/19/magazine/shopping-habits.html
https://www.nytimes.com/2012/02/19/magazine/shopping-habits.html
http://europepmc.org/abstract/MED/30903692
http://dx.doi.org/10.1093/bioinformatics/btz199
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30903692&dopt=Abstract
https://www.managedhealthcareconnect.com/article/using-predictive-analytics-address-social-determinants-health
http://dx.doi.org/10.1001/jama.2017.18391
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29532063&dopt=Abstract
https://www.jmir.org/2019/11/e16607/
http://dx.doi.org/10.2196/16607
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31702565&dopt=Abstract
http://dx.doi.org/10.2105/AJPH.2010.300086
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21680937&dopt=Abstract
https://www.countyhealthrankings.org/reports/2019-county-health-rankings-key-findings-report
https://www.countyhealthrankings.org/reports/2019-county-health-rankings-key-findings-report
http://europepmc.org/abstract/MED/25498551
http://dx.doi.org/10.1016/j.amepre.2014.10.012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25498551&dopt=Abstract
http://dx.doi.org/10.2105/AJPH.2016.303314
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27459454&dopt=Abstract
http://dx.doi.org/10.1016/j.healthplace.2010.04.013
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20462784&dopt=Abstract
http://dx.doi.org/10.1016/j.amepre.2016.09.029
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27989291&dopt=Abstract
http://europepmc.org/abstract/MED/27815763
http://dx.doi.org/10.1007/s11606-016-3905-x
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27815763&dopt=Abstract
http://europepmc.org/abstract/MED/32226177
http://dx.doi.org/10.1057/jors.2010.20
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32226177&dopt=Abstract
http://dx.doi.org/10.7812/tpp/18-092
http://dx.doi.org/10.7812/TPP/18-095
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Tanet a

19.

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

35.

36.

37.

38.

39.

40.

41.

42.

Kankanhalli A, Hahn J, Tan S, Gao G. Big data and analytics in healthcare: introduction to the special section. Inf Syst
Front 2016 Mar 9;18(2):233-235. [doi: 10.1007/s10796-016-9641-2]

World Health Organization. The Economics of Social Determinants of Health and Health Inequalities: A Resource Book.
Geneva, Switzerland: World Health Organization; 2013.

Center for Prevention Services. Ten Leading Causes of Death in the United States. Atlanta, GA: Centersfor Disease Control
and Prevention; 1977.

McGinnis IM, Williams-Russo P, Knickman JR. The case for more active policy attention to health promotion. Health Aff
(Millwood) 2002;21(2):78-93. [doi: 10.1377/hithaff.21.2.78] [Medline: 11900188]

World Conference on Social Determinants of Health. World Health Organization. 2020. URL: http://www.who.int/
social_determinants/sdhconference/background/en/ [accessed 2020-08-24]

Integrating Socia Care Into the Delivery of Health Care: Moving Upstream to Improve the Nation's Health. Washington,
DC: National Academies Press; 2019.

Guiding Principles for Ethical Use of Social Determinants of Health Data. EHealth Initiative. 2019. URL: https://www.
ehidc.org/resources/quiding-principl es-ethical -use-soci al -determinants-heal th-data [ accessed 2019-10-27]

Nau C, Adams JL, Roblin D, Schmittdiel J, Schroeder E, Steiner JF. Considerations for identifying social needsin health
care systems. Med Care 2019;57(9):661-666. [doi: 10.1097/mlr.0000000000001173]

Socioeconomic Health Scores. LexisNexis Risk Solutions. URL: https:/risk.lexisnexis.com/products/

socioeconomi c-health-score [accessed 2019-09-01]

Vest JR, Menachemi N, Grannis SJ, Ferrell JL, Kasthurirathne SN, Zhang Y, et al. Impact of risk stratification on referrals
and uptake of wraparound services that address social determinants: a stepped wedged trial. Am J Prev Med 2019
Apr;56(4):e125-e133. [doi: 10.1016/j.amepre.2018.11.009] [Medline: 30772150]

Simpson M, Genovese A. Carrot Health - Leveraging Consumer Datato Grow Medicare Market Share. The Carrot
MarketView. 2016. URL : https://info.carrotheal th.com/hubfs/Brochures%20and%20Whitepapers/

Carrot%20Heal th%20-%20L everaging%20Consumer%20D ata%20t0%20Grow%20M edi care%20M arket%20Share.
pdf?__hstc=122733652.515b5d9ff 7a33417378b5a218fdca83f.1567383407805.1567386846670.1567398132639.

3&_ hssc=122733652.1.1567398132639 [accessed 2019-09-02]

Predmore Z, Hatef E, Weiner JP. Integrating social and behavioral determinants of health into population health analytics:
aconceptual framework and suggested road map. Popul Health Manag 2019 Dec;22(6):488-494. [doi: 10.1089/pop.2018.0151]
[Medline: 30864884]

McGinnis T, Crumley D, Chang D. Implementing Social Determinants of Health Interventionsin Medicaid Managed Care:
How to Leverage Existing Authorities and Shift to Value-Based Purchasing. AcademyHealth. 2018. URL : https.//www.
academyhealth.org/sites/defaul t/files/implementing_sdoh medicaid_managed care may2018.pdf [accessed 2019-09-24]
Matulis R, Lloyd J. The History, Evolution, and Future of Medicaid Accountable Care Organizations. Center for Health
Care Strategies. 2020. URL : https.//www.chcs.org/resource/history-evol uti on-future-medi cai d-accountabl e-care-organi zations/
[accessed 2020-08-24]

Artiga S, Hinton E. Beyond Health Care: The Role of Social Determinantsin Promoting Health and Health Equity. Kaiser
Family Foundation. 2018. URL: https.//www.kff.org/disparities-policy/issue-brief/

beyond-health-care-the-rol e-of -soci al -determi nants-in-promoting-heal th-and-heal th-equity/ [accessed 2019-09-08]

How Insurance Companies Set Health Premiums. HealthCare. URL : https://www.healthcare.gov/
how-plans-set-your-premiums/ [accessed 2020-05-12)

Chin T, Kahn R, Li R, Chen J, Krieger N, Buckee C, et al. US county-level characteristics to inform equitable COVID-19
response. medRxiv 2020 Apr 11:11 epub ahead of print [FREE Full text] [doi: 10.1101/2020.04.08.20058248] [Medline;
32511610]

Owen WF, Carmona R, Pomeroy C. Failing another national stress test on health disparities. JAm Med Assoc 2020 Apr
15;323(19):1905-1906 epub ahead of print. [doi: 10.1001/jama.2020.6547] [Medline: 32293642]

Casesin the US. Centers for Disease Control and Prevention. URL : https://www.cdc.gov/coronavirus/2019-ncov/
cases-updates/cases-in-us.html [accessed 2020-06-14]

Weekly Updates by Select Demographic and Geographic Characteristics: Provisional Death Countsfor Coronavirus Disease
2019 (COVID-19). Centers for Disease Control and Prevention. 2020. URL : https://www.cdc.gov/nchs/nvssivsrr/

covid weekly/index.htm [accessed 2020-06-14]

Wadhera RK, Wadhera P, Gaba P, Figueroa JF, Maddox KE, Yeh RW, et al. Variation in COVID-19 hospitalizations and
deaths across New York City boroughs. JAm Med Assoc 2020 Apr 29;323(21):2192 [FREE Full text] [doi:
10.1001/jama.2020.7197] [Medline: 32347898]

Braithwaite R, Warren R. The African American petri dish. JHealth Care Poor Underserved 2020;31(2):491-502. [doi:
10.1353/hpu.2020.0037]

Mapping High Risk Areasfor COVID-19. Health Landscape. URL : https.//www.heal thl andscape.org/coronavirus/ [accessed
2020-06-14]

National Academiesof Sciences. Accounting for Social Risk Factorsin Medicare Payment: Criteria, Factors, and Methods.
Washington, DC: National Academies of Sciences Engineering Medicine; 2016.

http://medinform.jmir.org/2020/9/€18084/ JMIR Med Inform 2020 | val. 8| iss. 9 |€18084 | p.45

RenderX

(page number not for citation purposes)


http://dx.doi.org/10.1007/s10796-016-9641-2
http://dx.doi.org/10.1377/hlthaff.21.2.78
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=11900188&dopt=Abstract
http://www.who.int/social_determinants/sdhconference/background/en/
http://www.who.int/social_determinants/sdhconference/background/en/
https://www.ehidc.org/resources/guiding-principles-ethical-use-social-determinants-health-data
https://www.ehidc.org/resources/guiding-principles-ethical-use-social-determinants-health-data
http://dx.doi.org/10.1097/mlr.0000000000001173
https://risk.lexisnexis.com/products/socioeconomic-health-score
https://risk.lexisnexis.com/products/socioeconomic-health-score
http://dx.doi.org/10.1016/j.amepre.2018.11.009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30772150&dopt=Abstract
https://info.carrothealth.com/hubfs/Brochures%20and%20Whitepapers/Carrot%20Health%20-%20Leveraging%20Consumer%20Data%20to%20Grow%20Medicare%20Market%20Share.pdf?__hstc=122733652.515b5d9ff7a33417378b5a218fdca83f.1567383407805.1567386846670.1567398132639.3&__hssc=122733652.1.1567398132639
https://info.carrothealth.com/hubfs/Brochures%20and%20Whitepapers/Carrot%20Health%20-%20Leveraging%20Consumer%20Data%20to%20Grow%20Medicare%20Market%20Share.pdf?__hstc=122733652.515b5d9ff7a33417378b5a218fdca83f.1567383407805.1567386846670.1567398132639.3&__hssc=122733652.1.1567398132639
https://info.carrothealth.com/hubfs/Brochures%20and%20Whitepapers/Carrot%20Health%20-%20Leveraging%20Consumer%20Data%20to%20Grow%20Medicare%20Market%20Share.pdf?__hstc=122733652.515b5d9ff7a33417378b5a218fdca83f.1567383407805.1567386846670.1567398132639.3&__hssc=122733652.1.1567398132639
https://info.carrothealth.com/hubfs/Brochures%20and%20Whitepapers/Carrot%20Health%20-%20Leveraging%20Consumer%20Data%20to%20Grow%20Medicare%20Market%20Share.pdf?__hstc=122733652.515b5d9ff7a33417378b5a218fdca83f.1567383407805.1567386846670.1567398132639.3&__hssc=122733652.1.1567398132639
http://dx.doi.org/10.1089/pop.2018.0151
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30864884&dopt=Abstract
https://www.academyhealth.org/sites/default/files/implementing_sdoh_medicaid_managed_care_may2018.pdf
https://www.academyhealth.org/sites/default/files/implementing_sdoh_medicaid_managed_care_may2018.pdf
https://www.chcs.org/resource/history-evolution-future-medicaid-accountable-care-organizations/
https://www.kff.org/disparities-policy/issue-brief/beyond-health-care-the-role-of-social-determinants-in-promoting-health-and-health-equity/
https://www.kff.org/disparities-policy/issue-brief/beyond-health-care-the-role-of-social-determinants-in-promoting-health-and-health-equity/
https://www.healthcare.gov/how-plans-set-your-premiums/
https://www.healthcare.gov/how-plans-set-your-premiums/
https://doi.org/10.1101/2020.04.08.20058248
http://dx.doi.org/10.1101/2020.04.08.20058248
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32511610&dopt=Abstract
http://dx.doi.org/10.1001/jama.2020.6547
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32293642&dopt=Abstract
https://www.cdc.gov/coronavirus/2019-ncov/cases-updates/cases-in-us.html
https://www.cdc.gov/coronavirus/2019-ncov/cases-updates/cases-in-us.html
https://www.cdc.gov/nchs/nvss/vsrr/covid_weekly/index.htm
https://www.cdc.gov/nchs/nvss/vsrr/covid_weekly/index.htm
http://europepmc.org/abstract/MED/32347898
http://dx.doi.org/10.1001/jama.2020.7197
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32347898&dopt=Abstract
http://dx.doi.org/10.1353/hpu.2020.0037
https://www.healthlandscape.org/coronavirus/
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Tanet a

43.

45,

46.

47.

48.

49,

50.

51.

52.

53.

55.

56.

57.

58.

59.

60.

61.

62.

63.

Hatef E, Searle KM, Predmore Z, Lasser EC, Kharrazi H, Nelson K, et a. The impact of social determinants of health on
hospitalization in the veterans health administration. Am J Prev Med 2019 Jun;56(6):811-818. [doi:
10.1016/j.amepre.2018.12.012] [Medline: 31003812]

Bhavsar NA, Gao A, Phelan M, Pagidipati NJ, Goldstein BA. Value of neighborhood socioeconomic status in predicting
risk of outcomesin studies that use electronic health record data. JAMA Netw Open 2018 Sep 7;1(5):€182716 [FREE Full
text] [doi: 10.1001/jamanetworkopen.2018.2716] [Medline: 30646172]

Brar Prayaga R, Agrawal R, Nguyen B, Jeong EW, Noble HK, Paster A, et al. Impact of social determinants of health and
demographics on refill requests by medicare patients using a conversationa artificial intelligence text messaging solution:
cross-sectiona study. IMIR Mhealth Uhealth 2019 Nov 18;7(11):€15771 [FREE Full text] [doi: 10.2196/15771] [Medline:
31738170]

Seligman B, Tuljapurkar S, Rehkopf D. Machine learning approaches to the social determinants of health in the health and
retirement study. SSM Popul Health 2018 Apr;4:95-99 [FREE Full text] [doi: 10.1016/j.ssmph.2017.11.008] [Medline:
29349278]

Kasthurirathne S, Vest J, Menachemi N, Halverson P, Grannis S. Assessing the capacity of social determinants of health
data to augment predictive models identifying patients in need of wraparound social services. JAm Med Inform Assoc
2018 Jan 1;25(1):47-53. [doi: 10.1093/jamia/ocx130] [Medline: 29177457)

Golembiewski E, Allen KS, Blackmon AM, Hinrichs RJ, Vest JR. Combining nonclinical determinants of health and clinical
datafor research and evaluation: rapid review. IMIR Public Health Surveill 2019 Oct 7;5(4):€12846 [ FREE Full text] [doi:
10.2196/12846] [Medline: 31593550]

All-Payer Claims Databases. The Agency for Healthcare Research and Quality. 2017. URL: https://www.ahrg.gov/data/
apcd/index.html [accessed 2020-08-24]

Enhance Healthcare Analytics with Consumer Data. SlideShare. 2020. URL : https://www.slideshare.net/RayPun/
enhance-healthcare-anal ytics-with-consumer-data [ accessed 2020-08-24]

Hatef E, Rouhizadeh M, Tial, Lasser E, Hill-Briggs F, Marsteller J, et al. Assessing the availability of data on social and
behavioral determinantsin structured and unstructured electronic health records: a retrospective analysis of amultilevel
health care system. IMIR Med Inform 2019 Aug 2;7(3):e13802 [ FREE Full text] [doi: 10.2196/13802] [Medline: 31376277]
GuoY, Zheng G, FuT,Hao S, Ye C, Zheng L, et al. Assessing statewide all-cause future one-year mortality: prospective
study with implications for quality of life, resource utilization, and medical futility. JMed Internet Res 2018 Jun
4;20(6):€10311 [FREE Full text] [doi: 10.2196/10311] [Medline: 29866643]

American Community Survey (ACS). US Census Bureau. URL : https://www.census.gov/programs-surveys/acs/ [accessed
2019-08-10]

Food Access Research Atlas. The Economics of Food, Farming, Natural Resources, and Rural America. URL: https://www.
ers.usda.gov/data-products/food-access-research-atlas/ [accessed 2019-08-10]

Berkowitz SA, Basu S, Venkataramani A, Reznor G, Fleegler EW, Atlas SJ. Association between accessto social service
resources and cardiometabolic risk factors: a machine learning and multilevel modeling analysis. BMJ Open 2019 Mar
12;9(3):€025281 [FREE Full text] [doi: 10.1136/bmjopen-2018-025281] [Medline: 30862634]

American Housing Survey (AHS). US Census Bureau. URL : https://www.census.gov/programs-surveys/ahs.html [accessed
2019-08-11]

Hughes HK, Matsui EC, Tschudy MM, Pollack CE, Keet CA.. Pediatric asthma health disparities: race, hardship, housing,
and asthmain anational survey. Acad Pediatr 2017 Mar;17(2):127-134 [FREE Full text] [doi: 10.1016/j.acap.2016.11.011]
[Medline: 27876585]

Goldstein BA, Navar AM, PencinaMJ, loannidis JP. Opportunities and challenges in devel oping risk prediction models
with electronic health records data: a systematic review. JAm Med Inform Assoc 2017 Jan;24(1):198-208 [FREE Full text]
[doi: 10.1093/jamia/ocw042] [Medline: 27189013]

Schroeder EB, Xu S, Goodrich GK, NicholsGA, O'Connor PJ, Steiner JF. Predicting the 6-month risk of severe hypoglycemia
among adults with diabetes: development and external validation of a prediction model. J Diabetes Complications 2017
Jul;31(7):1158-1163 [FREE Full text] [doi: 10.1016/j.jdiacomp.2017.04.004] [Medline: 28462891]

FAQ. AllTransit. URL: https://alltransit.cnt.org/fag/ [accessed 2019-08-11]

Air Quality Index Report. United States Environmental Protection Agency: US EPA. URL: https://www.epa.gov/
outdoor-air-quality-data/air-quality-index-report [accessed 2019-08-11]

Food Access Research Atlas. The Economics of Food, Farming, Natural Resources, and Rural America. URL: https://www.
ers.usda.gov/data-products/food-access-research-atlas/ [accessed 2019-10-25]

Grinspan ZM, Patel AD, Hafeez B, Abramson EL, Kern LM. Predicting frequent emergency department use among children
with epilepsy: aretrospective cohort study using electronic health data from 2 centers. Epilepsia 2018 Jan;59(1):155-169
[FREE Full text] [doi: 10.1111/epi.13948] [Medline: 29143960]

Chaiyachati KH, Hubbard RA, Yeager A, Mugo B, Lopez S, Asch E, et al. Association of rideshare-based transportation
services and missed primary care appointments: a clinical trial. JAMA Intern Med 2018 Mar 1;178(3):383-389. [doi:
10.1001/jamainternmed.2017.8336] [Medline: 29404572]

http://medinform.jmir.org/2020/9/€18084/ JMIR Med Inform 2020 | vol. 8| iss. 9 |€18084 | p.46

(page number not for citation purposes)


http://dx.doi.org/10.1016/j.amepre.2018.12.012
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31003812&dopt=Abstract
https://jamanetwork.com/journals/jamanetworkopen/fullarticle/10.1001/jamanetworkopen.2018.2716
https://jamanetwork.com/journals/jamanetworkopen/fullarticle/10.1001/jamanetworkopen.2018.2716
http://dx.doi.org/10.1001/jamanetworkopen.2018.2716
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30646172&dopt=Abstract
https://mhealth.jmir.org/2019/11/e15771/
http://dx.doi.org/10.2196/15771
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31738170&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S2352-8273(17)30233-1
http://dx.doi.org/10.1016/j.ssmph.2017.11.008
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29349278&dopt=Abstract
http://dx.doi.org/10.1093/jamia/ocx130
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29177457&dopt=Abstract
https://publichealth.jmir.org/2019/4/e12846/
http://dx.doi.org/10.2196/12846
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31593550&dopt=Abstract
https://www.ahrq.gov/data/apcd/index.html
https://www.ahrq.gov/data/apcd/index.html
https://www.slideshare.net/RayPun/enhance-healthcare-analytics-with-consumer-data
https://www.slideshare.net/RayPun/enhance-healthcare-analytics-with-consumer-data
https://medinform.jmir.org/2019/3/e13802/
http://dx.doi.org/10.2196/13802
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31376277&dopt=Abstract
https://www.jmir.org/2018/6/e10311/
http://dx.doi.org/10.2196/10311
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29866643&dopt=Abstract
https://www.census.gov/programs-surveys/acs/
https://www.ers.usda.gov/data-products/food-access-research-atlas/
https://www.ers.usda.gov/data-products/food-access-research-atlas/
http://bmjopen.bmj.com/cgi/pmidlookup?view=long&pmid=30862634
http://dx.doi.org/10.1136/bmjopen-2018-025281
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30862634&dopt=Abstract
https://www.census.gov/programs-surveys/ahs.html
http://europepmc.org/abstract/MED/27876585
http://dx.doi.org/10.1016/j.acap.2016.11.011
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27876585&dopt=Abstract
http://europepmc.org/abstract/MED/27189013
http://dx.doi.org/10.1093/jamia/ocw042
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27189013&dopt=Abstract
http://europepmc.org/abstract/MED/28462891
http://dx.doi.org/10.1016/j.jdiacomp.2017.04.004
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28462891&dopt=Abstract
https://alltransit.cnt.org/faq/
https://www.epa.gov/outdoor-air-quality-data/air-quality-index-report
https://www.epa.gov/outdoor-air-quality-data/air-quality-index-report
https://www.ers.usda.gov/data-products/food-access-research-atlas/
https://www.ers.usda.gov/data-products/food-access-research-atlas/
https://doi.org/10.1111/epi.13948
http://dx.doi.org/10.1111/epi.13948
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29143960&dopt=Abstract
http://dx.doi.org/10.1001/jamainternmed.2017.8336
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29404572&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Tanet a

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

77.

78.

79.

80.

81.

82.

83.

85.

86.

87.

Bresnick J. Social Determinants of Health Dashboard Expandsto 500 Cities. Healthl TAnalytics. URL : https.//healthitanal ytics.
com/news/soci al-determinants-of-heal th-dashboard-expands-to-500-cities [accessed 2019-09-02]

500 Cities: Local Datafor Better Health. Centersfor Disease Control and Prevention. URL: https.//www.cdc.gov/500cities/
index.htm [accessed 2019-09-02]

Bringing Consumerism to Healthcare: Powered by Social and Behavioral Determinants of Health (SDoH). Carrot Health.
URL: https://carrotheal th.com/wp-content/upl oads/2018/04/M arketView- For-Payers.pdf [accessed 2019-11-09]
Benaroya R. Health Plan Member Engagement Strategies That Improve Satisfaction and Outcomes. Cecelia Health. 2020.
URL: https.//www.ceceliaheal th.com/bl og/heal th-pl an-member-engagement-strategi es-that-i mprove-satisfaction-and-outcomes
[accessed 2020-08-24]

Hutson M. Artificial intelligence faces reproducibility crisis. Science 2018 Feb 16;359(6377):725-726. [doi:
10.1126/science.359.6377.725] [Medline: 29449469]

Christopher V, Rao D, Giabbanelli P. How Do Modelers Code Artificial Societies? Investigating Practices and Quality of
Netlogo Codes from Large Repositories. In: Spring Simulation Conference. 2020 Presented at: SS20; March 29-April 1,
2020; Fairfax, VA, USA. [doi: 10.22360/springsim.2020.hsaa.007]

Callins GS, Reitsma JB, Altman DG, Moons KG. Transparent reporting of a multivariable prediction model for individual
prognosis or diagnosis (TRIPOD). Ann Intern Med 2015 May 19;162(10):735-773. [doi: 10.7326/115-5093-2]

Wharam J, Weiner J. The promise and peril of healthcare forecasting. Am JManag Care 2012 Mar 1;18(3):e82-e85 [FREE
Full text] [Medline: 22435964]

Copeland R. Googl€e's ‘ Project Nightingale' Gathers Personal Health Data on Millions of Americans. The Wall Street
Journal. 2019. URL: https.//www.wsj.com/articles/

googl e-s-secret-proj ect-nightingal e-gathers-personal -heal th-data-on-millions-of -ameri cans-11573496 790 [ accessed
2019-11-14]

Steiner J, Clift M, Nau C, Schroeder E. Issue Brief: Survey Results Update. SONNET. 2018. URL : https://sonnet.

kai serpermanente.org/products.html [accessed 2020-08-24]

McGraw D. Privacy concernsrelated to inclusion of social and behavioral determinants of health in electronic health records.
In: Capturing Social and Behavioral Domains and Measures in Electronic Health Records: Phase 2. Washington, DC: The
National Academies Press; 2015.

Cohen |G, Amarasingham R, Shah A, Xie B, Lo B. Thelegal and ethical concernsthat arise from using complex predictive
analyticsin health care. Health Aff (Millwood) 2014 Jul;33(7):1139-1147. [doi: 10.1377/hlthaff.2014.0048] [Medline:
25006139]

Amarasingham R, Patzer RE, Huesch M, Nguyen NQ, Xie B. Implementing electronic health care predictive analytics:
considerations and challenges. Health Aff (Millwood) 2014 Jul;33(7):1148-1154. [doi: 10.1377/hithaff.2014.0352] [Medline:
25006140]

Beler K, Schweda M, Schicktanz S. Taking patient involvement serioudly: acritical ethical analysis of participatory
approaches in data-intensive medical research. BMC Med Inform Decis Mak 2019 Apr 25;19(1):90 [FREE Full text] [doi:
10.1186/s12911-019-0799-7] [Medline: 31023321]

Japkowicz N, Stephen S. The class imbalance problem: a systematic study. Intell Data Anal 2002;6(5):429-449. [doi:
10.3233/ida-2002-6504]

Obermeyer Z, Powers B, Vogeli C, Mullainathan S. Dissecting racial bias in an algorithm used to manage the health of
populations. Science 2019 Oct 25;366(6464):447-453. [doi: 10.1126/science.aax2342] [Medline: 31649194]

White S. A review of big datain health care: challenges and opportunities. Open Access Bioinforma Macclesfield 2014
Oct:13. [doi: 10.2147/0ab.s50519]

Oreskovic NM, Maniates J, Weilburg J, Choy G. Optimizing the use of eectronic health recordsto identify high-risk
psychosocial determinants of health. IMIR Med Inform 2017 Aug 14;5(3):e25 [FREE Full text] [doi:
10.2196/medinform.8240] [Medline: 28807893]

Kind AJ, Jencks S, Brock J, Yu M, Bartels C, Ehlenbach W, et al. Neighborhood socioeconomic disadvantage and 30-day
rehospitalization: a retrospective cohort study. Ann Intern Med 2014 Dec 2;161(11):765-774 [FREE Full text] [doi:
10.7326/M13-2946] [Medline: 25437404]

Bazemore A, Cottrell E, Gold R, Hughes L, Phillips R, Angier H, et al. 'Community vital signs: incorporating geocoded
socia determinants into electronic records to promote patient and population health. JAm Med Inform Assoc 2016
Mar;23(2):407-412. [doi: 10.1093/jamia/ocv088] [Medline: 26174867]

Haining R. Spatial autocorrelation. In: Smelser NJ, Baltes PB, editors. International Encyclopedia of Social & Behavioral
Sciences. Oxford, UK: Pergamon; 2001.

Chancellor L, Baijal S. Optimizing Healthcare Analytics: How to Choosethe Right Predictive Model. EXL Service, Digital
Intelligence, Analytics & Operations. URL : https://www.exl service.com/resources/assets/library/documents/
EXL_WP_HC_OptimizingHealthcareAnalytics.pdf [accessed 2020-08-12]

Dhar V. Big data and predictive analytics in health care. Big Data 2014 Sep;2(3):113-116. [doi: 10.1089/big.2014.1525]
[Medline: 27442491]

http://medinform.jmir.org/2020/9/€18084/ JMIR Med Inform 2020 | vol. 8 | iss. 9 |€18084 | p.47

(page number not for citation purposes)


https://healthitanalytics.com/news/social-determinants-of-health-dashboard-expands-to-500-cities
https://healthitanalytics.com/news/social-determinants-of-health-dashboard-expands-to-500-cities
https://www.cdc.gov/500cities/index.htm
https://www.cdc.gov/500cities/index.htm
https://carrothealth.com/wp-content/uploads/2018/04/MarketView-For-Payers.pdf
https://www.ceceliahealth.com/blog/health-plan-member-engagement-strategies-that-improve-satisfaction-and-outcomes
http://dx.doi.org/10.1126/science.359.6377.725
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29449469&dopt=Abstract
http://dx.doi.org/10.22360/springsim.2020.hsaa.007
http://dx.doi.org/10.7326/l15-5093-2
https://www.ajmc.com/pubMed.php?pii=43825
https://www.ajmc.com/pubMed.php?pii=43825
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=22435964&dopt=Abstract
https://www.wsj.com/articles/google-s-secret-project-nightingale-gathers-personal-health-data-on-millions-of-americans-11573496790
https://www.wsj.com/articles/google-s-secret-project-nightingale-gathers-personal-health-data-on-millions-of-americans-11573496790
https://sonnet.kaiserpermanente.org/products.html
https://sonnet.kaiserpermanente.org/products.html
http://dx.doi.org/10.1377/hlthaff.2014.0048
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25006139&dopt=Abstract
http://dx.doi.org/10.1377/hlthaff.2014.0352
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25006140&dopt=Abstract
https://bmcmedinformdecismak.biomedcentral.com/articles/10.1186/s12911-019-0799-7
http://dx.doi.org/10.1186/s12911-019-0799-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31023321&dopt=Abstract
http://dx.doi.org/10.3233/ida-2002-6504
http://dx.doi.org/10.1126/science.aax2342
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31649194&dopt=Abstract
http://dx.doi.org/10.2147/oab.s50519
https://medinform.jmir.org/2017/3/e25/
http://dx.doi.org/10.2196/medinform.8240
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28807893&dopt=Abstract
http://europepmc.org/abstract/MED/25437404
http://dx.doi.org/10.7326/M13-2946
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25437404&dopt=Abstract
http://dx.doi.org/10.1093/jamia/ocv088
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26174867&dopt=Abstract
https://www.exlservice.com/resources/assets/library/documents/EXL_WP_HC_OptimizingHealthcareAnalytics.pdf
https://www.exlservice.com/resources/assets/library/documents/EXL_WP_HC_OptimizingHealthcareAnalytics.pdf
http://dx.doi.org/10.1089/big.2014.1525
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27442491&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Tanet a

88.

89.

90.

91.

92.

93.
94.

95.

96.

Steiner JF, Stenmark SH, Sterrett AT, Paolino AR, Stiefel M, Gozansky WS, et a. Food insecurity in older adultsin an
integrated health care system. JAm Geriatr Soc 2018 May;66(5):1017-1024. [doi: 10.1111/jgs.15285] [Medline: 29492953]
Shah ND, Steyerberg EW, Kent DM. Big data and predictive analytics: recalibrating expectations. JAm Med Assoc 2018
Jul 3;320(1):27-28. [doi: 10.1001/jama.2018.5602] [Medline: 29813156]

Phelan J, Link B. Controlling disease and creating disparities: a fundamental cause perspective. J Gerontol B Psychol Sci
Soc Sci 2005 Oct;60(Spec No 2):27-33. [doi: 10.1093/geronb/60.special_issue 2.527] [Medline: 16251587]
Amarasingham R, Audet AJ, Bates DW, Cohen I1G, Entwistle M, Escobar GJ, et al. Consensus statement on electronic
health predictive analytics: a guiding framework to address challenges. EGEM S (Wash DC) 2016;4(1):1163 [FREE Full
text] [doi: 10.13063/2327-9214.1163] [Medline: 27141516]

Ross TR, Ng D, Brown JS, Pardee R, Hornbrook MC, Hart G, et al. The HMO research network virtual data warehouse:
apublic data model to support collaboration. EGEM S (Wash DC) 2014;2(1):1049 [FREE Full text] [doi:
10.13063/2327-9214.1049] [Medline: 25848584]

Research Data Sharing Without Barriers. Research Data Alliance. URL: https://www.rd-alliance.org/ [accessed 2020-08-12]
Freij M, Dullabh P, Lewis S, Smith SR, Hovey L, Dhopeshwarkar R. Incorporating socia determinants of health in electronic
health records: qualitative study of current practices among top vendors. IMIR Med Inform 2019 Jun 7;7(2):e13849 [ FREE
Full text] [doi: 10.2196/13849] [Medline: 31199345]

The Gravity Project: A National Collaborative to Advance Interoperable Social Determinants of Health Data. UCSF Siren.
URL: https:/sirenetwork.ucsf.edu/TheGravityProject [accessed 2019-10-13]

Glass TA, McAtee MJ. Behavioral science at the crossroadsin public health: extending horizons, envisioning the future.
Soc Sci Med 2006 Apr;62(7):1650-1671. [doi: 10.1016/j.socscimed.2005.08.044] [Medline: 16198467]

Abbreviations

CDC: Centersfor Disease Control and Prevention

EHR: electronic health record

NL P: natural language processing

SBDH: social and behavioral determinants of health

TRIPOD: Transparent Reporting of a multivariate prediction model for Individual Prognosis or Diagnosis

Edited by C Lovis; submitted 02.02.20; peer-reviewed by J Seiner, J op den Buijs, P Giabbanelli; comments to author 06.05.20;
revised version received 17.06.20; accepted 20.07.20; published 08.09.20.

Please cite as:

Tan M, Hatef E, Taghipour D, VWyas K, Kharrazi H, Gottlieb L, Weiner J

Including Social and Behavioral Determinants in Predictive Models: Trends, Challenges, and Opportunities
JMIR Med Inform 2020;8(9):€18084

URL: http://medinform.jmir.org/2020/9/€18084/

doi:10.2196/18084

PMID: 32897240

©Marissa Tan, Elham Hatef, Delaram Taghipour, Kinjel Vyas, Hadi Kharrazi, Laura Gottlieb, Jonathan Weiner. Originally
published in IMIR Medical Informatics (http://medinform.jmir.org), 08.09.2020. Thisis an open-access article distributed under
theterms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted
use, distribution, and reproduction in any medium, provided the original work, first published in IMIR Medical Informatics, is
properly cited. The complete bibliographic information, alink to the original publication on http://medinform.jmir.org/, as well
as this copyright and license information must be included.

http://medinform.jmir.org/2020/9/€18084/ JMIR Med Inform 2020 | val. 8| iss. 9 |€18084 | p.48

RenderX

(page number not for citation purposes)


http://dx.doi.org/10.1111/jgs.15285
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29492953&dopt=Abstract
http://dx.doi.org/10.1001/jama.2018.5602
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29813156&dopt=Abstract
http://dx.doi.org/10.1093/geronb/60.special_issue_2.s27
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16251587&dopt=Abstract
http://europepmc.org/abstract/MED/27141516
http://europepmc.org/abstract/MED/27141516
http://dx.doi.org/10.13063/2327-9214.1163
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27141516&dopt=Abstract
http://europepmc.org/abstract/MED/25848584
http://dx.doi.org/10.13063/2327-9214.1049
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25848584&dopt=Abstract
https://www.rd-alliance.org/
https://medinform.jmir.org/2019/2/e13849/
https://medinform.jmir.org/2019/2/e13849/
http://dx.doi.org/10.2196/13849
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31199345&dopt=Abstract
https://sirenetwork.ucsf.edu/TheGravityProject
http://dx.doi.org/10.1016/j.socscimed.2005.08.044
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16198467&dopt=Abstract
http://medinform.jmir.org/2020/9/e18084/
http://dx.doi.org/10.2196/18084
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32897240&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Lietd

Original Paper

Medical Insurance Information Systems in China: Mixed Methods
Study

Yazi Li*, PhD; Chunji Lu*, MD; Yang Liu*, MD
The Ingtitute of Medica Information, Chinese Academy of Medical Sciences, Beijing, China

Corresponding Author:

Yazi Li, PhD

The Ingtitute of Medical Information

Chinese Academy of Medical Sciences

No. 3 Yabao Road, Chaoyang District, Beijing
Beijing

China

Phone: 86 13810084409

Email: li.yazi @imicams.ac.cn

Abstract

Background: Since the People's Republic of China (PRC), or China, established the basic medical insurance system (MIS) in
1998, the medical insurance information systems (MI11Ss) in China have effectively supported the operation of the MIS through
severa phases of development; the phases included a stand-alone version, the internet, and big data. In 2018, China’s national
medical security systemswereintegrated, while M11Sswere facing reconstruction. We summarized China’'s experiencein medical
insurance informatization over the past 20 years, aiming to provide areference for the building of anew basic MISfor Chinaand
for developing countries.

Objective: This paper aimsto sort out medical insurance informatization policies throughout the years, use questionnaires to
determine the status quo of provincial MI1S-building in China and the relevant policies, provide references and suggestions for
the top-level design and implementation of theinformation systemsin the transitional period of China’s MISreform, and provide
areference for the building of MI11Ss in developing countries.

Methods: We conducted policy analysis by collecting the laws, regulations, and policy documents—issued from 1998 to
2020—on Chinas medica insurance and its informatization; we also analyzed the US Health Insurance Portability and
Accountability Act and other relevant policies. We conducted aquestionnaire survey by sending out questionnairesto 31 Chinese,
provincial, medical security bureaus to collect information about network links, system functions, data exchange, standards and
specifications, and building modes, among other items. We conducted a literature review by searching for documents about
relevant laws and policies, building methods, application results, and other documents related to M11Ss; we conducted searches
using PubMed, Elsevier, ChinaNational Knowledge Infrastructure, and other mgjor literature databases. We conducted telephone
interviews to verify the results of questionnaires and to understand the focus issues concerning the building of China's national
MI1Ss during the period of integration and transition of China's MIS.

Results: In 74% (23/31) of theregionsin China, M11Ss were networked through dedicated fiber optic lines. In 65% (20/31) of
the regions in China, M11Ss supported identity recognition based on both ID cards and socia security cards. In 55% (17/31) of
the regionsin China, M11Ss at provincial and municipal levels were networked and have gathered basic medical insurance data,
whereas M1 Sswere connected to health insurance companiesin 35% (11/31) of theregionsin China. China'sMIISsare comprised
of 11 basic functional modules, among which the modules of business operation, transregional referral, reimbursement, and
monitoring systems are widely applied. M11Ssin 83% (20/24) of Chinese provinces have stored data on coverage, payment, and
settlement compensation of medical insurance. However, in terms of data security and privacy protection, pertinent policies are
absent and data utilization is not in-depth enough. Respondents to telephone interviews universally reflected on the following
issues and suggestions: in the period of integration and transition of MISs, close attention should be paid to the top-level design,
and repeated investment should be avoided for the building of MIISs; MI1Ss should be adapted to the health care reform, and
efforts should be made to strengthen the informatization support for the reform of payment methods; and M11Ss shoul d be adapted
for the widespread application of mobile phones and should provide insured persons with more self-service functions.

Conclusions: Inthe future, the building of China's basic M11Ss should be deployed at the national, provincial, prefectural, and
municipal levels on a unified basis. Efforts should be made to strengthen the development of standard codes, data exchange, and
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data utilization. Work should be done to formulate the rules and regulations for security and privacy protection and to balance
the right to be informed with the mining and utilization of big data. Efforts should be made to intensify the interconnectivity
between MISs and other health systems and to strengthen the application of medical insurance information in public health
monitoring and early warning systems; thiswould ultimately improve the degree of trust from stakehol ders, including individuals,

medical service providers, and public health ingtitutions, in the basic MI1Ss.

(IMIR Med Inform 2020;8(9):e18780) doi:10.2196/18780

KEYWORDS

medical insurance; medical insurance information system; health information exchange; information infrastructure; big data;

policy review; privacy protection

Introduction

Background

China's medical insurance information systems (MIISs) are
connected to over 700,000 medical institutions at variouslevels;
cover more than 1.35 hillion people [1]; record medical
insurance data regarding coverage, payment, claim, and
compensation; offer information management tools for the
world'slargest medical security network; and provideinnovation
means for health care reform and change in medical insurance
systems (MISs). Many countries in the world have built their
own national-level medical security information networks. For
example, France built the National Hedth Insurance
Inter-regime Information System [2]; the United States
established a medical security network that covers all medical
service providers nationwide through the Health Information
Technology for Economic and Clinical Health Act of 2009 [3];
and South Koreabuilt the National Health Information Database
[4], which provides support for the operation of its MIS.

Over the past 20 years, China' s M1 Ssconsisted of thefollowing
three main parts: (1) medica insurance for urban employees
established in 1998, (2) the New Rural Cooperative Medical
System (NRCMS) for rura residents established in 2003, and
(3) medical insurance for urban residents established in 2008.
Medical insurance for urban employees and urban residentswas
overseen by the Ministry of Human Resources and Socid
Security of the People's Republic of China (PRC), and the

NRCMS for rura residents was overseen by the Ministry of
Health of the PRC[5]. In 2018, after the completion of China's
system reform and national institutional reform, China’s basic
MISs were integrated, and the National Healthcare Security
Administration (NHSA) of the PRC was established, whiletwo
systems were retained; these two systems were the medical
insurance for urban employees and the basic medical insurance
for urban and rural residents, resulting from the consolidation
of medical insurance for urban residents and the NRCMS. The
function of assistance for the disadvantaged was transferred
from the Ministry of Civil Affairsof the PRC to the NHSA, the
functions of pricing of medical service items and bidding
procurement of medicines (ie, drugs) were transferred from the
National Development and Reform Commission (NDRC) of
the PRC to the NHSA, and the function of collection and
payment of medical insurance funds would be implemented by
the taxation departments [6,7].

Since 1998, the building of China's MI1Ss has gone through
three phases: Phase I, where the stand-alone version realized
the handling of medical insurance business; Phase II, where
extensive interconnection was based on the internet; and Phase
I11, where comprehensive decision-making functions based on
big data were realized. China's MI1Ss were established on the
basis of the pooling level and have the functions of fundraising,
payment, online reimbursement and settlement, and capital
settlement, among others. Figure 1 shows the three phases of
the development of China's MI1Ss.

Figure 1. The three phases of the development of China's medical insurance information systems (M11Ss).

PhaseI (1998 -2009)
Information system based

on chent/server

PhaseII(2010-2017)
Informationsystem based on

browser/server

PhaseIIT {2018 -present)
Information system based on

big data envaonment and Al

Phase | took place from 1998 to 2009, when local M11Ss were
established separately in different pooling-based regions in
China according to the needs for business development. Over
2000 NRCMS information systems were established in China
at the county level, and more than 300 information systems
were established at the prefectural or municipal level in China
for urban employees and residents. In terms of functions, these
information systems mainly functioned to manage the accounts
and insurance participation registration for the insured entities,
families, and individuals, and they managed fund collection and
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expenditure. Before 2009, China's MIISs were based on a
stand-alone version [8], which lacked overall planning and
design; there existed such serious problems as repeated
investment and isolated islands of information systems, while
circumstances of poor system interaction and repeated insurance
participation occurred from time to time [9].

Phase Il took place from 2010 to 2017, when the medical
insurance management system tended to be integrated, and
MIISs entered the integration phase [10], focusing on network
interconnection. The NRCM Sinformation systems at the county
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level in 24 Chinese provinceswereintegrated into M11Ss, while
the situation remained unchanged in the remaining seven
Chinese provinces. On the one hand, China continued to expand
the coverage of the insured groups, and MIISs continued to
expand in coverage;, the systems further emphasized the
i nterconnection among the central government, provinces, cities,
and counties. As well, data were centralized from the bottom
to thetop, and data applications were further deepened [11,12].
Improvementsincluded the following: the in-depth application
of intelligent audit was realized; the diagnosis, treatment, and
service behaviors of medical ingtitutions, physicians and doctors,
and pharmacies and drugstores were put under monitoring [13];
settlement  and  reimbursement  for  cross-provincia
hospitalization were extensively carried out; people participating
in the medical insurance scheme could transfer their medical
insurance coverage to other provinces; public services, such as
payment and direct reimbursement and settlement, became more
convenient [14]; and there were more and more big data—based
analyses and utilizations, aswell as applications and studies on
macro decision making [15].

In Phase 11, information systems were built in line with the
functions of the new NHSA, including the new medical security
bureaus at all levels. In the context of big data—in addition to
the realization of such functions as management and handling
of medical insurance—jprice administration of medical services,
and bidding and procurement of drugs, more data analysis and
utilization can be realized; this would provide support for
actuarial servicefor insurance and policy formulation. The new
information systems will be built with 14 subfunctions in four
categories. Firgt, information systemsin the category of internal
management include the internal unified portal system and the
process control system. Second, information systems in the
category of business management include the basic information
management system, the credit rating management system, the
medical and drug price management system, and the payment
method management system. Third, information systemsin the

Figure 2. Flowchart of methods used in the study.

Lietd

category of production handling include the system for basic
management of business handling and public services, the
bidding and procurement system for drugs and medical supplies,
and the cross-provincial transregional medical service
management system. Fourth, information systemsin the category
of data analysis include the operation monitoring system, the
intelligent regulation system, and the macro decision-making
application system based on big data mining technol ogy.
Objective

This paper aims to collect and analyze the medical insurance
informatization policies throughout the years, survey the status
quo of provincial MIIS-building in China by means of
guestionnaires about the building of M11Ss and their relevant
policies, provide references and suggestions for the top-level
design and implementation of the information systems in the
transitional period of China's MIS reform, and provide a
reference for the building of MIISsin developing countries.

Methods

Overview

We conducted a literature review to learn about the relevant
policies, regulations, methods, and application results of
MIIS-building practices at home and abroad. We conducted a
policy analysis by collecting the laws, regulations, and policy
documents on medical insurance and medical insurance
informatization issued from 1998 to 2020. We conducted a
guestionnaire survey by designing and distributing
guestionnaires to the medical security bureaus of 31 Chinese
provinces. We conducted telephone interviews to verify the
results of the questionnaires and to understand the focusissues
concerning the building of China's national MIISs during the
period of integration and transition of China's MIS. Figure 2
shows the design of the methods used for this paper for the
policy analysis, literature review, questionnaire survey, and
telephone interview.

| Questionnaire
Regulatory review, policy, survey
and regulation >| Results
Literature review
p
Telephone
interview

Literature Review

We used the following keywords to search in literature
databases, including PubMed and ScienceDirect: “medical
insurance information system,” “health insurance information
system,” “claim data,” “health information system,” “HIPAA”
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RenderX

(Hesalth Insurance Portability and Accountability Act), “privacy
policy,” “big data,” “health information exchange,” “health
information standard,” and “health insurance database” We
also used the following keywordsto search in the China National
Knowledge Infrastructure platform, a Chinese literature
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database: “basic medical insurance information system,” “new
rural cooperative medical schemeinformation system,” “medical
insurance for urban employees information system,” “medical
insurance information system,” “medical insurance database,”
“big data,” and “medical insurance.” The publication dates of
literature searched ranged from January 1998 to September
2019.

Policy Review

Policy List

We searched the contents of the policiesand technical standards
related to China's medica insurance from the policy and
regulation columns on the official websites of the Chinese

https://medinform.jmir.org/2020/9/€18780
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Government, the NHSA, the National Health Commission of
the PRC, the Ministry of Human Resources and Social Security
of the PRC, the NDRC of the PRC, and the Ministry of Civil
Affairsof the PRC, among others; from these, we collected 124
content entries in total. In addition, we aso searched the
documents of foreign policiesrelated to medical insurance from
the official websitesof the US Centersfor Medicare & Medicaid
Services, the US Department of Health and Human Services,
and the French Ministry of Social Affairs and Health, among
others; from these, we collected more than 30 content entries
in total. Table 1 shows the list of 14 entries of representative
policies and regulations [16-32] closely related to medical
insurance informatization among the 124 entries of policy
documents from China.
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Table 1. List of China's policies and regulations related to medical insurance informatization from 1998 to the present.

Regulation and policy names

Year (document No.)

Summary of informatization document

Decision on Establishing the Basic Medical In-
surance System for Urban Employees® [16]

1. Key points of building the planning for the
labor and social insurance management infor-
mation system [17]

2. Notice of guidance on the building of the
basic medical insurance management informa-
tion system for urban employees [18]

3. Opinions on comprehensiveimplementation
of the Jinbao Program for unified building of
alabor security information system [19]

Opinions of the Ministry of Health, Ministry of
Finance, and Ministry of Agricultureon the Es-
tablishment of aNew Rural CooperativeM edical

Insurance systemb [20]

4. Basic specifications of the information sys-
tem for the New Rural Cooperative Medical
System (NRCMYS) (trial) [21]

Guidelineson Launching a Pilot Program of

Basic Medical Insurancefor Urban Residents®
[22]

5. Notice on carrying out unified implementa-
tion of some application softwarefor the Jinbao
Program [23]

6. Basic specifications of the management in-
formation system for the NRCM S (2008 re-
vised edition) [24]

7. Notice on carrying out unified upgrading
implementation of some application software
for the Jinbao Program [25]

8. The scheme for connectivity technology of
the national-level information platform for the
NRCMS (trial) [26]

9. Notice of the General Office of the Ministry
of Human Resources and Social Security on
comprehensively promoting the intelligent
monitoring of medical servicesfor basic medi-
cal insurance [27]

1998 (LS
BH[1998]138)

2000 (L STH[2000]30)

2003 (LS
BH[2003]174)

2005 (WBN-
WF[2005]108)

2008
(RSTH[2008]284)

2008 (WBN-
WF[2008]127)

2008
(RSXXH[2008]2)

2013 (WBN-
WH[2013]456)

2015 (RSTF[2015]56)

To standardize the labor and social insurance management information
system, of which the contents under management involve the microinfor-
mation of laborers, enterprises, and other [abor organizations; strengthen
the management of personnel, wages, job positions, labor relations, and
social insurance relations; and solve fundraising, payment, and other
handling of businesses

To establish network connections with designated medical institutions,
designated retail pharmacies, banks, tax departments, and other relevant
departments through establishing a computer management information
system; focus on the unification of classification standards, interface
standards, and network transmission standards; and promote the applica-
tion of identity recognition mediafor ID cards

To plan to establish alabor security information system with unified
standards, which covers business handling of medical insurance, unem-
ployment insurance, and industria injury insurance; emphasize data
centralization at the provincial and national levels; and build data centers
at different levels

To build aninformation system for handling the business of the NRCM S
at county level, which comprises six modules, including NRCM S partic-
ipation management, medical service compensation management, fund
collection and expenditure management, accounting, and statistical
anaysis

To build private networks at national, provincial, and municipal levels;
upgrade the stand-alone version to a networking operation; and unify
the core software functions of the financial exchange library software,
fund statement software, fund regulation software, and transregional
national service hotline software

To upgrade the Basic specifications of the information system for the
NRCMS (trial) and to put forward the basic architecture for building the
information system for the NRCM S China-wide, the building specifica-
tion of physical environment and infrastructure, the functional specifica-
tions of the information system, and the datasets and code specifications
for cross-system data exchange, among others

To revise and upgrade the Notice on carrying out unified implementation
of some application software for the Jinbao Program, improve the
building of anetwork based on nationwide connectivity, and accelerate
data centralization at the national level

To establish a national-level information platform for the NRCMS, es-
tablish a data exchange network connecting all provincial platforms,
collect datafrom all provinces, and explore the functions of cross-
provincial cost verification and reimbursement

To carry out al-around intelligent monitoring of outpatient service,
hospitalization, and drug purchase in pharmacies and drugstores through
aninformation system, identify suspected violations, and then verify and
handle such violations
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Regulation and policy names Year (document No.)

Summary of informatization document

10. Notice of the General Office of the Min-
istry of Human Resources and Socia Security
on carrying out the building of theinformation
system for registration of universal participa-
tion in insurance [28]

11. Implementation plan for networked settle- 2016
ment and reimbursement for transregional (GWJCF[2016]23)
hospitalization in the national NRCM S [29]
12. Notice of the General Office of theMin- 2016
istry of Human Resources and Socia Security (RSTF[2016]185)
on accel erating the building of a cross-provin-
cia hospitalization settlement system [30]
Chinaestablished the National Healthcar e Secu-
rity Administration (NHSA)? [31]
13. Notice of the NHSA on printing and dis- 2019 (Y BF[2019]39)
tributing the guidance on medical security in-
formatization [32]
14. Notice of the NHSA on carrying out the 2019 (Y BF[2019]22)

pilot work of medical security informatization

2015(RSTF[2015]86) To plan to further raise the level of information system building at the

provincial level, promote social security cards, advance the building of
theinformation system for registration of universal participationininsur-
ance, and push data at the national level; in addition, establish alist of
qualifications for devel opers undertaking the building of information
systems for the medical security industry

To build anational NRCM S network for cross-provincial hospitalization
settlement and realize the functions of hospital visits, referral, hospital -
ization registration, and discharge reimbursement for patients participating
inthe NRCMS

To realize functions such asfiling of off-site urban employees participat-
ing in medical insurance and settlement for discharge reimbursement

After itsinception, the new NHSA proposed to establish a new, nation-
ally integrated, standard-unified Medical Security Information System,
which covers such functions as management of basic knowledge (eg,
dictionary directory), business handling management, public service
management, and data analysis management; the system developed 15
content standards, such asdiagnosis and surgery standards, among others

The NHSA selected 16 pilot provinces for implementing information
system functions first, carrying out 15 standards, and realizing cross-
provincia business linkage and public services through the building of
the national platform

8 n 1998, the State Council of the People's Republic of China (PRC) issued the Decision on Establishing the Basic Medical Insurance System for Urban
Employees (No. GF[1998]44), enforcing abasic medical insurance system (M1S) for urban employeesthroughout China, and exploring the establishment
of socialized medical insurance for the population with labor and employment relationships [16].

B1n 2003, the State Council of the PRC issued the Opinions of the Ministry of Health, Ministry of Finance, and Ministry of Agriculture on the Establishment
of aNew Rural Cooperative Medical Insurance System (No. ZF2002]13) [20], aiming to establish an MIS for rural residents on a pilot basis.

%In 2007, the State Council of the PRC issued the Guidelines on Launching aPilot Program of Basic Medical Insurance for Urban Residents[22], aiming
to establish abasic MIS for nonemployed urban residents and those with nonfixed-employment relationships.

din 2018, Chinareformed its state institutions and established the NHSA, which functions to unify the administration of the basic MIS [31].

Policy Analysis
We analyzed the evolution of policies from the five main
elements that constitute management information systems (ie,
organizational structure, process, data, business rules, and
system functions).

Questionnaire Survey

We surveyed the health care security bureaus, or their
information centers, of 31 Chinese provincesin terms of network
infrastructure, identity recognition media, information system
functions, data centers, standards, and specifications. We sent
out 31 questionnaires and recovered all 31 of them.

Telephone I nterview

We interviewed more than 30 persons by telephone from the
departments of health care security administration, medical
insurance handling management, health administration, and
hospital management, among others. Issues discussed during
telephone interviewsincluded the functions urgently needed by
MIISs and concerns about information system building in the
integration period of MISs.

https://medinform.jmir.org/2020/9/€18780

Results

Analysis of Functions Realized by Historical
Information Systems

Business Modeling for China’'sMI11Ss

China's MI1ISs support the handling and management of the
medical insurance business. The operation of the Chinese MIS
is led by the government. Funds can be raised through the
taxation of people with fixed employment, such as urban
employees. People who have no fixed employment, such as
farmers and urban residents, pay cash directly to medical
insurance handling institutions. Medical service providers
provide medical services to patients, handling institutions
provide medical institutions with the settlement of medical
insurance funds, and handling institutions manage patient
reimbursement and other services. Figure 3 shows the business
model, the main elements of Chinas MIISs, and the
interrelationship therein [4]. Medical insurance administrative
departments, medical insurance handling institutions, medical
service providers, and insured persons play different roles and
interact with each other. Medical insurance administrative
departments make and regulate medical insurance policies,
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while medical insurance handling institutions, as the specific
implementers of medical insurance policies, provide medical
insurance handling and management services for the insured
and medical service providers. Affected by the functional
adjustment of the national-level administrative department, the

Lietd

administrative level and management authority of China's
medical insurance administrative departments aswell as medical
insurance handling institutions have changed several times, but
there has been no significant change in the substance of their
respective functions.

Figure3. Businessmodel chart of China smedical insuranceinformation systems(MI1Ss), modified from thethe National Health Information Database
of the National Health Insurance Service in South Korea (Cheol Seong et al, 2017).
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Analysisof the Evolution of I nformation System—Related
Policies
Organizational Structure Analysis

Organizational ~ structure includes medical insurance
administrative departments, medical insurance handling
institutions, medical service providers, and patients, among
others. The policy under document No. L SBH[1998]138 shows
that socia security is administered by two departments—the
Ministry of Personnel of the PRC and the Ministry of Labor
and Socia Security of the PRC—covering enterprises and
employees with employment relationships; medical services
are provided mainly by medica ingtitutions as well as
pharmacies and drugstores subject to designated administration.
The policies under document Nos. ZF[2002] 13 and GF[2007]20
include rural and urban residents without employment
relationships in the coverage for basic medical insurance. The
policy under document No. RSTH[2008] 284 shows the merger
of the Ministry of Personnel of the PRC, the Ministry of Labor
of the PRC, and the social security bureaus of China into one
ministry, namely, the Ministry of Human Resources and Social
Security of the PRC, which is in charge of medical insurance
for urban employees and urban residents. The policy under
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document No. RSTF[2015]56 emphasizes universal coverage
of theMIS, aiming for covering all those who should be covered.
The policy under document No. EBF[2019]39 shows that the
administrative department for basic medical insurance was
merged into the NHSA of the PRC, which covers the
administration of drug suppliers and manufacturers, who need
to participate in bidding for drug procurement.

Business Process Analysis

Since the issuance of the policy under document No.
RSXXH[2008]2, as shown in the business model chart of
China's MI1Ss (see Figure 3), the medical insurance business
process focuses on payment by insured persons as well as
hospitalization and reimbursement at the place of insurance
participation. Medical institutions provide medical servicesand
settle accounts with medical insurance handling institutions.
Medical insurance handling institutions are mainly responsible
for raising funds and clearing up of medical expenses with
medical ingtitutions as well as pharmacies and drugstores. The
Chinese government formulates policies and supervises all
stakeholders. Since the issuance of the policy under document
No. RSXXH[2008]2, the Chinese government began to pay
attention to transregional transfer and continuation of insurance
participation relationships as well as hospitaization and
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reimbursement; especially since theissuance of the 2016 policy,
Chinahaslaunched alarge-scale promotion of cross-provincial
hospitalization reimbursement, in order to meet the needs of
population mobility and employment all over the country. Since
2018, drug procurement through bidding has been included in
the scope of medical insurance administration.

Data Analysis

Analysishy datatype covers administrative divisions, enterprise
entities, hospitals, pharmacies and drugstores, fundraising,
hospitalization behaviors, fund reimbursement, and directory
data, such as disease diagnosis, drugs, and medical devices.
Analysis by data level shows the following: before 2010, data
flowed, were stored, and were utilized mainly at and below the
prefecture level; since the issuance of the 2018 policies under
document Nos. RSXXH[2008]2 and WBNWF2008]127, data
gradually flow toward the provincia and national levels; the
2016 policies under document Nos. GWJCF[2016]23 and
RSTF[2016]185 am to redlize cross-provincia data flow
through a national-level platform and support collaborative
businesses, such as transregional transfer and continuation of
insurance participation relationships and hospitaization
reimbursement.

Business Rules Analysis

Business rules have adapted to the medical insurance
administration functions and covered the insurance participation
and hospitalization reimbursement for urban employeesin 1998,
for rural residents in 2003, and for urban residents in 2007.
Meanwhile, the policies of insurance participation and medical
insurance reimbursement were embedded into information
systems, in order to standardize the behaviors of medical
insurance participation, medical insurance handling, and
hospitalization reimbursement. The policy under document No.
RSTF[2015]56 emphasizes the use of big data analysis
technology to carry out intelligent monitoring of patients
hospitalization behaviors, doctors diagnosis and treatment
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behaviors, and handling institutions' handling behaviors. The
policy under document No. YBF[2019]22 incorporates drug
procurement bidding rules into information system
administration; incorporates such payment methods as
diagnosis-related groups into the process of patient
hospitalization, reimbursement, and fund clearing, step by step;
carries out extensive interconnection with such departments as
health, taxation, and public security, aswell aswith such entities
as banks and insurance companies; and gradually establishes a
nationwide medical insurance credit system.

Analysis of I nformation System Functions

Before the issuance of the 2018 policies under document Nos.
RSXXH[2008]2 and WBNWF[2008]127, China's MI1Sswere
mainly responsible for managing basic functions for patients,
medical institutions, and medical insurance handling ingtitutions
in terms of insurance participation, payment, reimbursement,
and fund clearing, aswell as managing such standards as disease
diagnosis standards and drug lists. Since the issuance of the
2015 policy, Chinas MIISs gradualy strengthened the
collection and utilization of data and realized business
supervision. The policy under document No. YBF[2019]39
shows that big data gradually playsarolein promoting thefine
management of medical insurance and providing evidence-based
support for formulation and evaluation of policies.

Main Functions of China’s MI1Ss

The existing M11Ss mainly function to describe the status quo
beforetheinstitutional integration (ie, before 2018). Therelated
functions of the MIISs are scattered throughout multiple
ministries and commissions. The information systems related
to these functions include the medical insurance handling
subsystem, the civil affairs assistance subsystem, and the drug
bidding and procurement subsystem, among others. Figure 4
shows the distribution of business function modules used in
various provincesin Chinaaccording to questionnaire feedback.
Details of each module are shown below:

Figure 4. Distribution of business function modules used in various provincesin China according to questionnaire feedback.
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1. The medical insurance statistics statement subsystem can
be used to understand the data regarding insured persons,
insured entities, insured rate, fund collection and
expenditure, number of hospital visits, average
reimbursement amount, and compensation ratio in each
region.

2. The medical insurance business handling subsystem
functions to manage the insured entities, insured persons,
employment relationships, payments by entities and
individuals, medical insurance card issuance, personal
identity recognition, hospital visits by insured persons,
handling of reimbursement and compensation procedures,
and compensation for serious illness insurance—if the
individual out-of-pocket payment exceeds a certain amount,
the serious illness insurance will compensate them
again—among others.

3. Thecivil affairs assistance subsystem functions to manage
the groups who receive civil affairs assistance, the
distribution of medical assistance funds, and the
compensation for medical services—compensation will be
provided again on the basis of the basic medical insurance
compensation—among others.

4. Thedrug bidding and procurement information subsystems
are established by the responsible administrative
departments: devel opment and reform commission, health
commission, health care security bureau, etc. The
responsible provincial administrative departments, on behal f
of hospitals, negotiate with drug manufacturers and
suppliers and complete the tender process through this
information system. Some provincial administrative
departments directly pay funds to drug manufacturers and
suppliers, whilefundsfor drug supply are paid by hospitals
to drug manufacturers and suppliers in some other
provinces.

5. Thetransregional hospitalization and settlement subsystem
supportstransregional or transprovincial reimbursement of
insured persons and covers the following functions:
hierarchical referral, identify recognition and identification
of insured status, discharge settlement, and window-based
reimbursement, as well as fund clearing among
transprovincial handling institutions.

6. The service price management subsystem functions to
monitor the sales prices of medical ingtitutions and
pharmacies and drugstores, as well as to analyze their
changing trends, so asto provide areference basisfor price
formulation and payment standards of medical services,
drugs, and medical devices.

7. The credit rating management subsystem functions to
manage credit rating for the insured entities, insured
persons, medical institutions, pharmaceutical production
and circulation enterprises, and medical workers, and to
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establish acredit management system for medical services
and medical insurance handling.

8. The public service subsystem for medical insurance caters
toinsured persons; provides self-services, such asinsurance
participation, payment, and referral filing; supports mobile
online payment; and allowstheinquiry of personal historical
behaviors, such as insurance participation and hospital
visits, so asto assist health management.

9. The basic information management subsystem functions
to manage the qualification information for designated
medical institutions and designated pharmacies and
drugstores so they may join the MIS. It also functions to
manage the information of medical workers and maintain
the dictionary codes for disease diagnosis, diagnosis and
treatment services, drugs, and consumables.

10. The business operation monitoring subsystem functionsto
monitor the compliance of medical servicesand the balance
of revenue and expenditure of medical insurance funds,
among others, by collecting dataon insurance participation,
medical treatment, trestment behavior, reimbursement and
compensation, among others. It also functions to make
forecasts on partial trends of medical insurance
participation, fund collection, and expenditure.

11. The collaborative office subsystem integrates all office
automation work within ajurisdiction into the information
system for unified management, such as routine
management of mail delivery aswell as drafting, approval,
and receipt of official documents, among others.

The 11 business function modules above, just like components
of ajigsaw puzzle, build up the framework of MIISs in each
province. Some functions, such as electronic medical record
management, budget management, financial management, and
account book management, have also been mentioned in some
regions.

Analysisof Infrastructure and Identity Recognition
Media

Networking Mode

Four main networking modes include the following: fiber optic
private network (FOPN), e-government extranet (EGE), virtual
private network (VPN), and the internet. FOPN features
high-security performance, good transmission performance, and
high cost. EGE connects medical insurance handling institutions
at al levels and features lower cost and better security
performance, but it is only connected to government agencies
and is not yet connected to hospitals. VPN establishes avirtual
safe channel based on the internet and features low cost and
better security performance. The internet is characterized by
good transmission performance and low cost, but its security
performance is low. Figure 5 shows the distribution of the four
networking modes above.
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Figure5. Analysis of networking modes adopted by medical insurance information systems (MI1Ss) in each provincein China.

A total of 26 provinces of China, including provinces,
autonomous regions, and municipalities directly under the
central government, have responded with their networking
modes; only Hunan Province has used all four modes. Four
provinces—Fujian, Shandong, Guangdong, and Yunnan—use
three networking modes. Nine provinces at all levels—Hebei,
Inner Mongolia, Liaoning, Jilin, Jiangsu, Henan, Hubei,
Guizhou, and Ningxia—use two networking modes. A total of
12 provinces—Beijing, Tianjin, Heilongjiang, Shanghai, Anhui,
Jiangxi, Hainan, Chongging, Sichuan, Tibet, Gansu, and
Qinghai—use one networking mode.

Regarding the main networking modes used, 23 out of 31 (74%)
provinces use FOPN; Anhui, Tibet, and Hainan are the only
provinces that do not use FOPN for networking. Six
provinces—Fujian, Henan, Hunan, Guangdong, Yunnan, and
Ningxia—also use EGE for networking.

I dentity Recognition Media

There are mainly two kinds of identity recognition media: 1D
cards and social security cards. A total of 20 provinces out of
31 (65%) support both ID cards and socia security cards for
identity recognition, while some provinces, such as Inner
Mongolia and Chongqing, support only one kind of media for
identity recognition.
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Analysis of Data Storage and Data Utilization

I nterconnectivity of I nformation Systems

A provincial MIIS verticaly connects municipal MIISs and
regional pharmacy information systems; it exchanges referral
and transregiona hospitalization settlement datawith municipal
MI1Ss and exchanges drug purchase information via personal
accounts with designated pharmacies and drugstores. A
provincial MIIS horizontally connects theinformation systems
of such departments and entities as tax, finance, devel opment
and reform, health, civil affairs, public security, banks, insurance
companies, and internet companies. This MIIS exchanges
information with different departments and entities as follows:
(1) it exchanges information on collection and payment of
insured expenses with the tax department, (2) it exchanges
electronic medical record information with the health
department, (3) it exchanges persona identity and credit
information with the public security department, (4) it exchanges
medical insurance fund transfer information with banks, (5) it
exchanges poverty alleviation and social assistanceinformation
with the civil affairs department, (6) it exchanges seriousillness
insurance information with insurance companies, and (7) it
exchanges online payment information with internet companies,
among others. MIISs in some provinces aso exchange
information with departments of audit, industry, and commerce,
among others. Figure 6 showsthe connection between provincia
MI1Ss and peripheral information systems.
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Figure 6. Theinterconnection between the medical insurance information systems (MI1Ss) and the surrounding information systemsin each province.

Development and reform department I 2
Intemet companies INEEGGGG____———_—_ 3
Finance department
MIIS at county level
Other
Civil affairs department
Public security department
Health department
Insurance companies

Tax department

Banks I—— 1

Designated pharmacies/drugstores I 16

Designated medical institutions | 16

MIIS at i cipal Level e 17

o 5

In55% (17/31) of theregionsin China, MI1Ssat provincial and
municipal levels were networked and have gathered basic
medical insurance data. Provincial M1ISs in 11 provinces out
of 31 (35%) exchange datawith insurance companies,; themain
data item exchanged includes the secondary compensation
information for seriousillnessinsurance following basic medical
insurance compensation. Provincial M11Ssin 12 provinces out
of 31 (39%) exchange data with tax departments. In adaption
to the adjustment to their functions in the medical insurance
reform, the tax departments are responsible for the collection
and payment of insurance premiums.

Data Storage Types at Provincial Information Centers

Feedback from 24 provinces in China shows that some types
of medical insurance data are stored in these provinces by
establishing provincial-level medical insurance data centers;
such data centers are under construction in two provinces:
Shandong and Henan. Seven provinces did not fill out the
guestionnaire. Many data storage types included insurance
participation, payment, settlement, and expenses. Among these
types, information about insured individuals and insured entities
accounted for 92% (22/24), the highest share; information
related to payment, settlement compensation, details of
outpatient and inpatient expenses, and cross-provincial
hospitalization accounted for over 83% (20/24), the
second-highest share. No provincial-level medical insurance
data center has stored the procurement, sales, and inventory
data from designated pharmacies and drugstores. The storage
isalso very limited for procurement, sales, and inventory data
from hospitals (1/24, 4%) and data from bidding and
procurement of drugs (3/24, 13%). Efforts should be made to
further expand the scope of data exchange and sharing, so asto
match the functions of MIISs in terms of bidding and
procurement of drugs aswell as use of drugs and consumables.
Feedback from all provinces that were surveyed shows that
Heilongjiang Province has stored the highest number of data
types (15/17, 88%); this province has covered al data types
listedin Multimedia Appendix 1 except the procurement, sales,
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and inventory data from hospitals as well as pharmacies and
drugstores. A total of 76% or more of relevant information has
been stored in such provinces and municipalities as Tianjin
(13/17, 76%), Shanghai (13/17, 76%), Guangdong (14/17, 82%),
Hainan (13/17, 76%), and Guizhou (13/17, 76%). According
to the feedback from the questionnaires, the provincial-level
medical insurance data center in Hubei Province has collected
the payment information on medical insurance participation of
urban and rura residents in the whole province, as well as
information on medical insurance treatment for urban and rural
residents in individual prefectures and cities, but it did not fill
out the information about other types of data storage. Henan
Province did not fill out information about other data storage
types except for data related to insurance participation and
payment. As a result, these two provinces—Hubei and
Henan—havearelatively lower percentage of datastoragetypes.
In those provinces with high economic development levels,
solid informatization foundations, and lower pooling regions,
their provincial-level medical insurance data centers have stored
relatively more types of data; however, as awhole, the degrees
of concentricity and comprehensiveness of medical insurance
data are still low. Multimedia Appendix 1 shows the
corresponding matrix of provincial medical insurance data
centers and data storage types.

Analysis of Data Utilization as well as Security and
Privacy Protection Palicies

China's medical insurance data are mainly used for business
handling; however, these data have not been fully exploited.
Through the Medicaid Statistical Information System database
[33], the United States supports the formulation of Medicaid
fundraising and compensation policies. Francebuilt its national
database EGB (Echantillon Generaliste des Beneficiaires) [34],
conducts research on the effects of drugs, and conducts research
and devel opment on new drugs through claimsdata[35]. South
Korea built its National Health Insurance Research Database,
which functions to make secondary compensation for
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catastrophic expenditures; it also provides specific datasets to
researchers for scientific research, especially for public health
governance and infectious disease monitoring through data
correlation [36]. The medical insurance database of Taiwan is
used for research on cancer treatment [37].

Intermsof policiesand regulationsrelated to medical insurance
information security and privacy protection, the HIPAA was
passed by the USCongressin 1996; its applicability was
adjusted continuoudly, especially in the era of big data[38]. In
2016, the European Union issued the General Data Protection
Regulation, which stipulates in detail the collection,
transmission, processing, and utilization of medical security or
health information [39]. China has not yet issued a special law
or regulation on security and privacy protection of health
information or medical insurance information; some of the
existing Chinese policies are scattered among the Social
Insurance Law of the PRC, the Law of the PRC on Basic
Healthcare and Health Promotion, the Law of the PRC on the
Prevention and Treatment of Infectious Diseases, and the
Provisions of the PRC on the Disclosure of Government
Information. However, the length of such content is extremely
limited; there are provisions of a framework nature, but there
are no acts or laws with operability.

Urgent Needsin Various Regions During the Period
of Integration and Transition of M1Ss

The information system building model is guided by national
top-level planning; the deployment level of information systems
should be higher than the unified pooling level of medical
insurance funds. In addition, attention should be paid to data
coding and standardization and building efforts should be made
on the basis of the original information system building, in order
to save unnecessary investment.

In terms of functions of information systems, efforts should be
made to strengthen the informatization support for the reform
of payment mode, in order to adapt it to the promotion of
prepayment modes such as diagnosis-related groups. Inthe era
of big data, work should be done to establish an intelligent
medical insurance audit system, which will function to monitor
behaviors (eg, medical treatment and fund compensation)
through algorithms, such as data machine learning, and will
identify such events as medical insurance fraud and abuse.
Meanwhile, work should also be done to establish a credit
database containing information on lawbreakers to be able to
take certain punishment measures against such persons.

In the context of the universal application of mobile phones,
efforts should be made to provide more self-services for the
public, such as online hospitalization appointment, mobile
payment, self-service insurance participation and payment,
policy access, and information inquiry.

Discussion

Building Model of China’'sBasic MI1Ssin the Future

In the future, we should overcome the disadvantage of the lack
of overal planning for the building of China'sMI1Ssin thefirst
and second phases and arrange for the building of MI1Ss and
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hospital information systems at the national, provincial, and
municipal levels on a unified basis. We should establish a
deployment mode higher than the fund pooling level that is at
least not lower than the municipal deployment level. In addition,
we should try our best to realize provincial deployment and to
deploy prefectura and municipal information systems by
utilizing the cloud computing model. There are more than four
networking modes, which need further planning to establish a
safer and faster private network mode. In terms of identity
recognition media, this should expand to identity recognition
based on electronic ID cards; moreover, by adopting the QR
(Quick Response) code, we can use mobile phonesto recognize
identities. Information system building standards should be
formulated and issued first, covering the planning of medical
insurance business, specification of information system modules,
and standard codes for data exchange, among others.

Information Exchange and Data Utilization

Information exchange involves the integration of internal
information systems in the MIS, the collection of data at
different levels, and the exchange of data within fields or
between different fields. The MISinternal information systems
receiving close attention exceed the 11 subsystems isted above
in the Main Functions of China’s M1 Ss section. These systems
are designed and developed by many developers; as a resullt,
they have diversified data structures and codes. First, internal
integration of these information systems shall avoid repeated
investment. Second, we should carry out the mode of
deployment of MI1Ssat the national, provincial, prefecture, and
municipal levels, unify the standards for data exchange; and
realize bottom-up collection and gathering of data. Third, we
should realize data exchange with the information systemsin
other fields, clarify the operation specifications for business
links, and realize business collaboration through data exchange;
for instance, exchanging datawith the tax department to confirm
the qualification of patients to participate in insurance and
medical insurance payment, and exchanging medical record
data with the health department. Through such practice as
standardization of health information exchange data [40] and
Federal Enterprise Architecture Framework business [41], we
will realize the business interoperation of different systems,
such as fundraising and payment to the tax department,
reimbursement for inpatients and outpatients at health
departments, designated institution certification at industry and
commerce departments, and claim settlement at commercial
insurance companies.

Balancing the Stake Between I nformed Consent for
Privacy Protection and Data Mining and Utilization
in a Context of Big Data

MIISs cover a massive amount of heterogeneous data, which
havethetypical 4-V characteristics of big data: volume, variety,
velocity, and veracity. For example, residents’ participation in
medical insurance and hospital visits involve detailed identity
information of individuals, health information, economic status,
invoice images, and other relevant data. China needs to
formulate special-purpose laws for the security and privacy
protection of medical insurance information. China aso needs
to clarify the connotation of medical security information, the
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rights and interests of the public, the scope of security and
privacy protection, the operation requirements for the right to
be informed and information disclosure, the contents of
exceptional protection of safe harbor, infringements, and
punishments, among others, by referring to the HIPAA of the
United States and the Personal Information
Protection and Electronic Documents Act (PIPEDA) of Canada.

We should balance the stake between security and privacy
protection and data analysis and utilization. New models for
assisting in disease diagnosis and treatment have been identified
from the big data of health records through utilization of
artificial intelligence technology. These new models have been
widely used in medical innovation, which involves patients
health histories, treatment methods, and trestment results, and
are even associated with such information as genetics; in
particular, the association with multisource data makes privacy
protection more difficult. We should ensure users' rights of
informed consent and enable patients to feel comfortable in
providing data for scientific research without degrading safety
protection measures. This represents a direction of collection
and utilization of medical insurance information, rather than
transitional privacy protection [42].

L essons From COVID-19 for Building of M11Ss

China has recently developed hospital information systems.
China's M11Ss have established a mechanism of data exchange
and sharing with each hospital, in order to meet patients’ health
needs and facilitate settlements and expense compensations.
However, China's regional health information platforms of
health departments and authorities are relatively isolated, and
a normalized mechanism of data exchange with hospitals has
not yet been established. Although China has established the
world's most extensive surveillance system for infectious
diseases, this system is mainly based on a bottom-up reporting
approach by manual entry and form filling; asaresult, China's
system failsto exchange datawith hospital information systems
in real time [43]. Reporting time is delayed; the system needs
a process that begins with identifying a suspected case of an
infectious disease and leads to case confirmation, thereof. The
source of data generation has no authority to publish
information, which has resulted in delays in reporting cases of
coronavirus disease 2019 (COVID-19) after case identification
aswell as delaysin information publication to the public after
reporting to the central government. During the whole process,
the early warning mechanism of the Infectious Diseases
Information Network failed to work effectively, which resulted
in serious decreases in disease prevention and early warning.
This suggests the following: China’'s new MIISs should be
closely combined with its medical and health information
systems; efforts should be made to exert the roles of numerous
medical institutions as parts of a network foundation, in order
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to gather data from hospitals to be transferred to the
national-level data center in atimely manner; and work should
be done to establish a computer-based early warning model, in
order to detect the sudden states and development trends of
infectious diseases and public health eventsin various regions
[44]. Through information connection between M11Ssand health
systems, we will be able to capture information about patients
hospitalizations at medical ingtitutionsin atimelier manner and
more efficiently. Then, through dynamic analysis and
summarized reports of data regarding disease types and
expenses, etc, we will be able to identify risk factors in a
prospective manner, so as to maintain the safety of medical
insurance funds.

Conclusions

China's MI1Ss are the most extensive information systems that
could allow network foundationsto connect medical institutions.
Over the past 20 years, after the three phases of development,
Chind's MIISs have played an important role in medical
insurance business management and reimbursement, and have
provided strong support for the operation of theworld's largest
medical security system. Particularly in terms of settlements
for transregional hospitalization and reimbursements, China's
M1ISs have enabled extensive data exchange among the central
government, provinces, prefectures, municipalities, cities, and
medical institutions, and have realized transprovincial business
collaboration. In many developing countries, information system
building is an indispensable element to realize universal health
coverage and to continuously improve their respective medical
security systems. The analysis on the functions, advantages,
and disadvantages of China's MI1Ss at different phases has a
sound significance of reference. Currently, China's MI1ISs are
in a period of transformation and transition. In terms of the
top-level design and planning of China's national medical
insurance informatization, as well as the redeployment and
reimplementation of information systems, it is necessary to
further consider such focal issues as normalization of business,
standardization of data, and interoperation of information
systems. In 2019, the outbreak of COVID-19 reveaed a poor
interoperability between the M11Ss and the health information
systems. Due to privacy protection and other reasons, data
sharing with the public health information network was
insufficient, and big data technology was not fully utilized to
analyze medical insurance data and provide early warning
services for public headth. In the future, more detailed laws,
regulations, and policies should clearly set forth the contents
and ways of exchanging and sharing medical insurance data.
The implementation of security and privacy protection policies
of MIISs will further improve the degree of trust from
individuals, medical service providers, and public health
institutions in the information systems.

List of data storage types used by the medical insurance data centers from each province in China

https://medinform.jmir.org/2020/9/€18780

JMIR Med Inform 2020 | val. 8 | iss. 9 |€18780 | p.61
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Lietd

[DOCX File, 29 KB - medinform_v8i9e18780 appl.docx ]

References

1.

2.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

The National Health Commission of the People's Republic of China. ChinaHealth Statistics Yearbook 2019. Beijing, China:
Peking Union Medical College Press; 2019.

Tuppin P, de Roquefeuil L, Weill A, Ricordeau P, Merliére Y. French national health insurance information system and
the permanent beneficiaries sample. Rev Epidemiol Sante Publique 2010 Aug;58(4):286-290. [doi:
10.1016/j.respe.2010.04.005] [Medline: 20598822]

Ng-Mak D, Ruetsch C. Association between meaningful use of electronic health records and patient health outcomesin
schizophrenia: A retrospective database analysis. Am J Manag Care 2019 Jul;25(9 Suppl):S159-S165 [FREE Full text]
[Medline: 31318518]

Cheol Seong S, Kim'Y, Khang Y, Heon Park J, Kang H, Lee H, et al. Dataresource profile: The National Health Information
Database of the National Health Insurance Servicein South Korea. Int J Epidemiol 2017 Jun 01;46(3):799-800 [FREE Full
text] [doi: 10.1093/ije/dyw253] [Medline; 27794523]

Meng Q, XuL, Zhang Y, Qian J, Cai M, Xin Y, et a. Trendsin access to health services and financial protection in China
between 2003 and 2011: A cross-sectiona study. Lancet 2012 Mar;379(9818):805-814. [doi: 10.1016/s0140-6736(12)60278-5]
YipW, FuH, Chen AT, Zhai T, Jian W, Xu R, et a. 10 years of health-care reform in China: Progress and gapsin universal
health coverage. Lancet 2019 Sep;394(10204):1192-1204. [doi: 10.1016/50140-6736(19)32136-1]

Xinhua News Agency. Institutional Reform Plan of the State Council. The State Council of the People's Republic of China.
2018 Mar 17. URL.: http://www.gov.cn/guowuyuan/2018-03/17/content_5275116.htm [accessed 2020-02-15]

LulL, GuanH, Jiang H. Current situation of and suggestionsfor China's medical insurance management information systems
[articlein Chinese]. Soft Sci Health 2000;14(6):269-272 [FREE Full text]

Huang Z. A study on fragmentation issuesin medical insurance information systems [article in Chinese]. China Health
Insur 2017(5):34-37 [FREE Full text]

Ling C, Zhai T, Wang R, Du X, Zhang X. An analysis of the integration of urban and rural medical insurance policies:
Based on the analysis perspective of policy tools. Chin Health Econ 2018;37(12):12-17.

Li Y, YuC, Wu C, Wang H, Ling D. A study on the technical route of information system integration in the integration of
new rural cooperative medical system and basic medical insurance system for urban residents. Chin Health Econ 2017;1:34-36
[FREE Full text]

Huang H. Progress in and thinking on the intelligent monitoring of medical insurance. China Health Insur 2015;12:30-32.
Jian W. A study on and application of data integration and data mining technologies in medical insurance information
system. Mod Comput (Professional Edition) 2010;11:47-51.

Wang S, Liu B. Thoughts on settlement and management of transregional hospitalization for basic medical insurance. Chin
Health Resour 2018;21(4):346-350 [FREE Full text] [doi: 10.13688/j.cnki.chr.2018.18067]

Shi C, Yang H. Design of amedical insurance decision support system based on amultilevel model. Comput Eng Des
2009;30(5):1252-1254.

TheNational People's Congress of the People's Republic of China. Decision of the State Council of the PRC on Establishing
aBasic Medical Insurance System for Urban Employees. The Central People's Government of the People's Republic of
China. 2005 Aug 04. URL.: http://www.gov.cn/banshi/2005-08/04/content_20256.htm [accessed 2020-02-15]

The Genera Office of the Ministry of Labor and Social Security of the People's Republic of China. Notice on Printing and
Distributing the Implementation Outline of Urban Basic Endowment Insurance Management Information System Building
(1999-2001) (Document No. LSTH[1999]67). The Ministry of Human Resources and Social Security of the People's
Republic of China. 1999. URL : http://www.mohrss.gov.cn/SY rlzyhshbzb/zhuanti/jinbaogongcheng/jbgcshehuibaozhang/
jbgeshbzzew|j/200602/t20060228_47488.htm [accessed 2020-02-15]

The General Office of the Ministry of Labor and Social Security of the People's Republic of China. Notice on Issuing
Guidelines on the Building of the Management Information System for Basic Medical Insurance for Urban Employees
(Document No. [2000]30). The Ministry of Human Resources and Social Security of the People's Republic of China. 2005
Dec 14. URL: http://www.mohrss.gov.cn/SY rlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/200512/
t20051214 90313.html [accessed 2020-02-15]

The Ministry of Labor and Social Security of the People's Republic of China. Notice on Printing and Distributing the
Opinions on Comprehensive Implementation of the Jinbao Program for Unified Building of a Labor Security Information
System (Document No. L SBH[2003]174). The Ministry of Human Resources and Socia Security of the People's Republic
of China. 2003 Dec 23. URL: http://www.mohrss.gov.cn/SY rl zyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/
200811/t20081126 90341.htm [accessed 2020-02-15]

The General Office of the State Council of the People's Republic of China. Notice of the General Office of the State Council
to Transmit the Opinions of the Ministry of Health and Other Departments on Establishing the New Rural Cooperative
Medical System (Document No. GBF[2003]3). The Central People's Government of the People's Republic of China. 2003.
URL.: http://www.gov.cn/zwgk/2005-08/12/content_21850.htm [accessed 2020-02-15]

https://medinform.jmir.org/2020/9/€18780 JMIR Med Inform 2020 | vol. 8 | iss. 9 |e18780 | p.62

(page number not for citation purposes)


medinform_v8i9e18780_app1.docx
medinform_v8i9e18780_app1.docx
http://dx.doi.org/10.1016/j.respe.2010.04.005
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=20598822&dopt=Abstract
https://www.ajmc.com/view/association-between-meaningful-use-of-electronic-health-records-and-patient-health-outcomes-in-schizophrenia-a-retrospective-database-analysis
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=31318518&dopt=Abstract
http://europepmc.org/abstract/MED/27794523
http://europepmc.org/abstract/MED/27794523
http://dx.doi.org/10.1093/ije/dyw253
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27794523&dopt=Abstract
http://dx.doi.org/10.1016/s0140-6736(12)60278-5
http://dx.doi.org/10.1016/s0140-6736(19)32136-1
http://www.gov.cn/guowuyuan/2018-03/17/content_5275116.htm
http://ts1.download.cqvip.com/DownPaper.dll?DownCurPaper&CD=2000YY17&Info=BPGGAJBNALADAFAFAHGMBHBNBNAAALABACAAALABBNAEALADABAEAM&FILE=014/006/4822433.pdf&FileName=%ce%d2%b9%fa%d2%bd%c1%c6%b1%a3%cf%d5%b9%dc%c0%ed%d0%c5%cf%a2%cf%b5%cd%b3%cf%d6%d7%b4%bc%b0%c6%e4%bd%a8%d2%e9.pdf
http://www.cqvip.com/qk/70846x/201705/672168481.html
http://www.cqvip.com/QK/90045X/201701/672314133.html
http://html.rhhz.net/ZGWSZY/html/2018-4-346.htm
http://dx.doi.org/10.13688/j.cnki.chr.2018.18067
http://www.gov.cn/banshi/2005-08/04/content_20256.htm
http://www.mohrss.gov.cn/SYrlzyhshbzb/zhuanti/jinbaogongcheng/jbgcshehuibaozhang/jbgcshbzzcwj/200602/t20060228_47488.htm
http://www.mohrss.gov.cn/SYrlzyhshbzb/zhuanti/jinbaogongcheng/jbgcshehuibaozhang/jbgcshbzzcwj/200602/t20060228_47488.htm
http://www.mohrss.gov.cn/SYrlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/200512/t20051214_90313.html
http://www.mohrss.gov.cn/SYrlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/200512/t20051214_90313.html
http://www.mohrss.gov.cn/SYrlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/200811/t20081126_90341.htm
http://www.mohrss.gov.cn/SYrlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/200811/t20081126_90341.htm
http://www.gov.cn/zwgk/2005-08/12/content_21850.htm
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Lietd

21.

22.

23.

24,

25.

26.

27.

28.

29.

30.

31.

32.

33.

35.

36.

The General Office of the Ministry of Health of the People's Republic of China. Notice of the General Office of the Ministry
of Health on Printing and Distributing the Basic Specifications of the New Rural Cooperative Medical Information System.
The National Health Commission of the People's Republic of China. 2005. URL: http://www.nhc.gov.cn/jws/s3581sg/
200804/ eaee82fb62df40ch849b70968239b38e.shtml [accessed 2020-02-15]

The General Office of the State Council of the People's Republic of China. Guidelines of the State Council of the PRC on
Launching a Pilot Program of Basic Medical Insurance for Urban Residents (Document No. GF [2007]20). The Central
People's Government of the People's Republic of China. 2007. URL : http://www.gov.cn/zwgk/2007-07/24/content_695118.
htm [accessed 2020-02-15]

The Ministry of Human Resources and Socia Security of the People's Republic of China. Notice on Carrying out Unified
Implementation of Some Application Software for the Jinbao Program (Document No. RSTH[2008]284). The Ministry of
Human Resources and Social Security of the People's Republic of China. 2008. URL: http://www.mohrss.gov.cn/

SY rlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/200811/t20081126 52104.html [accessed 2020-02-15]
TheMinistry of Health of the People's Republic of China. Basic Specification of New Rural Cooperative Medical Management
Information System (2008 Revision) (Document No. WBNWF (2008) 127). The Ministry of Health of the People's Republic
of China. 2008. URL: http://www.doc88.com/p-9465205319558.html [accessed 2020-02-15]

The Ministry of Human Resources and Socia Security of the People's Republic of China. Notice on Carrying out Unified
Upgrading Implementation of Some Application Software for the Jinbao Program (Document No. RSXXH[2010]20). The
Ministry of Human Resourcesand Social Security of the People's Republic of China. 2010. URL : http://www.mohrss.gov.cn/
SY rlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/201112/t20111221 47507.html [accessed 2020-02-15]

The General Office of the National Health and Family Planning Commission of the People's Republic of China. Notice on
Printing and Distributing the Scheme for Connectivity Technology of the National-Level Information Platform for the New
Rural Cooperative Medical System (trial) (Document No. WBNWH[2013]456). Anhui Province. 2013. URL: http://www.
ahhzyl.com/Newsl nfo.aspx?gl D=2c6eeab8-9f49-4f86-9c8c-b34aad3a4231 [accessed 2020-02-15]

The General Office of the Ministry of Human Resources and Social Security of the People's Republic of China. Notice of
General Office of the Ministry of Human Resources and Social Security on Comprehensively Promoting the Intelligent
Monitoring of Medical Servicesfor Basic Medical Insurance (Document No. RSTH [2015]56). The Ministry of Human
Resources and Social Security of the People's Republic of China. 2015. URL : http://www.maohrss.gov.cn/SY rlzyhshbzb/
shehuibaozhang/zcwj/yiliao/201506/t20150630 213006.html [accessed 2020-02-15]

The General Office of the Ministry of Human Resources and Social Security of the People's Republic of China. Notice of
the General Office of the Ministry of Human Resources and Social Security on the Building of the National Insurance
Registration Information System (Document No. RSTF [2015]86). The Ministry of Human Resources and Social Security
of the People's Republic of China. 2015. URL: http://www.mohrss.gov.cn/SY rlzyhshbzb/zhuanti/jinbaogongcheng/
jbgczhengcewenjian/201506/t20150630_212985.htm [accessed 2020-02-15]

The National Health and Family Planning Commission of the Peopl€'s Republic of China. Implementation Plan for Networked
Settlement and Reimbursement for Trans-Regional Hospitalization in the National New Rural Cooperative Medical System
(Document No. GWJCF[2016]23). The National Health Commission of the People's Republic of China. 2016 May 26.
URL: http://www.nhfpc.gov.cn/jws/s3581sg/201606/e28c759f9a28451fabae26d5782al 7 7b.shtml [accessed 2020-02-15]
The General Office of the Ministry of Human Resources and Social Security of the People's Republic of China. Notice of
the General Office of the Ministry of Human Resources and Social Security of the PRC on Accelerating the Building of
Cross-provincial Trans-regional Medical Service Settlement System (Document No. RETF[2016]185). The Ministry of
Human Resources and Social Security of the People's Republic of China. 2016 Dec 16. URL : http://www.mohrss.gov.cn/
SY rlzyhshbzb/shehuibaozhang/zcwj/201612/t20161222 262613.html [accessed 2020-02-15]

Xinhua News Agency. Ingtitutional Reform Plan of the State Council. The Central People's Government of the People's
Republic of China. 2018 Mar 17. URL : http://www.gov.cn/xinwen/2018-03/17/content 5275116.htm [accessed 2020-02-15]
National Healthcare Security Administration. Response of the National Medical Security Administration to Recommendation
No. 8396 of the Second Session of the 13th National People's Congress (Document No. Y BH[2019]20). The Central People's
Government of the People's Republic of China. 2019 Jul 25. URL : http://www.nhsa.gov.cn/art/2019/7/25/art_26_1569.html
[accessed 2020-02-15]

MacTaggart P, Foster A, Markus A. Medicaid Statistical Information System (MSIS): A data source for quality reporting
for Medicaid and the Children’'s Health Insurance Program (CHIP). Perspect Health Inf Manag 2011 Apr 01;8(Spring):1d
[FREE Full text] [Medline: 21464861]

Lin L, Warren-Gash C, Smeeth L, Chen P. Data resource profile: The National Health Insurance Research Database
(NHIRD). Epidemiol Health 2018;40:62018062 [FREE Full text] [doi: 10.4178/epih.e2018062] [Medline: 30727703]
Moulis G, Lapeyre-Mestre M, Palmaro A, Pugnet G, Montastruc J, Sailler L. French health insurance databases: What
interest for medical research? Rev Med Interne 2015 Jun; 36(6):411-417 [FREE Full text] [doi: 10.1016/j.revmed.2014.11.009]
[Medline: 25547954]

Kim TJ, Lee JS, Kim JW, Oh MS, Mo H, Lee CH, et al. Building linked big data for stroke in Korea: Linkage of stroke
registry and national health insurance claims data. J Korean Med Sci 2018 Dec 31;33(53):€343 [FREE Full text] [doi:
10.3346/jkms.2018.33.343] [Medline: 30595684]

https://medinform.jmir.org/2020/9/€18780 JMIR Med Inform 2020 | val. 8| iss. 9 |€18780 | p.63

(page number not for citation purposes)


http://www.nhc.gov.cn/jws/s3581sg/200804/eaee82fb62df40cb849b70968239b38e.shtml
http://www.nhc.gov.cn/jws/s3581sg/200804/eaee82fb62df40cb849b70968239b38e.shtml
http://www.gov.cn/zwgk/2007-07/24/content_695118.htm
http://www.gov.cn/zwgk/2007-07/24/content_695118.htm
http://www.mohrss.gov.cn/SYrlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/200811/t20081126_52104.html
http://www.mohrss.gov.cn/SYrlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/200811/t20081126_52104.html
http://www.doc88.com/p-9465205319558.html
http://www.mohrss.gov.cn/SYrlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/201112/t20111221_47507.html
http://www.mohrss.gov.cn/SYrlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/201112/t20111221_47507.html
http://www.ahhzyl.com/NewsInfo.aspx?gID=2c6eea68-9f49-4f86-9c8c-b34aad3a4231
http://www.ahhzyl.com/NewsInfo.aspx?gID=2c6eea68-9f49-4f86-9c8c-b34aad3a4231
http://www.mohrss.gov.cn/SYrlzyhshbzb/shehuibaozhang/zcwj/yiliao/201506/t20150630_213006.html
http://www.mohrss.gov.cn/SYrlzyhshbzb/shehuibaozhang/zcwj/yiliao/201506/t20150630_213006.html
http://www.mohrss.gov.cn/SYrlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/201506/t20150630_212985.htm
http://www.mohrss.gov.cn/SYrlzyhshbzb/zhuanti/jinbaogongcheng/jbgczhengcewenjian/201506/t20150630_212985.htm
http://www.nhfpc.gov.cn/jws/s3581sg/201606/e28c759f9a28451fa6ae26d5782a177b.shtml
http://www.mohrss.gov.cn/SYrlzyhshbzb/shehuibaozhang/zcwj/201612/t20161222_262613.html
http://www.mohrss.gov.cn/SYrlzyhshbzb/shehuibaozhang/zcwj/201612/t20161222_262613.html
http://www.gov.cn/xinwen/2018-03/17/content_5275116.htm
http://www.nhsa.gov.cn/art/2019/7/25/art_26_1569.html
http://europepmc.org/abstract/MED/21464861
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=21464861&dopt=Abstract
https://dx.doi.org/10.4178/epih.e2018062
http://dx.doi.org/10.4178/epih.e2018062
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30727703&dopt=Abstract
https://linkinghub.elsevier.com/retrieve/pii/S0248-8663(14)01075-3
http://dx.doi.org/10.1016/j.revmed.2014.11.009
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25547954&dopt=Abstract
https://jkms.org/DOIx.php?id=10.3346/jkms.2018.33.e343
http://dx.doi.org/10.3346/jkms.2018.33.e343
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30595684&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Lietd

37. Chiang J, Lin C, Wang C, Koo M, Kao Y. Cancer studies based on secondary data analysis of the Taiwan s National Health
Insurance Research Database. Medicine 2017;96(17):e6704. [doi: 10.1097/md.0000000000006704]

38. Price WN, Cohen IG. Privacy in the age of medical big data. Nat Med 2019 Jan;25(1):37-43 [FREE Full text] [doi:
10.1038/s41591-018-0272-7] [Medline: 30617331]

39. Tovino S. The HIPAA Privacy Rule and the EU GDPR: Illustrative comparisons. Seton Hall Law Rev 2017;47(4):973-993
[FREE Full text] [doi: 10.1201/b17548-8]

40. Mihoko O, Haku I, Sunao W, Yoshimune S. Framework of performance measures for health information exchange (HIE).
Stud Health Technol Inform 2017;245:1103-1107. [Medline: 29295273]

41. Federal enterprise architecture framework. Centers for Medicare & Medicaid Services. 2016 Nov 17. URL: https://www.
cms.gov/Research-Statistics-Data-and-Systems/CM S-1 nformati on-Technol ogy/EnterpriseArchitecture/ FEAF [accessed
2020-02-15]

42. Price WN, Cohen IG. Privacy in the age of medical big data. Nat Med 2019 Jan;25(1):37-43 [FREE Full text] [doi:
10.1038/s41591-018-0272-7] [Medline: 30617331]

43. VliegWL, Fanoy EB,van AstenL, Liu X, Yang J, Pilot E, et al. Comparing national infectious disease surveillance systems:
Chinaand the Netherlands. BMC Public Health 2017 May 08;17(1):415 [FREE Full text] [doi: 10.1186/s12889-017-4319-3]
[Medline: 28482830]

44. Bagherian H, Farahbakhsh M, Rabiei R, Moghaddasi H, Asadi F. National communicable disease surveillance system: A
review on information and organizational structuresin developed countries. Acta Inform Med 2017 Dec;25(4):271-276
[FREE Full text] [doi: 10.5455/aim.2017.25.271-276] [Medline: 29284920]

Abbreviations

COVID-19: coronavirus disease 2019

EGB: Echantillon Generaliste des Beneficiaires

EGE: e-government extranet

FOPN: fiber optic private network

HIPAA: Health Insurance Portability and Accountability Act
MI1S: medical insurance information system

MIS: medical insurance system

NDRC: National Development and Reform Commission
NHSA: National Healthcare Security Administration
NRCMS: New Rural Cooperative Medical System

PIPEDA: Personal Information Protection and Electronic Documents Act
PRC: People's Republic of China

QR: Quick Response

VPN: virtual private network

Edited by G Eysenbach; submitted 18.03.20; peer-reviewed by X Liu, H Qi; comments to author 14.04.20; revised version received
06.05.20; accepted 03.06.20; published 01.09.20.

Please cite as:

LiY,LuC, LiuyY

Medical Insurance Information Systemsin China: Mixed Methods Sudy
JMIR Med Inform 2020;8(9):€18780

URL: https://medinform.jmir.org/2020/9/€18780

doi:10.2196/18780

PMID: 32673209

©Yazi Li, Chunji Lu, Yang Liu. Originally published in IMIR Medical Informatics (http://medinform.jmir.org), 01.09.2020. This
is an open-access article distributed under the terms of the Creative Commons Attribution License
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium,
provided the original work, first published in IMIR Medical Informatics, is properly cited. The complete bibliographic information,
alink totheoriginal publication on http://medinform.jmir.org/, aswell asthis copyright and licenseinformation must beincluded.

https://medinform.jmir.org/2020/9/€18780 JMIR Med Inform 2020 | val. 8 | iss. 9 |€18780 | p.64
(page number not for citation purposes)

RenderX


http://dx.doi.org/10.1097/md.0000000000006704
http://europepmc.org/abstract/MED/30617331
http://dx.doi.org/10.1038/s41591-018-0272-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30617331&dopt=Abstract
https://scholarship.shu.edu/cgi/viewcontent.cgi?article=1605&context=shlr
http://dx.doi.org/10.1201/b17548-8
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29295273&dopt=Abstract
https://www.cms.gov/Research-Statistics-Data-and-Systems/CMS-Information-Technology/EnterpriseArchitecture/FEAF
https://www.cms.gov/Research-Statistics-Data-and-Systems/CMS-Information-Technology/EnterpriseArchitecture/FEAF
http://europepmc.org/abstract/MED/30617331
http://dx.doi.org/10.1038/s41591-018-0272-7
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30617331&dopt=Abstract
https://bmcpublichealth.biomedcentral.com/articles/10.1186/s12889-017-4319-3
http://dx.doi.org/10.1186/s12889-017-4319-3
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28482830&dopt=Abstract
http://europepmc.org/abstract/MED/29284920
http://dx.doi.org/10.5455/aim.2017.25.271-276
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=29284920&dopt=Abstract
https://medinform.jmir.org/2020/9/e18780
http://dx.doi.org/10.2196/18780
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=32673209&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS Khanaet al

Original Paper

Breast Self-Examination System Using Multifaceted
Trustworthiness: Observational Study

Rajes Khana'', MSc; Manmeet Mahinderjit Singh®’, PhD; Faten Damanhoori®, MSc; NorliaMustaffat , MSc
Universiti Sains Malaysia, Penang, Maaysia
“all authors contributed equally

Corresponding Author:
Manmeet Mahinderjit Singh, PhD
Universiti Sains Malaysia

Jalan Sungai Dua, Gelugor
Penang, 11800

Malaysia

Phone: 60 46533888

Email: manmeet@usm.my

Abstract

Background: Breast cancer is the leading cause of mortality among women worldwide. However, female patients often feel
reluctant and embarrassed about meeting physicians in person to discuss their intimate body parts, and prefer to use social media
for such interactions. Indeed, the number of patients and physicians interacting and seeking information related to breast cancer
on social media has been growing. However, a physician may behave inappropriately on social media by sharing a patient’s
personal medical data excessively with colleagues or the public. Such an act would reduce the physician’s trustworthiness from
the patient’s perspective. The multifaceted trust model is currently most commonly used for investigating social mediainteractions,
which facilitates its enhanced adoption in the context of breast self-examination. The characteristics of the multifaceted trust
model go beyond being personalized, context-dependent, and transitive. This model is more user-centric, which allows any user
to evaluate the interaction process. Thus, in this study, we explored and evaluated use of the multifaceted trust model for breast
self-examination as a more suitable trust model for patient-physician social mediainteractionsin breast cancer screening.

Objective:  The objectives of this study were: (1) to identify the trustworthiness indicators that are suitable for a breast
self-examination system, (2) design and propose abreast self-examination system, and (3) evaluate the multifaceted trustworthiness
interaction between patients and physicians.

Methods: We used a qualitative study design based on open-ended interviews with 32 participants (16 outpatients and 16
physicians). The interview started with an introduction to the research objective and an explanation of the steps on how to use
the proposed breast self-examination system. The breast self-examination system was then evaluated by asking the patient to rate
their trustworthiness with the physician after the consultation. The evaluation was also based on monitoring the activity in the
chat room (interactions between physicians and patients) during daily meetings, weekly meetings, and the articles posted by the
physician in the forum.

Results: Based ontheinterview sessionswith 16 physiciansand 16 patients on using the breast self-examination system, honesty
had a strong positive correlation (r=0.91) with trustworthiness, followed by credibility (r=0.85), confidence (r=0.79), and faith
(r=0.79). In addition, belief (r=0.75), competency (r=0.73), and reliability (r=0.73) were strongly correlated with trustworthiness,
with the lowest correlation found for reputation (r=0.72). The correlation among trustworthiness indicators was significant
(P<.001). Moreover, the trust level of apatient for a particular physician was found to increase after several interactions.

Conclusions:  Multifaceted trustworthiness has a significant impact on a breast self-examination system. Evaluation of
trustworthiness indicators helps to ensure a trustworthy system and ethical interaction between a patient and physician. A new
patient can obtain a consultation by referring to the best physician according to preference of other patients. Patients can also
trust a physician based on another patient’s recommendation regarding the physician’strust level. The correlation analysis further
showed that the most preferred trustworthiness indicator is honesty.

(JMIR Med Inform 2020;8(9):€21584) doi:10.2196/21584
KEYWORDS
trust; trustworthiness, multifaceted trust; breast self-examination; breast cancer; health care system; social media
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Introduction

Background

Breast cancer has become the most prevalent type of cancer
affecting women in Indonesia and worldwide, and the number
of deaths caused by breast cancer is growing every year [1,2].
In 2018, there were an estimated 2,088,849 new cases and
626,679 mortalities related to breast cancer [1]. Breast cancer
occurs with an increase in the number of malignant cells
originating from the inside layer of the mammary glands [3].
Inthe United States, breast cancer is detected by mammography
(43%, 156/361), breast self-examination (25%, 90/361), clinical
screening with breast self-examination (14%, 47/361), and
accidents (18%, 64/361) [4]. Breast cancer prevention requires
every woman to perform a breast self-examination as an early
diagnosis mechanism for all ages after the first menstruation,
which is expected to help reduce breast cancer mortality [5-8].

Moreover, curiosity about seeking hedth care-related
information through the internet and social media has been
gradualy on the rise. Social media users prefer to seek
information from socia media [9,10], as other users share a
substantial amount of information pertaining to breast cancer.
Almost 87% of the total posts on Facebook related to breast
cancer consist of support groups [11]. Other platforms such as
Twitter include surveys on breast cancer education, shared
stories about breast cancer survival, trestment plans, and images
showing the progress of certain trestments [12]. Consequently,
patients prefer to use social mediato talk about sensitive body
issues (such as breast cancer) as a more convenient venue than
face-to-face interaction with a physician [13-16]. At the same
time, physicians are actively participating in social media and
health care systems related to breast cancer [9,14,17,18], and
they tend to use social media for assisting, treating, and
consulting on cancer [9,18,19]. Although the physician-patient
interaction on socia mediaplatforms offers many conveniences,
it also has important downsides.

There arereported cases of physicians behaving inappropriately
on sociad media, such as posting incorrect information,
misrepresenting their credential's, posting improper content, and
falseadvertising [20-22]. Theimpact of such unethical behavior
[19,23-26] can result in embarrassing patients and losing their
trust. Since trustworthiness is an essentia factor in any
physician-patient relationship, the decrement of trust not only
affects the health care business but aso causes shame and
depression for the patient [20,21,23]. Thus, in this study, we
explored atrust model that can support and eliminate thisissue.
Toward this end, we focused on enhancing the multifaceted
trustworthiness model proposed by Quinn et a [27] to be
adopted for health care treatment on social media. The current
multifaceted trust model calculates atrust score based on social
interaction on social media platforms. Thus, the two-way trust
evaluation adopted in thistrust model is suitable for considering
the patient-physician interaction in the health care domain.
However, the multifaceted model hasitslimitations, sincethere
is no credential representation mechanism in building trust
context, no informed consent contract between parties trying
to build trust, no mechanism to protect confidential data[19],

https://medinform.jmir.org/2020/9/e21584

Khanaet d

and no preservation of user privacy [14]. Thus, there is a gap
to be filled regarding how to best protect confidential
information and ensure that each interaction and communication
on social mediais based on ethics.

The trust in social media is not personalized, specific, and
single-faceted, but is rather generalized in a group context
[27-29], and trust level cannot be annotated [27,28]. By contrast,
the existing multifaceted trust model is personaizable,
speciaizable, and capable of measuring the accuracy of trust
recommendation [28]. As aresult, Chieng et al [30] presented
personalized comments or photos on social media as a
user-centric model.

The objectives of this study were to: (1) identify the
trustworthiness indicators that are most suitable for a breast
self-examination system, (2) design and propose a breast
self-examination system, and (3) evaluate the multifaceted
trustworthiness interaction between patients and physicians
using the breast self-examination system. Implementation of
the multifaceted trustworthiness model into the breast
salf-examination system can identify the most preferred indicator
of trustworthiness, offering relationship feedback between the
patient and physician based on trust value and trust level. This
could ultimately provide a more trustworthy and ethical
patient-physician interaction on social media platforms such as
Facebook.

Principles of Trust and the Multifaceted Trust M odel

Thetrust theory introduced by Rotter [31] in 1967 is known as
interpersonal trust, defined as “an expectancy held by an
individual or a group that the word, promise, verbal or written
statement of another individual or group can be relied upon.”
Thetrust principle wasintroduced by Mayer and Davisin 1995
[32], which posits that factors related to the trustor and trustee
will lead to trust. The characteristic of the trustor is trust
propensity, which is a general willingness to trust others. In
other words, trust propensity isacause of risk behavior. People
with different backgrounds, personality types, cultures, and
experiences will differ in their propensity to trust.

On the other side, the main characteristic of the trustee is
trustworthiness, which is measured asthe motivationto lie. For
example, if a trustee will gain something through lying, they
will be seen as less trustworthy [32].

Trust can therefore be defined as the confidence in somebody
or a belief that somebody is good and honest [33].
Trustworthiness has been mentioned in the context of character
honesty and integrity in hedth care [34], and it is a
context-dependent and personalized characteristic [30].
According to Quinn[28], the multifaceted trustworthiness model
is personalizable and specializable[28]. Thetrust characteristic
in social media has been defined according to the following
four traits [30,35-37]. The first is asymmetry, as trust between
two users is not identical. That is, individual A could trust
individual B, whereas individual B might not essentially trust
individual A and vice versa. Second, trust is transitive: longer
links create less trust. For example, consider that A and B are
friends, and they trust each other. B is friends with C, but A
does not know C. Since A knows B and trusts B's friends, A
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might trust C to a certain extent. However, Cisfriends with D,
whom neither A nor B knows, and thus A finds it difficult to
trust D because of the distant connection and the fact that they
do not know each other. Third, trust is context-dependent,
according to time, situation, and experience. People tend to
exhibit differences in trust based on the context. Fourth, trust
ispersonalized asasubjectiveview. That is, the trustworthiness
of a particular person might be viewed differently by two
different people.

The key indicators of the multifaceted trust model (Figure 1)
are honesty, reputation, competency, reliability, credibility,
belief, confidence, and faith [27]. Honesty means the person
makes good-faith agreements, tells the truth, and fulfills any

Figure 1. Personalized model of trustworthiness [27].
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promises made. Competency isthe ability of one person to fulfill
another person’s needs. Confidenceis“afeeling of certainty or
easiness regarding a belief one holds’ [38]. Reputation is part
of the social notion of trust [39]. Belief isjustified and should
be accepted (ie, acceptable without argumentative support) [34].

Figure 1 shows how the concept of personalization allows the
user to declare the idea that competency is influenced by
reputation (ie, competency derived from reputation), credibility
isinfluenced by belief (ie, credibility informed by belief), and
so on. This concept can be repeated to construct a trust model
to suit the user’s needs and to reflect the user’s subjective view
of trust.
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Trust M easurement Models

The trust measurement model in an open social network can be
classified into five main models[36]: online reputation models,
Marsh trust management, multicontext trust, trust inference for
socia networks (TISoN), and action-based trust.

Online Reputation Model

The online reputation model is based on online marketplaces
such as Amazon and eBay. These models focus on user
performance ratings provided after every part of the transaction
iscompleted. The reputation value isthen derived from the total
sum of scores on eBay and the mean value from al ratings on
Amazon. There would be no mechanism on correction if the
user provided false information, as this model runs only based

https://medinform.jmir.org/2020/9/e21584

on the increment number of opinions that can create the
reliability of reputation value [40].

Marsh Trust Model

Marsh [41] proposed a trust model based only on direct
interactions, which can be broken down into basic trust, general
trust, and situational trust.

For basic trust, the agent has an independent trusting disposition,
which is calculated based on the accumulation of agent
experiences. The best experiences bring an excellent disposition
to trust, and the minimum experiences bring a bad disposition
to trust. Marsh presented the notation T,' to identify the trust
disposition of agent x at time't.
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For general trust, thetrust of the agent does not consider factors
of the specific situation. Marsh used the notation T,(y)" for
expressing general trust between agent x and agent y at time't.

For situational trust, the trust of agents takes into account the
specific situation. The following formula is used to calculate
situational trust based on the utility of a situation:

@

in which x is the evaluator, y is the target agent, and a is the
situation. U,(a)" t represents the utility x taken from situation

a, l(a)' is the important aspect in the situation a to agent X,

and Eis the general trust estimation when identifying all
possible datainto T,(y,a).

Multicontext Trust

Based on the Marsh trust model described above, a model in
which context trust represent the fields of trust capability was
proposed. For this purpose, trust is broken down into different
contexts and each context is hormalized in the range of O to 1
to fulfill future aggregation. The following seven trust
functionalities on Facebook are considered [42]: (1) interaction
time span (S), (2) number of interactions (N), (3) number of
characters (C), (4) interaction regularity (F), (5) photo tagging
(P), (6) group membership (G), and (7) common interests (L).

These seven contexts are summed to establish the formula of
trust aggregation. Marsh [42] multiplied these contexts and used
thefinal values, which identified avector with several numbers
where T, is the priority given context P=(Tg, Ty, Te, Tr, Tp
Ta, TL), and thefinal value of trust is formulated as:

@

The method of aggregation isimportant for attributing a value
for each context. As an example, the context-free contribution
to the overall trust smply represents decreasing the level of
importance to the priority vector [42].

Khanaet d

TISoN

The computational model for TISoN wasintroduced asahybrid
model based on a mathematical model and algorithm. Hamdi
et a [43] aso generated and evaluated trust values for relative
rating. The authors designed a novel trust path—searching
algorithm to ensurereliability of thetrust path in awider social
network and used the trust inference measure to measure the
degree of user trust in others.

Action-Based Trust

Gambhir et al [44] introduced action-based trust as anew model
of trust based on user content disclosures such as comments,
“likes,” post sharing, image tagging, and video posting. The
algorithm of action-based trust involves calculation of trust
valuesfor user actions performed that focus on sharing sensitive
content in an online social network. This algorithm has aso
been used by the multifaceted trust model in the context of
online social networks [44].

Breast Self-Examination System in Online Social
Networks

Breast self-examination isamethod for early detection by which
women examinetheir breaststo facilitate detection and alleviate
any fear of cancer [45]. Breast self-examination is a regular
monthly breast check using a mirror to observe any abnormal
changes on the breasts [3], and is a so considered to be the best
tool for early breast cancer detection [46].

As patients prefer using social media to make appointments,
receive reminders, diagnostic test results, provide information
about their health, and as aforum for asking general questions
related to health care [14], some specific features have been
requested by patients as a reference to develop a breast
self-examination system. Based on existing breast
self-examination systems (Table 1), nine standard features
should be embedded in any online breast self-examination
system, including user account management, calendar, self-exam
wizard, history, chat room, location, knowledge, video tutorial,
and forum.

Table 1. Comparison of currently available breast self-examination (BSE) systems.

Existing BSE System  Features
User Ac- Calendar Self-Exam  History  Chat Location Knowledge VideoTutoriadl Forum
count (cycle period) Wizard Room
BSE Apps [47] Absent Present Present Present  Absent Absent Absent Absent Absent
Keep A Breast Appby  Absent Present Present Absent Absent Absent Absent Absent Absent
LuisM [48]
Beyond The Shock App  Present Absent Absent Absent Absent Absent Present Present Present
by NBCF [49]
Dr K's Breast Checker ~ Absent Absent Present Present Absent Present Present Absent Absent
App [50]
Daisy Wheel App[51] Absent Absent Present Absent Absent Absent Absent Present Absent
Breast Control App Absent Present Present Present  Absent Absent Present Absent Absent
[52]
Makna (LUDIc) [53] Absent Present Present Absent Absent Present Present Present Absent
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Theory of Physician-Patient I nteraction

The physician-patient interaction is a communication process
that describesthe shared nature of the problem, treatment aims,
and psychosocia care [54]. The physician-patient interaction
emphasizes the behaviors of physicians toward patients.
Behavior consent isthe content given by the physician on health
solutions (instrumental behavior) and the capability of
physicians to treat patients (affective behavior) [55].

Methods

Research Flow

The research flow is outlined in Figure 2, following ethical
phenomenain social media. The multifaceted trust model was

Figure 2. Research flow. BSE: breast self-examination system.
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selected for this study, asit is able to provide a subjective view
of individual trust for each user. The prototype of the breast
self-examination system was based on existing breast
self-examination systems (Table 1). The architecture of the
breast self-examination system with trustworthiness indicators
was designed as a rating for the trust value for each patient
consultation with a physician. Based on a survey with patients
and physicians, the relationship between a particular physician
trust value and trust level wasidentified. Thus, any patient who
wants to choose a physician for consultation could refer to the
physician’s trust level.
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Existing Breast Self-Examination Systems

The comparison among the existing breast self-examination
systems in Table 1 highlights the user account as an essential
feature, which is based on the Beyond the Shock app [49] user
account for securing patient and physician data. The remaining
six apps do not have user accounts because they do not secure
patient data, especially with respect to female breasts. The
calendar isthefeature that establishesthe menstrual cycle period
for performing a monthly self-exam. Of the seven available
apps, four (BSE, Keep A Breast, Breast Control, and Makna)
provide a calendar for setting a monthly self-exam reminder.
The self-exam wizard feature explains how to perform a
self-exam systematically, which should exist in any breast
self-examination system. Only Beyond the Shock does not
provide this feature. The history feature helps to record the
patient’s activity and theinteraction processwith their physician,
which ispresent in several apps (BSE, Dr. K’s Breast Checker,
and Breast Control). The history feature records databy keeping
amedical history for each patient, which will help physicians
to trace each patient’s performance. It is vital that this feature
is secure due to the private nature of the information. The chat
room alows for direct interaction between the patient and
physician, which isessential for allowing patientsto have direct
interaction and communication with a physician without a
face-to-face meeting. None of the apps currently supports the
chat room feature, as they focus only on self-exam without
connecting to a physician.

The next feature is location, which identifies available
physicians nearest to the patient. Thisfeature helps patientsfind
a physician for further consultation based on their self-exam
results. This feature is found in Dr. K’s Breast Checker and
Makna, which provide an address of a hospital or clinic for

https://medinform.jmir.org/2020/9/e21584

consultation with a physician. The knowledge feature provides
scientificinformation related to breast cancer prevention, which
is also an essential feature for obtaining breast cancer—related
information for patient education on breast cancer. Thisfeature
is offered by several apps (Beyond the Shock, Dr. K's Breast
Checker, Breast Control, and Makna). Thevideo tutorial feature
refers to any related breast cancer information provided via
video as guidance. Video tutorials are provided in Beyond the
Shock, Daisy Wheel, and Makna as an essential feature to help
patients view information related to living with breast cancer.
The forum is an open space to find current news or cases from
physicians and patients, which offers a space where physicians
provide general information to all patients on breast cancer
prevention. Beyond the Shock uses aforum asan essential space
for discussion between all physicians and patients in the same
area. Weincluded all criteria shown in Table 1 in our proposed
breast self-examination system.

Integration of the Multifaceted M odel of
Trustworthinessin the Breast Sef-Examination System

We refer to Quinn et a’s [27] multifaceted trust model, which
usestheideaof implementing atrust management model to act
as the subjective view on trust. The breast self-examination
system involves the eight indicators of trustworthiness as a
rating system in a chat room setting. These indicators will
determine the value of trust based on the user’'s interaction
experience that is entirely personaized, transitive, and
context-dependent. The personalized view will alow users to
choose their trust value (ie, patients will give a value to each
indicator in reference to their physician, and vice versa). The
transitive view will offer each physician trust value as a
reference when a patient recommends a physician to another
patient. The context-dependent view will give patientsflexibility

JMIR Med Inform 2020 | vol. 8 | iss. 9 |e21584 | p.69
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

in rating a physician; they can edit their trust level regarding
physicians from time to time based on several consultations.

Thetrust level task isdesigned through the average rating value
(ARV), which is used to calculate the average trust value given

Table 2. Trustworthiness level scale.

Khanaet al

by the patient to their physician. The ARV's were generated
based on the idea of Marsh [41] and Daskivich [56] to identify
the trustworthiness level of a physician or patient with
independent values. The trustworthiness level and independent
value of aphysician denoted by ARV are shown in Table 2.

Trustworthiness level Average rating value (ARV) Independent value
High 9.0cARV<10.0 5
Medium 7.5<ARV<9.0 4
Low-Medium 5.0sARV<75 3
Low 2.5<ARV<5.0 2
Distrust 0<ARV< 25 1

If ARVs are between 9 and 10, the trustworthiness level is
considered to be high, and the independent value is 5, whereas
lower values indicate higher levels of distrust. Therefore, the
correlation analysis will depend on the independent value as
the critical element.

Prototype Architecture and Mechanism of a Breast
Self-Examination System

The prototype architecture of our breast self-examination system
was based on Quinn et al’s [27] trust model, miniOSN [30],
and miniOSN2.1 [30]. Patients can personalize accessibility to
posted information, comments, and shared history data using
the rating feature, as well as limit the physician to view the
content of the patient data. The patient allows viewing the trust
value and trust level of physicians. A physician’strust valueis
based on the average of the trustworthiness indicators [28] and
the ARV as the rating trust level [41,56]. The trust level of a
physician is then identified by the trust value. To identify the
ranking among multifaceted trustworthiness indicators, we
evaluated the rel ationships between each indicator and the trust

value. The higher ranking of a trustworthiness indicator is
determined by a stronger correlation between the trust value
and each indicator. Therefore, the ranking could evaluate the
importance of the trustworthiness indicator in the multifaceted
model. In the breast self-examination system, patients can
personalize accessibility to set the value of posting and
comments according to the trustworthiness indicators or trust
level.

The trustworthiness mechanism on the breast self-examination
system is measured through chat rooms and forums. When a
patient request is accepted by a particular physician for
consultation, the patient will encourage the trust level option
of the physician, which is only seen by the patient. The patient
can edit thetrust level of aphysician by choosing valuesranging
from 1 to 10 from the trustworthiness indicator's ARV. The
patient can a so update the level of trust from time to time. For
example, Figure 3 shows that the request of Reka (patient) for
a consultation with physicians Sandana and Lukman was
accepted by both physicians. After the meeting, she gave the
experience arating of 8 as the value for the physicians.

Figure 3. Left: Patient rated two physician after interaction; Right: Trustworthiness scale.

T @ booastveleumon

R W0

b .

Reka Kumani

MEN

L TRUST WORTHINESS

RUST WORTHINESS

;  beiacioas

https://medinform.jmir.org/2020/9/e21584

XSL-FO

RenderX

JMIR Med Inform 2020 | vol. 8 | iss. 9 |e21584 | p.70
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Action-Based Trust Algorithm for the Breast
Self-Examination System

An action-based trust algorithm was further implemented for
the computationa mechanism on the proposed breast
self-examination system. This agorithm can measure the
credibility of users on social media. The capabilities for
evaluating and calculating the trust factors on user content
disclosure include sharing persona records, sharing a post,
comment, photo, and posting a message [44]. The computation
of trust value is for a physician that acts on user content
disclosure, namely as a trust factor. A physician trust factor
may decrease or increase based on whether the patient selects

Table 3. Weighted clusters in the action-based trust algorithm.
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asensitive or not sensitive option. For example, the patient will
likely select a sensitive option for a self-exam photo after
completing the monthly self-examination. The sensitive option
must be accompanied by informed consent from the patient
before it is shared with the physician.

The action-based trust algorithm divides the measurement of
each user action into weights, including the weight of action
(Wa), weight of post (Wp), and weight of category (Wc). At
the same time, Wc is a function of the weight for category.
These weights, Wa, Wp, and Wc, are identified as the
parameters of the trust factor. Table 3 shows the cluster of
weights for test cases simulating the algorithm [44].

Weight type Weight value

Action
Share 0.008
Like 0.006
Comment 0.007
Didike 0.006
Tagging 0.005
Post 0.008

Post

Photo 0.003
Video 0.002
Link 0.001
Message 0.003

Category
Sensitive 0.009
Nonsensitive 0.001

Survey introduction to the research goal and an explanation of the flow

We conducted a survey using open-ended interviews with 32
participants [57,58] and 77 interactions in the breast
self-examination system. The survey was conducted from
February 3, 2020 to March 30, 2020. The participants were
physicians and female outpatients, all of whom had used the
breast self-examination system. The 32 participants included
20 females and 12 males, comprising 16 physicians [58] and
16 female outpatients [57]. Of the 16 physicians, 12 were
general practitioners and 4 were oncology specialists.

The 16 outpatients were healthy females who were aware of
the health care system. Eight of these outpatients were aged 18
to 25 years old and the other eight were aged above 25 years.
However, not all 32 participants ultimately completed the
interaction task in the chat room and forum due to the
consultation period. Therewere 24 active chat room participants
and 22 participants interacted in the forum. The evaluation
monitored the activity in the chat room (interaction between
physician and patient) and the sharing of information by the
physician through the forum. The interview started with an

https://medinform.jmir.org/2020/9/e21584

on how to use the breast self-examination system.

This study was approved by the research ethics board of Esa
Unggul University committee (No. 0155-20.133/ DPKE-KEP/
FINAL-EA/ UEU/ V/ 2020).

Results

Design of the Breast Self-Examination Prototype

The prototype follows a module design (Figure 4), which is
classified into four phases [59]. The first phase of the user
account isregistering and logging into the system. The second
phase of self-exam is the phase of conducting a personal
self-exam on the breast and annotation into the system. The
third phase of consultation with a physician is when the user
finds adoctor and has a consultation. The fourth phase of open
featuresfor the public isthe opportunity for the public to access
knowledge, video tutorials, and forum features without obtaining
a user account. The phrases in each phase are based on user
privileges.
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Figure 4. Module design of the breast self-examination (BSE) system [59].
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Each of the features of the breast self-exam system shown in
Figure4 hasitsown function. The calendar isareminder system
for performing a breast self-exam. The self-exam wizard is a
guide to performing the correct self-exam daily. History serves
as a self-exam record and tracks monthly breast self-exams.
Thelocation finds the nearest physician for receiving treatment.
The chat room isaspacefor consultations between patients and
physicians. Knowledge is a collection of links to news and
expert opinions on breast health. Video tutoria is a collection
of videos for performing the breast self-examination correctly.
Theforum iswhere physicians can shareimportant information
for patients related to breast cancer or breast self-exam.

Selection of a Suitable Trust M odel

To select the most appropriate trust model for the breast
self-examination system, we performed a literature review on
papers related to the trust model. Ultimately, 11 articles were
selected for comparison analysis among existing trust models.
Table 4 shows the anaysis of the comparison from severa
perspectives, including the trust model, related domains,
selection of trust factors, methodol ogy, and benefits.

The selection of trust modelsto suit the breast self-examination
system refers to the health care, internet, and social media
domains. Among the 11 articles, 7 are related to health care, 2
pertain to the internet, 1 is associated with social media, and
the other is related to psychology. The trust model related to
social mediaisthe Multifaceted Trust Model for Online Social
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Network Environment [30]. Initially, the multifaceted trust
model was introduced by Quinn [27] for the internet
environment. The multifaceted trust factors support a
user-centric model that requires users to personalize trust. For
instance, Abbas et al [60], Montaque et a [61], and Quinn et al
[27] focus on different areas with respect to reliability. Abbas
et al [60] focuson the overall reliability of health care software,
and Montaque et al [61] focus on the overal reliability of
medical technology. In contrast, Quinn et al [27] and Chieng
et a [30] introduce reliability as being personalized and
specialized to a particular user or things.

From the methodology perspective, 5 of the studies were based
on a qualitative approach, 5 were based on a quantitative
approach, and the remaining study was based on a structured
literature review. The qualitative approachesinclude evaluation
of trust in the relationship between the patient and physician
[25,63,64], whereas the quantitative approaches concentrate on
aquestionnaire to obtain participants feedback. Therefore, the
qualitative approach ismore effective and rel evant for garnering
maximum performance out of the system.

The benefit perspective brings a consistent approach to choosing
the trust model for the breast self-examination system. Two of
the studies explored the trust model benefit that focused on the
personalized and trust recommendation measurement offered
by Quinn et al [27] and Chieng et a [30]. In contrast, the
remaining trust model benefits focus on the general trust model
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of theoretical issues such as the instrument created [63], trust  atrust model related to the user-centric model is relevant to be
theory on the patient-physician relationship [25], patient trust  embedded in the breast self-examination system.
in technology [61], and behavior approach theory [64]. Thus,

Table 4. Comparison of existing trust models.

Reference Trust Model Domain Trust Factors Methodol ogy Benefit
Abbas et a Trustworthiness Hedlth care Safety, validity, reliability, Structured literaturere- Theinitial definition of trustwor-
[60] health care software reusability, scalability, maintain-  view thiness attributes identified.
model ability, performance
Velsen et al A conceptual model  Health care Trust in the care organization, Qualitative method on A valid instrument (PATAT)
[63] of patient trust in trust in the care professional,  focus groups with a created to assess patient trust in
telemedicine services trust in the treatment, trustin ~ survey on four factors  atelemedicine serviceand asa
the technology (trust in care organiza-  benchmark on the same service.
tion, care professional,
treatment, and technolo-
ay)
Krot and Model of trustinthe Health care Macrotrust, microtrust, Qualitative method on  Trust in the doctor-patient rela-
Rudawska doctor-patient relation- mesotrust the analysis of pub- tionshipisasocial, complex, and
[25] ship lished comments multidimensional phenomenon.
Chieng et a Multifaceted trust Onlinesocia  honesty, reputation, competen-  Quantitativemethodon  This model can addresstrust is-
[30] model for onlineso-  network cy, credibility, confidence, reli-  survey questionnaire sues on socia networking sites
cia network environ- ability, belief, faith data through personalized trust fea-
ment tures
Quinneta Multifaceted trust Internet honesty, reputation, competen- Quantitativemethodon A multifaceted model is person-
[27] model cy, credibility, confidence, reli-  survey questionnaire aizable and specializable; pro-
ability, belief, faith data videsaccuracy of trust recommen-
dation
Montaqueet  Model of patientand Health care Communication, compassion, Quadlitative methodwith  The interaction between the
a [61] provider trust in medi- privacy, competence, confiden- agrounded theory ap-  provider and technology influ-
cal technology tiality, dependability, reliability proach ences patient trust in technology
Zahedi and Dynamic model of Hedlth care ability, benevolence, integrity  Quantitativemethodon  Trust beliefs change depending
Song [65] trust alaboratory experiment  on web consumers with more
experience in health infomedi-
aries.
Corritoreeta  Model of onlinetrust Health care Credibility, risk, ease of use Quantitativemethodon  To lead the devel opment of the
[66] the instrument of a34- health carewebsite on trust; pro-
item Likert-scale duce avalid instrument to mea-
sure online trust on the health
carewebsite; produce amodel of
online trust for health care web-
sites
Leeand Tur- A trust model for con- Internet Ability, benevolence, integrity, Quantitativemethodon Merchant integrity isamajor
ban [67] sumer internet shop- trust propensity survey questionnaire positive determinant of consumer
ping data trust and its effect.
Lewicki etal  Modesof interperson-  Psychology Ability, benevolence, integrity  Qualitative method on A behavioral and physiological
[64] a trust development thegrounded theory ap-  approach theory
proach
Dibbeneta A modd of trustdevel- Health care Dispositional trust, learnt trust, Qualitative method “This model is able to identify
[62] opment in the patient- situational trust and map trust levels and thresh-
physician relationship oldsof cooperative behavior and

modify the behavior on theinter-
action between physician and
patient.”

Based on analysis of the 11 filtered articles, we decided to adopt
the multifaceted trust model introduced by Quinn et a [27].
The reason for selecting the multifaceted trust model (Table 4)
is that this model can provide a subjective view of individual
trust for each user. Thismodel is also a user-centric model that
can personalize trust features such as comments and photos on
social media[30]. In particular, trust can protect the physician’s
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RenderX

reputation before the patient makes any decision and allowsthe
user to choose a credible physician [44]. According to Singh
and Chin [36], trust isasignificant factor to attract auser to use
the site for recommendation to others based on arating feature.
That is, patients can consider a physician’s credibility for
consultations, and physicians can consider the patient’s honesty
in providing information about their health status [36].
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Evaluation of the M ultifaceted Trustworthiness of the
Breast Self-Examination System

Correlation Analysis Among Trustworthiness | ndicators

The Pearson correlation coefficient (r) was used to evaluate the
correlations among various trustworthiness indicators in the
breast self-examination system based on the following formula:

]

The Pearson correl ation coefficient representsarelationship (r)
between the independent variable (x) and the dependent variable
(y) based on a numerical variable between —1 and 1, where 0
indicates no correlation, 1 indicates a complete positive
correlation, and —1 indicates a complete negative correlation.
A correlation coefficient of 0.7 and above indicates asignificant

Khanaet d

and positive rel ationship between x and y; that is, when variable
X increases, variable y will also increase. Similarly, if the
correlation valueis negative, if x increases, theny also decreases
[68]. We conducted a correlation analysis from 77 samples
collected from the MySQL database, which included ratings of
patients for a doctor in a chat room, ratings of patients for
several doctors in the chat room, and ratings of patients for a
doctor in the forum. After a participant chatted with adoctor in
a chat room, the participant could rate the doctor based on 8
trustworthiness indicators, and then was required to edit the
rating after a second consultation. The datawere exported from
MySQL to a Microsoft Office Excel spreadsheet, and Pearson
correlation analysis was performed using SPSS v.24 (IBM)
[69-71]. The Cronbach a value was .92, which means that the
data are reliable (>.80) [71,72]. The results of the correlation
analysis are summarized in Table 5.

Table 5. Correlation coefficients of each trustworthiness indicator and trust value.

Trustworthiness indicators

Correlation coefficient

honesty
reputation
competency
reliability
credibility
belief
confidence

faith

0.91
0.72
0.73
0.73
0.85
0.75
0.79
0.79

A strong positive correlation (>0.70) was found for all
trustworthiness indicators and trust value [68], indicating that
trustworthiness indicators would predict a tendency to change
the trust value; the higher the values of the correlation
coefficient, the stronger the relationship between the
trustworthiness indicator and trust value. The highest
trustworthinessindicator with a strong positive correlation was
honesty, followed by credibility, confidence, and faith.
Reputation had the lowest correlation value among the
trustworthiness indicators (Table 5). The correlations among
trustworthiness indicators were significant (P<.001). Overall,
these results suggest that honesty has the highest rank with
respect to trustworthiness, which meansthat the most important
aspect in the interaction process between a doctor and patient
is honest communication. This is followed by credibility and
faith as the second most important factors, reflecting the need
of patients to have adoctor with good credibility.

Patient-Physician Relationship

The patient-physician interaction was eval uated to measure the
trust level of a patient toward a physician’s behavior [55]. This

https://medinform.jmir.org/2020/9/e21584

analysis was based on different views such asthe interaction in
different time frames, patient interactions with several
physicians, and patient feedback on physicians articlesin the
forum.

Patient and Physician I nteraction in Different TimeFrames

The patients' ratings of a physician in the chat room over
multiple interactions are summarized in Table 6. For example,
Patient X5 had a consultation with physician Y5 on different
occasions. The trust value in the first week was 8.63 and was
10.00 in the second week. Similarly, for patient X13 and
physician Y 6, the trust value in the first week was 8.13, which
increased to 8.50 and 9.25 in the third and fourth week,
respectively. Thisinteraction showsthat the trust level increased
from mediumto high, which meansthat thetrust value and trust
level of the patient for a particular physician will generally
increase after several interactions. Indeed, thetime effect in the
interaction analysis based on comparing thetrust value between
the first and second week was statistically significant (P=.03).
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Table 6. Interaction between a patient and a doctor over different time frames.

Patient Doctor Meet-  Trustworthiness indicators (ratings) Trust Trust
ing va- leve
time ue

honesty  reputation competency  reliability  credibility  belief confidence  faith

X4 Y3 Week 10 10 9 10 10 8 9 10 950 High
1

X4 Y3 Week 10 10 10 10 9 9 10 10 9.75 High
2

X5 Y5 Week 10 9 8 8 8 9 9 8 8.63 Medium
1

X5 Y5 Week 10 10 10 10 10 10 10 10 1000 High
2

X7 Y10 Week 8 7 8 9 9 9 7 8 8.13 Medium
1

X7 Y10  Week 9 8 9 9 9 9 8 9 8.75 Medium
2

X7 Y10 Week 10 9 9 9 9 9 9 8 9.00 High
3

X11 Y12  Week 7 9 9 8 8 9 10 9 8.63 Medium
1

X11 Y12  Week 8 10 7 9 10 9 9 9 8.88 Medium
2

X12 Y3 Week 9 10 10 9 10 10 10 9 9.63 High
1

X12 Y3 Week 10 10 10 10 10 10 10 10 1000 High
2

X13 Y6 Week 7 9 8 7 9 8 8 9 8.13 Medium
1

X13 Y6 Week 8 9 9 7 9 9 9 8 850 Medium
2

X13 Y6 Week 10 10 9 9 10 8 10 8 9.25 High
3

Total Average 9.00 9.29 8.93 8.86 9.29 9.00 9.14 8.93 9.06 High

Asshownin Table6, the trust val ue increased when each patient
had several consultations with a physician on different
occasions. The trust value was taken from each patient’s
feedback rating, including patients X4, X5, X7, X11, X12, and
X13, who provided useful input on trustworthiness regarding
their physician after several consultations.

One Patient With Many Physician Interactions

Data interaction in the chat room demonstrated that several
patients interacted with more than one physician. Sixteen
patients requested communi cation with several physicians, and

https://medinform.jmir.org/2020/9/e21584
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only 11 physicians responded to these requests and had an
excellent interaction with patients. Patients prefer to chat with
physicians who have been rated by another patient. However,
not all physicians were receptive to accepting a patient request
duetotheir limited time. Table 7 demonstratesthe varying trust
values between physicians during interactions with the same
patient. The trust value is given by the patients that provided
their subjective viewswhen rating aphysician after consultation.
Based on thetotal average of trustworthinessindicators, honesty
(9.39) emerged as the most important indicator, followed by
credibility (9.28) and faith (9.28).
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Table 7. Patient ratings of several physiciansin a chat room.
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Patient Doctor  Trustworthinessindicators Trust Trust lev-
value el
honesty  reputation competency reliability  credibility  belief confidence faith

X1 Y1 9 8 9 9 8 9 9 9 8.75 Medium
X1 Y2 9 10 9 10 10 10 10 10 9.75 High
X2 Y3 10 10 10 10 10 10 10 10 10.00 High
X2 Y4 10 8 10 10 10 10 9 10 9.63 High
X3 Y3 10 8 10 10 10 10 10 10 9.75 High
X3 Y6 9 10 9 10 10 10 10 10 9.75 High
X3 Y5 9 10 9 10 10 10 10 10 9.75 High
X4 Y3 10 10 9 10 10 8 9 10 9.50 High
X4 Y5 10 10 10 9 8 9 9 8 9.13 High
X5 Y5 10 9 8 8 8 9 9 8 8.63 Medium
X5 Y6 8 9 8 8 9 8 7 8 8.13 Medium
X6 Y7 9 9 9 9 9 9 9 9 9.00 High
X6 Y8 9 8 9 8 8 9 9 9 8.63 Medium
X7 Y9 9 9 9 8 9 9 10 9 9.00 High
X7 Y2 10 9 10 9 9 9 9 10 9.38 High
X7 Y10 8 7 8 9 9 9 7 8 8.13 Medium
X8 Y11 10 8 9 8 10 8 8 9 8.75 Medium
X8 Y2 10 8 10 8 10 8 9 10 9.13 High
Total Average 9.39 8.89 9.17 9.06 9.28 911 9.06 9.28 9.16 High

Rating of Physician-Posted Articlesby Patientsin the Forum

In the forum, 9 physicians participated in posting information
(articles) related to breast cancer, and 13 patients rated the
articles. Asshown in Table 8, the trustworthiness ratings on the

forum revedled the highest trust value for physician Y15,
followed by physicians Y7 and Y 12. Thismeansthat physician
Y15 posted the most highly trusted articles even though

physician Y 12's article was read by more patients.

Table 8. Trust value matrix on patient (X) ratings of articles posted by physicians (Y).

Patient Y5 Y7 Y12 Y13 Y14 Y15 Y16 Y17 Y18
X1 _a — — — — — — — 8.29
X2 — — — — — — — 8.29 8.71
X3 8.43 — 8.43 — 8.00 — — — —
X4 8.43 — 8.14 — — — — — —
X5 — 8.57 — — 8.71 — — — —
X6 — — 9,57 — 9.00 929  — — —
X7 857 — 8.57 — — — — — —
X9 — — — — — 8.71 8,57 8.71 —
X10 — — — — — 900 886 8.57 —
X11 — — — 8.00 — — — — —
X12 — — — — — — — — 8.14
X14 — 9.00 — — — — — — —
Total (trust level)  8.48(medium) 8.79 (medi- 8.68 (medi- 8.00(medi- 8.57(medi- 9.00 8.72 (medi- 852 (medi- 8.38 (medi-
um) um) um) um) (high)  um) um) um)

&__: data not applicable, given no rating for that physician’s article.
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Table 9 shows the trust values for each physician rated by
several patients. Patients rated a physician based on their
personal views on the articles posted in the forum by the
physicians. For example, physician Y14 was rated by three
different patients (X3=8.00, X5=8.71, and X6=9.00), indicating

Table 9. Patient ratings of articles posted by physicians on the forum.
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avery high trust level by patient X6. This means that patient
X6 considered the article posted by physician Y 14 to be of more
benefit compared with the views of patients X3 and X5. In this
case, honesty (8.86) wasthe most important indicator, followed
by belief (8.81) and confidence (8.81).

Doctor  Patient ~ Trustworthinessindicators Trust Trust lev-
value e
honesty  reputation competency  reliability  credibility belief  confidence faith
Y14 X6 9 9 9 9 9 8 10 8 9.00 High
Y14 X5 9 8 9 9 8 9 9 8 8.71 Medium
Y14 X3 8 9 8 8 8 7 8 9 8.00 Medium
Y15 X6 10 9 9 9 8 10 10 9 9.29 High
Y15 X9 9 8 9 9 8 9 9 8 8.71 Medium
Y15 X10 10 9 9 8 8 10 9 8 9.00 High
Y12 X6 10 9 10 9 9 10 10 9 9.57 High
Y12 X7 9 9 9 9 8 8 8 9 8.57 Medium
Y12 X3 9 9 9 8 7 8 9 8 843 Medium
Y12 X4 7 8 8 8 9 8 9 9 8.14 Medium
Y16 X9 8 9 9 9 8 8 9 9 8.57 Medium
Y16 X10 9 8 9 8 8 10 10 7 8.86 Medium
Y17 X9 9 9 8 9 9 8 9 8 8.71 Medium
Y17 X2 8 8 8 8 8 9 9 9 8.29 Medium
Y17 X10 10 9 8 9 7 9 8 8 8.57 Medium
Y5 X7 9 8 8 8 9 9 9 9 8.57 Medium
Y5 X3 8 9 8 9 9 9 7 9 843 Medium
Y5 X4 9 9 8 8 9 8 8 7 8.43 Medium
Y18 X1 8 8 9 8 9 8 8 7 8.29 Medium
Y18 X2 9 9 9 8 8 9 9 9 8.71 Medium
Y18 X12 9 8 8 8 9 8 7 7 8.14 Medium
Y7 X5 9 9 8 8 8 9 9 9 8.57 Medium
Y7 X14 10 9 9 9 9 9 8 9 9.00 High
Y13 X11 8 8 8 7 8 10 7 9 8.00 Medium
Total Average 8.88 8.63 8.58 8.42 8.33 875 867 838 861 Medium
Discussion There are 32 participants registered in the breast

Eight indicators of trustworthiness taken from the multifaceted
trust model showed significant positive correlations with trust
value, including honesty, credibility, confidence, faith, belief,
competency, reliability, and reputation. The following nine
features were considered to be important in the design of the
breast self-examination system: user account, calendar,
self-exam wizard, history, chat room, location, knowledge,
video tutorial, and forum. The trust level of a patient for a
particular physician was found to increase after severa
interactions, and the patient can choose the right physician by
considering other patients recommendations based on the
physician’s trust level.

https://medinform.jmir.org/2020/9/e21584

self-examination system. Registration is achieved through a
user account with approval validation sent by the system to the
user's email. The security model of the user account is MD5.
Users set their cycle period via the calendar and follow the
self-exam wizard by recording their activity in the history
feature. If a patient identifies changes on the surface of their
breast during a self-exam, they can take a photo of the breast
and enter it into the system, which can be annotated as a
“sensitive” picture [36,44]. A picture that is annotated as
sensitive is then assigned a weight for category (Wc), which
meansthat the picture will require the patient’sinformed consent
before sharing with the physician. The chat room isaconvenient
space for interaction and communication between a patient and
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physician. By default, the patients deidentify themselves by
showing only their patient ID number to the physician. During
theinteraction and at the physician’s request, the patient shares
their history astheir medical record. Thissharing wasidentified
as a weight for action (Wa). The Wa will lead the patient to
share based on the request from the physician. On the other
side, physicians are able to post an article to the forum, which
isidentified as aweight for the post (Wp). The patients looked
at several articles posted by the physician in the forum and
provided feedback through rating the physician. Each share,
post, and category is a confidential activity carried out by the
patient and physician [36,44].

The correlation analysis of trustworthinessfactors on the breast
self-examination system demonstrated that honesty has the
highest ranking for trustworthiness overall. This reflects that
theinteraction process between physicians and patientsrequires
honest communication through honest information from the
patient so that the physician can provide the correct treatment.
Honest advice from the physician will create trust on the
patient's part, and as a result, the patient will follow the
physician’s advice. This was followed by credibility as the
second most important feature due to the patient requiring a
credible doctor [27].

The analysisof patient-physician interaction over different time
frames revealed that patient trust will grow when severa
interactions occur between a patient and physician. The patient’s
understanding of the physician regarding their reputation and
credibility is the first preference. Some feedback from the
patients included feeling comfortable talking with physicians
based on a recommendation by another patient through seeing
the physician trust value. This feedback proves that trust is
indeed transitive. The interaction of one patient with several
physicians reflects the personal views of the patient about a
particular physician based on their convenient communication
in the chat room [30].

Patient feedback in the forum related to articles posted by a
physician was based on the valuable information received by
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the patient, indicating that patients have their own views for
accessing the useful information provided in each article posted
by a physician. The most trusted article was measured by the
weight of trust value. Overall, wefound that patients’ subjective
views in taking the information from each posted article on
breast cancer benefited the patients based on their own
experience and situation (ie, context-dependent effect) [30].

Overall, this study reveal s the strong ability of the multifaceted
trust model to provide a more trustworthy system, ethical
interactions between patients and physicians, and patient control
of data. This analysis proves the trust characteristic of social
media through interactions between patients and physiciansin
the breast self-examination system [63,73]. Ultimately, the
implementation of multifaceted trust enables patients to make
the right choice of a physician by considering other patients
recommendations based on the physician’s trust level.

In conclusion, multifaceted trustworthiness indicators have a
significant impact on the breast self-examination system. These
indicators provide atrustworthy system and ethical interaction
between a patient and physician as assessed through the trust
value and trust level. Based on the trust value and trust level of
physicians, anew patient can obtain a consultation by referring
to themost highly preferred physician. In addition, the patient’s
trust level to a particular physician will increase after severa
interactions. The correlation analysis also showed that the most
preferred trustworthiness indicator was honesty. With more
interactions that occur based on weekly meetings, more trust
will grow between the patient and physician. This trust will
automatically increase the reputation and credibility of the
physician.

Multifaceted trustworthiness could be explored in more areas
of relevance in the health care system. Several actorsin various
health care systems should consider adding and reviewing the
process of interactions, such asthose occurring among the health
care provider, patient, physician, system provider, and health
care supplier.
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Abstract

Background: The hedlth state of elderly patients is typically characterized by multiple co-occurring diseases requiring the
involvement of several types of health care providers.

Objective:  We aimed to quantify the benefit for multimorbid patients from seeking specialist care in terms of long-term
readmission risks.

Methods: From an administrative database, we identified 225,238 elderly patients with 97 different diagnosis (ICD-10 codes)
from hospital stays and contact with 13 medical specialties. For each diagnosis associated with the first hospital stay, we used
multiple logistic regression analysis to quantify the sex-specific and age-adjusted long-term all-cause readmission risk
(hospitalizations occurring between 3 months and 3 years after the first admission) and how specialist contact impacts these risks.
Results: Men have a higher readmission risk than women (mean difference over al first diagnoses 1.9%, P<.001), but similar
reduction in readmission risk after receiving specialist care. Specialist care can reduce readmission risk by almost 50%. We found
the greatest reductionsin risk when the first hospital stay was associated with diagnoses corresponding to complex chronic diseases
such as acute myocardial infarction (57.6% reduction in readmission risk, SE 7.6% for men [m]; 55.9% reduction, SE 9.8% for
women [w]), diabetic and other retinopathies (m: 62.3%, SE 8.0; w: 60.1%, SE 8.4%), chronic obstructive pulmonary disease
(m: 63.9%, SE 7.8%; w: 58.1%, SE 7.5%), disorders of lipoprotein metabolism (m: 64.7%, SE 3.7%; w: 63.8%, SE 4.0%), and
chronic ischemic heart diseases (m: 63.6%, SE 3.1%; w: 65.4%, SE 3.0%).

Conclusions: Specialist care can greatly reduce long-term readmission risk for patients with chronic and multimorbid diseases.
Further research is needed to identify the specific reasonsfor these findings and to understand the detected sex-specific differences.

(JMIR Med Inform 2020;8(9):e€18147) doi:10.2196/18147

KEYWORDS

multimorbity; patient-sharing networks; network analysis; gender medicine; chronic disease; morbidity; elderly; older adults;
cohort study
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Introduction

Thehealth of elderly patientsistypically characterized by more
than one disorder [1]. More than 10% of all Austrians aged >50
years accumul ate more than 10 different diagnoses over aperiod
of 2 years[2]. Treatment of such highly multimorbid patients
often requiresthe involvement of many different care providers
[3,4] taking age-specific and sex-specific differences in
physiology and health care-seeking behavior into account [5].
Yet, most hedlth care systems are till configured to treat
individual diseasesrather than individual multimorbid patients
[6]. It is therefore an open challenge to ensure sufficient care
coordination among different types of health care providersto
adequately treat an aging population [7]. Most findings on
long-term readmission risk so far have had an isolated focus on
single diseases — for instance, pneumonia [8], colorectal
surgery [9], depression [10], or chronic obstructive pulmonary
disorder (COPD) [11] — and take only afew predictor variables
(eg, medical history) into account [12]. In addition, many studies
focus on short-term (30-day or 90-day) readmissions, whereas
studies of longer-term risks for patients with chronic complex
disorders such as diabetes remain underrepresented in the
literature [13].

Digitalization in the health sector has led to increasing
availability of observational health care data like electronic
health records or medical claims data[14]. The emerging field
of network medicine [15,16] strives to leverage such data to
improve our understanding of multimorbidity [17] and how care
providers coordinate themselvesin the treatment of such patients
[18]. Complex multimorbid health states of patients can be
conceptualized by means of networks (collections of nodes
connected by links) in which diseases are nodes that are linked

Kaetaet d

if they tend to co-occur in patients. These comorbidity networks
can be used to predict future changes in health as patients are
most likely to acquire diseases in close network-proximity to
those that they already have [2,19,20]. Networks of care
providers have been studied through the analysis of
patient-sharing relations [ 21]. In such patient-sharing networks,
providers are represented as nodes connected by links that
indicate patient flow between them [18]. It has been shown that
the structure of such networks can be related to variations in
treatment outcomes [18], cost and intensity of care [22,23], as
well as spending for and utilization of health services [24,25].

In this work, we quantified for the first time the long-term
readmission risk for 97 frequent diagnoses (ICD-10 3-digit
codes) associated with the first hospital stay as a function of
age, sex, and the involvement of 13 different types of medical
specialists. We propose a novel network statistical modelling
approach illustrated in Figure 1. Using an administrative
database containing data for almost 2 million patients, we
identified all patients aged >50 years with at |east one hospital
admission (index hospitalization) and followed them for >3
years. There are 4 different types of tragjectories that a patient
can take after first admission (index hospitalization): (1) no
second admission and no specialist contact over the next 3 years
(see patient 1 in Figure 1A), (2) one (or several) specialist
contact but no second admission (see patient 2 in Figure 1B),
(3) second admission without specialist contact (see patient 3
in Figure 1C), or (4) second admission with specialist contact
(see patient 4 in Figure 1D). By considering patients with the
same diagnosis from the first admission (index diagnosis) and
adjusting for age, we can then estimate separately for men and
women how contact with a specific type of provider changes
the readmission risk for any combination of index diagnosis,
readmission diagnosis, and type of specialty.

Figure 1. lllustration of the methodological approach showing examples of timelines for individual patients. Over 3 years following the index
hospitalization (yellow circles), patients without a readmission (yellow circles labeled readmission diagnoses) (A) do or (B) do not have specialist
contact (green circles), while patients with areadmission (C) do not or do (D) have at |east one specialist contact. (E) Trajectories of readmitted patients
can be visualized as networks with patient flow between 2 node types (diagnoses and specialists). spec: specialist.
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Methods

Study Population

We used a pseudonymized medical claimsresearch dataset from
asocial insurance carrier in Austriacovering the state of Lower
Austria[26-28]. The dataset contains 1,861,971 individuasin
total who consulted at least one health care provider between
January 1, 2006 and March 31, 2012 and were aive during that
period. Dead individuals were not included in the data. We
extracted the study base, which consisted of al patients with
known age and sex that were older than 50 years at the
beginning of the observation window and had at least one
admission in the time range between January 1, 2006 and
December 31, 2008 (n=225,238). For each of these patients, we
assessed contact with medical specialists and ICD-10 codes
associated with their hospital admissions.

Index Hospitalization

We considered main and secondary diagnoses (3-digit ICD-10
codes from the range A01-N99) from first admissions with at
least 1000 occurrences, disregarding codesthat are not specific
for disorders, such as general examinations, child births,
congenital malformations, or unspecific symptoms (Multimedia
Appendix 1).

Readmission

For each stay, weidentified whether each patient from the study
population had a subsequent hospital admission in the time
window between 90 and 1050 days after the index
hospitalization; if yes, the ICD-10 code of the associated main
diagnosis (readmission diagnosis) was noted.

Diagnosis Combinations

The ICD-10 codes of the index diagnosis (d;) and readmission
diagnosis (d,) form a diagnosis combination: D=(d,, d,). All
readmission riskswere computed with logistic regression models
(see the next section) using patients with the same diagnosis
combinations (if readmitted) or d; as the index diagnosis (no
readmission). The modelswere stratified by sex and considered
al diagnosis combinations that occurred in at least 50 cases.

Readmission Risk

The readmission risk measures how likely patients with index
diagnosis d; were readmitted because of any other diagnosis
Therisk was measured separately for men and women. For each
patient, we introduced a binary dummy variable for whether
the patient was readmitted. We performed logistic regression
analysis with this response variable and patient age as the
predictor variable. To age-adjust the male (m) and female (f)
diagnosis-specific readmission risk (Pio[M/f, dy]), we evaluated
the logistic regression model for the mean population age.

Probabilities of Contact With Medical Specialties

For each patient, we assessed how likely acontact with different
types of medical specialists occurred between the index and
readmission diagnoses (readmitted) or over afollow-up period
of 3 years (controls). Separately for men and women, we
performed logistic regression analysis with a dummy variable

http://medinform.jmir.org/2020/9/€18147/

Kaetaet d

for contact with a specialty as aresponse and patient age asthe
predictor variable. We evaluated the model for the mean
population age to obtain the probabilities of contact with a
specialist s for men and women: Pg,(m/f,s). We included the
following specialties: ophthalmology; surgery; dermatoveneresl
diseases; obstetrics and gynecology; ear, nose, and throat (ENT);
pulmonary diseases; neurology; orthopedics, physiotherapy;
radiology; accident surgery; urology; labs; psychotherapy and
clinica psychology; psychiatry; interna medicine; and
outpatient hospital contacts [29].

Health Care Network Construction

A specific subset of patient flow from hospital (re-)admissions
to contact with a specialty is summarized graphically in a
network representation (see Figure 1E). For each diagnosis
combination D and specialist contact of type s meeting our
inclusion criteria, we assumed adirect link in the network from
the index diagnosis to the specialty and from the speciaty to
the readmission diagnosis. For each link, we evaluated theratio
of men to women that followed it. As the full network is too
dense to be meaningfully visualized, we applied a standard
network filtering method to extract the links that were most
significant for each node (type of care provider or diagnosis),
the so-called network backbone, by overlapping its maximum
spanning tree with the disparity-filtered network [29].

Relative Readmission Risk

Relative readmission risk measures the change in readmission
risk associated with contact with aspecialty. For each diagnosis
combination D for men and women separately, we performed
logistic regression analysis of whether a readmission because
of diagnosis d, occurred given that the first diagnosis was d;.
The independent variables were age and adummy variable for
contact with aspecialty. Thisbinary dummy variable sencoded
whether a patient had at least one contact (s=1) between the
index and readmission diagnoses (readmitted) or within the
3-year follow-up interval after the index diagnosis (control) or
whether no such contact occurred (s=0). For each diagnosis
combination D and speciaty s, we obtained the
contact-dependent readmission risk Q(m/f,D,s) for men/women
by evaluating their model sfor mean population age. To measure
theimpact of acontact with specialty son the readmission risk,
we evaluated these regression models for patients of mean age
that had (s=1) or had not (s=0) such a contact and computed the
relative readmission risk, RR(m/f,
D,s)=Q(m/f,D,s=1)/Q(m/f,D,s=0). In terms of the patient
timelines in Figure 1, RR(m/f, D,s) is related to the ratio of
frequencies of trgjectories (D) to (B), relative to the ratio of
trgjectories (C) to (A). The diagnosis-specific relative
readmission risk for men/women, RR;;4(m/f, d), is given by
the medians of RR(m/f, D,s) over al combinations of
readmission diagnoses d, and contacts s. The contact-specific
relative readmission risk for speciaty s, RRg(m/f, s), for
men/women is given by the medians of RR(m/f, D,s) over all
diagnosis combinations D.

Significance, M ultiple Testing, and Robustness Tests
Whether a diagnosis-specific readmission risk is significantly
different from 1 was assessed by comparing all related
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readmission risks that included a specific type of contact
(Q[m/f,D,s=1]) with the corresponding risksthat did not include
such a contact (Q[m/f,D,s=0]). We used a't test or sign test
depending on whether the individual readmission riskswere or
were not normally distributed, respectively; normality was
assessed by means of aKolmogorov-Smirnov test. We corrected
for multiple testing by controlling the false discovery rate at
level a using the Benjamini-Hochberg procedure. To study the
robustness of our results, we considered variations of the (1)
follow-up interval for the readmission to occur (from 3 years
to 1.5 years), (2) minimal number of cases with a diagnoses
combination D (from 50 to 25 cases), and (3) inclusion of all
patients aged <100 years.

Table 1. Descriptive statistics of the study population.
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Results

Descriptive statistics of the study population are shownin Table
1. The study population was skewed toward the female sex
(130,968/225,238, 58%) with average ages (taken at the
beginning of the observation window) of 65 years (men) and
68 years (women). With SDs of 9.7 years (men) and 11 years
(women), both sexes had similar and rather broad age
distributions. Our inclusion criteria resulted in 97 diagnoses
(ICD-10 codes) and 13 different types of specialists. Average
numbers of diagnoses and types of specialists involved in the
treatment were similar between men and women.

Women (n=130,968) Entire sample (n=225,238)

Variable Men (n=94,270)
Age (years), mean (SD) 65 (9.7)
Number of diagnoses, mean (SD) 5.1(4.4)
Number of types of specialist, mean (SD) 3.1(2.8)

68 (11.0) 67 (10.0)
4.9 (4.4) 5.0 (4.4)
3.2(2.8) 3.1(2.8)

Network Visualization

A graphical summary of our resultsis shown in Figure 2 in the
form of a network as described in Figure 1E. The node size
correlates with the out-degree of the nodes, and the link color
shows the ratio of men to women that follow a certain link.
Medical specialistswith the highest out-degree (connectionsto
different diagnoses) provided outpatient treatments associated
with amost the entire spectrum of diagnoses, as well as
radiology and ophthalmology with mostly female-dominated
links with diseases of the circulatory and musculoskeletal
systems. Several specidties were associated with a single
diagnosis code, such as dermatovenerea diseases and skin
cancer, ENT specialists and nontoxic goiter, urology and urinary
tract infections, and psychiatry and pneumonia. To illustrate

http://medinform.jmir.org/2020/9/€18147/

the results“behind” the network in Figure 2, let us examine the
link from psychiatry to pneumonia (J18). Pneumonia was the
readmission diagnosis for patient trajectories that included
contacts with psychiatry for several index diagnoses. In all but
one case, we found reduced relative readmission risks for
pneumonia for both men and women, ranging from 46% for
women with hypertension to 94% for women with atria
fibrillation; for men with urinary tract infections only, we found
al%increasein readmission risk. Notethat Figure 2 only shows
a filtered version of this network. For instance, for type 2
diabetes (E11), there is only a link to outpatient wards. In
addition to general practitioners, patients with diabetes also
frequently visited internal medicine, radiology, and
physiotherapy, which have been filtered out in Figure 2.
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Figure 2. Graphical summary of our results as a network. The network was constructed as described in Figure 1E and filtered for statistical significant
Imks Node sizes for specialists correlate with the number of outgoing links from the nodes.
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Results for Diagnosis-Specific Readmission Risks

The long-term al-cause readmission risks for the index
diagnoses vary between 30% and 70% (see Figure 3A). We
observed the highest readmission risk for secondary neoplasm
(C79: 58%, SE 1.8% for men [m]; 66%, SE 2.0% for women
[w]; C78: 62%, SE 1.6% [m]; 60%, SE 1.3% [w]) followed by
retinopathies including hypertensive retinopathy and macular
degeneration (H35: 63%, SE 1.7% [m]; 64%, SE 1.5% [w]) and
other retinal disorders such as diabetic retinopathy (H36: 64%,
SE 3.1% [m]; 61%, SE 2.5% [w]). Other diagnoses with
particularly high readmission risks included colorectal cancer
(C18: 69%, SE 1.9% [m]; 63%, SE 1.9% [w]; C20: 61%, SE

http://medinform.jmir.org/2020/9/€18147/
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2.1%[m]; 58%, SE 2.4% [w]), lung cancer (C34: 59%, SE 1.5%
[m]; 59%, SE 2.4% [w]), diabetes (E10: 56%, SE 1.8% [m];
57%, SE 1.9% [w]), and renal failure (N18: 59%, SE 1.1% [m];
57%, SE 1.3% [w]; N19: 60.3%, SE 3.0% [m]; 54%, SE 2.7%
[w]). In most cases (>70%), the above diagnoses were used as
main diagnoses in the index hospitalization except for diabetic
retinopathy (H36), which wasthe main diagnosisin only 33.8%
(762/2258) of stays and most frequently occurred as a side
diagnosiswith type 2 diabetes asthe main diagnosis (497/2258,
22.0%). In general, men have higher diagnosis-specific
readmission risks than women (mean difference [MD] over all
first diagnoses 1.9%, P<.001; ie, most pointsin Figure 3A lie
above the diagonal line; see also Multimedia Appendix 1).
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Figure3. Resultsfor diagnosis-specific readmission risks for men and women. Error bars denote SES; no error bar means only one diagnosis(-specialist)
combination contributed to the data point. (A) The diagnosis-specific readmission risks range between 30% and 70%. (B) For severa diagnoses, we
found significantly decreased (shown in black, as opposed to insignificant results shown in grey) diagnosis-specific relative readmission risks after

consulting with medical specialists.
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Resultsfor Diagnosis-Specific Relative Readmission
Risks

All significant diagnosis-specific readmission riskswere<1for
men and women (ie, they lie in the green, bottom left quadrant
in Figure 3B). We found the greatest significant reductionsin
readmission risks upon contact(s) with medical specialists for
acute myocardial infarction (121, male patients with contacts
show a reduced readmission risk of 57.6%, SE 7.6% when
compared to the risk of patients without such contacts; 55.9%,
SE 9.8% [w]), diabetic and other retinal disorders (H35: 62.3%,
SE 8.0[m]; 60.1%, SE 8.4% [w]), COPD (J44: 63.9%, SE 7.8%
[m]; 58.1%, SE 7.5% [w]), disorders of lipoprotein metabolism
(E78: 64.7%, SE 3.7% [m]; 63.8%, SE 4.0% [w]), and chronic
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ischemic heart diseases (125: 63.6%, SE 3.1% [m]; 65.4%, SE
3.0% [w]). There were no significant differences in risk
reductions between men and women (MD 1.8%, P=.28; see
also Multimedia Appendix 2).

Resultsfor Specialist-Specific Readmission Risks

Figure 4A shows the probabilities for men and women in our
study population to have contact with a specialty after index
admission. Depending on the specialty, these probabilitiesrange
from around 8% for psychiatry (10.0%, SE 0.00 % [w]; 8.1%,
SE 0.00% [m]) to 56% for radiology (55.7%, SE 0.02% [w];
44.1%, SE 0.01% [m]). We found no significant differences
between men and women in their contact probabilities (MD
0.28%, P=.58) with an ouitlier result for contacts with urology
(7.4%, SE 0.00% [w]; 30.1%, SE 0.01% [m]).
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Figure4. Resultsfor specialist-specific readmission risks for men and women. (A) Contact probabilities with certain specialties (colors) range between
8% and 56%. (B) For most specialties, we found significantly reduced readmission risks (black) after contact.
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Resultsfor Specialist-Specific Relative Readmission
Risks

After contact, all specialties tend to show reduced readmission
risks for both men and women; see Figure 4B where all points
lie in the green (bottom left) quadrant. There are only 2
specialtiesfor which the readmission riskswere not significantly
reduced, namely for pulmonary disease specidists and
orthopedics. We found the greatest reductions for lab testing
(50.1%, SE 1.7% [w]; 48.5%, SE 1.8%[m]), radiology (59.2%,
SE 3.2% [w]; 61.6%, SE 3.0% [m]), psychiatry (59.3%, SE
6.7% [w]; 66.3%, SE 6.7% [m]), dermatovenereal diseases
(60.5%, SE 4.7% [w]; 59.3%, SE 4.6% [m]), and ENT
specialists (59.8%, SE 5.6% [w]; 60.9%, SE 5.6% [m]). Overall,
men and women showed similar risk reductions (MD —0.2%,
P=.96).

Robustness

Our main result of strongly reduced relative readmission risks
remained robust under changes of the parametersintheanalysis.
We show the results for the relative readmission risks for 3
different robustnesstests (reducing the minimal number of cases
required for a diagnosis combination from 50 to 25, using an
observation window of 1.5 years instead of 3 years, and
including patients <50 years old) for diagnosis-specific and
specialist-specific relative readmission risks in Multimedia
Appendix 3 and Multimedia Appendix 4, respectively. In each
case, al significant results correspond to strongly reduced
relative risks.

Discussion

In this work, we present a comprehensive analysis of
sex-specific long-term readmission risks (measured from 90
days to 3 years after the index hospitalization) where we
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systematically tested how contact with 13 medical speciaties
impacts readmission risks for 97 diagnoses associated with the
first stay. The network visualization revealsthat our analysisis
indeed based on meaningful flows of patients between different
care settings. For instance, we found a dominant flow from lab
testing to senile cataract consistent with the fact that such testing
is often performed in preoperative screenings to detect risk
factors for complications such as diabetes. There are multiple
meaningful flows from radiology to musculoskeletal diseases,
a link from dermatovenereal diseases to skin cancer, or from
ENT specialiststo nontoxic goiter. In all cases, our results mean
that patientsthat had contact with aspecialist showed atendency
later for reduced readmission risks for the given diagnoses
compared to patients without such contact (ie, the links in the
network do not just show frequent flows of patient but
specialty-diagnosis combinationsthat contribute to the observed
reductions in readmission risks). Other links were less clear.
For instance, wefound atendency that contactswith psychiatry
reduce readmission risksfor pneumonia. Recent epidemiol ogical
findings suggest that depression is indeed a risk factor for
hospitalization due to pneumonia [30] and that psychological
distress is related with a higher risk of pneumonia [31].
Furthermore, lifestyle factors (eg, substance abuse), psychiatric
conditions (patients’ compromised ability to recognize health
problems) as well as side effects of antipsychotics (worsened
respiratory muscle functioning) might cause this association
[32]. Our results could therefore indicate that contact with
psychiatric specialists mitigate these risk factors and thereby
reduce pneumonia-related readmissions.

Overall, we found the largest readmission risks after hospital
stays associated with chronic complex diseases for which high
readmission rates have already been described in the literature.
These diseasesinclude various types of cancer including rectal
cancer, with a30-day readmission rate of 10.1% [33], and lung
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cancer, with a 30-day readmission rate of 13% and 90-day rate
of 22% [34]. Diabetic and other retinopathies often occur with
type 2 diabetes as the main diagnosis, for which 30-day
readmission rates are 8.5%-13.5% [13]. For chronic kidney
disease, the 90-day readmission rate has been estimated at 11.7%
[35]. These risks cannot be directly compared to the long-term
readmission risk (where we exclude readmissions within the
first 90 days) considered in our study.

The involvement of medical specialists reduces the need for
long-term readmissions by up to 50% depending on the index
diagnosis. Chronic complex diseases are among those for which
we observe the strongest reductions in readmission risk after
contact with medical specialists. Our observation of the greatest
reduction for patientswith acute myocardial infarctionisinline
with findings of reduced mortality (up to 19% over an 18-month
follow-up) for patients with myocardial infarct who receive
follow-up care by cardiologists and internists when compared
to patients without such contact [36]. The second greatest
reduction was observed for diabetic and other retinopathies
(H35), which often occurred with type 2 diabetes as the main
diagnosis. These findings are in line with reports that a lack of
postdischarge outpatient visits in patients with diabetes is one
of the strongest risk factorsfor short-term (30-day) readmissions
[37] and that postdischarge office visits to adjust the diabetes
regimen contribute to adecreased risk of short-term readmission
[38]. While there is mixed evidence to which extent poor
glycemic control isaso arisk factor for longer-term readmission
risk [13], our findings clearly show that specialist care after
discharge is related to a strongly significant reduction in
readmission risks of down to 62% (men) and 60% (women)
compared to patients without such contacts. Similar
diabetes-related observations might be relevant for patientswith
hypercholesterolemia and hyperlipidemia (E78), which are
frequent diabetic comorbidities, who all showed significant
reductionsin readmission risk. We found that the contact related
with reductions in readmission risk for diabetes patients was
concentrated on visits at outpatient wards, internal medicine,
and radiology, among other specialists. Diabetes is indeed a
complex disease requiring the involvement of multiple types
of health care providers. Treatment should take place in strict
agreement with the corresponding guidelines, including quarterly
physician visits and a high continuity of care, to minimize the
risk for diabetic complications.

For COPD patients, it has been observed that the involvement
of physiotherapists and various pulmonary and respiratory
specialists can reduce readmission risks, which is consistent
with our finding of a strongly reduced readmission risk for
patients with COPD [39]. Finaly, in relation to our results for
the relative readmission risk for ischemic heart disease, it was
reported that patients had significantly lower 60-day readmission
rates when they were treated by multiple providers, including
surgeons and nonsurgeons [40].

Men and women had comparable probabilities of contacting
different types of medical specialists after theindex admission;
there was no significant difference in how likely men and
women seek specialists. A Swedish register study found that
most of the sex differences in health care consumption can
indeed be explaned by an increased level of
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reproduction-associated care (not considered in our work) and
women'’s higher share in mental and behavioral disorders and
diseases of the muscul oskeletal system [41]. We found contact
probabilities that range from around 8% (psychiatry) to more
than 56% (radiology). We did not include primary care providers
(eg, general practitioners) in this analysis as almost everyone
inthe study population had such contacts; therefore, their contact
probabilitieswere close to 100%. After contact with specialists,
we observed significantly reduced readmission risks (risk
reductions of up to 50%) for almost all specialties, including
lab testing, radiology, psychiatry, dermatovenereal diseases,
and ENT specialists, whereas pulmonary disease speciaistsand
orthopedics show a rather risk-neutral profile. These findings
might reflect that follow-up by specialists generally meansmore
tailored risk detection and improved disease management, but
also that patients seeking care from specialists might be more
engaged and vigilant compared to those patients that do not
seek specialist care. In the present form, our analysis does not
allow usto disentangl e these effects of targeted prevention and
health care—seeking patient behavior.

In terms of sex differences, we found that men overall have
higher readmission risks than women. While the raw
readmission frequencieswere similar for men and women (Table
1), the diagnosis-specific analysis clearly revealed that men
have increased readmission risks after adjusting for age and
pre-existing condition (index diagnosis). Our findings also
showed that the difference between men and women in
readmission risks are not due to differencesin how likely they
are to seek contact with a specialist. In the following, we give
two plausible mechanisms that could in principle contribute to
the observed sex biases (or lack thereof). First, men might utilize
the health care system only at more severe stages of disease
compared with women, therefore also showing higher
readmission risks. Second, it could be that women are more
compliant when consulting specialists and therefore show better
outcomes (ie, reduced readmission risks). However, the second
explanation is at variance with our result that, after having had
a specific type of contact, men and women show similar
reductions in readmission risk. The assumption that these sex
biases are indeed due to differences in utilization is further
corroborated by findings of delayed health-seeking behavior in
men compared with women [42].

Our work has several limitations that mostly relate to the
administrative dataset used. We have no information on which
kind of procedures were performed during the admission and
contact with a specialist and no knowledge on results from
medical tests other than the diagnosis codes. We cannot
guarantee that we indeed observed all admissions of the study
population, especially since the data cover only a region of
Austria. However, as this bias should have similar effects on
index hospitalizations and readmissions, as well as men and
women, such coverageissues should only have alimited impact
on comparisons of readmission risks. Similar biases might
influence the probabilities of contact with specialists. We only
considered whether at least one contact took place, but not the
specific number of contacts.

To conclude, our results emphasize that specialist aftercare can
provide a strong contribution to the reduction in long-term
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rehospitalization. These effects vary substantially across specialistsin men when compared to women, both sexes show
diagnoses and are most pronounced for outcomes such as similar levelsof readmission risk reduction after specialist care.
myocardial infarction where specialist treatment has already These sex biasesrequirefurther researchinto their physiological,
been shown to improve survival. While we find tentative biological, social, and psychological causative processes.
evidence for delayed health-seeking behavior towards medical
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Multimedia Appendix 1

Diagnoses-specific results and their SEs for the contact-independent diagnose-specific readmission risks for males/females,
Pdiag(m/f,d), and the contact-dependent relative readmission risks RRdiag(m/f, d).
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Multimedia Appendix 2

Results for the contact probabilities with different types of specialists for females, Pspec(f,s), and males, Pspec(m,s), their SEs,
and the contact dependent rel ative readmission risks RRspec(m/f, s).
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Multimedia Appendix 3
Results of the robustness tests for diagnoses-specific relative readmission risks.
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Multimedia Appendix 4
Results of the robustness tests for specialist-specific relative readmission risks.
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Abstract

Background: Smartphones have made it possible for patients to digitally report symptoms before physical primary care visits.
Using machine learning (ML), these data offer an opportunity to support decisions about the appropriate level of care (triage).

Objective: The purpose of this study was to explore the interrater reliability between human physicians and an automated
ML -based triage method.

Methods: After testing several models, anaive Bayestriage model was created using datafrom digital medical histories, capable
of classifying digital medical history reports as either in need of urgent physical examination or not in need of urgent physical
examination. The model was tested on 300 digital medical history reports and classification was compared with the majority vote
of an expert panel of 5 primary care physicians (PCPs). Reliability between raters was measured using both Cohen k (adjusted
for chance agreement) and percentage agreement (not adjusted for chance agreement).

Results. Interrater reliability as measured by Cohen k was 0.17 when comparing the magjority vote of the reference group with
the model. Agreement was 74% (138/186) for casesjudged not in need of urgent physical examination and 42% (38/90) for cases
judged to bein need of urgent physical examination. No specific featureslinked to the model’ s triage decision could beidentified.
Between physicians within the panel, Cohen k was 0.2. Intrarater reliability when 1 physician retriaged 50 reports resulted in
Cohen k of 0.55.

Conclusions; Low interrater and intrarater agreement in triage decisions among PCPs limits the possibility to use human
decisions as areference for ML to automate triage in primary care.

(JMIR Med Inform 2020;8(9):€18930) doi:10.2196/18930

KEYWORDS
machine learning; artificial intelligence; decision support; primary care; triage

: physicians (PCPs) interrupt patient queries within the first 30
Introduction seconds of consultations [3], contributing to inadequate
Heslth care digitalization hasthe potential to mitigateincreasing  9@thering of medical histories [4,5]. To reduce PCP workload
primary care workloads [1,2]. Time-constrained primary care  d t0 ensure patients are directed to the appropriate level of
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care, nurse-led telephone triage is commonly used [6,7].
However, nurses face similar time constraints as physicians,
which results in incomplete gathering of medical histories [8]
and inappropriate levels of care recommended in up to 31% of
cases [9,10].

Leveraging the wide use of smartphones, a large portion of
patient history can today be acquired before the patient interacts
with higher health care provider. Automated patient
interviewing software has been shown to gather reliable and
relevant clinical information [11], and may thus save clinicians
time and reduce workloads.

Existing “symptom checkers’ can provide triage
recommendations directly to patients. However, their accuracy
islow, ranging from 33% to 78%, with higher accuracy reported
only for more acute conditions [12]. Furthermore, patient
adherence to symptom checker recommendations seemslow at
just 65% [13], compared with 81%-100% adherence to advice
fromtriage nurses[7]. Thus, clinician decision-support software
may be a better solution for optimizing triage.

With rapid developments in machine learning (ML), labeled
automated patient interviewing software data offer apromising
opportunity for enhancing triage software accuracy, providing
appropriate access to primary care. Recent research shows
promising utility of ML to aid in emergency department triage

Entezarjou et a

compared with commonly used algorithms [14]. However, the
performance of such asystem compared with human triage has,
to the best of our knowledge, never been evaluated. Furthermore,
ML research in the primary care setting islacking, despite over
60% of health care visits being conducted in primary care [15].

Thus, this study sought to investigate interrater reliability
between human physicians and an automated ML-based triage
method, as well as evaluating interrater reliability of triage
decisions between a panel of physicians assessing the same
patient histories from an automated patient interviewing
software.

Methods

Context

The automated patient interviewing software technology used
inthisstudy (produced by Doctrin AB, Stockholm, Sweden) is
being used by several primary care providersin Sweden since
2017. Patients accessthe platform using their smartphone, tablet,
or computer, choosing their chief complaint from a prespecified
list. An automated medical history is then taken, allowing
patients to briefly formulate ideas, concerns, and expectations
in free-form text, and subsequently answer a symptom-specific
multiple-choice survey. The software sel ects suitable subsequent
survey questions based on the patient’s answers (Table 1).

Table 1. Examples of automated patient interviewing software survey questions. Chosen answers subsequently appear in reports used for triage.

Survey question

Answer format

“How long have you had a cough?’

“How has your cough been sinceiit started”

Short answer: specify number of days, months or years

Multiple choice (one option allowed):

“Not changing”
“Getting worse’
“Improving”
“Gone away”

“Do you have any of the following symptoms?’

Multiple choice (multiple options alowed):

“Runny nose”
“Shortness of breath”
“Chest pain”

“Sore throat”
“Swollen glands’

“Fever”

If a patient reports fever: “What was the highest temperature you

have had when you measured it?’ w«g7ocn

(-]

Multiple choice:

“Over40C”

“How many daysin arow have you had fever?’

Short answer: specify number of days

Answers are presented to a PCP as a summarized report for
review and further doctor—patient communication may occur
asynchronously through alive text chat (eVisit). Physicianscan
prescribe medications, order |aboratory samples, provide patient
information, or remain available online for up to 72 hours for
conservative management. Anonymized datafrom the automated
patient interviewing software report and subsequent chat are
saved in a database used for this study. Clinical decisions

https://medinform.jmir.org/2020/9/€18930

regarding triage and treatment are, however, recorded separately
in the patient medical record and were not accessible for study.

Data for Classification

Data used in this study were composed of 2 subsets. The first
subset consisted of 300 automated patient i nterviewing software
reports labeled by a selected expert PCP with over 10 years of
clinical experience and a year of experience with online
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consultations. The reports represented the 10 most common
chief complaints in the platform (common cold, cough, eye
redness, genital problems, hay fever, rash, headache, sinus
symptoms, sore throat, and urinary tract infections) with an
equal marginal distribution between chief complaints.
Automated patient interviewing software reports were triaged
by the expert PCP to one of 4 levels: (1) Start a digital
chat-based consultation; (2) Refer the patient to a primary care
center for nonurgent care; (3) Refer the patient to aprimary care
center for urgent care; or (4) Refer the patient to the emergency
department.

The second subset was 300 new automated patient interviewing
software reports labeled by a panel of 5 PCPs (1 intern [AE], 2
residents, and 2 specialists). Sample sizes were chosen for
feasibility reasons. Each PCP individually triaged automated
patient interviewing software reports with an identical
distribution of chief complaints as in the first subset. Each
automated patient interviewing software report waslabeled with
atriage level as determined by amajority vote by the panel.

Triage categories in both subsets were then dichotomized into
2 triage levels used for further analyses: (1) No need for urgent
physical examination (triage levels 1 and 2) or (2) Need of
urgent physical examination (triage levels 3 and 4).

Exclusion Criteria

Because of incorrect formatting of one of the reports in the
triage interface used by the panel, 299 automated patient
interviewing software reports were triaged instead of 300.

Automated patient interviewing software reports describing
cases with an ongoing medical contact or a different chief
complaint from the one specified were classified asinappropriate
for triage, which occurred in 37 reports classified by at least
one pane member. These were manually reviewed by one of
the authors (AB) for inclusion or exclusion by expert opinion,
resulting in the exclusion of 17 cases from the analysis.

If the panel voting strategy did not result in a majority for 1
triage level, the automated patient interviewing software report
was al so excluded from the analysis, which occurred in 6 cases.

Initially, 22 automated patient interviewing software reports
had missing triage data from some panel members. After
applying the exclusion criteria, 16 automated patient
interviewing software reports with missing triage dataremained
for analysis.

Mode Analyses

To examine the potential of our ML-based approach for triage,
we used the available data and corresponding dichotomized
triage categories in a series of classification tests with 3
classifiers: (1) a simple linear naive Bayes classifier, which
assumes statistical independence of input features; (2) logistic
regression, commonly used for binary classification problems;
and (3) random forest, an ensemble decision tree approach,
which is considered particularly suitable for high-dimensional
problems.

Because of many questions from the automated patient
interviewing software reports only appearing very rarely in the

https://medinform.jmir.org/2020/9/€18930
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small-sized training data, feature space was reduced by only
including those which were used in more than 5% of thetraining
samples. Thisresulted in 243 features. Asafew fieldsincluded
brief free-form text, the classifiers were trained and tested both
with and without information extracted from these text data.
Text was handled by first removing common Swedish stop
words. The remaining commonly used words appearing in more
than 10% of the training samples were included as a
bag-of-words model where each word was treated as an input
feature to the classifier [16]. This resulted in a total of 53
features.

First, we trained the models on the first subset and tested them
in a single pass on the second subset with labels based on the
majority vote of the 5 PCPs. We complemented this analysis
with a cross-validation approach on the data without text
information to better estimate generalization capabilities across
the 2 subsets of data. We performed 10-fold cross-validation
by dividing the union of the 2 subsets into 10 data clusters,
where the mixture of the 2 subsetsin 9 out of 10 clusters was
used for training and the remaining cluster accounting for 10%
(ie, 1/10) served as atest set. By applying this scheme 10 times
with different 10% test folds, we could obtain an estimate of
the second moment of the generalization classification
performance. The cross-validation results were followed up
with a nhonparametric Friedman test.

We made an attempt at investigating the key input features that
had a decisiverolein classification. To this end, we ranked the
coefficients in the regression models built using naive Bayes
and logistic regression methods as well as variable importance
with a random forest approach [17]. We employed the
correlation of rank, Kendall 1 estimator, to examine the
consistency of feature ranking produced by the 3 classifiers:

T =[(ne —ng)l/[n(n—1)/2]

where n is the number of features, n. is the number of
concordant feature pairs, and ny is the number of discordant
feature pairs. The pairwise relation between feature pairs (f;, ;)
and (f;, g;) is considered as concordant if the ranking order
between featuresf isthe same asfor features g, that is, rank (f;,)
> rank (f;,) and rank (g;,) > rank (g;,), or rank (f;,) < rank (f;,),
and rank (g;,) < rank (g;,)- If neither of these relation pairs is
preserved, feature pairs are referred to as discordant.

Finaly, in order to exploit diagnostic evaluation made by each
individual PCP in the second data subset, rather than directly
considering the mgjority vote as the data sample label, we built
5 independent naive Bayes classifiers. Each one of them was
trained on labels from the second subset corresponding to 1 of
the 5 panel PCPs. We then evaluated the magjority vote of the
dichotomized responses of individual classifiers and employed
across-validation schemeto estimate generalization properties.

Human Versus Modd Analysis

To measure the agreement between the PCPsand aclassification
model, we chose a naive Bayes approach (referred to as “the
model”). Cohen k [18] was calculated to evaluate interrater
reliability of triage level within the panel, as well as interrater
reliability between the model results and the panel:

JMIR Med Inform 2020 | val. 8| iss. 9 |€18930 | p.96
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

K = (Po— Pe)/(1—pe)

where p, is the observed ratio of agreement between 2 raters
and p. isthe probability of chance agreement. Cohen k provides
a measure of agreement between raters while accounting for
chance agreements. Thisisin contrast to percentage agreement,
which merely quantifies the ratio of cases with the same
classification in relation to different classifications made by 2
or more assessors, without accounting for chance agreements.
A Cohenk<0.20 isgenerally regarded aslow, 0.21-0.40 asfair,
0.41-0.60 as moderate, 0.61-0.80 as substantial, and 0.81-1.00
as almost perfect agreement [18].

Additional Analyses

To explore how the brief free-form text influenced the
classification, the classifier was retrained without features
extracted from the brief free-form text. This analysis was
conducted with alinear naive Bayes approach.

To evaluate intrarater reliability of the training data, 50 of the
300 automated patient interviewing software reports available
were chosen for retriage by the same expert PCP. These reports
were chosen randomly from the full set but checked to include
an even variation of all available symptoms. Cohen k was used
to assess agreement with prior triage.

Entezarjou et a

Furthermore, to evaluate the impact of missing data on our
results, we reran the analyses with automated patient
interviewing software reports with missing triage data excluded.

Ethical Consider ations

The study was approved by the Swedish Ethica Review
Authority on April 24, 2019 (reference number 2019-01516).

Data Sharing Statement

Dataon triage decisions made by panel membersand our expert
PCP are available to the Department of Clinical Sciences in
Malmé at Lund university, to the Department of Computational
Science and Technology at the Royal Institute of Technology,
and to Doctrin AB, Stockholm Sweden 10 years following
publication. Data can be accessed for a prespecified purpose
after approval by all 3 parties above.

Results

Comparisons Between the Three Models

After exclusion, 276 automated patient interviewing software
reports were usable as labeled test-set data (Figure 1). The
single-passtest results aswell as cross-validation outcomes are
presented in Table 2. There was no evidence for rejecting the
null hypothesis (P>.10), so the performance of all 3 classifiers
is considered comparabl e even though one can observe atrend
favorable for random forest.

Figure 1. Flowchart of automated patient interviewing software report exclusion criteria.
Randomly selected anonymize . N
andomly danonymized Reports judged Reports with triage level
feports of the 10 most common r— appropriate for triage p— by panel majority vote
chief complaints in the platform pprop g yp Jority
n=282 n=276
n=299
| ‘{
Reports excluded as judged T,
L teports excluded due to
inappropriate age

by expert opinion

n=1y

panel vote resulting in tie

n=~o

Table2. Classification results obtained with naive Bayes, logistic regression, and random forest in asingle-passtest aswell asin 10-fold cross-validation

over the entire combined data set.

Classifier Test results (training on thefirst and test onthe  10-fold cross-validation (the first and second
second data subset), % subsets combined), %?

Naive Bayes 64.1 66.6 (7.6)

Logistic regression 60.1 64.5 (9.0)

Random forest 67.4 69.5(7.7)

8The values for cross-validation are the mean and standard deviation of the classification accuracy obtained over 10 test folds.
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Five Classifiers Versus One

Mean cross-validation accuracy calculated using the ensemble
performance (majority vote) of the 5 naive Bayes classifiers,
each trained on the label s of one panel member, was 65.3% (SD
8.2%). Comparing this with the model, that is, the single naive
Bayes classifier (mean cross-validation accuracy 66.7% [SD
8.0%]), the null hypothesis could not be rejected (Wilcoxon
signed-rank test, n=10, P>.24).

Decisive Featuresfor Classification

Because the 3 classification approaches offer insights into
feature weighing in the regression function that determinesthe
classification boundary, we investigated more closely the
distribution of such feature importance factors (see the
“Methods’ section). The results are inconclusive as the
distribution is rather uniform and the pairwise correlations
between feature rankings, Kendell T (seethe“Methods’ section),
produced by the classifiers are moderate (max 0.32 between
naive Bayes and random forest). This result implies that the
given average level of accuracy can be achieved based on
different sets of features.
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Agreement Between Model and Human Triage

Because there was no statistically significant difference in the
performance reported by the 3 classifiers, we decided to rely
on the naive Bayes approach in the next stages of our work due
to its intuitive linear formulation. Cohen K between the naive
Bayesmodel and the panel magjority votetriagewas0.17 (Table
3), with 64% agreement. Excluding the information contained
in brief free-form text resulted in the corresponding Cohen K
of 0.15. Within the reference group, average Cohen k was 0.20,
ranging from 0.10 to 0.30.

These results did not differ when analyses were rerun with
missing cases excluded. No statistically significant difference
in distribution of chief complaint symptoms could be found
between reports with and without missing data (chi-square test,
P>.99).

Using panel magjority vote as the gold standard, the model
correctly classified 74% (138/186) of nonurgent cases, but only
42% (38/90) of urgent cases. Adding free-form text data had a
negligible effect on these numbers (Table 4).

When 50 automated patient interviewing software reports were
selected for retriage by our selected expert PCP, Cohen K was
0.55 with 78% agreement between retriage and previoustriage.

Table 3. Assessment of the triage performance: agreement between the naive Bayes model and each panel member as well as their majority vote, and

average interrater agreement among the panel members.?

Panel member versus naive Bayes model (Cohen k)

Panel member versus rest panel members (Cohen k)

PCP1 0.09
PCP2 0.03
PCP3 0.24
PCP4 0.08
PCP5 0.13
Majority vote 0.17

0.21
021
0.18
021
0.17
N/A

8PCP1 had the least amount of clinical experience, whereas PCP4 and PCP5 had the most amount of clinical experience.

Table 4. Contingency table of model triage with panel majority vote as the gold standard.

Truly urgent

Falsely nonurgent Truly nonurgent Falsely urgent

Naive Bayes model trained on full information
including brief free-form text

42% (38 out of 90
cases voted urgent)

42% (38 out of 90
cases voted urgent)

Naive Bayes model trained with brief free-form
text information excluded

58% (52 out of 90
cases voted urgent)

58% (52 out of 90
cases voted urgent)

74% (138 out of 186
cases voted nonurgent)

73% (135 out of 186
cases voted nonurgent)

26% (48 out of 186
cases voted nonurgent)

27% (51 out of 186
cases voted nonurgent)

Discussion

Principal Results

To our knowledge, this is the first study to evaluate human
versus ML performance in primary care triage based on a
digitalized patient history. The first principal finding of this
investigation wasthat interrater reliability in human triage using
automated patient interviewing software reportsis low (Cohen
K 0.20). Consequently, our second principal finding was that
interrater triage reliability between a statistical model trained
on automated patient i nterviewing software reports and ahuman
panel was low (Cohen k 0.17).

https://medinform.jmir.org/2020/9/€18930

Findings were robust when cases with missing triage datawere
excluded from the analysis. The performance of the model was
mostly decided by the surveys as removing the free-form text
had only marginal impact on Cohen K (reduced to 0.15).
Furthermore, the intrarater reliability was moderate, as seen by
retriage of 50 automated patient interviewing software reports
by the same PCP (Cohen k 0.55).

Comparison With Prior Work

While we acknowledge that k values seldom are comparable
across studies [19], previous data have generaly found high
interrater reliability between triage nurses [20-22]. However,
these studies were conducted in high-acuity emergency
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department settings, where indicators of urgency arguably are
more clearly defined [23].

The primary care setting presents a particular challenge in that
conditions are of low acuity, making the line between urgent
and nonurgent care more difficult to draw. Thisis supported by
the low intrarater agreement for our expert PCP as well as the
low agreement between our panel members. Indeed, acquiring
a true gold standard for triage is a well-known issue [24].
“Correct” triage is difficult to define, and thus difficult to label
and automate using ML. We could not identify any particular
features in the data that were linked to the model’s triage
decision. Asfar asthe cliniciansare concerned, we did not study
their clinical reasoning before reaching a triage decision, that
is, we do not know on which features their decision was based.

Interpretation

A well-known bottleneck for the creation of reliable ML
algorithms is the lack of large enough amounts of labeled
training data but this study calls the reliability of labels
themselves into question. Labeled data need to be consistent
acrossdifferent ratersand over time. Consequently, whileadding
more automated patient interviewing software data to the
training set exploited by the model could improve interrater
reliability with humans, the interrater reliability between the
humans themselves sets a limit on how useful an algorithm
could beif labels are fully decided from human data. Whilethe
addition of free-form text did not offer any advantage to the
performance of the model, as assessed by our gold standard, it
is possiblethat larger amounts of free-text datawould allow the
model to leverage these data for improved performance.

Human clinical decision making is likely more prone to be
affected by externalities such as stress and mental fatigue [25].
Such externalities may have been present to different extents
among our panel, resulting in markedly variabletriage decisions
compared with each other and the model.

Furthermore, the low agreement between the panel and the
model in our study may be due to the fact that variation in
human interpretation of text-based cuesfrom automated patient
interviewing software data in a primary care setting [26]
prevents PCPs from determining urgency as consistently asthe
model, given access to the same amount of data. It should be
noted, however, that in the clinical setting, PCPswould acquire
additional data through the eVisit chat before making a triage
decision.

The model is trained on triage data from a senior expert PCP,
but results show no trend toward higher agreement between
more senior PCPs and the model. This suggests that triage
decision making depends more on other factors such as PCP
temperament and risk aversion than mere experience [27].

Accepting the panel majority vote as the gold standard,
nonurgent cases were more often classified correctly compared
with urgent cases (74% [ 138/186] vs 42% [ 38/90], respectively),
even though higher triage accuracy would be expected for urgent
conditionswherered flags are more well-defined [ 12]. Selection
biasthrough adisproportionately larger amount of training data
on nonurgent automated patient interviewing software reports
may explain part of this disparity. On the contrary, this
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disproportionality may still be representative of a primary care
cohort which would utilize such a digital tool for mostly low
acuity conditions. However, given the low agreement between
panel members, one may also question the suitability of use of
the panel majority vote as the gold standard.

Strengths

This study has severa strengths. First, it is one of few studies
comparing human with ML performance using the same test
data set for both groups. It is uniquely conducted in an eVisit
primary care setting, where the need for reduced workload is
high and where the ML algorithm has access to the same data
asthe clinician in the eVisit setting would. This contrasts with
clinical or electronic health record—based ML toolswhich may
not have accessto key clinical datanot recorded in the el ectronic
health record [28]. Our data set was largely complete with only
1.4% missing data points. We also used training set data
independent of validation test-set data, which is not always the
case in other published research in the field [29]. Findly, the
findings add nuance to the existing literature of ML versus
human physicians [30].

Limitations

The results should be interpreted with consideration to severa
limitations. Our sample is not representative of a physical
primary care population, asreportswere acquired from an online
consultation service database of self-selected patientsbeing less
likely to have life-threatening conditions [31]. Our data did not
allow for out-of-sample external validation, as we do not know
how these automated patient i nterviewing software reports ended
up being triaged in their clinical setting. Lack of external
validation also means that our low interrater reliability was
likely overestimated [29]. However, even if externaly valid
endpoint data could aid in defining a decision as “correct”
retrospectively [32], defining “ correct” triage prospectively may
not be possible as some clinical outcomes cannot be predicted.
In addition, the lack of consensus and use of a voting strategy
in our panel are unconventional methods of defining a gold
standard to compare ML-based performance and make
comparison with other studies difficult. Future studies may use
consensus techniques such as Delphi [33], incorporating PCP
and emergency physician expertise, to mitigate lack of panel
triage consensus.

Given the lack of agreement between our panel PCPs, using 1
expert PCP to provide training data may not be optimal.
However, we did not observe any significant differences in
cross-validation accuracy in this model compared with the
ensemble performance of 5 models separately trained by each
panel member.

Finally, our data set did not allow us to evaluate how the
temporal provision of data affects the triage process in a way
that would mimic theiterative clinical decision-making process.
Thus, training data sets which make this possible may open up
new opportunitiesfor devising ML approachesthat better mimic
the human decision-making process.
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Practical Implications

This study refutes implementation of the current ML model to
fully automate binary triage in primary care, despite naive Bayes
being a reasonable ML algorithm to approach this problem.
However, in the clinical setting, these reports are used as
decision support in the interaction with patients, implying that
uncertainties may be addressed by further interaction with the
patient. Further development of the model with the suggestions
made above may alow for fully automated triage in the future.

Entezarjou et a

Conclusions

Whiledigitalized patient histories have the potential to mitigate
primary care workloads, leveraging patient history data to
automate triage with ML methods is challenging given the
difficulty for human physicians to triage consistently in a
primary care setting. Future research should evaluateif external
validation and temporal provision of training datamay improve
automated triage performance, as well as attempt to better
identify which features drive triage decisionsin aprimary care

setting.
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Abstract

Background: Machine learning techniques, specifically classification algorithms, may be effective to help understand key
health, nutritional, and environmental factors associated with cognitive function in aging populations.

Objective: This study aims to use classification techniques to identify the key patient predictors that are considered most
important in the classification of poorer cognitive performance, which is an early risk factor for dementia.

Methods: Data were used from the Trinity-Ulster and Department of Agriculture study, which included detailed information
on sociodemographic, clinical, biochemical, nutritional, and lifestyle factorsin 5186 older adults recruited from the Republic of
Ireland and Northern Ireland, a proportion of whom (987/5186, 19.03%) were followed up 5-7 years later for reassessment.
Cognitive function at both time points was assessed using a battery of tests, including the Repeatabl e Battery for the Assessment
of Neuropsychological Status (RBANS), with a score <70 classed as poorer cognitive performance. This study trained 3
classifiers—decision trees, Naive Bayes, and random forests—to classify the RBANS score and to identify key health, nutritional,
and environmental predictors of cognitive performance and cognitive decline over the follow-up period. It assessed their
performance, taking note of the variables that were deemed important for the optimized classifiers for their computational
diagnostics.

Results: Inthe classification of alow RBANS score (<70), our models performed well (F, scorerange 0.73-0.93), all highlighting
the individual’s score from the Timed Up and Go (TUG) test, the age at which the participant stopped education, and whether or
not the participant’s family reported memory concerns to be of key importance. The classification models performed well in
classifying a greater rate of decline in the RBANS score (F; score range 0.66-0.85), also indicating the TUG score to be of key
importance, followed by blood indicators: plasma homocysteine, vitamin B6 biomarker (plasma pyridoxal-5-phosphate), and
glycated hemoglabin.

Conclusions: Theresults suggest that it may be possible for a health care professional to make an initial evaluation, with ahigh

level of confidence, of the potential for cognitive dysfunction using only a few short, noninvasive questions, thus providing a
quick, efficient, and noninvasive way to help them decide whether or not a patient requires a full cognitive evaluation. This
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approach has the potential benefits of making time and cost savings for health service providers and avoiding stress created

through unnecessary cognitive assessmentsin low-risk patients.

(IMIR Med Inform 2020;8(9):€20995) doi:10.2196/20995

KEYWORDS

classification; supervised machine learning; cognition; diet; aging; geriatric assessment

Introduction

Globally, populations are aging. By 2050, it is estimated that
more than 2 billion people will be aged over 60 years [1].
Cognitive function generally declines with age and ranges in
severity from mild cognitive impairment (MCI) to dementia.
MCI can be defined as cognitive decline greater than that
expected for an individual’s age and education level, but it does
not interfere with activities of daily living, whereas dementia
profoundly impacts normal functioning [2,3]. Dementia
currently affects 50 million peopleworldwide, and it is estimated
that this will increase to 152 million by 2050. The annual cost
of dementia is estimated at US $1 trillion and is expected to
more than double by 2030 [4]. Therefore, strategiesthat promote
better brain health and well-being in older age are an urgent
public health priority.

Alzheimer disease isthe most common form of dementia, with
other forms including vascular dementia, dementia with Lewy
bodies, frontotemporal dementia, and mixed dementia. Risk
factors for dementia are disease dependent but commonly
include age, genetics and medica conditions including
cardiovascular disease and diabetes, diet, lifestyle, and
environmental factors [5]. An important recent report
highlighted the complexity of dementia and the potential to
prevent or delay the onset of the disease through interventions
targeted at modifiable risk factors [6]. In particular, nutrition
has been identified as a key area of interest, and emerging
evidence links lower levels of certain vitamins with cognitive
dysfunctionin older adults, whereas certain dietary patternsand
components appear to have protective roles in maintaining
cognitive health [7].

The application of data mining within health care has become
increasingly popular, driven particularly by the large amount
of complex dataavailable that test the capabilities of traditional
statistical approaches[8]. In health care, asin other areas, data
mining has provided a means of accessing and analyzing large
volumes of datato better inform and drive change. Classification
models, in particular, have been utilized extensively in the
understanding of MCI. These models can help usto understand
patterns in the behavior of data in terms of diagnosing MClI,
specifically in the consideration of key features pertaining to a
diagnosis of impairment [9,10] or predicting the progression of
theimpairment [11]. Furthermore, model s have been devel oped
to apply a more objective approach to the MCI diagnosis [12],
not to undermine but rather to support a clinician’s analysis
[13]. Na c [14] investigated the use of noninvasive,
easy-to-collect variables that are commonly collected in
community health care settings such as sociodemographic,
health, functional, and interpersonal variables, for the prediction
of cognitive impairment among community-dwelling older

http://medinform.jmir.org/2020/9/€20995/

adults, using the Korean Longitudinal Study of Aging (KL0oSA)
data set [15] and a gradient boosting machine classifier.

Many studies apply machinelearning approachesto the popular
Open Access Series of Imaging Studies[16], Alzheimer Disease
Neuroimaging Initiative (ADNI) [17], and Australian Imaging
Biomarkersand Lifestyle Flagship Study of Aging (AIBL) [18]
data sets consisting of neuroimaging data (eg, magnetic
resonance imaging [MRI] and positron emission tomography
scan data) from participants ranging from no cognitive
impairment to MCI to Alzheimer disease [19]. These data sets
also include a range of demographic, biomarker, clinical, and
cognitive assessment data. Ding et a [20] used a Bayesian
network approach for the classification of Alzheimer disease
with heterogeneous features from the AIBL data set and
demonstrated that machine learning could be used to select
features and their appropriate combinationsthat are relevant for
Alzheimer disease severity classification with high accuracy.
Korolev et a [21] used a kernel-based classifier and the ADNI
data set to develop a prognostic model for predicting
M Cl-to-dementia progression over a 3-year period.

Theaim of our study isto comparethe selection of dataanalytics
techniques to identify determinants of cognitive health in
community-dwelling older adults using existing data from the
Trinity-Ulster and Department of Agriculture (TUDA) study
(Clinical Trials.gov identifier: NCT02664584). The TUDA study
was designed to investigate nutritional, health, and lifestyle
factorsin the development of diseasesrelated to aging, including
dementia. A range of analytical models on the data were
devel oped to determine factorsthat may predict poorer cognitive
performance and cognitive decline over time, assessed using
an in-depth neuropsychiatric test.

Methods

Cross-Industry Processfor DataMining M ethodology

In this study, the widely used cross-industry process for data
mining (CRISP-DM) research methodol ogy was adopted [22].
CRISP-DM has 6 main steps: business understanding, data
understanding, data preparation, modeling, evaluation, and
deployment. In the business understanding phase, the objective
of this study wasto use classification techniquesto identify the
key patient predictors considered most important in the
classification of cognitive dysfunction, which itself isapredictor
of dementia. In the data understanding phase, the data quality
was examined to understand data collection methods and the
features contained within the TUDA data set, as described in
the next section (The Data). In the data preparation phase, the
TUDA data set was preprocessed to cleanse the data set and
select features relevant to the modeling phase. Feature selection
methods and the results of feature selection are described in the
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subsequent sections (The Data and Feature Selection sections
in Methods and the Feature Selection section in Results). In the
modeling phase, a number of machine learning modeling
techniques were selected and applied to the prepared data and
their parameters were calibrated to optimal values to increase
the knowledge extracted from the data (described in the Machine
Learning Techniques section in Methods and the RBANS
Classification and Classifying Cognitive Decline Using the Rate
of Change in the RBANS Score sections in Results). Upon
building the model sthat produced the highest quality knowledge
from the data analysis perspective, the models were thoroughly
evaluated to ensure robustness and achievement of the business
objectives. The knowledge gained from the models was then
presented to clinical experts in a way that could be used and
understood.

The Data

The TUDA cohort provides detailed nutrition and health data,
along with related lifestyle, clinical, and biochemical details,
on atotal of 5186 community-dwelling older adults aged 60 to
102 years, making this cohort one of the most comprehensively
characterized cohorts of its kind for aging research
internationally. With an overall goal to address the prevention
of agerelated diseases, the TUDA study is aimed at
investigating nutrition and related factors in the development
of common diseases of aging. TUDA study participants were
recruited between 2008 and 2012 from hospital outpatient or
genera practice clinics in the Republic of Ireland or Northern
Ireland via standardized protocols for participant sampling,
assessment, and datarecording and with acentralized |aboratory
analysis. In brief, the inclusion criteria for the TUDA study
were being born on the island of Ireland, aged >60 years, and
not having an existing diagnosis of dementia. Nonfasting blood
samples were collected from al participants, and awide range
of parametersincluding routine biochemistry and hematological
profiles, along with biomarkers of micronutrient status, were

http://medinform.jmir.org/2020/9/€20995/
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measured. A comprehensive health and lifestyle questionnaire
was administered as part of the 90-min interview to capture
medical and demographic details, along with comprehensive
information on medication and vitamin supplement usage.
Physiological function tests, blood pressure, bone heath
(dual-energy x-ray absorptiometry scans), and cognitive function
tests were also performed. A subset of approximately 19.03%
(987/5186) of participants were reassessed 5 to 7 years after
their initial assessment to investigate the progression of risk
factors and disease over time.

A summary of the characteristics of the subset of the TUDA
cohort (n=2869) analyzed in this study is shown in Table 1.
Preprocessing and feature selection performed on the original
data set to reach this subset of data are described in the Feature
Selection sections of the Methods and Results sections.

Cognitive function was assessed at both time points using 3
assessment tools, the Mini-Mental State Examination (MM SE),
the Frontal Assessment Battery (FAB), and RBANS, and the
rate of cognitive decline was calculated over the 5- to 7-year
follow-up period. For the purposes of this study, the cognitive
function outcome indicator is categorized based on RBANS.
RBANSisan age-adjusted and sensitive neuropsychiatric battery
for assessing global cognitive function [23]. This tool has also
been validated to assess specific cognitive domains within the
brain, including immediate and delayed memory, visual-spatial,
language, and attention, which are combined to provide a total
score, with lower scores generally indicative of poorer cognitive
performance.

Therate of RBANS change over the 5- to 7-year period between
the initial assessment and the follow-up assessment was
computed as the difference between a participant's RBANS
score at each sampling point, normalized to account for thetime
between each assessment, where this can differ by up to 2 years
across participants (Figure 1).
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Table 1. Genera characteristics of the Trinity-Ulster and Department of Agriculture study participants.

Characteristics Males (n=1191) Females (n=1678)
Age (years), mean (SD) 72.1(7.8) 72.2(7.8)
Education (years)2, mean (SD) 163(3.3) 16.1(28)

Health and lifestyle

BMI (kg/m?), mean (SD) 28.9 (4.3) 28.7 (5.7)
Waist-to-hip ratio, mean (SD) 0.97 (0.07) 0.88 (0.07)
Instrumental activities of daily living, mean (SD) 25.0(4.1) 249 (3.5)
Physical self-maintenance scale score, mean (SD) 23.3(1.6) 23.1(1.7)
Timed Up and Go (seconds), mean (SD) 129(9.1) 13.0(8.0)
Living alone, n (%) 260 (21.8) 632 (37.7)
Current smoker, n (%) 122 (10.2) 194 (11.6)
Alcohal (units/week), mean (SD) 8.8 (14.6) 29(6.7)
Socioeconomically most deprived, n (%) 291 (24.4) 426 (25.4)

Neuropsychiatric assessment
MMSEP score, mean (SD) 218(14) 219(14)
RBANS® score, mean (SD) 87.3(14.5) 88.9 (15.2)
RBANS class="low” (target), n (%)° 133(11.2) 168 (10.0)
RBANS dlass="high” (target), n (%6)° 1058 (88.8) 1510 (90.0)
FAB® score, mean (SD) 157(2.2) 159(2.1)
Depression CES-D' score, mean (SD) 4.8(6.2) 6.1(7.7)
Anxiety (HADS® score), mean (SD) 26(32) 35(38)

Clinical measures

White cell count (10%L), mean (SD) 7.1(36) 6.9(3.3)
Hemoglobin (g/DL), mean (SD) 14.2 (1.5) 13.0(1.3)
Mean corpuscular volume (FL"), mean (SD) 90.7(5.5) 90.6 (5.1)
Platelet count (10%/L), mean (SD) 229 (59.0) 265 (66.9)
Urea (mmol/L), mean (SD) 72(2.9) 6.7 (2.3)
Creatinine (umol/L), mean (SD) 98 (31.0) 79 (22.4)
Albumin (g/L), mean (SD) 42 (3.7) 42 (3.4)
GammaGT (U/L), mean (SD) 43 (47.5) 34(36.0)
Sodium (mmol/L), mean (SD) 140 (5.1) 139(3.2)
Potassium (mmol/L), mean (SD) 4.3(0.5) 4.2 (0.4)
Calcium (mmol/L), mean (SD) 23(0.1) 23(0.1)
Phosphate (mmol/L), mean (SD) 1.0(0.2) 1.1(0.2)
Alkaline phosphatase (U/L), mean (SD) 82(34.2) 82(25.7)
Low-density lipoprotein (mmol/L), mean (SD) 2.23(0.8) 2.58 (0.9)
High-density lipoprotein (mmol/L), mean (SD) 1.23(0.4) 1.55(0.4)
Triglycerides (mmol/L), mean (SD) 1.78 (1.0 1.62 (1.0
C-reactive protein (mg/L), mean (SD) 6.1(11.1) 5.5(11.9)
Glycated hemoglobin (%), mean (SD) 6.0 (1.0) 5.9(0.7)
Parathyroid hormone (pg/mL), mean (SD) 45.2 (30.8) 47.2 (31.9)
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Characteristics

Males (n=1191) Females (n=1678)

Glomerular filtration rate (mL/min), mean (SD)
Nutritional biomarkers

Red blood cell folate (nmol/L), mean (SD)

Serum vitamin B12 (pmol/L), mean (SD)

Plasma vitamin B6 (nmol/L), mean (SD)

Riboflavin (EGRac'), mean (SD)

Total plasma homocysteine (umol/L), mean (SD)

Total vitamin D (nmol/L), mean (SD)

77.2(25.3) 67.8 (22.6)
1053 (591.1) 1100 (582.7)
267 (191.0) 296 (277.3)
74.1(53.2) 81.5 (69.7)
1.35(0.2) 1.34(0.2)
15.1 (5.9) 141 (5.1)
51.6 (25.9) 56.0 (30.1)

8 ducation refers to the age of stopping formal education.
BMMSE: Mini-Mental State Examination.

‘RBANS: Repeatable Battery for the Assessment of Neuropsychological Assessment.
9RBANS score <70 is assigned class low and an RBANS score 270 is assigned class high.

®FAB: Frontal Assessment Battery.

fCES-D: Centrefor Epidemiological Studies Depression.
9HADS: Hospital Anxiety and Depression Scale.

PEL: femtolitre.

'EGRac: erythrocyte glutathione reductase activation coefficient, with a higher EGRac value indicating poorer riboflavin status.

Figure 1. Calculating Repeatable Battery for the Assessment of Neuropsychological Status rate of change over a 5- to 7-year period between initial
assessment and follow-up assessment, normalized to account for the time between each assessment.

RBANSassessment 2 RBANSassessment 1

RBANS, 4t of change =

The data set initially contained 525 variables. During
preprocessing, the data were cleansed to detect and correct
inaccurate values, identify missing values and ensure consi stent
coding of these, ensure consistent coding of categorical
variables, identify spelling and coding inconsistencies and
correct these, transform text variablesinto categorical variables
where possible, ensure numeric valuesfell within an appropriate
and accurate range, check for consistency among dependent
variablesand correct any errors, and finally check for duplicate
data and remove any redundancy. Normalization was carried
out on the data table, including nonloss decomposition to
decomposethe large datatableinto smaller tables, transforming
composite attributes into separate attributes, transforming
multivalued attributes, repeating columns into separate tables,
and recoding text attributes to categorical attributes where
possible. This process reduced the number of variables to 345
within the data set. These variables were acombination of text,
categorical, and numerical variables.

Feature Sdlection

Dimension reduction is an important stage for understanding
infformation in a data set. Typical dimension reduction
techniques, such as principal component analysis (PCA) [24],
describe all the numerical variables contained within a data set
in terms of a number of linear combinations (fewer than the
original number of features) of these features. Although awidely
used and appreciated method for reducing the number of
dimensions within a data set, PCA is only valid for numerical
features. In addition, amore transparent feature selection method

http://medinform.jmir.org/2020/9/€20995/

Time between assessments 1 and 2

is often required to remove redundant features of various types
to reduce the size of the data set without losing potentialy
valuable information. Although a range of feature selection
techniques exist because of the nature of the features in the
TUDA data set and the prior knowledge that alarge number of
variables were likely to be highly correlated, a correlation
analysis and clustering were used in this study to allow highly
correlated features to be determined and redundant features to
be removed. These methods al so hel ped usto discuss, evaluate,
and agree on the features to be retained in collaboration with
the data gatekeepers and expert clinicians who had in-depth
knowledge of the data. Further feature sel ection was not carried
out as we €elected to retain as many features as possible for use
in training the classifiers. This section describes the feature
selection techniques performed, and the results of feature
selection are described in the Results section.

Manual Feature Selection

Manual feature selection was performed to remove features
containing large amounts of missing data and, therefore,
considered not useful for the analysis. Free-text variables that
could not be encoded were al so removed. On the basis of expert
clinical knowledge, features deemed irrelevant to the study were
removed, as well as a number of subjective features where a
comparable, objective laboratory-obtained feature existed in
the data set.

JMIR Med Inform 2020 | vol. 8 | iss. 9 |[e20995 | p.107
(page number not for citation purposes)


http://www.w3.org/Style/XSL
http://www.renderx.com/

JMIR MEDICAL INFORMATICS

Correlation and Association

A correlation analysis is necessary before the development of
classification modelsfor 2 primary reasons. “Algorithms might
‘overfit’ predictions to spurious correlations in the data;
multicollinear, correlated predictors could produce unstable
estimates’ [25] and “Perfectly correlated variables are truly
redundant in the sense that no additional information is gained
by adding them” [26]. In other words, as many machine learning
algorithms rely on linearly independent variables, strongly
correlated variables must be evaluated and removed to avoid
unreliable results. Moreover, 2 variables that follow the same
behavior add little to the information gained by the data set and
thus are considered redundant. The correlation analysis allows
the determination of highly correlated variables, which may
underminethe consequential dataanalysisresults. Owing to the
differencein categorization of the variables within the data set,
correlation coefficientswere calculated for numerical-numerical
pairs, whereas the strength of association was necessary for
categorical-categorical variables and categorical-numerical
variables. Correlations between numerical variables were
caculated using the Spearman nonparametric correlation
coefficient [27], the strength of association between categorical
variables was calculated using the Cramér V statistic [28], and
the coefficient of determination (R2) was calculated between
categorical and numerical variables[29].

Clustering

Clustering isuseful in feature selection [26] to analyze the data
to find structural patterns. Clustering can be used together with
correlation analysisto identify those variables that behave in a
similar manner; thus, the information offered by the variables
may prove redundant. Clustering of variables can take 1 of 2
forms: hierarchical, which outputs an informative hierarchy,
and nonhierarchical, which dividesthe datainto clusters, within
which the variables may behave similarly. Owing to the nature
of the information this study seeks to derive, the focus was
placed on hierarchical clustering, illustrated specifically in the
form of tree structures or dendrograms.

Ascendant hierarchical clustering can use a mixture of both
numerical and categorical variables to arrange variables into

http://medinform.jmir.org/2020/9/€20995/
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homogenous clusters, that is, variables that are strongly related
to each other [30]. The algorithm for finding these related
clusters follows the concepts of PCA and multiple
correspondence analysis (MCA). In PCA and MCA, the data
set is analyzed to find new linearly independent variables to
describe the same set of data. In this hierarchical clustering,
these new synthetic variables are used as the center points of
the clusters, and each original variableisthen grouped according
toitssimilarity to the cluster center, either using the sum of the
correlation ratio, for numeric variables, or the sguared
correlation, for categorical variables.

Machine L earning Techniques

Machine learning techniques are regularly employed for
detecting patterns and dependencies within data, such aswithin
health care data. Specifically, machine learning algorithms can
be used to look for combinations of variables and generate rules
within data that can be used to reliably predict outcomes [25].
This style of problem relies on classification algorithms, where
predictor variables are used to predict an outcome or a class
variable. These predictions are based on a training sample of
the data, usually consisting of a random sample of about 70%
to 80% of the available data. The developed model comprises
rules based on these training data and then tested against the
remaining data (Figure 2). The training procedure is repeated
on a number of different subsets of the data to reduce the
likelihood of overfitting the model. In this study, 10-fold
cross-validation was used to measure the performance of
classifiers. Initially, the datawere split into atraining set (75%)
and an eval uation set (25%). The modelsweretrained using the
training set with 10-fold cross-validation applied (with a
90%/10% train/test split at each fold). The modeling techniques
of decision trees, random forests, and Naive Bayeswere selected
for their ease of interpretability. It is crucia that the results of
modeling in this study can be explained to clinical experts. The
individua algorithmswere developed using the R caret package,
specifically using thetrain and predict functions. The evaluation
data set was used to evaluate the performance of the model
found to be optimal during training for each of the 3 respective
techniques considered.
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Figure2. Model development and testing protocol.
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Decision Tree

Decision trees are one of the most common machine learning
algorithms when using a combination of continuous and
categorical variables, chosen for their computational efficiency
and readability. The Classification and Regression Tree (CART)
[31] algorithm, in particular, lends itself well to explanatory
knowledge discovery [32] due to its transparency. CART
decision trees are developed using a top-down recursive
algorithm, where the data set is split into increasingly smaller
subsets according to some predetermined metric, most
commonly using either the Gini impurity index or apermutation
importance measure. The measures used are described below.
The rpart implementation of the CART decision tree algorithm
in the R caret package was used in this study. This
implementation automatically applies pruning, choosing arange
of complexity parameters and automatically selecting the
optimal model using the complexity parameter that provides
the highest accuracy.

The resulting decision tree easily trandlates itself to a series of
rules that can be used to classify the test data. The advantages
of using a decision tree classifier liein its ease of application,
particularly as both numerical and categorical input variables
require little to no preprocessing; its transparency for
interpretation, as the resulting tree can be explained using
Boolean logic; and its computational efficiency, particularly
with large data sets. In addition, decision tree classification does
not reguire domain knowledge or parameter setting [32].
However, traditional decision trees are also the least robust of
the machine learning classification methods, as they are prone
to overfitting and therefore rely substantially on the training
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data. Often, a small change in the training data can result in
large changes in the developed tree. These shortcomings can
be addressed using the random forest algorithm.

Random Forest

The random forest algorithm [33] worksin asimilar manner to
decision trees, but wherethe CART agorithm resultsinasingle
tree, the random forest agorithm results in a forest of trees.
Each of the maximal trees within the random forest will have
been devel oped using arandom subset of the predictor variables
[34]. Each split within the tree is then calculated according to
a given performance metric from only within this subset of
variables. Typically, many trees are considered, thus reducing
the prediction error, as the model prediction will reflect the
average prediction acrossall trees. Asaresult, the random forest
algorithm is considered robust, flexible, and highly suited to
large data sets[35]. The random forest algorithm in the R caret
package was used in this study. This implementation chooses
a range of mtry parameters, where mtry is the number of
variables available for splitting at each tree node, which have
a strong influence on predictor variable importance estimates
[36]. The mtry parameter providing the highest accuracy was
used to select the optimal model.

Naive Bayes

The Naive Bayesagorithm for classification is based on Bayes
theorem, which describes the most likely outcome (Y) based
on k number of observations (X={X1,X,,...,X}). This can be
written as P(Y|X) and, astheagorithmisnaiveand al variables
are considered independent, is calculated using the equation in
Figure 3.
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Figure 3. Naive Bayes algorithm.
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The probability of an outcome P(Y); the probability of an
observation being described by X, P(X); and the probability of
an observation being described by X, given that they can be
classed by Y, P(X]Y), can all be estimated using the given data
set. For its use as a classifier, an observation is classified
according to the most likely class based on the random variables
the observation describes. A benefit of the Naive Bayes classifier
isitstheoretical low error rate; however, based on the underlying
independence of the variables, in practice, this may not be the

Figure 4. Gini impurity index.

Gini(var) =

Here p; is the probability of a correct classification according
tom classes. By considering the variablesresulting inaminimal
Gini impurity index, this metric will therefore determine the
best (most pure) variables to use to split the training data until
a convergence criterion is met.

Permutation I mportance

Permutation variableimportance [33] is cal cul ated by using the
effect the variable has on the overall prediction performance.
This performance can be predicted using the out-of-bag
prediction error, calculated by taking the mean prediction error
rate of thosetreesthat did not include the specific variable[35].

Performance Evaluation

To compare the performance of each classification model, a
variety of evaluation metricswere used. The accuracy, precision,
recall, and F, scores were computed. Precision, recall, and F;
scores take account of true and false positives and negatives,
whereas accuracy considers only true-positives and
true-negatives [37].
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case. The Naive Bayes algorithm in the R caret package was
used in this study.

Importance and Accuracy Measures

Gini Impurity I ndex

The Gini impurity index describesthelikelihood of an incorrect
classification using a random variable (var) and is described
mathematically as shown in Figure 4.

1_Zpi

Results

Feature Selection

Manual Selection

Initidly, 6 features deemed irrel evant for analysiswere removed,
including participant identification numbers and cohort category
(which described the clinic from which the participants were
selected). A total of 9 free-text variables and 9 variables with
inconsistent questioning were removed. In addition, 94
subjective features were removed in favor of more objective
laboratory-obtained results. Several of the removed subjective
features had high numbers of missing values; therefore, removal
of these in favor of subjective features assisted in handling
missing data while ensuring that there was no information loss
within the data set and data duplication was also minimized.
For example, nutritional status based on blood analysis (eg,
measurement of key vitamin biomarkers) was retained over
self-reported dietary intake (eg, supplement and fortified food
use).

Correlation and Association

Initial investigation into cognitive function with the TUDA data
set, as measured using the RBANS score, highlights that as
expected RBANS decreases with age (Figure 5).
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Figure 5. Mean Repeatable Battery for the Assessment of Neuropsychological Status (RBANS) score as a function of participant’s age. The graph
shows a general decrease in the RBANS score as age increases. RBANS scores have been averaged by age; thus, each point represents the average
score for any particular age. One outlier existed for age=86. This was removed and the R value recal culated accordingly.
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Correlation and association analyses were carried out. The key
results of this analysis are shown in (Multimedia Appendix 1).
We observed a relationship between variables concerning
follow-up questions within the questionnaire (eg, medication
use and duration of use). Onthe basis of this, 41 featuresrelated
to follow-up questions were removed. We also observed a high
correlation between the use of specific medications (eg,
bi sphosphonate medications: Risedronate, Ibandronic acid, and
Etidronate). These medications could be grouped into bone-
and hormone-rel ated categories, and therefore, we amalgamated
each subset into a new variable. Specifically, 2 new variables
were added for bone- and hormone-related medication,
encompassing many types of bone medications, including
bisphosphonates and hormone-related medications, from the
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RenderX

original dataset. Thisresulted intheremoval of 30 featuresand
the addition of 2 new features. Furthermore, scores for each
assessment element of RBANSwere removed and only thetotal
score was retained. The total RBANS score was later used as
the target variable in classification.

We also removed the other neuropsychiatric test results (MM SE,
FAB, Hospital Anxiety and Depression Scale, Centre for
Epidemiological Studies Depression Scale) and functional test
results (instrumental activities of daily living [IADL] and the
physical self-maintenance scale [PSMS]) from the data set, as
they are clinical assessment tools as opposed to individual
predictor variables. Thisresulted in theremoval of 72 additional
features. The correlation matrix between these scoresis shown
in Figure 6.
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Figure 6. Correlation matrix using the Spearman (nonparametric) coefficient between participant test scores, ignoring observations with missing data.
Variable descriptors are as follows: 1=Hospital Anxiety and Depression Scale total score; 2=depression questionnaire total score; 3=Mini-Mental State
Examination total score; 4=Frontal Assessment Battery total score; 5=Repeatable Battery for the Assessment of Neuropsychologica Statustotal score;
6=Physical Maintenance Scale total score; 7=instrumental activities of daily living total score.
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Theresulting subset of features following this stage of selection
reduced the data set from 345 variables to 69 plus the class
variable (RBANS score; Multimedia Appendix 2).

Clustering

A cluster analysiswas carried out using the ClustOfVar package
within R Studio [30] to determine variable clusters and the
strengths of their relationships. As expected, the scores from

http://medinform.jmir.org/2020/9/€20995/

RenderX

0.8

0.6

0.2
5
r 04
0.2 6 s
0.8
0.25 0.25 7

the clinical assessments, RBANS and its subcomponent tests,
FAB and MMSE, are closely related (Figure 7). The
participant’s age was closely related to kidney function, as
indicated by the glomerular filtration rate (GFR), and together
these form a variable cluster with the scores from the physical
diagnostic tests of IADL, TUG, and PSMS indicating a
relationship between these variables (Figure 8).
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Figure 7. Hierarchica clustering of variables depicted as a dendrogram showing strong relationships between clinical assessment scores from the
RBANS, FAB, and MM SE assessments. The variable descriptors are asfollows: MM SE_score, Mini-Mental State Examination total score; FAB_score,
Frontal Assessment Battery total score; RBANS index_score |, Repeatable Battery for the Assessment of Neuropsychological Status (RBANS)
immediate memory score; RBANS index_score |, RBANS visuospatial constructional score; RBANS_index_score_|ll, RBANS language score;
RBANS index_score |V, RBANS attention score; RBANS index_score V, RBANS delayed memory score; RBANS total_score, RBANStotal score.

02 03 04 05 086 07

0.0 0.1

FAB score

MMSE score

RBANS_index_score_|l
RBANS _index_score |V
RBANS_index_score_lll
RBANS index_score V
RBANS_total_score
RBANS_index_score_|

Figure 8. Hierarchical clustering of variables depicted as a dendrogram showing the close relation between a participant’s age and kidney function
(glomerular filtration rate [GFR]), which together form a cluster with the physical diagnostic tests of IADL, TUG, and PSMS. The variable descriptors
are asfollows: age, participant’s age; GFR, kidney function; Driving_status, driving status; PSMS_score, Physical Maintenance Scale total score; TUG
score, Timed Up and Go score; IADL _score, Instrumental Activities of Daily Living total score.
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Following feature selection, the data set contained 69 features
and 5186 observations; however, missing data still remained.
To retain as much data as possi bl e while minimizing the chance
of statistical bias, participant recordswereimputed by replacing
missing values with the average or expected value, in this case,
according to the participant’s age and gender. Asin other studies
on the RBANS score [38], participants with visual (224
participants) or arthritic problems (1445 participants) were
omitted as they would have been hindered from carrying out
certain tasks within the test, and thus, their results may be
unreliable, as were those displaying an MM SE score of <24
(647 participants). Upon removing the relevant records, 2869
observations remained.

RBANS Classification

Classification models were utilized for 2 purposes: to discover
if amodel could be developed to predict alow RBANS score,
representing poorer cognitive function, from the TUDA data
set and to determine if the developed model could be used to
identify key health, nutritional, and environmental predictors
of these low scores.

Rankin et d

Thetarget variable in this analysis was the RBANS total score.
For this analysis, the RBANS score was categorized using a
data-driven clustering approach to find 2 natural groupings
within the data identifying those with poorer cognitive
performance as having an RBANS score <70 (assigned class
low) and an RBANS score =70 was indicative of normal
cognitive performance (assigned class high).

Class imbalance [39] within the data set was resolved using
oversampling, in which a random sample of the smaller class
was replicated until the class sizes were equal.

The supervised modeling techniques of decision trees, random
forest, and Naive Bayeswere applied with 69 predictor variables
(listed in Multimedia Appendix 2). The data set (n=2869) was
split into atraining set (2152/2869, 75%) and an evaluation set
(717/2869, 25%). The models were trained using the training
set with 10-fold cross-validation applied, and the results are
shown in Table 2. For the decision tree model, the complexity
parameter value of 0.020 for pruning was found to produce the
highest accuracy. For the random forest model, the mtry value
of 58 was found to produce the highest accuracy.

Table 2. Classification of the Repeatable Battery for the Assessment of Neuropsychological Status score performance measures when models were

trained with 10-fold cross-validation (training set size=2152).

Classification technique Accuracy, mean (SD) Precision, mean (SD) Recall, mean (SD) F1, mean (SD)
Decision tree 0.737 (0.020) 0.795 (0.037) 0.643 (0.051) 0.709 (0.028)
Naive Bayes 0.500 (0.000) 0.500 (0.000) 1.000 (0.000) 0.667 (0.000)
Random forest 0.990 (0.006) 1.000 (0.000) 0.981 (0.011) 0.990 (0.006)

The models were then evaluated using the held out 25%
evaluation data set, and the accuracy of these models ranged
from 60.4% using the decision tree to 87.7% using the random
forest algorithm (Table 3). The random forest agorithm
performed best in this comparison in terms of both accuracy

and F; score, with the decision tree algorithm performing the
worst. This is expected in terms of robustness, specifically
pertaining to problems with overfitting by the decision tree
algorithm, which has been rectified somewhat using multiple
trees within the random forest.

Table 3. Classification of the Repeatable Battery for the Assessment of Neuropsychological Status score performance measures when applied to the

eva uation data set (training set size=2152; evaluation set size=717).

Classification technique Overall accuracy Precision Recall F score
Decision tree 0.604 0.926 0.596 0.725
Naive Bayes 0.876 0.876 0.100 0.934
Random forest 0.877 0.882 0.992 0.934

The key predictors of the RBANS total score in the decision
tree were as follows: participants' scores from the TUG
functional mobility test, representing the time a participant takes
to get out of a chair, walk 3 m, turn around, and walk back to
return to his or her origina seated position; the age at which
the participant stopped education; whether any family members
were concerned about the participant’'s memory; and the
participant’'s GFR, as shown in Figure 9. This decision tree
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predicted that a person who took under 13 seconds to perform
the TUG test and stopped education after 16 years of age was
classified as a high RBANS scorer (ie, indicative of normal
cognitive performance). The decision tree classification model
also highlights the importance of the TUG test alone; if a
participant took longer than 13 seconds to perform the test, he
or she was most likely to be alow scorer, indicative of poorer
cognitive performance.
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Figure 9. Decision tree classifier of the Repeatable Battery for the Assessment of Neuropsychological Status score. GFR: glomerular filtration rate.
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Similarly, the Naive Bayes and random forest algorithms also
detect the TUG score, the age at which the participant stopped
education, and the participant’s age as being highly informative
features as shown in Figures 10 and 11 (see Multimedia
Appendix 2 for feature descriptions) for Naive Bayes and

random forest models, respectively, with the Naive Bayes
algorithm adding a participant’s driving status and the random
forest algorithm adding GFR to form the top 4 informative
variables within these respective algorithms.

Figure 10. The 20 most important features for classification of the Repeatable Battery for the Assessment of Neuropsychological Status score as
detected using feature permutation using a Naive Bayes classifier. GFR: glomerular filtration rate; LDL: low-density lipoprotein; TUG: Timed Up and

Go.
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Figure 11. The 20 most important features for classification of the Repeatable Battery for the Assessment of Neuropsychological Status score as

detected using feature permutation using a random forest classifier. GFR:

lipoprotein; TUG: Timed Up and Go.

glomerular filtration rate; HbA1c: glycated hemoglobin; LDL: low-density

0.10 0.15 0.20 025
| l

0.05
1

(Scaled) Mean decrease in accuracy

0.00
|
Education
GFR
Age
LDL
Vitamin D

et
Q
=}
=

Red blood cell folate
White cell count

Average systolic - blood pressure

The informative nature of the 4 most important features
determined by the most accurate classifier (random forest), as
shownin Figure 11, was confirmed when these algorithmswere
rerun using only this subset of 4 features. In addition, 10-fold
cross-validation was applied to train the model on the training
data set (n=2152), with the results shown in Table 4. For the
decision tree model, the complexity parameter value of 0.010
for pruning was found to produce the highest accuracy. For the
random forest model, the mtry value of 2 was found to produce
the highest accuracy. The models were then evaluated using the

HbA,
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Total plasma homocysteine

Average diastolic - blood pressure

held out 25% evaluation data set. Training on the 4 most
important features as determined by the random forest model
resulted in a decrease in accuracy for the random forest model
from 87.7% to 80.1% (Table 5). A larger reduction in accuracy
was observed for the Naive Bayes model, decreasing from
87.6% to 69.3%, whereas the decision tree model increased in
accuracy from 60.4% to 72.5% when trained on this reduced
data set compared with training on the origina data set
containing 69 variables.

Table 4. Classification of the Repeatable Battery for the Assessment of Neuropsychologica Status score performance measures when models trained
with 10-fold cross-validation (training set size=2152) and the 4 key variables: (1) age at which the participant stopped education, (2) the Timed Up and
Go score, (3) the glomerular filtration rate measure, and (4) the participant’s age.

Classification technique Accuracy, mean (SD) Precision, mean (SD) Recall, mean (SD) F1, mean (SD)
Decision tree 0.688 (0.020) 0.702 (0.026) 0.655 (0.045) 0.677 (0.020)
Naive Bayes 0.693 (0.012) 0.775 (0.021) 0.545 (0.026) 0.640 (0.018)
Random forest 0.929 (0.013) 1.000 (0.000) 0.857 (0.026) 0.923 (0.015)
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Table5. Classification of the Repeatable Battery for the Assessment of Neuropsychological Status score performance measures when models trained
using the 4 key variables: (1) age at which the participant stopped education, (2) the Timed Up and Go score, (3) the glomerular filtration rate measure,
and (4) the participant’s age when applied to the evaluation data set (training set size=2152; evaluation set size=717).

Classification technique Overall accuracy Precision Recall F score
Decision tree 0.725 0.928 0.732 0.819
Naive Bayes 0.598 0.946 0.557 0.701
Random forest 0.801 0.878 0.889 0.883

Classifying Cognitive DeclineUsingthe Rate of Change
in the RBANS Score

A subset (n=987) of TUDA study participants was reassessed
using an identical protocol 5 to 7 years after the initial
assessment. Theresult of thisfollow-up assessment enabled the
creation of anew variable to add to the original TUDA data set
for these 987 participants; the rate of change of the RBANS
score (calculated using the equation in Figure 1). Thisvariable
would act as a measure of predicted cognitive decline (or
improvement) over the 5- to 7-year follow-up period. The same
classification model s of decision tree, Naive Bayes, and random
forest were applied to the TUDA data (n=987), using the new
rate of RBANS change as the classification variable. If the rate
of change of a participant’s RBANS score was calculated as

more than one half standard deviation below the mean rate of
change of the RBANS score across the sample of participants,
the participant was considered to have shown acute decline over
time, otherwise the change in RBANS was considered normal
or expected. The variablewas normalized to adjust for differing
periods of time between the first and second RBANS
assessments (between 5 and 7 years) among participants. The
data set (n=987) was split into a training set (740/987, 75%)
and an evaluation set (247/987, 25%). The modelswere trained
using thetraining set with 10-fold cross-validation applied, and
the results are shown in Table 6. For the decision tree model,
the complexity parameter value of 0.035 for pruning was found
to produce the highest accuracy. For the random forest model,
the mtry value of 2 was found to produce the highest accuracy.

Table 6. Classification of the Repeatable Battery for the Assessment of Neuropsychological Status score performance measures when models trained

with 10-fold cross-validation (training set size=740).

Classification technique Accuracy, mean (SD) Precision, mean (SD) Recall, mean (SD) F1, mean (SD)
Decision tree 0.603 (0.045) 0.613 (0.053) 0.571 (0.151) 0.582 (0.083)
Naive Bayes 0.499 (0.008) 0.499 (0.008) 0.997 (0.009) 0.665 (0.007)
Random forest 0.962 (0.026) 0.978 (0.035) 0.946 (0.031) 0.962 (0.028)

The models were then evaluated using the held out 25%
evauation data set, and the results are shown in Table 7.
Although the accuracy of these classification models is lower
than that reported for the classification of the RBANS score,
approximately 70% versus 90% for random forest classifiers,
it nevertheless indicates the possibility of using our existing
variablesfor predicting aperhaps pathological rate of cognitive

decline to a reasonable level of accuracy. The decision tree
performed the poorest; however, the information it provides
(Figure 12) indicates that the TUG test score is again the most
informative attribute, followed by the participant’s blood
measures of total plasma homocysteine, vitamin B6 biomarker
pyridoxal-5-phosphate (PLP), and glycated hemoglobin.

Table 7. Classification performance for rate of change of the Repeatable Battery for the Assessment of Neuropsychological Status score when applied

to the evaluation data set (training set size=740; evaluation set size=287).

Classification technique Overall accuracy Precision Recall F, score
Decision tree 0.547 0.735 0.605 0.664
Naive Bayes 0.739 0.739 1.000 0.850
Random forest 0.702 0.735 0.933 0.822
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Figure 12. Decision tree classifier of rate of change of the Repeatable Battery for the Assessment of Neuropsychological Status score. PLP: vitamin
B6 marker pyridoxal-5-phosphate.
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Furthermore, using permutation importance measures (Figures  the blood measures of PLP (vitamin B6 biomarker) and urea,
13 and 14, see MultimediaAppendix 2 for featuredescriptions),  coupled with the results of the TUG test and the participant’s
it has been indicated that the same key variables for the age, are likely key predictors, particularly using the (best
classification of RBANS scoresareno longer of suchimportance  performing) Naive Bayes algorithm (Figure 13).

for the classification of rate of RBANS score change. Instead,

Figure 13. The 20 most important features for predicting rate of the Repeatable Battery for the Assessment of Neuropsychological Status change as
detected using feature permutation using a Naive Bayes classifier. Gamma GT: Gamma-glutamyl transferase; GFR: glomerular filtration rate; TUG:
Timed Up and Go.
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Figure 14. The 20 most important features for predicting rate of the Repeatable Battery for the Assessment of Neuropsychologica Status change as
detected using feature permutation using arandom forest classifier. Gamma GT: Gamma-glutamy! transferase; GFR: glomerular filtration rate; HDL:

high-density lipoprotein; TUG: Timed Up and Go.
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Discussion

Principal Findings

The results of this study indicate that modeling of a variety of
clinical, lifestyle, and sociodemographic factors using machine
learning techniques may help predict poorer cognitive function
in older people with a high level of accuracy (approximately
90%) and using asmall number of noninvasive indicators. The
approach is aso useful, although dightly less accurate
(approximately 70%), in predicting therate of cognitive decline
over a 5- to 7-year period with a small number of measures
being the most influential health, nutritional, and environmental
predictors. The results are important for clinicians and health
service providers, especially at the early stages of engagement
and diagnosis of cognitive dysfunction in older patients, by
identifying those patients most in need of more intensive
investigation. Furthermore, these findings may be useful for
informing nutritional and lifestyle interventions aimed at
maintaining brain health in the adult population.

The results presented here suggest that it may be possible for a
health care professional to make an initial prediction (with a
high level of confidence) of cognitive dysfunction using only
a few short, noninvasive questions. Although the approach is
not adiagnostic instrument for detecting the presence or absence
of dementia, it has particular merit in that it could provide a
very quick, efficient, and noninvasive screening method to help
clinicians decide, at an early consultation stage, whether or not
a patient should be investigated further using more in-depth
cognitive assessment tools. Similarly, a recent study [14] used
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a machine learning approach to develop a gradient boosting
machine classifier with the KL0oSA dataset [15], alsoidentified
sociodemographic, functional, and health-rel ated factors, among
others, asthe most important predictors of cognitiveimpairment.
The authors concluded that the model could be used to screen
for cognitive impairment in a community health care setting.
Using such an approach may offer potential benefits to both
health service providers and ol der patients. It may providetime
and cost savings for health service providers reducing the need
for cognitive tests that are often laborious to administer (eg, it
takes approximately 30 min to complete the RBANS assessment
used in this study), and could potentially avoid testing of
low-risk patients. Asaresult, any unnecessary stress associated
with cognitive testing may be reduced or avoided in older adults.
This study’s results also suggest that some additional invasive
clinical measures may be required to identify those individuals
at greatest risk of future cognitive decline, providing valuable
information that could help clinicians design the most
appropriate intervention and treatment strategies for patients
on acase-by-case basis.

In the prediction of poorer cognitive performance, it is
interesting to note that, in addition to participants’ age, the
models identified noninvasive physical, behaviora, and
socioeconomic variables over invasive clinical measures asthe
most influential predictors (with the exception of GFR), whereas
the opposite was true for predicting the rate of change (with
TUG being the exception). Thissuggeststhat nonclinical factors
are much better in predicting poorer cognitive performancein
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older people, while clinical measures are needed to predict
cognitive decline.

Machinelearning methods produce the best classification models
and predictive outcomes based on the quality and quantity
(comprehensiveness) of the input variables. The potential for
bias still remains, for example, when akey variable is missing
from the data. Consequently, the results from the models need
to be evaluated for theoretical and, in health outcome studies,
clinical plausibility to determine their value and potential for
real-world application [40].

In this study, all 3 modelsidentified TUG and the age at which
aparticipant stopped education asthe most important predictive
variables. In terms of plausibility, thisis encouraging, as both
these factors have been frequently identified and cited in the
literature in large cohort studies as being important risk factors
of cognitive dysfunction [6,41]. In support of these findings,
we previously reported using ageodemographic analysis of this
cohort that socioeconomic status, namely, area-based
deprivation, was an important determinant of cognitive
dysfunction alongside age, years of education, depression, and
TUG test [42]. The emergence of the age a participant stopped
education as the dominant variable from the socioeconomic
cluster is particularly interesting as it has consistently been
found to be the most important individual socioeconomic factor
related to cognitive function across the life cycle [43].
Furthermore, 2 recent population-based longitudinal studiesin
the United States and the United Kingdom have indicated that
higher educational attainment, particularly in early life, could
help protect against a decline in cognitive function as people
age [44,45]. Reduced physical function, measured using tools
such as TUG, has also been associated with lower
socioeconomic status [46] and cognitive dysfunction [47]. The
TUG test reflects an individual’s strength and mobility,
inherently assessing gait, balance, and, to a lesser degree,
cognition and vision. It is a screening tool routinely used to
assist cliniciansin identifying patients at risk of falling [48]. A
cutoff of =12 seconds is commonly applied to identify
individuals at high risk of fals, but these cutoff levels are
applied differently across various studies [49]. Within this study,
aTUG score of >13 seconds was associated with poor cognitive
performance, and a score of >8 seconds predicted future risk of
cognitive decline. These selected predictors, and their associated
split points, from the machine learning analytics, are consistent
with other studies, where poor functional performance was
correlated with lower executive function in patients with MCI
and Alzheimer disease [50,51], and is associated with future
dementia occurrence [52]. Moreover, the TUG test can be
considered, in asense, aglobal measure of body function. Poor
performance has been associated with increased cardiovascular
disease and mortality as well as all-cause mortality in older
adults [53-55] and in patients with chronic kidney disease [56].
Additional predictors beyond the TUG score selected in the
decision trees asinformative are also linked with poor cognitive
performance, including a measure of kidney function, GFR.
Low GFR isassociated with poorer cognitive performance [57],
with a recent study reporting that individuals with impaired
kidney function had lower cognitive performance compared
with individuals with normal kidney function. Furthermore, in
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frail older adults with poor TUG scores, the severity of rena
dysfunction is independently correlated with cognitive
impairment [58]. Conseguently, it is clear that the various
machine learning approaches investigated in this study are
identifying appropriate factors with known links to cognitive
performance.

When the machinelearning approaches were applied to identify
the predictors of the rate of cognitive decline in TUDA
participants over a 5- to 7-year follow-up period, vitamin B6
status (as measured by blood concentrations of the active form
of the vitamin, PLP) at baseline emerged, after the TUG test,
as one of the key predictors. High proportions of older adults
in population-based surveys from the United States and Europe,
including the United Kingdom, are reported to have deficient
or low B6 status [59]. Vitamin B6 has a number of important
biological roles, including immunomodulating effects. In clinical
and popul ation-based studies, blood B6 concentrations are found
to be inversely associated with inflammatory conditions,
neurodegenerative diseases, and depression and to predict the
risk of cardiovascular disease and certain cancers[60]. Of note,
vitamin B6 and related B vitamins (namely, fol ate, vitamin B12,
and riboflavin) are required as cofactors in one-carbon
metabolism, aseries of essential reactionsinvolving thetransfer
of one-carbon units for DNA synthesis and repair and
homocysteine metabolism and in the methylation of
phospholipids, proteins, DNA, and neurotransmitters[61]. There
is a growing body of evidence indicating that one-carbon
metabolism and related B vitamins may be important for
maintaining cognitive health during aging. The majority of
research to date has focused on folate and vitamin B12.
Although vitamin B6 has been less extensively investigated,
the findings of this study are in agreement with other
observational studies. A low vitamin B6 status has been
associated with cognitive dysfunction [62,63] and cognitive
decline [64,65] in older people. A low vitamin B6 status was
associated with cognitive decline in the Veterans Affairs
Normative Aging Study [65]. More recently, a low baseline
status of vitamin B6 was also associated with a
greater-than-expected rate of cognitive decline in a cohort of
community-dwelling older adults in Northern Ireland [64]. Of
greater importance, a number of randomized controlled trials
demonstrated that vitamin B6 supplementation in combination
with other B vitamins reduces the rate of cognitive decline in
older people [66,67] and a reduced rate of brain atrophy as
measured using MRI [68]. Furthermore, other evidence from
the TUDA study indicates that vitamin B6, along with folate
and riboflavin, isassociated with an increased risk of depression
[7]. This machine learning approach has identified vitamin B6
as an important determinant of cognitive health in the TUDA
study and, whilst biologically plausible and supported by other
scientific evidence, the possible beneficial effects of vitamin
B6 on cognitive health would need to be confirmed in
randomized controlled trials.

What is very interesting from aclinical setting are the changes
in the selected predictors within machine learning modelswhen
comparing the RBANS total score model versus the rate of
change of the RBANS score model. The age at which a
participant stopped education is a dominant predictor from the
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socioeconomic cluster in the RBANS total score model;
however, it becomes an uninformative predictor of the rate of
change of the RBANS score model and actually disappearsfrom
the models. This implies that while this socioeconomic factor
is an important predictor of cognitive dysfunction (diagnosis),
it isnot important when predicting the rate of cognitive decline.
Thus, while patients may start off on a different baseline due
to socioeconomic predictors, their rate of cognitive decline is
not influenced by these socioeconomic predictors.

Although this paper focuses on key health, nutritional, and
environmental predictors of cognitive dysfunction and rate of
change of cognitive function using machine learning techniques,
as part of the project, the research team also sought input from
personal and public involvement (PPI): patients, carers, and
clinicians. This engagement focused on causation of cognitive
dysfunction, particularly in relation to age, activity, and genetics,
considered as measures of risk. Thisaspect of thework interms
of engagement with PPI, their expectations, and how these align
with thefindings of thiswork will be thefocus of future research
publications.

Limitations

This study had several strengths and limitations. The main
limitation isthat the TUDA study is observational in design and
thusresidual confounding and reverse causality cannot beruled
out in this analysis. In addition, owing to the low instances of
participants with poorer cognitive performance as indicated by
an RBANS score below 70 (target class=low), this class was
underrepresented within the training data set, and therefore,
oversampling had to be performed to allow for more balanced
classifier training. This artificial approach of boosting the
number of sampleswas necessary for the classifier, but, coupled
with the imputation of missing data, no new information would
have been attained. This led to an imbalance between the
precision and recall accuracy metrics, athough this was
remedied with the use of the F, score. Generally, theal gorithms
performed well in the classification of the RBANS score. The
decision trees performed the poorest, but as explained in the
Results section, they were till capable of drawing out key and
transparent information. Although an extensive comparison of
classification approaches was not the focus of this study, we
recognize that alternative variations of the algorithms used in
this study exist, for example, C4.5 and C5.0 for decision trees
as well as other learning algorithms such as neural networks
and boosting agorithms. These aternative approaches may
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yield better results, and we intend to investigate these in the
future while ensuring that theinterpretability of resultsremains
to be a key objective. In addition, the performance of the
classifiers could have been improved using a dimension
reduction technique such as PCA; however, this would have
impacted the interpretability of the classifier, as was the
objective of the study.

The main strength of this study is the utilization of data from
the TUDA study, a large and comprehensively characterized
cohort of community-dwelling older adults. Furthermore, a
subset of the TUDA study cohort was reexamined 5to 7 years
later using standardized protocols at both time points. This
enabled changes in cognition to be tracked over time and the
rate of cognitive decline to be calculated compared with most
observational studies that measure cognition at one time point
only. The primary outcome of this study was based on the
RBANS test, a sensitive neuropsychiatric battery for global
cognitive assessment. As comprehensive data were available,
this permitted objective laboratory measures over subjective
measures of nutritional status to be included in the analytical
models, thus providing more robust data on predictors of
cognitive function.

Conclusions

In conclusion, the derived classification models were able to
identify a small number of key noninvasive predictors that are
able to predict cognitive dysfunction and the rate of change of
cognitive function with a high level of accuracy in the TUDA
study. The TUG score, the age at which the participant stopped
education, and whether or not the participant’s family reported
memory concerns emerged as key predictors that could
potentially be incorporated into a screening tool for cognitive
dysfunction for health care professionalsto identify individuals
in need of further in-depth cognitive evaluation. Given the
burden on health care resources, this could result in
improvements in the efficiency of dementia screening and
present cost and time savings for the relevant health professions.
Furthermore, the results provide evidenceto identify key targets
that could be included in public health strategies aimed at
prevention of dementia. Further investigation is necessary to
test the accuracy of the identified predictors in other large
cohorts and using other cognitive assessment tools. The TUDA
data enable extensive opportunities for future investigations of
the aging population.
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Abstract

Background: Clinical named entity recognition (CNER), whose goal is to automatically identify clinical entitiesin electronic
medical records (EMRs), isanimportant research direction of clinical text datamining and information extraction. The promotion
of CNER can provide support for clinical decision making and medical knowledge base construction, which could then improve
overall medical quality. Compared with English CNER, and due to the complexity of Chinese word segmentation and grammar,
Chinese CNER was implemented later and is more challenging.

Objective:  With the development of distributed representation and deep learning, a series of models have been applied in
Chinese CNER. Different from the English version, Chinese CNER is mainly divided into character-based and word-based
methods that cannot make comprehensive use of EMR information and cannot solve the problem of ambiguity in word
representation.

Methods: In this paper, we propose a lattice long short-term memory (LSTM) model combined with a variant contextualized
character representation and a conditional random field (CRF) layer for Chinese CNER: the Embeddings from Language Models
(ELMo)-lattice-LSTM-CRF model. The lattice LSTM model can effectively utilize the information from characters and words
in Chinese EMRs; in addition, the variant ELMo model uses Chinese characters as input instead of the character-encoding layer
of the ELMo model, so as to learn domain-specific contextualized character embeddings.

Results: We evaluated our method using two Chinese CNER datasets from the China Conference on Knowledge Graph and
Semantic Computing (CCKS): the CCKS-2017 CNER dataset and the CCKS-2019 CNER dataset. We obtained F1 scores of
90.13% and 85.02% on the test sets of these two datasets, respectively.

Conclusions: Our resultsshow that our proposed method is effectivein Chinese CNER. In addition, the results of our experiments
show that variant contextualized character representations can significantly improve the performance of the model.

(IMIR Med Inform 2020;8(9):€19848) doi:10.2196/19848
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Introduction

Background

Electronic medical records (EMRS) are an important data
resource to describe patients’ disease conditions or treatment
processes. They are records written by clinicians using
unstructured free text to describe medical activities for
individual patients. By analyzing EMRS, a large amount of
patient-related medical knowledge can be mined [1]. With the
generation of alarger number of EMRs and the potential demand
for medical information services and medical decision support,
they have attracted much attention from researchers.

Clinical named entity recognition (CNER) aimsto automatically
identify clinical entities in EMRs and classify them into
predefined categories, such as disease, image review, |aboratory
examination, operation, drug, and anatomy [2]. CNER is the
key component of clinical text mining and EMR information
extraction research and is used for clinical decision support in
medical informatics [3]. At the same time, CNER can also
provide support for disease diagnosis and medical knowledge
base construction, so asto improve overall medical quality [4].
Compared with English CNER and due to the complexity of
Chinese word segmentation and grammar, Chinese CNER was
implemented later and is more challenging. As a public task,
Chinese CNER has been introduced three times at the China
Conference on Knowledge Graph and Semantic Computing
(CCKS), from 2017 to 2019, in order to promote theinformation
extraction of Chinese EMRs. In this paper, we conducted
research and experiments with our Chinese CNER approach,
based on the CCKS-2017 (Task 2) CNER dataset and the
CCKS-2019 (Task 1) CNER dataset.

CNER is generaly performed as a sequence tagging problem
to identify and extract entity references related to clinical
medicine. For the English CNER task, severa neura network
architectures have been proposed and achieved excellent
performance; among them, the most widely used system is a
combination of bidirectional 1ong short-term memory (BiLSTM)
and conditional random fields (CRFs) [5-7]. Maand Hovy [8]
presented the BiLSTM-convolutional neural network
(CNN)-CRF model with CNN and achieved an approximately
equal performance. Compared to named entity recognition
(NER) in other fields, Chinese CNER is more challenging.
Medical texts often use nonstandard abbreviations, or the same
entity has multipleforms; for example, “ B F)$R” (oxaliplatin)
is the same as “ B> F4H” (oxaliplatin) [9]. The more critical
problem is that the Chinese grammatical structure is more
complex than the English structure, and there is no natural
word-segmentation boundary in Chinese, which may lead to
word-segmentation error propagation in CNER [10]. In view
of the dependence of Chinese word segmentation, Zhang and
Yang [11] put forward an innovative lattice long short-term
memory (LSTM) model for Chinese NER. Lattice LSTM is
character based and effectively utilizes the corresponding
potential word information, which is superior to character-based
and word-based modelsin many Chinese general datasets.

Compared with statistical learning methods, which need to
design or extract hand-crafted festures based on domain-specific
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knowledge, deep learning methods usually use distributed
representation as the input feature. Traditiona pretrained
character-embedding models, such asword2vec [12] and Global
Vectorsfor Word Representation (GloVe) [13], train embedding
based on their syntactic and semantic similarity in sentence-level
contexts, but the training result is a context-independent
character vector. In fact, a character may have completely
different meanings in different contexts. For instance, in the
sentence “EE AREE, TSHA30BAFTPERMLIT (K42
BZ240M GBS BKE;E, IREAOOMGHEEEF) , THZIRF,
FBAEEMER, the meanings of both characters “JIfi” are
different depending on their context. Reasonably, the two
characters “Jlii” should have different vector representations.
The Embeddings from Language Models (ELMo) [14] model,
which provides deep contextualized word representations, allows
the same word to have different vector representations in
different sentences. The ELMo model was originally proposed
for English text and generates specific English word vectorsfor
each sentence, not character vectors. However, thelattice LSTM
model is essentially based on Chinese characters; therefore, we
modified the ELMo model to replace the character-encoding
layer with domain-specific Chinese characters as input, so that
the domain-specific ELMo embedding of Chinese characters
was obtained.

In this paper, we propose alattice LSTM model combined with
avariant contextualized character representation and CRF layer
for Chinese CNER. By taking advantage of the lattice LSTM
structure, our approach can control the long-term state with the
combination of word information to make full use of EMR
information. Moreover, avariant ELMo model isprojected into
the lattice LSTM model to help it obtain contextual semantic
information. Finally, a CRF layer is used to capture the
dependencies between adjacent labels. We can summarize the
main contributions of our work as follows:

1. We used the medical field texts to train domain-specific
character embedding and word embedding; sincetraditional
word embedding is difficult to usefor capturing contextual
semantics, the addition of the variant ELMo model can help
the model combine the contextualized character
representations on the basis of character information and
potential word information.

2. Thisisthefirst timethevariant ELMo embedding has been
integrated into the lattice LSTM model and applied to
Chinese CNER research. Compared with other prevalent
models, it has achieved relatively competitive results with
F1 scores of 90.13% and 85.02% on two Chinese CNER
datasets, respectively.

Prior Work

CNER

In thefirst research studies on CNER, rule-based methods [15]
and dictionary-based methods [16] were the most common
methods. For instance, Savova et al [17] and Zeng at a [18]
combined manual rules and heuristic rules to identify medical
entities with good results. Because of the grammatical
complexity of Chinese clinical texts, rule-based methods need
alot of hand-crafted rules, which cannot identify enough entities
and are difficult to transfer to other fields. Statistical learning
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algorithms are mainly based on single-word classification or
sequence tagging, which can consider the tagging results of
adjacent wordsjointly [19,20]; these algorithmsinclude support
vector machines (SVMs) [21], CRFs[22], and structured SVMs.
Finkel et al [23] used CRF to establish an automatic annotation
model for NER, which mainly considered the characteristics of
words, prefixes, parts of speech sequences, and word
morphologies. However, statistical learning methodsrely heavily
on complex feature engineering and resourcesfor specific tasks.
Collobert et al [24] took the lead in solving the NER problem
with aneural model, and used the word embedding asthe input
feature. With the extensive application of deep learning in the
field of natural language processing (NLP), various neura
networks have been applied to sequence tagging tasks [25].

Systematic research on EMR entity recognition was initiated
by i2b2 (Informatics for Integrating Biology and the Bedside)
as a public evaluation task in 2010 [26]. This evaluation first
classified EMR entities [27], mainly identifying three types of
entities: medical problems, treatment, and examination. For
Chinese CNER, Feng et al [28] first carried out CNER research
on Chinese EMRS, using the CRF model and manually compiled
dictionaries. Inthe Chinese CNER, the open dataset isextremely
lacking, and only the CCKS evaluation tasks published the
datasets; they were published three times, between 2017 and
2019. The BiLSTM-CRF model, with self-taught and active
learning proposed by Xia and Wang [29], reached an F1 score
of 88.98% on the CCKS-2017 CNER dataset. Sincethereisno
clear word-boundary information in Chinese text, Chinese
CNER systems can be generally divided into character-based
and word-based methods. However, the character-based method
may lose word-level information, while the word-based method
suffers from word-segmentation error propagation.

Word Embedding

In general, the deep learning method uses word embedding
trained from a large-scale unlabeled corpus as a model input
instead of feature engineering. The most representative,
pretrained word vectors—word2vec [12], GloVe [13], and a
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semisupervised learning method [ 30]—can capture fine-grained
semantic and syntactic information from unlabeled text. Most
of the pretrained word-embedding models are trained on the
genera corpus, and the semantic similarity measurement built
for a general purpose is not effective in a specific field. In
specific fields such as clinical text mining, there are many
clinical entities and syntactic blocks that contain rich domain
information, and the semantics of words are closely related to
them; therefore, we need to use a specific corpus to train
domain-specific embedding [31].

Most of the embedding models only produce
context-independent representation for each word, so it is
difficult to obtain contextual semantic information. Current
research focuses on contextua vector representation; for
example, context2vec [32] uses the LSTM model to encode
context around a center word or some unsupervised language
model [33]. Devlin et al [34] proposed a pretrained language
model, Bidirectional Encoder Representations from
Transformers (BERT), which achieved state-of-the-art results
in many NLP tasks. This paper adopts the contextualized
word-embedding (ie, ELMo) model introduced by Peters et a
[14] and modifiesit to adapt to Chinese characters.

Methods
Model

Overview

In this section, we propose the EL M o-lattice-L STM-CRF model
in detail; its architecture is shown in Figure 1. First, we
concatenated the ELMo embedding and the word2vec
embedding as the input of the character-embedding part of the
lattice LSTM model. Second, embedding of the subsequence
from lexicon D was used as the input of the word-embedding
part. Findly, a CRF layer was used to predict the label
probability. We illustrate these three parts of the
ELMo-lattice-L STM-CRF model with real clinical text (ie, “ B
{R$5RE” [gastric mucosa]) as an example.
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Figure 1. Architecture of the ELMo-lattice-L STM-CRF model. B-IMG: beginning of image entity; c: cell memory; CRF: conditional random field;
ELMo: Embeddings from Language Models; h: hidden state; I-IMG: inside of image entity; LSTM: long short-term memory; superscript c: character

sign; superscript w: word sign; x: embedding of a character or word.
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Thelattice LSTM model can be regarded as an extension of the
character-based method, which takes the addition of character
embedding and weighted-word embedding as the input of the
model. Theinput isasequence of mcharactersas(cy, Cy,..., Cy),
together with words that are obtained by matching the clinical
text in lexicon D. We used the Gensim word2vec tool to train
theunlabeled clinical corpusto obtain domain-specific character
embedding and word embedding. Thisclinical corpusincludes
the CCKS-2017 CNER dataset, the CCK S-2019 CNER dataset,
the unlabeled corpora provided by these two tasks, ahealth care
and learning community [35], and the China National
Knowledge Infrastructure